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Abstract 

A backward wave oscillator (BWO) powered by a 4-gap pseudospark (PS) 

discharge-generated electron beam has been designed, modelled and constructed, and 

has been found to generate 2.7 W of RF power at a frequency of 199 GHz. This work 

presents numerical simulations and experimental results of this work, as well as the 

techniques, apparatus and diagnostics involved in the manufacture and testing of this 

device. The physics underlying both the BWO and the PS discharge, a low-pressure 

plasma phenomenon of high peak current, fast rise time and capable of generating a 

high quality, high brightness and high current density self-focussing electron beam, 

will be examined. 

 

Also two other devices will be explored: a BWO operating at 67 GHz and a multi-

cavity klystron, a form of linear beam amplifier, operating at 94 GHz. The operating 

and bunching mechanisms of the klystron shall be likewise explored, along with the 

steps taken for the physical construction of such a miniscule and technically 

demanding device. 

 

A detailed exploration of the PS electron beam has been undertaken, with particular 

focus on the successful generation of electron beams of sub-millimetre radii. A PS 

discharge has also been applied for the generation of electron beams, successfully 

resolving a sub-mm diameter object and generating X-ray photons with energies of 

15.83 keV when a 46 kV electron beam was directed towards a molybdenum 

target/witness plate. This is a step towards the development of a pseudospark-based 

small-point X-ray imaging source. 
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1.1 Introduction 

The aims of this work contained within this thesis are threefold: 

1. To explore the capabilities of the pseudospark as an electron beam source for 

high frequency generation, particularly in regards current and propagation 

abilities with small-diameter beams (<1mm). Beam sizes shall be reduced 

through the use of collimating structures and examined via beam diagnostic 

techniques, both new and improved. 

2. To design millimetre-wave devices suitable for operation with the pseudospark 

discharge, and to model and optimise their performance through the use of any 

suitable codes. In this case, the most suitable codes for use are MAGIC, a finite-

difference time-domain particle-in-cell (FDTD PiC) code for simulation of beam-

wave interactions and CST Microwave Studio for studies of microwave 

propagation. The design of the structures will include all aspects involved in 

device operation, i.e. power coupling, vacuum integrity and compatibility with 

existing systems. 

3. To test and evaluate these designed systems with pseudospark-derived electron 

beams using available diagnostics and to compare experimental performance 

with that predicted by simulation, particularly with respect to output power and 

operational frequency, as well as examining the stability and repeatability of such 

performance. From this, it will be ascertained whether it is possible to scale such 

a system to higher frequencies. 

From these goals, the suitability of the pseudospark discharge for frequency 

generation into the sub-millimetre wave range will be evaluated. 

1.2 Overview of mm-Wave Sources 

The millimetre-wave portion of the electromagnetic spectrum (30 – 300 GHz, 

corresponding to wavelengths of 10 to 1 mm) has grown in importance in the past 

decade with increased applications becoming apparent. The most frequently used 

frequency bands are becoming saturated with an ever-increasing demand for 

communications, radar and remote sensing applications. In consequence there has 
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been, in recent years, research into new sources to generate electromagnetic power in 

the relatively underused higher frequency bands in the 100s of GHz range, 

particularly solid state devices and vacuum electronic devices (VEDs). 

Complementary Metal-oxide Structure (CMOS) amplifiers have recently begun to 

catch up with VEDs, with researchers at National Chiao Tung University in Taiwan 

having developed a 40-nm digital bulk CMOS amplifier exhibiting 140 mW of 

power at 213.5 GHz, with an estimated 3-dB bandwidth of 13 GHz [1]. While this is 

impressive and outstrips many solid-state devices, where powers are typically limited 

to 10s of mW for InP Gunn devices operating at similar frequencies [2], it 

nonetheless falls short of figures achieved by many VEDs. 

 

Vacuum tubes have been utilised for the generation of mm-wave frequency 

generation for decades and gyrotrons are one of the most frequently used, and 

powerful, of mm-wave sources. They operate by bunching free electrons within a 

strong magnetic field and have been shown to generate kWs of power in the mm-

wave range, a 220 GHz device operating in the TE03 mode using an 8T pulsed 

magnet at the Terahertz Research Center, University of Electronic Science and 

Technology of China has achieved 11.5 kW with an efficiency of 12.8% [3]. The 

Research Centre for Development of the Far-Infrared Region in Fukui, Japan have 

pushed frequency capabilities, with a 388 GHz gyrotron achieving power of 62 kW 

[4], while also of note is the current work being undertaken to develop a 4 MW, 170 

GHz coaxial cavity gyrotron for nuclear fusion projects such as ITER, which will 

push the power capabilities of gyrotrons even further [5]. Currently, the highest 

powers achieved at this frequency were by the European Gyrotron Consortium 

(EGYC), who developed a coaxial cavity gyrotron delivering 2.2 MW of power with 

30% output efficiency [6]. 

 

Backward wave oscillators (BWOs) are linear beam tubes within which an electron 

beam is directed through a slow-wave structure, such as a folded or rippled-wall 

waveguide, with interactions between the slow space-charge wave of the electron 
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beam and the backwards eigenwave of the slow-wave structure supplying energy to 

an electromagnetic wave which travels backward along the structure. They are 

particularly well-adapted to high-frequency generation and commercially-available 

devices can generate radiation at up to 1.5 THz, though at sub-μW power levels, 

while 200 GHz devices operate with 50 mW output power [7]. Variations on the 

BWO, such as the clinotron, where a tilted beam is used over the slow-wave 

structure, and the orotron, which utilises two mirrors with the SWS to form a Fabry-

Pérot cavity, have both outperformed traditional BWOs, with a 300 GHz clinotron 

generating 1 kW of pulsed power [8] while the Institute of Applied Physics of the 

Russian Academy of Sciences have produced mm-and-sub-mm-wave orotrons, with 

180 GHz operation delivering 1 W of power for a current of 200 mA and a pulse 

duration of 4-10 ms [9]. 

 

Closely related to the BWO, the travelling wave tube (TWT) also utilises a slow 

wave structure in conjunction with an electron beam but amplifies a given signal 

rather than generating one from noise. There is currently a huge burst of interest in 

these devices, spurred on by improved manufacturing techniques such as LIGA 

(lithographie, galvanoformung, abformung, a technique which uses either x-rays or 

UV radiation to allow for the formation of minute, high aspect-ratio structures) as 

well as the DARPA HiFIVE (High frequency integrated vacuum electronics) 

program, which seeks to develop new generations of vacuum amplifiers at 

frequencies exceeding 100 GHz. Of note are Nothrop Grumman Electronic Systems, 

who have developed a 5-circuit folded-waveguide amplifier operating at 19.8 kV and 

277 mA which has generated short pulses of 55.5 W at 214 GHz, with gain and 

efficiency of 28.5 dB and 2.3% respectively [10], and the Naval Research Laboratory 

in Washington, USA have similarly produced a serpentine waveguide amplifier, a 

64-gap structure producing just over 60 W of power at 214.5 GHz using a beam 

voltage of 12 kV, with a total tunable range of 200 GHz to 240 GHz [11]. 
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Along with TWTs, klystrons are one of the two main linear beam families of vacuum 

tubes and operate by using an RF signal to velocity-modulate an electron beam at 

discrete points, inducing longitudinal bunching in the beam and thus amplification at 

the RF frequency. They were one of the earliest vacuum tubes to be manufactured 

and while they typically exhibit high power and efficiency, the difficulties in 

manufacturing small-dimension interaction structures have seen them fall out of 

favour for high-frequency operation. However, klystrons operating as multipliers, 

where the resonant frequency of the input cavity is tuned lower in comparison to that 

of the output cavity to allow for extraction of higher multiples of the input frequency, 

have recently attracted renewed interest. Variations on klystrons, such as the reflex 

klystron oscillator and the extended interaction klystron (EIK) have become more 

prevalent at these frequencies, however.  Communications & Power Industries, Ltd. 

have produced a range of EIKs at 220 GHz for several years, with pulsed EIKs 

delivering 100 W of peak power with 5% duty cycles and CW devices delivering 9W 

of power, while their reflex klystrons deliver 1 W of CW power and 50 W pulsed at 

the same frequency of 220GHz [12]. At lower frequencies, these powers may be 

several orders of magnitude greater. 

 

Magnetrons are devices which use magnetic fields interacting with electron beams to 

induce high-frequency radiation within cylindrical cavities and research at the 

Institute of Radio Astronomy of the National Academy of Science of Ukraine has led 

to the production of a several spatial-harmonic magnetrons operating at, or near, 210 

GHz with a peak pulsed power of 1.4 kW with a 0.95 T magnetic field, anode 

voltage of 15 kV and beam current of 15 A. The pulse duration was of 50 ns length, 

with a duty factor of 0.01% [13]. 

 

There are numerous other sources of mm-wave radiation, most notably free electron 

lasers (FELs) and relativistic beamline sources, with both capable of high power 

generation at frequencies stretching into the terahertz regime, though given their use 

predominately being focused at high frequencies, these may be discounted from 
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discussion here due to the need to use high energy (hundreds of keV) electron beams 

and the large size of such systems. A useful review of their capabilities has been 

given by Booske, et al [14]. 

 

While each of the above devices have their distinct limitations: gyrotrons require 

extremely high magnetic fields, BWOs and TWTs are restricted by manufacturing 

concerns, as are klystrons, which also suffer from breakdown effects at high 

voltages; magnetrons, meanwhile, may be difficult to properly tune. Many of these 

issues are overcome with careful design but one constant issue is that of the free 

electron sources for the devices, which must typically deliver higher beam current 

densities in order to deliver suitable operation with small beam diameters. 

 

This work seeks to further develop a relatively new electron beam source for vacuum 

tubes, the pseudospark discharge. Pseudosparks are low-pressure discharges which 

utilise a distinctive hollow-cathode structure to generate extremely fast rise times 

[15], while simultaneously generating high-quality electron beams of high brightness 

(10
11-12

 Am
-2

rad
-2

), high current density (~10
4   

Am
-2

) and low emittance due to the 

space charge neutralisation of the electron beam in a background plasma [16]. These 

beams have been shown to be scalable to smaller dimensions with little effect on 

current density and as they propagate, an ion channel is formed which acts to self-

focus the electrons, eliminating the need for a guiding magnetic field. These features 

combined make the pseudospark an excellent tool for the generation of mm-waves. 

 

The BWO has been deemed an appropriate device for gauging the suitability of the 

pseudospark for mm-wave generation due to its overall robustness, while the lack of 

BWOs in this frequency range offering more than 10s of mW of power makes it an 

attractive device to investigate. A 200 GHz BWO using a pseudospark electron beam 

source is therefore the primary focus of this work, although two other devices shall 

also be included: an experimental investigation of a W-band BWO operating at 67 
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GHz, and the design and cold testing of a three-cavity klystron with a centre 

operating frequency of 94 GHz. Through this work, the suitability of the pseudospark 

for higher-frequency generation into the THz regime will be evaluated. 

1.3 Pseudospark Applications 

Since the pseudospark’s genesis, its primary application has been as a high-current 

switching device. Known by other names, such as the cold cathode thyratron and the 

backlit thyratron (a term used when optically triggered, rather than electrically), its 

performance as a high-power switch served to outstrip many of the alternatives 

available. Early switches demonstrated high performance in peak current, rate of 

current rise, efficiency, switching precision, recovery time and current reversal. Time 

delays of <40 ns and sub-ns jitter were possible and, due to the cold cathode 

operation, were also capable of long lifetimes [17]. Such devices are still in use 

today. 

 

The pseudospark beam also has applications in some X-ray imaging capacity, due to 

its ability to produce a short-duration soft X-ray flash. Investigated by C.S. Wong in 

1989 [18] using a hollow cathode impacting a focused electron beam onto a flat 

anode surface, X-rays of up to several kW in power were observed. The X-ray 

spectrum being emitted corresponded to the characteristic line emission of the anode 

material, which was interchangeable (copper, aluminium, tungsten and titanium were 

all tested), and using a copper anode with a 20 kV charging voltage, an average X-

ray dosage of 18 ± 0.4 mGy was produced. 

 

Perhaps the most attractive application for pseudospark cathodes is as a source of 

high-energy electron beams. Due to the properties described above there are 

numerous possible commercial applications, the most viable of which is in material 

processing (e.g. sputtering, electron beam drilling and the production of thin films) 

[19]. Additionally, the beam shows great potential as a source of electrons in some 

millimetre-wave generation devices and processes due to the ability to generate high 



8 

 

current density electron beams which can be propagated through small diameter 

structures without the need to apply a strong guiding magnetic field. 

1.4 Atoms, Beams and Plasmas Group Research 

The Atoms, Beams and Plasmas group at the University of Strathclyde has always 

had a strong drive towards research in beam-wave interactions and free-electron 

physics with attractive industrial potential, either in terms of high operating 

efficiencies, high attained power or frequency of operation. Megawatt-level radiation 

at frequencies ranging from 1-220 GHz has been obtained via investigations of the 

CRM (Cyclotron Resonance Maser) instability, FELs (Free Electron Lasers), 

gyrotrons [20] and loaded waveguides while the demonstration of a saturated FEL 

oscillator in 1996 spearheaded further research into high gain FEL amplifiers [21]. 

Research into CARM (Cyclotron Auto-Resonance Maser) instabilities at the second 

harmonic were the first of their kind [22], as well as being the first to demonstrate a 

novel broadband gyrotron amplifier possessing high output power and efficiency 

[23]. The group has also carried out extensive and invaluable research on AKR 

(Auroral Kilometric Radiation) phenomena [24], 1D and 2D Bragg reflectors [25] 

and FEM processes (Cherenkov and bremsstrahlung). 

 

The group has also undertaken significant studies in the fields of cathodes and beam 

formation physics, documenting the first use of cold field-enhanced emission in 

high-power microwave devices [26], as well as investigating the emission of 

electrons from velvet surfaces in Pierce configurations and explosive emission of 

electrons in coaxial diodes [27]. 

1.5 Summary of Pseudospark Work at the University of 

Strathclyde 

The University of Strathclyde’s Atoms, Beams and Plasmas group has over fifteen 

years of experience in working with pseudospark discharges. H. Yin, whose 
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expertise has been invaluable in assisting with, and contributing to, this work, first 

started pseudospark research at Strathclyde in 1994, presenting her PhD thesis work 

on the topic of Pseudospark Discharge and Cherenkov Maser Experiments in 1998 

[28]. Much of the work conducted was on single-gap pseudospark discharges using 

an experimental setup very similar to the one described in Chapter 4, varying gas, 

gas pressure, gap separation, cathode cavity depth, external capacitance, aperture 

diameter and applied voltage to form a rigorous deconstruction of the pseudospark 

discharge model. Beam performance was also studied, yielding 100 amps of current 

at an applied voltage of 10 kV [29]. 

 

Aside from the extensive work investigating single-gap discharges, much has also 

been done on multiple-gap pseudospark discharges, using alternating layers of 

Perspex insulators and stainless steel inter-electrodes between the cathode and anode. 

For an 8-gap pseudospark system, the measured beam could be seen to comprise a 

high-energy, low-current section, where the voltage was ~70 kV and current ~40 A, 

followed by a low-energy, high-current section of V ≈ 20 kV, I ≈ 350 A [30]. The 

high-energy phase is the one of most benefit in high-power RF applications. 

 

The beam from a pseudospark discharge was later used as the electron beam source 

for a Cherenkov maser, a slow-wave RF amplifier which uses a dielectrically-loaded 

resonator to generate amplified radiation. Using a 70-80 kV, 10 A beam, generated 

by a 3-gap pseudospark discharge and fed through a 60 cm-long alumina-lined 

waveguide, an output power of 2 kW was generated in the frequency range 25.5-28.6 

GHz, corresponding to a device gain of 29 dB [31]. 

 

In conjunction with this research, post-acceleration experiments were also carried out 

on the produced beam to compensate for the lower energy present during the latter 

high-current phase of the discharge process. The aforementioned 3-gap configuration 

was adapted to include an acceleration gap 30 mm downstream of the anode, driven 
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by a 40 kV, 125 ns voltage pulse, and then measured by a Rogowski coil situated 120 

mm downstream of the gap. By correctly synchronising the electron beam and the 

accelerating pulse, a 100 A, 40 kV pulse was measured at the Rogowski coil without 

the aid of a guiding magnetic field, compared to a less substantial 200 V before 

acceleration [32]. 
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2.1 Introduction 

In this chapter the basics of electron beams and their production will be covered, up 

to and including the use of the pseudospark (PS) discharge as a generator of electron 

beams. In order to adequately explain the physical processes involved in the PS 

discharge, an analysis of gas discharges over various pressure regimes will be 

included. Methods of evaluating the quality of electron beams are reviewed, and the 

suitability of PS-generated beams for microwave generation is examined. This 

chapter also explains the operating principles behind the two millimetre-wave 

devices examined in this work, the klystron and the backward-wave oscillator 

(BWO), including a brief history of their discovery, their amplification mechanics 

and methods which may be employed to gauge their operating frequencies, power 

handling and expected output. 

2.2 Electron Beams and Cathodes 

The point of origin for many electron beams is a cathode, an electrode which allows 

the flow of electrons out of itself although, in the case of vacuum devices, it is more 

appropriate to replace the term electron with free electron. Initially, the term 

‘cathode’ was used in Faraday’s descriptions of his early explorations of electrolysis 

in the 1830’s [33].  

 

The deciding factor in choosing a material for an electrode is its conductivity; for this 

reason, metals are the materials most frequently used due to the phenomena of 

metallic bonding, involving the sharing of free and mobile valence electrons by metal 

atom nuclei. Metal cations are fixed in a solid network and immersed in a sea of 

freely moving electrons. The metal atoms are bound together by the interaction 

between the negatively charged electrons and positively charged metal ions and, 

given the freedom of the electrons, such a formation gives rise to high conductivity 

[34]. 
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2.2.1 Electron Emission 

Electron emission describes the process in which electrons may leave a material’s 

surface and escape into space. This may be induced by a variety of methods, such as 

the application of heat (thermionic emission), light (photoelectric emission), a strong 

electric field (high-field emission) or particle bombardment (secondary emission) 

[35], with cathodes operating under any of these principles being known as solid 

cathodes. 

 

Figure 2.1: Potential barrier at a solid with the total energy, E, the electron energy in the solid, EF, and the 

work function, ϕ. 

 

The basis of electron emission is the free electron model, where electrons can be said 

to exist in a number of discrete energy levels, or states. Electrons with the highest 

energies are known as valence electrons and these are the most likely to be emitted. 

However, they do not have sufficient energy to escape on their own. For emission to 

occur the valence electrons must overcome a potential barrier which exists at the 

surface of the material, the energy required to surmount this being known as the work 

function, ϕ (figure 2.1). This is measured in electron volts (eV) and varies depending 

on several factors including the material, surface condition, and applied films. This 

potential barrier is usually surmounted but it may on occasion be tunnelled through, 

as is the case with field emission. For escape to occur, the electron must gain the 

energy required to equal that of a free electron in the surrounding medium. 
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2.2.2 Thermionic Emission 

Thermionic cathodes were likely the first types of cathode to be discovered and put 

into general use, with knowledge of thermal emission from metals being acquired as 

far back as 1880 by Thomas Edison [36] although no serious experimentation on the 

process was undertaken for several years. The result of Edison’s later work on 

filament lamps led to the invention of the thermionic diode in 1884 [37]  

 

Thermionic emission is a process in which electrons are given sufficient energy to 

escape a solid by increasing the electron temperature, the degree of the effect varying 

with the surface material. The current induced by thermionic emission may be 

estimated by considering the density of electron energy states and the probabilities of 

their occupation. As such, the electron energy distribution as a function of energy 

may be obtained by multiplying the density of states by the probability of 

occupation. 

 

Only those electrons which possess energy greater than the Fermi energy may 

overcome the work function barrier and be emitted. The thermionic emission current 

density is given by the Richardson-Dushman equation [38] 

 
     

   
  

   A/m
2
 

 
(2.01) 

where T is the temperature, ϕ is the work function, k is the Boltzmann constant, e is 

the electronic charge and A0 is a constant, given as 

    
       

   = 1.2 x 10
6
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2
deg

2
 

 
(2.02) 

me being the electron mass and h being Planck’s constant. 

 

This indicates an exponential variation of current density with temperature and work 

function. Typically, temperatures are stabilised at around 1500 K due to high 

temperatures limiting the lifetime of a thermionic cathode. As such, it is necessary to 
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minimise the work function as much as possible. Given that the work function varies 

with the orientation of the crystal of a material, metals with open lattices are 

normally preferable. Barium is a good choice for this, with a work function of 2.52 - 

2.7 eV, but it tends to evaporate rapidly at high temperatures thus necessitating the 

use of a dispenser cathode to replenish the barium cathode surface. 

 

The above analysis does not take into account the effect of an electric field on the 

cathode. In practice, it is found that upon the application of an electric field Eext to a 

thermionic emission surface, current emission will increase in a process known as the 

Schottky effect. This is due to the lowering of the work function by a factor of eΔϕ, 

where 
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(2.03) 

 

The emitted current density now becomes 

 
     

√
     
      

 
(2.04) 

where J0 is the current density as calculated via the Richardson-Dushman equation, 

often termed the zero field current density. This equation will generally hold for 

electric field strengths of lower than 10
8
 Vm

-1
, after which Fowler-Nordheim 

tunnelling will contribute heavily to the electron emission process. It may be noted 

that at low electric field levels, electron space charge effects may alter the effective 

current density due to the influence of electrons near the current emitter. 

2.2.3 Field emission 

When electric fields in the region of 10
8
 – 10

10
 Vm

-1
 are applied, there is a noticeable 

rapid increase in electron emission from the emitter surface which occurs 

independent of cathode temperature. Known as field emission, the phenomenon was 
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initially observed in 1897 by R.W. Wood [39] but no analytical consideration was 

put into the topic until 1923 when W. Schottky investigated it further [40].  

 

Figure 2.2: Illustration of the Schottky effect [38]. 

 

Figure 2.2 illustrates that when an electric field is applied there is a reduction of both 

work function and electron potential energy, known as the Schottky effect. With a 

sufficiently large field, the work function is reduced to the degree that it is no longer 

strictly necessary for an electron to possess the energy to surmount the work function 

barrier and it may tunnel through the reduced potential barrier (figure 2.3), a process 

which is derived from the quantum mechanical nature of electrons: this is what is 

known as Fowler-Nordheim tunnelling. The electric field which is required for 

tunnelling to occur may be approximated from the Heisenberg uncertainty principle 

to be [41] 

 
      (

   

(    ) 
) 

 
  

 
(2.05) 

 

The current density from a field emission device may be calculated by multiplying 

the tunnelling probability by the flux of electrons with a particular energy level and 

then integrating over all available incident electron energies. This is depicted in the 

Fowler-Nordheim equation, given as 

 
      

 
    
     

 
(2.06) 
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where Bcat and Ecat are variables dependent on the cathode properties, with a weak 

variation with the electric field. 

 

Figure 2.3: The presence of an extremely high electric field allows the possibility of quantum tunnelling 

[38]. 

 

In order to produce such high potentials, field emission structures are often 

comprised of arrays where emitters are shaped into very fine tips (tens of angstroms 

– microns radius of curvature) allowing the development of high fields at moderate 

potentials. With these fields, the potential barrier at the tip’s surface is significantly 

narrowed and consequently the probability of electrons tunnelling into vacuum is 

increased [38]. 

2.2.4 Photoemission 

Much as with field emission, the process of electron emission via the absorption of 

light can be envisioned as a quantum process, with devices which operate under such 

principles being based on Einstein’s quantum theory of photoemission. This theory 

was further elaborated upon in 1958 in the Three-Step model for photoemission 

which describes the photoemitting process as being a three-stage one. Firstly, there is 

the optical absorption/photoexcitation stage which imparts electrons within the 

surface with the energy to leave the material. Following this is a transport stage, 
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where electrons travel through the material, giving the possibility of inelastic 

scattering through interactions with other electrons (common within metals) and, 

finally, the escape of the electron from the surface and into vacuum. 

 

 

The photoemission current may be found from [42] 
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(2.07) 

where I0(hv) is the incident intensity of light with photon energy hv, R(hv) is the light 

reflectivity, α(hv) the material’s absorption coefficient, αPE(hv) the absorption as it 

relates to electrons imparted with sufficient energy to escape, PE(hv) is the 

probability of the electrons reaching the surface having sufficient energy to escape 

and l(hv) the scattering length of the electron. From analysis of this equation, it may 

be determined that if the absorption length La, given by 1/α(hv), greatly exceeds the 

scattering length the photoemission will be very low, as is often the case with metals 

where the ratio of la to l tends to be extremely high, particularly where the incident 

radiation is in the high UV region. Meanwhile, the converse also holds true with 

photoemission being relatively high in situations where the ratio approaches unity, as 

is the case with some semiconductors. 

 

Photocathodes are commonly used at low current densities in electro-optical devices, 

although devices which utilise high-intensity pulsed lasers allow for high power, 

high brightness electron beams. In addition, photocathodes have many advantages 

over thermionic cathodes; they are capable of operation at room temperature; the 

output electron beam may be modulated through the variation of the photon flux; 

they are capable of high current densities and; they possess a small transverse 

energy, allowing for high brightness beams. However, their continuing growth 

depends on the availability of high-power lasers, they are not suitable for long pulse-

length generation and the photoemissive coatings required are typically sensitive to 
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poisoning, leading to clean vacuum of very low pressures (~10
-10

 Torr) being 

required. 

2.2.5 Plasma Cathodes 

Much of the original research on plasma electron emitters was performed by Y.E. 

Kreindel throughout the 1970s before eventually being presented in his work ‘Plasma 

Electron Sources’ in 1977 [43]. His research on the emission properties of low-

temperature plasmas provided a foundation for later work on the control and 

stabilisation of plasma beams, as well as understanding the plasma emission process 

itself. 

 

Plasma cathode electron guns, or plasma cathodes, use a pre-existing plasma as the 

basis of the production of a well-defined electron beam. Such systems contain two 

essential parts, namely a plasma generator, based on an electrical discharge, and 

some form of electron extraction method. They do not contain a hot filament, making 

them more reliable than thermionic cathodes, and can generate electron beams at 

higher pressures. They are also largely unaffected by back-streaming ions, a possible 

liability in some applications. Plasma cathode electron beams may be pulsed and 

possess current densities up to 100 Acm
-2

 [44]. 

 

These current densities are largely dependent on the properties of the plasma, namely 

the density and temperature, and on the extractor electric field distribution. As the 

extraction field is increased, so too does the plasma potential and, consequently, 

electron emission, although for electrons to be extracted and accelerated to the full 

beam energy, the increase in extractor potential should be greater than that of the 

plasma. Additionally, the emission surface should be significantly smaller (~ several 

%) than the total discharge electrode area, otherwise electrons will follow the 

distribution of the electric field and not be accelerated. It is possible to achieve high 

current densities due to a lowered potential barrier for emitted electrons due to the 
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applied acceleration voltage, while the potential barrier for electrons moving towards 

the anode increases to compensate. 

 

Whilst simple planar systems have been in use for several decades, there has been a 

growth in more distinctive forms of plasma cathodes, such as those operating with 

hollow cathodes [45] and those based on arc discharges. 

2.3 Gas discharges 

For the understanding of plasma cathodes, and consequently pseudospark cathodes, it 

is necessary to understand the principles of gas discharges. Gas discharges occur 

when electricity is conducted through a gaseous medium by the movement of ions 

which have been produced by collisions between electrons and gas molecules. 

Within a system which consists of a gas, electrodes and a surrounding barrier, a 

current is carried by electrons in response to an applied electric field. There are a 

number of distinct discharge modes, and these can be broadly categorised as either 

self-sustaining or non-self-sustaining. In the case of non-self-sustaining discharges, 

the current ceases to be carried when the applied voltage is removed. These 

discharges are also known as ‘dark’ or, more commonly, Townsend discharges. In 

the case of self-sustaining discharges, the discharge undergoes gas breakdownlow, 

arc, hollow cathode and pseudospark discharges are all self-sustaining. 

 

Gas discharges may occur in a number of gases and over a wide range of pressures, 

ranging from ~10
-5

 Torr to ~760 Torr, and can carry currents between 10
-6

 and 10
6
 A. 

The exact point at which a discharge undergoes breakdown varies according to the 

type of gas being used, the pressure regime and the voltage being applied to the 

electrodes. In particular, the main factor is the current-voltage characteristic of the 

gas being used [46]. 

 



21 

 

2.3.1 Non-Self-Sustaining Discharges 

Non-self-sustaining discharges are so called due to the fact that in order to sustain 

current flow there must be a continuous applied voltage, in the absence of which the 

discharge ceases. If we consider any gas to contain a number of ions and electrons 

due to ultraviolet and cosmic radiation and radioactivity, then in a system with two 

electrodes we may expect emission of electrons from the same factors. Without an 

electric field, there is an equilibrium state achieved wherein the rate of generation of 

charged particles is counteracted by the recombination rate. By applying a small 

voltage (sufficient to produce a field strength E of ~1 Vcm
-1

) then current will flow 

in the gas due to the pre-existing electrons and ions whilst barely upsetting the 

equilibrium state. The current density J is proportional to E. As E and J increase, the 

equilibrium is altered due to the number of positive ions reaching electrodes and 

being neutralised, resulting in an increased recombination coefficient and reducing 

the total charged particles within the gas and consequently reducing the rate of 

current increase with voltage [47]. 

 

It will eventually become the case that 

     
  

  
  

 
(2.08) 

where dn/dt is the total rate of production of charged particles, e is the charge of an 

electron and d the anode cathode gap separation. The above state is known as the 

saturation current density, and is independent of both E and electron mobility. 

Current densities in these conditions are usually very small (<10
-9

 Acm
-2

) even when 

using a strong external radiation source and the voltage across the electrodes is in the 

order of 10 V, and this type of discharge is the primary cause of leakage in charged 

bodies as well as the initial state of many other gas discharges. It is also possible to 

produce a similar discharge through the use of a heated cathode to provide electrons, 

which would allow for a higher saturation current density. 

 



22 

 

When the voltage is further increased, eventually the current will begin to rise 

sharply, the rate of increase varying according to the gas pressure, but it is best to 

consider a low pressure case (~ few Torr) where there are several mean free paths 

between the electrodes. The rate will typically increase until the breakdown voltage 

VB is reached (figure 2.4), normally in the order of 100s of volts although the precise 

value depends on the gas type and pressure, as well as the electrode separation, size 

and material. Between saturation and VB the region is known as Townsend discharge 

and the peak current in this region is typically ~1 μA. 

 

Figure 2.4: Townsend discharge characteristics. 

 

In the low pressure region, it helps to assume the case of two electrodes with 

dimensions larger than their spacing where constant external radiation is incident 

only on the cathode to produce electrons. With increasing E, the electrons are further 

accelerated between collisions until their collisional energies are above the ionisation 

level. As such, some electrons ionise atoms during their traversal, producing ions and 

additional electrons which themselves may cause further ionisation, and so on. This 

effect may be quantified by Townsend’s first ionisation coefficient α, defined as the 

number of ionising collisions made on average by an electron as it travels one 

centimetre between cathode and anode. From this it may be written that 
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(2.09) 

where dn is the rate of increase and dx the distance travelled. If α is taken to be 

independent of x, it may be integrated to 

      
   

 
(2.10) 

where n0 is the number of electrons leaving the cathode per second. As such, the 

current in a tube of electrode spacing d is 

      
      

   
 

(2.11) 

where I0 is the cathode electron current, dependent only on external radiation effects, 

and all electrons related to I0 are known as primary electrons. The difference between 

I and I0 is due to all ionising collisions caused by electrons within the gas, and can be 

significantly greater than I0. In the case where there is no external source but rather 

photoionisation from the gas itself, the current is given as [47] 
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(2.12) 

 

It is evident that the above description accounts only for α and d, neglecting gas 

conditions altogether. In order to effectively analyse this factor it is necessary to 

account for temperature and pressure separately and not simply density, due to the 

temperature theoretically affecting the possibility of ionisation. Nonetheless, the 

effect of heating is usually negligible and as such α can be deduced from the gas 

pressure p when the variations of the cross-sections for ionisation are known. 

 

Taking the mean free path of an electron in the field direction as λ, the mean energy 

gained by an electron between collisions is Eeλ. α must depend on both this energy 

and the pressure, as well as the number of encounters per cm, therefore 

     (   ) 
 

(2.13) 
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where f is an unknown function. It is reasonable to assume that the mean free path is 

inversely proportional to the pressure, therefore 
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(2.14) 

where both f and   are functions similar in form to f. Townsend devised the latter 

equation from experiment due to α/p being determined from E/p, giving it the format 

  

 
         

 
(2.15) 

in which A and B are constants, variable according to the gas medium and electric 

field range [48]. There are several forms of Townsend’s first ionisation coefficient 

but this generalised form is true in most cases. 

 

The ratio of I to I0 is known as the multiplication factor and within many devices 

there is a pressure where the multiplication will peak at constant voltage, meaning 

that α is also a maximum with respect to the pressure. This condition may be 

expressed as 
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where the prime indicates differentiation with respect to E/p. 

 

This all accounts for primary electron emission but in any system there is normally 

increased current flow at high values of I and d, usually attributable to secondary 

emission. At low voltages, emission of electrons by positive-ion bombardment of the 

cathode is a common occurrence for which Townsend introduced his second 

ionisation coefficient. This is applicable to other secondary effects as well, and can 

be applied to cathode emission as the cathode yield γ in electrons per incident ion. 

Now, the current may be expressed as [28] 
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where γ can be found from 
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(2.18) 

Here, n+ is the electrons per second from the cathode due to secondary emission, and 

na the electrons per second from all sources arriving at the anode. 

 

Aside from positive ion bombardment, the other secondary emission process 

common in Townsend discharges is photoelectric emission at the cathode due to 

photons produced by excited atoms. γ is variable depending on the gas being used, 

but its value is always less than 1, usually ~10
-2

. 

 

Figure 2.4 shows a rapid increase in current at the breakdown voltage, to the extent 

that the breakdown current theoretically becomes infinite. This could occur if the 

increasing voltage and field strength in the Townsend region affect γ and α as to 

induce this unstable condition and cause a rise in current which will be 

uncontrollable until an external limiter is introduced. In other words, this is the 

breakdown criterion, written as 

                    since     
 

(2.19) 

also known as the Townsend (or sparking) criterion. γe
αd

 is the number of secondary 

electrons to be emitted from e
αd 

positive ions. At this point, a form of positive 

feedback takes over where each primary electron produces a secondary electron 

which can continue the process and as such has become independent of the external 

radiation source, assuming that the secondary electron yield is greater than unity and 

that secondary electrons are not recollected by the anode and thus can contribute to 

the discharge. At this point we may say that the discharge has become self-
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sustaining. Additionally, at this point the gas becomes luminous and forms either an 

arc or glow discharge depending on the gas type and external circuitry. 

 

By taking V=Ed (as is the case in a uniform field), using γ=ψ(E/p) and by varying 

equation 2.15, equation 2.19 may be written as 
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)  
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(2.20) 

 

This is true only in the case of a fixed pd and fixed VB, and as such it can be said 

that VB depends only on the gas pressure and electrode spacing i.e. 

     (  ) 
 

(2.21) 

which is also known as Paschen’s law. This does not give a form for f or f’, although 

it is possible to obtain theoretical forms which are limited in validity. It is notable 

that all combinations of gas and electrode material have a minimum breakdown 

potential, a minimum value of VB, when plotted against pd which is usually in the 

order of several hundred volts. At low pressures (pd<pdmin), the breakdown will 

occur over the largest possible path and as such will require high voltages for 

breakdown to occur. In high pressure cases (pd>pdmin) the converse is true in that 

collisions occurring as an electron crosses the gap is greater than at the minimum, but 

the energy gained between collisions and the degree of ionisation are much lower 

and hence voltage must also be increased to allow breakdown. 

2.3.2 Self-Sustaining Discharges 

After breakdown, a self-sustaining discharge may take one of several forms. If the 

pressure is in the order of 1 Torr between DC electrodes, and the whole circuit is 

controllable via variable series resistance and voltage, a current-voltage characteristic 

such as the one depicted in figure 2.5 will result. 
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Figure 2.5: Current-voltage characteristics of a self-sustaining discharge. 

 

The form which the discharge will take is determined by a combination of the gas 

and circuit conditions. If the pressure is relatively low (< 3 Torr) then a glow 

discharge will likely form, a type of moderate-current discharge which possesses a 

modest current (~1 μA-100 mA) whilst presenting a diffuse glow. Pressures nearer to 

atmospheric conditions combined with a low circuit resistance will cause the 

generation of an arc discharge, possessing a much more intense luminance than a 

glow discharge. At higher, atmospheric pressures within a varying E field, 

breakdown will cause the formation of a corona, slightly more akin to a glow 

discharge in appearance. 
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2.3.3 Glow Discharge 

Glow discharges are one of the more common and well-known forms of plasma 

discharge and are also one of the simplest discharges to recreate experimentally, 

requiring only an evacuated tube and two electrodes (figure 2.6) [49]. 

 

Figure 2.6: Form and characteristics of a glow discharge [49]. 

 

In such a system, a gas discharge may be initiated by increasing the external voltage 

until a luminous region begins to appear. In a ‘normal’ glow discharge the current 

density on the cathode will remain constant, with the glowing region spreading 

across the cathode surface with only a slight dip in voltage. If the current is raised 

further, beyond the point where the glow completely covers the cathode surface, then 

the current density will increase and the glow will move into the ‘abnormal glow’ 

region. This will initiate a steady rise in potential with current until an arc discharge 

begins, at which point the cathode will be sufficiently heated to begin to emit thermal 
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electrons. The potential existing between electrodes in a glow discharge is known as 

the maintaining potential, Vm. 

 

A typical glow discharge at a pressure of ~1 Torr will appear as in figure 2.6, the 

length of the discharge comprising numerous regions which are named as shown. 

Slow ions drifting towards the cathode from the negative glow region, producing a 

region of positive space charge near the cathode which in turn produces a region of 

high electric field, coinciding with the sheath region of the cathode dark space. The 

strength of this field typically decreases linearly with distance from the cathode, 

reaching almost zero at the boundary of the cathode dark space and negative glow 

region. As ions enter the cathode dark space from the negative glow they are 

accelerated by the field and strike the cathode surface, producing secondary 

electrons, while metastable atoms and UV photons from the negative glow region 

also produce secondary electrons. The efficiency of electron production, γ, varies 

with the compositions of the gas and cathode, as well as with the energy of the 

electrons. It is this secondary production efficiency which determines the voltage 

necessary for current increase in the abnormal glow stage of the discharge. As the 

tube voltage increases, the voltage drop across the sheath region, or cathode fall, also 

increases, increasing the kinetic energy of accelerating electrons and thus releasing 

more secondary electrons. If the cathode fall is sufficiently large, sputtering may 

occur at the cathode surface, generating a thin surface glow directly in front of the 

cathode [50]. 

 

As the secondary electrons are emitted, they are accelerated away from the cathode 

and through the Aston dark space, where insufficient energy means that they cannot 

excite the gas. When they reach energies which correspond to the peaks of the 

excitation cross-sections of the background gas, some electrons will collide with gas 

atoms and produce the cathode glow layer. Due to the high electric field inducing 

rapid acceleration, the electrons rapidly gain the momentum and energy to surpass 

the maxima of the excitation cross-sections and, as such, the cathode glow layer is 
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relatively thin. At the boundary of the cathode dark space and negative glow regions, 

electrons reach terminal velocity and the electron energy distribution is found to 

contain a large amount of high energy electrons, with those electrons which have 

reached this point without suffering collisions possessing energies comparable to the 

cathode fall. Investigations have that the proportion of fast electrons at the boundary 

increases with the cathode fall, and with decreasing pressure [51] [52]. 

 

Beyond this boundary and into the field-free body of the negative glow region, 

typically the most luminous region of the discharge, the electron energies are 

diminished due to numerous inelastic collisions, while any secondary electrons move 

by diffusion due to the lack of an accelerating force in any one direction. The 

electrons take on an approximately beam-like form, with the energy distribution 

changing to favour lower energy electrons generated by ionising collisions as the 

distance from the boundary increases. It is these ionising collisions from fast-moving 

electrons which are instrumental in maintaining the discharge since ions generated by 

collisions involving slow-moving electrons are eventually lost, either by diffusion to 

the walls of the discharge tube, by collisions with the cathode face or by volume 

recombination with low-energy electrons in the negative glow. The current of 

positive ions and electrons lost to the tube is proportional not only to ion and electron 

densities but also to the circumference of the tube, while the tube current is directly 

related to the positive ion and electron densities and to the area of the tube. As such, 

the use of a large diameter tube is beneficial in the reduction of losses in the 

discharge [53]. While the discharge current within the cathode dark space was 

largely carried by fast-moving ions, discharge current here is carried by the fast 

moving electrons. Much of the negative glow’s properties, as well as those of the 

cathode dark space, can be found in K. G. Emeleus’ review of the subject [54]. 

 

The Faraday dark space is caused by electrons within the negative glow region being 

decelerated to the degree that they fall below the minimum threshold for excitation 

and begin to drift towards the anode, experiencing only elastic collisions in the 
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process. Because of the range in electron energies and the nature of collisions within 

the negative glow region, the boundary between the two regions is normally diffuse 

in appearance. As the slow electrons proceed they form a density gradient large 

enough to maintain electron flow towards the anode, despite the decelerating effect 

of the Faraday dark space’s reversed electric field, although it necessary to introduce 

a longitudinal electric field for the electrons to reach the anode. The positive column 

achieves this with a constant low electric field along its length to compensate for 

charge losses. A charge sheath builds at the anode to repel ions and attract the slow 

electrons, producing a narrow anode glow, and the anode fall across the sheath is 

approximately equal to the ionisation potential of the background gas. 

 

It may be found that the lengths of the various regions vary with pressure, with 

pressure extremes limiting the retention of the glow discharge characteristics. The 

existence of the dark regions is due to electrons being able to travel farther, on 

average, before striking a gas atom meaning that, if the pressure is sufficiently 

reduced, the cathode dark space will expand to fill the tube. At this point, most 

electrons can travel from cathode to anode in a straight line without collisions and, 

after being accelerated to high velocities by the applied voltage, the discharge is 

essentially behaving more and more like an electron beam. At pressures below 1 

mTorr the supply of current cannot be maintained due to the drop in electron 

emission via positive-ion bombardment. 

2.3.4 Arc Discharge 

When pushing the input to higher currents using a lower resistance source, the glow 

discharge will become an arc, which is characterised by a higher current and 

significantly lower voltage (<50 V) than the glow discharge. The current density will 

markedly increase, producing an intensely luminous glow that acts to obscure the 

cathode region. At high pressures the arc possesses a dense core and flame-like outer 

regions. While the current varies along the discharge length, it is constant at the 

cathode and focused on a small cathode spot to which the current flows, although the 

position of this moves with time. The high current density is caused by a 
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combination of two processes, namely thermionic emission and field emission; 

thermionic, via a large bombardment of ions heating the cathode during the transition 

from glow to arc discharge; and field, or cold emission, from high fields present at 

various micro-peaks on the cathode surface. Thermionic arcs tend to have smaller 

current densities (~1000 Acm
-2

), stationary cathode spots and sustainable glow-arc 

transitions, while cold-cathode arcs possess current densities of up to 10
6
 Acm

-2
, 

discontinuous transitions and moving beam spots. It is possible, however, for hybrids 

of these to exist with certain cathode materials or gases. 

2.4 Pseudospark Discharge 

Originally discovered in 1977 by Christiansen and Schultheiss, the pseudospark 

discharge operates under low pressures, in the region between the Paschen minimum 

and vacuum breakdown (figure 2.7), within a hollow cathode structure of unique 

geometry. The voltages required are typically quite high (up to 100s of kV) and is 

capable of producing current densities of 10
4
 Acm

-2
 over short time periods (10s of 

ns). It is a three-stage process, consisting of an initial Townsend breakdown, a 

hollow cathode discharge and a final superdense glow discharge. During the latter 

two stages, the pseudospark can be made to emit a high current density, self-focusing 

electron beam possessing high brightness and low velocity spread. 

 

Figure 2.7: Typical Paschen curve showing region of pseudospark occurrence [28]. 
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2.4.1 The pseudospark cathode 

Before examining the physical processes within the pseudospark in greater depth, it 

is useful to examine the geometry of the pseudospark discharge chamber. Primarily, 

it consists of two plane-parallel electrodes, each with an on-axis aperture, separated 

by an insulating disc, typically several millimetres thick. Behind the cathode hole lies 

a closed cavity, as can be seen in figure 2.8.  

 

Figure 2.8: Configuration of a single-gap pseudospark discharge chamber [28]. 

 

The effective voltage hold-off varies both with the pressure within the discharge 

chamber and with the gap separation, the distance between the cathode and anode. In 

order to extend the voltage hold-off capabilities it is possible to create multi-gap 

pseudosparks using multiple insulating discs, each separated with an intermediate 

electrode (figure 2.9). In the case of a single-gap structure, the maximum usable 

voltage is ~40 kV, limited primarily by field emission and surface flashover, 

although higher voltages may be possible if using extremely low pressures which, 

while still feasible, may limit the cathode lifetime due to erosion effects. 
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Figure 2.9: Configuration of a multi-gap pseudospark [28]. 

 

Typically, triggering the pseudospark discharge may be achieved using even a low 

power triggering system, either via a surface discharge within the cathode hole, a DC 

corona discharge within the hollow cathode (either DC or pulsed), optical triggering 

by means of an appropriate UV light source, or through the use of an external 

secondary glow discharge to inject charge carriers into the cathode. Discharges may 

be operated periodically either by repeated triggering using one of the above 

methods, or in a repetitive self-breakdown state. 

 

When operated as a self-triggered source, achieved by maintaining constant pressure 

and charging voltage at breakdown, the frequency of repetition is given as [28] 

 
  

 

  (       )  
  

     

 
 

(2.22) 

with V0 and R0 the charging voltage and resistance respectively, Cext the external 

capacitance and VB the breakdown voltage for the given gas. 
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2.4.2 Evolution of a pseudospark discharge 

When analysing the temporal development of the pseudospark discharge, it is 

beneficial to break the process down into three processes, namely the pre-discharge, 

or ignition, of the pseudospark, the development of the hollow cathode discharge and 

the superdense glow phase (figure 2.10). The superdense glow discharge will only 

occur if enough energy has been imparted to the electrode system to compensate for 

the recovery of voltage hold-off capability after the hollow cathode phase. 

 

Figure 2.10: The three stages of the pseudospark discharge process: (a) low-current Townsend discharge, 

(b) hollow cathode discharge and (c) superdense glow discharge. These show the expansion of the plasma 

column (light grey), with regions of increased plasma density in the hollow cathode in dark grey [55]. 

 

To initiate the pseudospark discharge, a negative voltage is first applied to the 

cathode via one of the aforementioned methods, causing a highly divergent applied 

field to be established within the hollow cathode region (E/n ~ 10
-14

 Vcm
2
), peaking 

on axis (E/n ~ 10
-11

 Vcm
2
) where a very low current Townsend discharge will 

develop on axis due to the electric field’s focusing effect.  

 

At the beginning of the application of voltage, the field in the region between the 

cathode and anode is almost uniform, with distortions appearing in the region 

surrounding the electrode holes. Once the initial electrons have begun to be drawn 

towards the anode ionisation of the gas begins to occur, with much of the ionisation 
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occurring outside of the hollow cathode. Secondary electrons produced by the 

volume ionisation are accelerated towards the anode and subsequently absorbed due 

to their increased mobility, leaving behind a growing ion-space-charge field. 

 

This causes the electric field in the cathode and the cathode-anode gap to become 

distorted, with the resulting changes in field distribution and potential causing further 

electron multiplication increase. As ion density in the gap increases, the electric field 

on the anode side decreases and increases on the cathode side, while the ion-induced 

space-charge field eventually grows to an order comparable to that of the geometric 

field. Electrons at this point are no longer being accelerated towards the anode but 

are slowed down by the high ion space-charge density, resulting in the development 

of a plasma close to the anode. As the plasma is field-free, the anode potential moves 

to the plasma surface, becoming a virtual anode. The result of the plasma formation 

is an increased potential near the cathode hole, with both field penetration into the 

hollow cathode and electron multiplication increasing. The anode potential begins to 

approach the cathode hole in this phase [28]. 

2.4.2.1 Hollow Cathode Discharge 

As time progresses, the ionisation process moves to the space between the cathode 

and virtual anode, causing the plasma and, consequently, the virtual anode to 

approach the cathode, resulting in increased potential at the cathode hole. As the 

plasma grows, it enters the hollow cathode, at which point the potential around the 

cathode hole inside the cathode is almost at the full anode potential, resulting in 

increased ionisation efficiency in the region. The cathode surface is surrounded by a 

high field sheath of varying thickness. Soon after the plasma enters the cathode, the 

maximum ionisation efficiency is achieved, accompanied by a fast increase in 

current. Electron emission from the walls occurs due to primary photons, ions and 

atoms. This is the hollow cathode discharge, originating from the hollow cathode 

behind the cathode hole. 
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The hollow cathode helps to increase the discharge current through two separate 

mechanisms. The first is through its confining effect, due to which any electrons 

emitted and accelerated in the sheath on one side of the hollow cathode cavity can be 

reflected by the opposite sheath, with each electron possibly incurring several 

reflections before being ejected through the cathode hole to the anode. This increases 

the possibility of ionisation due to the electron spending more time inside the hollow 

cathode. The second is through electron multiplication by means of the sheath 

thickness in the hollow cathode, with variations in sheath thickness affecting electron 

multiplication by several orders of magnitude. 

 

This means that a large part of the ionisation process occurring within the hollow 

cathode takes place in the sheaths. Secondary electrons generated here are 

accelerated by the high sheath fields and can generate further secondary electrons, 

with the acceleration allowing these electrons to reach high energies leading to a very 

substantial increase in electron multiplication in the hollow cathode. Whilst this 

increase is considerable, it is a transient process, related to the confining geometry 

and the higher energies gained when a fraction of the ionisation processes take place 

within the sheaths. With this, the plasma expands and the sheath contracts, the bulk 

of the ionisation processes now occurring in the low field plasma regions. The drop 

in ionisation processes within the sheath is compensated for by the confining 

geometry, the effect substantial enough to maintain the discharge. 

 

Due to the extremely high reduced electric field around the cathode hole an axial 

electron beam consisting primarily of runaway electrons will be generated, the 

duration of which is limited by voltage breakdown. As such, the moment of 

maximum beam current (several 100s of A) marks the end of the second phase of the 

pseudospark discharge, which lasts in the region of 10-30 ns. 
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2.4.2.2 Superdense Glow Discharge 

Once the plasma diameter becomes large enough to shield the cathode hole the 

second phase ends due to electron emission from the backspace becoming limited 

due to the dense plasma buildup. Hence, the anode-facing surface of the cathode 

takes over the entirety of the discharge current, leading to the final superdense 

conductive phase of the pseudospark discharge. 

 

Following the hollow cathode phase there is a sizeable voltage drop in a thin sheath 

region bordering the cathode surface leading to a vacuum arc cathode-like situation, 

where the nearby bulk plasma acts as a virtual anode. Additionally, the bulk plasma 

will adapt to the cathode morphology resulting in a high uniform electric field 

between the cold cathode surface and the plasma. As the bulk plasma density 

increases during the process the cathode sheath, dc, contracts in accordance with [56] 

    √          
 

(2.23) 

where Uc is the cathode voltage drop. 

 

Ion acceleration to the cathode surface is now possible, the accelerating field strength 

in the order of kTe/λDe. The ion drift velocity limits the current density to 

                   √        
 

(2.24) 

This results in current densities of approximately 100 of A/cm
2
 for field-free 

plasmas, though in the case of plasmas containing an electric field gradient, this 

current can be substantially higher. 

 

During this phase gas particles are released from the cathode surface via ion impact 

or through thermal desorption which, after ionisation, contributes greatly to the ionic 

number density. Such ions are then accelerated through the cathode fall, which lies 

on the order of 10
6
 V/cm, impacting on the electrode surface and rapidly heating it 
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(3000-4000 K in 30-100 ns) which, according to thermionic field emission theory is 

sufficient to generate the high discharge current observed. 

 

A contributing factor to this is the occurrence of small arc-like discharge between 

microtips on the electrode surface resulting in field enhancement for the 

microprotrusion. Taking these into account, the electric field at the cathode surface 

may be estimated by [56] 
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(2.25) 

where the field enhancement factor, β is given as β = h/r, h and r being the height 

and tip radii of the microtips respectively. With sufficient field strength these 

microtips will explode and form a metal plasma which will contribute to the bulk 

plasma, the transition from non-explosive to explosive being an almost instantaneous 

one. 

 

From equations 2.23 and 2.25, it is evident that the electric field at the cathode 

surface varies with the properties of the bulk plasma, in particular its electron 

density, therefore it is possible to determine a critical electron density, beyond which 

the field will induce explosive emission from the cathode microtips. This criterion is 

stated as 
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(2.26) 

where Ec
cr

 is the surface field strength at which a material will reach an explosive 

state within nanoseconds. For a tungsten cathode, this would be ~ 1x10
10

 V/m, with a 

value of ne
cr

 of roughly 5x10
10

 m
-3

. While the critical field strength of a given 

material depends entirely on a combination of the material and surface morphology, 

the critical electron density also varies with the applied voltage and with electron 

temperature. Through the combination of ion bombardment and the hundreds of 
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cathode microexplosions which occur on the surface, each producing a current of 

several amps, current densities in excess of 1 kA/cm
2
 are possible over considerable 

surface areas. 

 

Evidence of this behaviour can often be seen directly from examination of the post-

discharge cathode surface in the region of the cathode hole where signs of erosion 

are usually visible. The symmetrical pattern of erosion around the axis suggests an 

erosion mechanism that is homogeneously distributed around the hole’s edge, whilst 

the size of the erosion pattern lies in keeping with measured dimensions of the dense 

plasma core during the superdense glow phase of the pseudospark discharge [55]. 

2.5 Electron Beams 

Electron beams are streams of free electrons moving in approximately a single 

direction, parallel to the axis of the beam. Electron trajectories are often rectilinear 

though exceptions do occur, such as with free electron lasers (FELs), and beam axes 

may be either straight or curved. Cross-sectional shapes vary with design, such as 

sheet beams or cylindrical beams. They have numerous applications, the most 

relevant to this work being acting as a beam source in vacuum electronics devices, 

and are also found in electron optics devices [57], accelerators, electron microscopy, 

beam tubes in televisions [58] and radar, and high-resolution lithography [59]. 

 

Electron beams may be evaluated via a number of factors, most notably according to 

their current, power, kinetic energy and spread, pulse length, transverse dimensions 

and parallelism. In order to describe the last two quantities, the concept of phase 

space must be introduced. 

 

Traditionally, when describing the motion of particles, 3D or configuration space is 

utilised, in which particle positions are described by a position vector [x(t), y(t), z(t)] 

whilst their velocities are given by a velocity vector [vx(t), vy(t), vz(t)] in order to 
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take account of forces acting on the electrons. For large groups of moving particles, 

such as would be the case in an electron beam, this method is unsuitable and so phase 

space is adopted. 

 

Phase space is a 6-dimensional representation of particle motion, where the first three 

dimensions represent the particle position and the latter describe the motion of the 

particle. In the case of a non-relativistic beam, where electron velocities lie far below 

the velocity of light, particles are represented in a system which takes account of 

velocity (x(t), y(t), z(t), vx(t), vy(t), vz(t)) but for relativistic electrons (generally, this 

corresponds to accelerating voltages of over 20 kV) momentum is instead considered 

(x(t), y(t), z(t), px(t), py(t), pz(t)). Whilst it is impossible to display all six dimensions 

simultaneously, by showing the projection of a particle’s motion in one direction (x, 

vx) it is possible to show the development of particle orbits in two dimensions. 

 

There are numerous consequences of the utilisation of phase space. The first is that 

by plotting large numbers of particles in a system where forces vary smoothly with 

space, the particles will display a large degree of order in that, barring collisions, two 

particles which begin with similar phase-space coordinates will always be 

neighbours. This implies that trajectories exhibit laminar behaviour and therefore 

follow non-intersecting streamlines [60]. This streamlined behaviour is the basis of 

most equations of particle motion in electron beams. 

 

The main condition for laminar flow is that the forces acting on particles are smooth, 

but this is usually when long range forces are acting on the particles. In contrast, 

short range forces are usually classed as collisions, either between electrons or with a 

background. Such collisions normally result in only a discrete change in phase-space 

trajectories, but this often means that two neighbouring particles may become 

separated in velocity space to a large degree. In most particle beam accelerators and 

transport systems, however, the effect of collisions is small and changes in phase 
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trajectories occur slowly in comparison with the particle motions observed under the 

action of long range forces. 

2.5.1 Beam emittance 

The term emittance is a measure of the quality of a beam, in that it describes the 

beam’s parallelism. It may be thought of as characterising the effective phase volume 

of a particle beam distribution. In an ideal focussing system, emittance is conserved 

and therefore imperfections in transport systems may be gauged by measuring 

emittance growth. It is expressed in terms of particle position and transverse angle. 

The transverse angle of a particle is defined as the angle which a particle makes with 

the beam axis, where 

 
   

  

  
    

  

  
 

 
(2.27) 

However, in the case of paraxial beams, where the angles which the particles make 

with the axis are very small, a more useful definition may be derived from the 

particles’ transverse velocities, such that 

    
  

  
    

  

  
 

 
(2.28) 

 

The coordinates (x, x’, y, y’) are often expressed as functions of z rather than time, t, 

and describe the trace of a particle orbit in the z-direction rather than the time-

dependent position. With this in mind, the coordinate space is termed trace space. 

 

The emittance, εx, at a given position along the beam’s axis may be defined as the 

projected area of the x,x’ plane of the beam divided by π. The projected area of a 

beam is conveniently defined as the smallest ellipse in trace-space which can 

successfully capture every particle within its boundary, as depicted in figure 2.11. 

The emittance may then be defined as the area of said ellipse divided by π, i.e. 
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(2.29) 

   

 

Figure 2.11: Particle distribution as enclosed by an ellipse of minimal area [60]. 

 

When the major and minor axes are aligned to the coordinate axes and x0 and x0’ are 

the ellipse dimensions, as in figure 2.12, this equation may be simplified to 

        
  

 
(2.30) 
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Figure 2.12: Hyper-emittance in the xx' plane [60]. 

Occasionally, the value of emittance is taken as the area of the ellipse without the use 

of the divisor of π and so it is recommended to mention which convention is used 

when quoting values. Modern definitions of emittance include the 1/π factor and give 

emittance values in π-m-rad, although either convention may acceptably be used.. 

 

In a transport system where the beam is not accelerated, the beam emittance is in 

proportion to the beam’s effective phase volume and will remain constant along its 

length due to the continuity of the distribution being preserved by beam focussing, 

assuming linear forces, but this is not the case in a system with irreversible processes 

which act to distort the boundaries of the beam. When this occurs, the ellipse must 

enclose an even larger area of phase space, known as emittance growth. This is 

undesirable as it leads to a loss of parallelism in the beam. Nonetheless, it is often 

unavoidable in beam systems and so a final emittance value for a beam is used, itself 

being a sum of the intrinsic emittance and emittance growth. 

 

Previous discussion of emittance has only taken account of one-dimensional beams 

or those in which motion in the x and y directions are independent but in many 

focussing systems transverse particle motions are inseparable, and so the emittance 

definition must be extended to encompass four dimensions. One such example is a 

paraxial beam in a focussing system in which x and y motions couple but the 
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transverse motion is independent of axial motion, resulting in emittance in the x and 

y directions no longer being separately conserved quantities but the four-dimensional 

trace-space volume is constant in the absence of acceleration. 

 

At this point it is useful to define hyper-emittance, a four-dimensional extension of 

emittance. If a parallel beam possesses uniform distribution in four-dimensional 

trace-space, it shall fit into a four-dimensional ellipsoid, given by 
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(2.31) 

then the hyper-emittance, ε4, is defined as 

 
   

  

  
     

     
  

 
(2.32) 

where V4 represents the four-dimensional volume encompassed by the ellipsoid. 

 

In a situation where the particle motions in x and y are independent, then we can 

specify separate emittances, εx and εy, and the hyper-emittance may be calculated as 

         
 

(2.33) 

When a beam is accelerated, its emittance is generally decreased. This is because the 

transverse momentum of particles remain constant but the axial momentum 

increases, thus reducing x’. To reflect this, the quantity normalised emittance is used, 

a measurement of emittance which remains constant during acceleration. Given that 

acceleration may be neglected, any decrease in normalised emittance may be due to 

beam degradation through either non-linear forces or beam perturbations. 

 

During acceleration, the trace-space volume of a beam will decrease but in a linear 

focussing system the phase-space volume will remain constant. Normalised 

emittance is calculated from the boundary of the distribution of orbit vector points in 
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modified trace-space (x, βγx’) where βγ=1/m0c is a correction factor included to 

ensure that normalised emittance remains constant during acceleration. The 

normalised emittance may then be given as [60] 

 εnx=(βγ)εx=(Area in x-px space)/πm0c 
 

(2.34) 

or, for the case of non-relativistic beams 

 εnx=βεx=vxεx/c=(Area in x-px space)/πc 
 

(2.35) 

2.5.2 Brightness 

When discussing charged particle beam applications, the term brightness is the 

current density per unit solid angle in the axial direction. A beam which has high 

brightness has a high current density and good parallelism. If a beam has current I, 

average radius Δr and divergence angle Δθ, then in the limit Δθ«1 the brightness may 

be defined by 
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(2.36) 

where Jb is the average beam current density [60]. 

 

When a beam exhibits symmetry in the transverse direction it is possible to define 

the brightness in terms of emittance. Considering a beam with perfect distribution 

and orbit vectors filling an ellipse with axes (x0,x0’) and (y0,yo’), the brightness may 

be written as 
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(2.37) 

For isotropic beams with average emittance ε, we may approximate the brightness as 

 
  

 

    
 

 
(2.38) 
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For small beam angles, this definition may be approximated as [61] 
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(2.39) 

where J is the beam current density, Ω is a solid angle which encompasses all rays 

emitted from a point on the z-axis and α(z) is the angle between the z-axis and the 

beam edging rays. 

 

In the same manner as emittance is not conserved during acceleration, neither is 

brightness and so we may define a normalised brightness as a counterpart to 

normalised emittance. In a relativistic system, this is written as 
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(2.40) 

2.5.3 Beam Focussing 

In any beam transport system, there will be a radial spread of the beam. This may be 

due to electrons possessing a radial velocity component, but may also be due to space 

charge forces causing repulsion effects, resulting in an increase in the beam radius. 

The solution to counteracting this is to use some form of confinement system. In 

most cases, the confinement method shall be through the use of a magnetic field [62] 

(either periodic or permanent) or an array of electrostatic lenses, although this latter 

method is less common [60]. 

 

An alternative is to utilise ion channel focussing, in which an electron beam is passed 

through a cloud of weakly-ionised gas in order to confine the beam. Also known as 

the ion focus regime (IFR), this effect occurs due to the effect of the beam head as it 

enters the plasma, dispersing the plasma electrons and causing the formation of a 

uniform ion channel. As the beam progresses through this channel, the space-charge 

forces of the ions act to constrain radial growth of the electron beam. It is this 
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principle which lies at the heart of the plasma-focused free electron laser [63] and 

other such devices. 

 

Assuming an electron beam with density nb0, radii rb, zero transverse velocity and 

initial longitudinal velocity vz0 entering a plasma, the tip of the electron beam will 

induce the formation of an ion channel with a density of ni0 via the expulsion of 

electrons. The force induced on the beam due to beam electric and magnetic self-

fields is [64] 

 
     

    
  

     
 

 
(2.41) 

where p is the radial vector in the x0y plane. Similarly, the force exerted on the beam 

by the ionic space charge fields is 

 
      

    
  

   
 

 
(2.42) 

 

When the force exerted by the ion channel exceeds the beam’s own space-charge 

forces, it is known as a strong ion channel effect and will induce betatron [65], or 

periodic transverse, oscillations in the electron beam with a frequency defined as 

 
  

  
  

 

  
 

 
(2.43) 

where the plasma frequency is obtained from   
  

     

    
. 

 

From equations 2.41 and 2.42, equilibrium between the ionic and electronic space-

charge forces and, consequently, radial confinement will be achieved when 

         
 

(2.44) 
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2.5.4 Pseudospark electron beam performance 

The electron beam produced by a pseudospark discharge generally possesses many 

desirable attributes and can be considered to be of high quality. Beam emittances of 

15 mm mrad are typical, as are brightness values of 4 x 10
10

 A/m
2
rad

2 
[66]. Beam 

current densities may exceed 10
4
 Acm

-2
 and the beam does not require a guiding 

magnetic field due to its confinement via the process of ion channel focusing. As 

such, this makes it particularly beneficial in devices for which magnetic confinement 

methods may be problematic, either due to size or operational constraints. A 

comparison of electron beam performance is shown in table 2.1 [28] [67]. 

Beam 

Parameters 

Pseudospark 

cathode 

Thermionic 

cathode 

Plasma 

flare 

cathode 

Field 

emission 

cathode 

Photocathode 

Current density 

[kAcm
-2

] 
> 1 < 0.1 > 10

 
~5 ~0.2 

Energy spread Small Small High Small Small 

Time duration ns - μs ns – DC ns - μs ns-DC ~ns 

Brightness 

[Am
-2

rad
-2

] 

10
9 

- 10
12 

10
2 

10
7 

- 10
8 

10
12 

10
12 

Max. beam 

current [A] 
10

3 
10

2 
10

6 
<10 10

2 

Beam diameter 

[mm] 
1 - 5 1 – 100 1 - 100 <1 ~10 

Table 2.1: Comparison of pseudospark electron beam performance with other electron beam sources using 

typical obtained parameters. 

 

The attributes and performance of the pseudospark electron beam make it a good 

choice for generation of high-frequency radiation. It may be scaled down to 
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diameters of several mms, allowing for application to smaller interaction structures, 

and is second only to field emission devices in terms of current density, an important 

factor in realising respectable output powers at higher frequencies. What makes it 

preferable to field emission devices is that beam focussing is typically achieved 

through the formation of an ion channel immediately after the anode, constraining 

the beam without the need of an external magnetic field. Although some limitations 

exist with pseudospark-sourced electron beams, such as noise generation, the quality 

of the beams, as well as their self-focussing properties, make them well-suited for 

use with some types of plasma-filled electron tubes. 

2.6 Beam-wave Interactions 

In order to function, all microwave devices require the presence of beam-wave 

interactions, resonant interactions occurring between the normal electromagnetic 

wave modes of a waveguide or cavity and the natural oscillatory modes of an 

electron beam. Within electron beams, these modes of oscillation occur as a result of 

longitudinal spatial bunching or rotational phase bunching. In the cases of both 

normal electron beam modes of oscillation and the natural electromagnetic wave 

modes of cavities and waveguides, the modes may be described by dispersion 

relations between the angular frequency ω and the axial wavenumber kz. Electron 

beam modes and resonant modes exist independent of each other in the ω – kz plane, 

except when the wave modes or electron beam modes of oscillation are modified 

such that they intersect. In these situations, there is a resonant exchange of energy 

between the two for certain wavelengths and frequencies. 

 

The dispersion relations for electron beams vary according to the motion and 

oscillation mode of the electrons within the beam. The most basic form of oscillatory 

mode is the space-charge oscillation wave, which occurs as a result of electron 

bunching. Without considering axial confinement factors, the dispersion relation 

describing the space-charge wave for a beam progressing along the z-axis is given by 
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 (2.45) 

where    (|  | 
       )

    is the beam plasma density, with ρ0 the beam charge 

density, vz the axial velocity and    (    
    )     the relativistic factor. 

Depending on the use of ‘+’ or ‘-‘, these are described as being ‘fast’ or ‘slow’ 

space-charge waves respectively [68]. This equation does not give any radial 

boundaries as could be expected in a real-world scenario. At kz = 0, this equation 

gives a wave with a phase velocity exceeding the speed of light, as can be seen in 

figure 2.13. 

 

Figure 2.13: Dispersion curve for an electron beam [68]. 

 

This also shows the result of radial boundaries being considered, as would be the 

case of a beam travelling within a waveguide. In such an instance, the phase velocity 

of the beam always remains less than c, resulting in a fast space-charge wave which, 

in a sense, may still be considered a slow wave. In all instances, however, the fast 

space-charge has positive energy while the slow space-charge wave has negative 

energy. 
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The reason for this is that, in the case of slow waves, ac current and velocity are 

antiphase, i.e. [69] 

 
    

      

  
(
   

  
)   

 

 

 

  

  
  

   
 

(2.46) 

where I1 is the ac current and V1 is the beam kinetic voltage. As such, when the 

velocity exceeds v0, the charge density drops below the equilibrium charge density J0 

and it can then be said that the kinetic energy of an unmodulated beam is greater than 

that of one carrying a slow wave. In other words, it is necessary to remove power 

from the beam to setup a slow wave, which is the key to understanding many beam-

wave interactions and microwave devices. 

2.6.1 Microwave Devices 

Devices which generate microwaves vary in a number of ways, most notably in their 

waveguide and cavity modes; in their electron and oscillation modes; their beam-

wave interaction mechanisms; their operational effects; and their electron beam 

intensity. 

 

In the first case, that of electromagnetic modes, microwave sources are considered to 

be slow-wave or fast-wave. Fast-wave interactions involve waveguide modes with 

phase velocities exceeding that of light; slow-wave interactions involve waveguide 

modes with velocities below that of light. 

 

Electron movement involved in interaction processes may be subdivided into three 

types: O-type, or linear beam, devices, where the electron beam travels in the 

direction of the magnetic field (e.g. klystrons, travelling wave tubes); M-type, or 

crossed-field, devices, where the electron beam runs across crossed electric and 

magnetic fields (e.g. magnetrons); and space-charge devices, where microwaves are 

generated purely as a result of intense space charge interactions (e.g. virtual cathode 

oscillators) [68]. 
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Operationally, devices are generally classed as being amplifiers or oscillators. In the 

case of amplifiers, the output signal is an enhanced version of an input, or seed, 

signal. Without this seed signal, there will be no noticeable output other than low-

level noise. Oscillators, meanwhile, require feedback in order to generate 

microwaves, as well as sufficient gain to overcome the losses incurred per cycle. In 

such a way, an output signal may be generated spontaneously without the presence of 

an input signal. 

 

Beam current densities further subdivide devices into two groups of operation: a low-

current Compton regime, with negligible space-charge effects and electrons acting as 

a coherent array of individual emitters, and the Raman regime of operation, with high 

current densities and beam current verging on the space-charge limit. 

 

In the next two sections, two devices which operate under such principles are 

examined. The klystron, covered in section 2.7, is a linear beam, O-type amplifier 

which enhances a microwave signal fed into a resonant cavity to modulate the 

velocities, and consequently the space-charge densities, of an electron beam. Section 

2.8 outlines the theory of the backward-wave oscillator, or BWO, is a slow-wave, O-

type oscillator, in which microwaves are generated from the interaction of an 

electron beam and the backward electromagnetic modes of a slow-wave structure. 

2.7 Backward Wave Oscillators 

Backward wave oscillators (BWOs), also known as carcinotrons or backward wave 

tubes, are linear beam vacuum tubes which operate in a similar fashion to travelling 

wave tubes (TWTs) in that they involve the interaction between an electron beam 

and a slow wave structure, a periodically varying transmission line, over a number of 

cycles of the beam oscillation frequency. While TWTs propagate a wave in the 

direction of electron flow, the structures in BWOs allow for the propagation of 
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backward waves, with phase and group velocities travelling in opposing directions. 

This situation may only arise when space-charge waves are present, as shall be 

discussed in section 2.7.1. Oscillations originally begin with noise signals growing in 

the interaction circuit at the far end of the interaction structure, with some of the 

energy generated travelling back towards the electron source. This induced wave will 

have a phase velocity in the opposite direction. If an electron current, i.e. an electron 

beam, is introduced, possessing a velocity greater than the phase velocity, the 

electron kinetic energies will be transferred to the wave, increasing the circuit wave 

energy and inducing energy growth near the beginning of the tube. This is effectively 

a regenerative process in that this increased energy induces velocity modulation in 

the electron beam, which becomes current modulation at the ‘catcher’ end, inducing 

energy in the circuit in the form of a wave which travels back towards the electron 

source, producing further bunching, and so on. At high beam currents, oscillation 

will occur in the tube. The amplification frequency is restricted by the properties of 

the slow-wave structure and may be tuned by means of varying the beam voltage 

[70]. 

2.7.1 Slow Wave Structures 

To begin an analysis of the effect of slow wave structures, some assumptions must be 

made. In a structure that is periodic along z with a period L, where an 

electromagnetic field as a harmonic function of time is given by [71] 

  (   )   (     )     (2.47) 

 

Then a modulus of the field will likewise be periodic. As such, the complex 

amplitude after a single-period shift along z is multiplied by the phase multiplier e
-iφ

, 

where φ is a real constant, i.e. 

  (       )   (     )     (2.48) 
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Considering the coordinates function  (     )   (      )     , where            

   
 

   
 

 

 
. This function may be verified to be periodic from 

  (       )   (     ) (2.49) 

 

And so the field in a periodic system, with period L as a function of z, up to the 

factor       , is given as 

  (     )   (     )       (2.50) 

 

These equations express Floquet’s theorem, which may be written as 

  (       )   (     )  (      ) (2.51) 

 

Using the periodicity of the coordinates function F(x,y,z), it may be expressed as a 

Fourier series 

 
 (     )  ∑  (   )   (    )  

 

  

 
(2.52) 

 

Substituting into Floquet’s theorem, 

 
 (       )  ∑  (   )  (      )

 

  

 
(2.53) 

where 

      
  

 
 ,                   

In the above-described periodic structure, it may be seen that the field is a 

superposition of spatial harmonics, waves of the form   (   )  (      ), with equal 
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frequencies yet varying spatial structures, transversal distributions and wavelengths. 

The function Fn(x,y) may be found from Maxwell’s equations in conjunction with the 

corresponding boundary conditions. 

 

The wavelength of a spatial harmonic is defined as 

    
  

  
 

  

       
,             , 

 

(2.54) 

the phase velocity as 

       
 

  
 

 

       
, (2.55) 

and the group velocity as 

 
   

  

   
 

  

   
 

(2.56) 

As can be seen, the group velocity remains the same for all harmonics. 

 

While the field for any given harmonic satisfies Maxwell’s equations, they do not 

satisfy the boundary conditions as the harmonic period    does not equal a multiple 

of the structural period; only the total field satisfies the boundary condition. 

Therefore, if any single period is excited, all other harmonics will also emerge, their 

amplitudes and phase relationships determined by the slow-wave structure’s 

geometry and frequency. Each specific set of harmonic determines a mode, and an 

infinite number of modes are possible for any given structure. 

 

In cases where n is sufficiently large, harmonics are slow waves (i.e. they possess 

phase velocities less than the speed of light) and have the properties of surface 
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waves. The field of the nth harmonic decreases with distance x from the SWS 

boundary as 

 
 

 √  
    

   
 (      )√  (       )

 

 
(2.57) 

 

And so it may be said that the slow harmonic’s field is diminished by 

 
  √  (       )

 

 in a direction normal to the direction of propagation.

 

Figure 2.14: Dispersion diagram for a periodically-varying structure [71]. 

 

Figure 2.14 shows a dispersion diagram for a slow-wave structure, where the 

function ω(β0) is periodic with period 2π/L. As β0 is increased by 2π/L, βn becomes 

βn+1 and so, while the label of each βn is altered, there is no variation in any of the 

harmonics. The same can be seen in the –ve direction. The lower curve of the 

dispersion diagram illustrates the fundamental mode,     denoting the frequency 

bandwidth over which it is possible to propagate in this mode,     the propagation 

bandwidth for the second mode, and so on. 

 

From analysis of the dispersion function ω(β0), the propagation constant of the zero 

harmonic β0 lies between 
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thus setting the maximum possible phase shift of the 0
th

 harmonic to π. The group 

velocity at the range boundaries        is zero, while from our earlier definition 

of the group velocity, it may be said that the modulus of the -1th harmonic 

propagation constant lies in the range     |   |       and therefore the 

propagation constants may be arranged as 

 |  |  |   |  |  |  |   |  |  |    (2.58) 

 

It may be shown that the fields of the harmonics decrease with |βn|, and equation 2.58 

is known as the law of harmonic amplitude decrease, indicating that the 0
th

 harmonic 

has the greatest amplitude. Given that the field of a harmonic decreases with distance 

from the boundary, there eventually reaches a point where only the zero harmonics 

are detectable and the field begins to resemble that of a regular waveguide. 

 

All positive harmonics (those with n ≥ 0) possess a positive phase velocity while 

negative harmonics (those with n < 0) have a negative phase velocity. Assuming a 

positive    (  ) slope similar to that of figure 2.14 for the first mode in the range 

       , it may be observed that all positive harmonics have coinciding phase 

and group velocity directions and as such are forward waves, while the reverse is true 

for negative harmonics, making them backward waves. For coupled-cavity slow 

wave structures, the propagation in this mode may be forward or backward wave 

depending on the form of coupling between cells. At the 2
nd

 mode, the converse is 

true. When phase and group velocities of a structure’s fundamental harmonic 

coincide in direction, the structure has positive dispersion; when they oppose, it has 

negative dispersion. If the group velocity for an n
th

 order harmonic is defined as 

  

    
 

   

  
  

  

  
 

   

  
 

(2.59) 

Then, in the case of positive dispersions, the wavelengths of the 0
th

 and all positive 

harmonics are decreased in frequency. 
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Based on this description, it may be deduced that when the electron beam is 

synchronised with some negative harmonics as defined in equation 2.55, i.e. 

 |   |     or 
   

 
 

 

     
 

 

  
, n ˃ 0, (2.60) 

which, in the limit of zero space-charge, is known as the synchronous condition, then 

energy will be transferred from the electron beam to the field and transported 

towards the buncher end of the SWS. In other cases, it is the interaction between the 

structure and the slow space-charge wave which dictates operation. Due to the 

direction of energy travel, field amplitude is strongest nearer the cathode, with 

electron bunching occurring in the lowering field. 

2.7.2 Analysis of backward-wave oscillator operation 

In effectively analysing the operation of the BWO, there are two forces which must 

be considered: the effects on current in an electron beam due to the fields present in 

the SWS, and the field induced in the SWS due to a current in an electron beam. 

These may be solved separately, and then combined to give an overview of the 

simultaneous interactions occurring within the tube [72]. 

 

The matter of excitation of the field by a current may be expressed in the form 

 
(    ) ̃   

  
       

  ̃ 
(2.61) 

where C is the Pierce parameter, δ the incremental propagation constant, q the space-

charge parameter, Ĩ the ac current and   ̃  the ac field. The first of these three 

variables are dimensionless and are explained in more detail in [73]. 

 

In addressing the field excitation by means of backward wave propagation in a plane 

ξ 
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(2.62) 

 

We must then factor in not only the opposing phase and group velocity directions 

and the input signal amplitude, taken as    ̃    ̃ 
     at    , transforming this 

into 

 
  ̃     ̃     (   )  
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(2.63) 

or, in the differential form, 

    ̃

  
      ̃( )  

  
  

 
 ̃( ) 

(2.64) 

 

Substituting   ̃, Ĩ ~  ̃     , this may be represented using Pierce’s variables, 

 
(    )  ̃  

  
  

    
 ̃ 

(2.65) 

 

From this, as well as the definition of the Pierce parameter   
   

   
, where I0 is the 

beam current, Z the impedance and U0 the beam voltage, we may find the dispersion 

equation for a backward wave oscillator, 

  (    )(    )   (    )  (2.66) 
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Figure 2.15: Calculated BWO dispersion curve showing interaction between slow space charge wave and 

lower harmonics of a slow wave structure, with growth rate indicated to indicate tuneable range [74]. 

 

Figure 2.15 shows the dispersion diagram for a BWO, as designed by Butler et al. 

[74], showing the interaction between the slow space charge wave and the backward 

phase of the -1 (TM01) harmonic. It can be noted that there is a degree of deformation 

in the TM01 mode at the point of interaction and this is a product of space-charge 

effects, which will be considered later. The growth rate is marked here to show the 

range of k over which amplification is possible. 

 

If δ1, δ2 and δ3 are the complex roots of this, the partial solutions are given as 

   ̃( )                
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(2.67) 
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While general solutions are given as 
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(2.68) 

 

Assuming the boundary conditions 

  ̃( )    ̃,  ̃( )   ̃( )    (2.69) 

then the constant, Ak, is stated as 

    
  

   

(     )(     )
  ̃, k,l,m = 1,2,3 

(2.70) 

The input complex amplitude is determined by the first part of equation 2.69, its 

amplitude may be given as   ̃( )               , giving a complex gain for the 

tube of 

 
   

 ̃( )
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∑
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(2.71) 

 

When the denominator of this equation equals zero, it will correspond to infinite gain 

and from this condition may be found the start-up conditions for a BWO. 

 

When losses are factored into the system, the dispersion equation 2.66 for cases 

where      may be altered to compensate, becoming 
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  (      )(    )     (2.72) 

where d is a negative variable to represent the attenuation of the backward wave as it 

traverses the SWS. 

 

In order to compute the starting current, however, it is best to consider the lossless 

case. It is possible to represent equation 2.72 as a cubic equation with real 

coefficients, 

 (   )(    )    (2.73) 

where     . Typically, this presents an equation with three roots; one real, and two 

complex, where the former represents a wave of constant amplitude while the latter 

two have increasing and decreasing amplitude, though the growing wave will not 

become dominant near the output due to the start-up condition as defined by equation 

2.71. It is also possible for the output signal to consist of the interference between 

three waves with comparable amplitudes in the case where certain values of b and q 

to allow for three real roots. 

 

The start-up current may be found from the solutions for δ1, δ2 and δ3, as well as the 

definitions of C and b, and is given as 

 
       

(    )
 

   
 

(2.74) 

   

     
 

   

 
(    )    

(2.75) 

 

When the dispersion of the slow wave structure is known, equation 2.75 may be used 

to determine the oscillation frequency of the tube. Start-up conditions, as well as 

calculated values of CNst, may be found in the work of Johnson [70] and Heffner 

[72]. 
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When q = 0, the dispersion relation may often be expressed as 

 (     )  (    )  (2.76) 

 

Equations 2.75 and 2.76 form the criteria for effective interaction, in that they are 

instrumental in selecting the wave that is synchronous with the electron beam for 

modulation of the electrons, thus allowing for stationary oscillations to be maintained 

within the system. This is especially necessary in that oscillations within the system 

begin from noise, as previously expressed, and as such consist of waves of varying 

phase velocities, with these being determined by the SWS dispersion. As such, a 

process for selection is required for coherent generation of a backward wave. 

 

 

Figure 2.16: (β-βe)L required for oscillation to begin as function of the space charge parameter H [72]. 

 

It may also be noted that the conditions for start-up oscillation may vary with space-

charge. Figure 2.16 shows the variation in the start-up conditions with the space 

charge parameter H, which may be defined as the number of effective plasma 
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wavelengths in the length of the tube. For large values degrees of space charge, the 

start-up conditions approach 

 (    )    

     (
 

   
)
   

 

(2.77) 

That (    )  for the first oscillation point is a rising function of current indicates 

that rising current will cause a downshift in frequency of oscillation, though this shift 

will be relatively minor. 

 

The conditions for oscillation also determine the tuning operation of the BWO in that 

the starting difference (     ) is independent of      √    . This means that 

a change in the accelerating voltage U0 will have a corresponding effect on    

       ( ). Careful SWS design and tube construction allow for band frequency 

tuning of up to three octaves. 

2.7.3 Relativistic BWOs 

As velocities are increased into the relativistic regime, many limitations of linear 

beam tubes are diminished and with this weakening of space-charge limitations, 

tubes are capable of both higher frequencies and energies. 

 

Figure 2.17: Relativistic single-stage BWO schematic. 
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Figure 2.17 shows the operation of a relativistic BWO with a sinusoidally corrugated 

waveguide. The electron beam interacts with the -1 harmonic of the structure, which 

is typically the TM01 mode in the case of cylindrical structures, and due to the small 

degree of deceleration of relativistic electrons, the depth of corrugation in the 

structure is small (     ). The entrance to the beam tube is typically tapered up to 

the SWS and is cut off at its smallest point, preventing leakage into the cathode and 

reflecting the backward wave. As the backward wave propagates back through the 

structure it does not interact with the electron beam and is eventually radiated 

through an output window. The window is typically widened so as to prevent high-

frequency breakdown occurring. 

2.8 Klystrons 

Klystrons are a family of linear beam amplifiers which use RF cavities to velocity 

modulate electron beams at a frequency dictated by the cavity resonances. Originally 

devised by the Varian brothers, Russell and Sigurd, in 1939 they are a variation in 

principle of lumped-element LC resonators [75] wherein an electron beam is passed 

through gridded gaps, between which are oscillating electric fields with sufficient 

field strength to modulate the velocities of any electrons passing through them. These 

electrons are subsequently accelerated or decelerated in accordance with the phase of 

the field at the time of modulation, the resultant variations in velocity causing 

bunching along the length of the beam and thus amplification at the frequency of the 

electric field. The amplified RF signal is then extracted by an output ‘catcher’ cavity. 

It was found that the ac fields required for bunching and RF energy extraction were 

best obtained by making the grids form part of the surfaces of cavity resonators [76]. 

 

While the mesh grid approach is useful in understanding the principles of klystron 

operation, it is seen to be inappropriate for general usage, with higher-energy beams 

destroying it in transit, and as such gridless gaps are standard. The past 60 years have 

seen the klystron as an amplifier grow in importance, first as a frequency source for 
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radar devices and, in more recent times, as a frequency-driving component in LINAC 

systems. Several variations to the core two-cavity design have also come to the fore, 

including reflex, multi-beam, extended interaction and multi-cavity klystrons, as well 

as hybrids like the travelling wave tube-klystron hybrid, the twystron.  

 

Whilst two cavity klystrons are useful for understanding the operation of klystrons, 

in practice it is more common to use multiple-cavity structures. By introducing a 

cavity, up-tuned in frequency, prior to the output cavity it is possible to increase the 

degree of bunching in the beam. This is due to the cavity being excited by the 

bunch’s presence and inducing a similar electric field which acts to accelerate any 

lagging electrons into the bunch. In such a way gain may be increased. 

 

A similar method is used to increase the device bandwidth, through the use of a five-

cavity klystron. The purposes of the first, fourth and fifth cavities have already been 

explained. In such a device, the second cavity is down-tuned to effectively demarcate 

the lower desired bandwidth limit while the third cavity is up-tuned to determine the 

upper limit. In this way, bandwidths of as high as 10% have been achieved, but this 

approach relies on having an output cavity capable of coupling out microwaves 

across the full frequency range. 

 

However, the gridded two-cavity klystron is a useful starting point for understanding 

the operation of the klystron amplifier. 
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Figure 2.18: A 2-cavity klystron amplifier. 

 

In a basic klystron (Figure 2.18), there are a number of key elements, namely the 

electron beam source, the buncher cavity, the catcher cavity, the drift tube and the 

microwave coupling system to allow an RF signal to be fed into the buncher cavity, 

and for the amplified microwave signal to be extracted. In addition, a depressed 

collector may be situated after the extraction cavity to salvage the spent electron 

beam and thus increase the overall efficiency, while additional cavities are typically 

introduced along the length of the drift tube to increase the device gain, efficiency 

and/or bandwidth. 

 

A microwave signal matching what is typically the fundamental mode of the input 

cavity is fed in through some coupling method, often a coupling loop although slot 

coupling is another option, which excites the mode and induces an oscillating electric 

field across the cavity’s interaction gap, the opening which allows coupling between 

the cavity and the electron beam as it passes through the drift tube. As electrons are 

emitted from the beam source, they proceed through the drift tube region, which is of 

sufficiently small dimensions that the feed signal is cut-off and thus cannot propagate 

from cavity to cavity without the beam’s presence. The maximum drift tube radius 

may be calculated for a TE11 mode as [68] 
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(2.78) 

 

If the electron beam has been accelerated by a voltage V0 to a velocity v0 and passes 

the first, gridded, gap it will be acted upon by an oscillating voltage        , the 

effect of which is reduced by a coupling coefficient, M. It is reasonable to assume 

that      . M is always less than 1 and lowers the voltage to account for transit 

time effects. The electrons enter the gap with energy 

 
 

 
   

      
(2.79) 

and exit with velocity v and a modified energy 

 
 

 
    

 

 
   

            
(2.80) 

The exit velocity may consequently be found as 
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(2.81) 

or, from the assumption that V1 is much less than V0, 
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(2.82) 

 

Under the assumption that the input cavity’s interaction gap is narrow enough that 

the electrons’ transit times may be neglected, then it may be said that electrons enter 

then leave at a time t1, travel a distance l and arrive at the second gap at a time t2, 

which can be found from 
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(2.83) 
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which, in terms of phase, is given as 

                    (2.84) 

where the transit angle          and the bunching parameter            . 

When X is of a value greater than unity, it implies electron overtaking although this 

can be counteracted by space-charge effects, as shall be seen later. 

 

At time t1 = 0, when the beam is entering the buncher, the DC current is given as I0 

but in the time interval t1 to       , the charge leaving the buncher and entering the 

catcher in the interval t2 to        is I0dt1. Letting It be the sum of the DC and RF 

currents transported via the beam to the catcher then, through conservation of charge, 

             (2.85) 

which may be combined with the differentiated equation 2.84 to give 

    
  

(         )
 

(2.86) 

 

For the fundamental mode (n = 1) It may be obtained from [76] 

         ( )    (      ) (2.87) 

where J1 is a Bessel of the first kind. The maximum possible value of J1(X) is 0.582, 

which corresponds to X = 1.84.  

 

With an output power calculated as the product of the RF current I1 and the 

maximum achievable output gap voltage, which cannot exceed 90% of the beam 

voltage if the electrons are to retain sufficient energy to reach the collector [77], the 

output power may be found from 



71 

 

      
      

√ 
 

  

√ 
                   

(2.88) 

implying a peak operating efficiency of 58% for a two-cavity klystron, disregarding 

space-charge effects. Modern klystrons commonly achieve efficiencies higher than 

this (~65%) due to the fact that they do not operate at maximum beam modulation, as 

the above analysis describes. 

 

In the above description of klystron operation, perhaps the most important factor is 

the gap coupling coefficient, M. It not only affects the velocity modulation and, 

consequently, the bunching process but it also plays a part in the eventual extraction 

of RF energy to the output cavity. Klystron gain may be said to scale with the 

coupling factor to the order of M
2n

, where n is the number of cavities. 

 

M may be defined as the ratio of the effective voltage presented across the interaction 

gap to the integral of the applied field, i.e. 
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(2.89) 

where g is the gap length and         is the beam propagation factor. It can be 

seen that M is a dimensionless quality and depends largely on f(z), also known as the 

field shape factor. In the case of gridded gaps, where a constant field is present, the 

denominator integral is trivial. However, by integrating over the entire z-axis, a more 

general case suitable for gridless gaps may be found. This takes the form 
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(2.90) 

 

While as many calculations for the coupling coefficient exist as there are types of 

gap edges (e.g. rounded, knife-edge, square) the knife-edge assumption is perhaps 
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the most common. In such a structure, the field at a gap with an RF voltage V1 at a 

drift tube radius of a is found from [78] 

 

 

  (   )  
 

    

  

√  (
 

   
)
 

 
(2.91) 

Inserting this into the generalised coupling efficient equation and integrating, the 

coupling factor for gridless gaps at r = a is obtained, 

  (    )    (
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(2.92) 

where J0 is the beam current density. Taking this as the boundary condition, M can 

then be calculated at any point in the gap and averaged over the beam. The result of 

this is found in the form 

     (     )
√  
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(2.93) 

where   √  
    , a is the drift tube radius and b is the beam radius. 

2.8.1 Space-Charge Effects 

As electrons leave the gap, the effect of their acceleration and deceleration is the 

formation of electron bunches along the length of the electron beam, an effect that is 

countered by rising space-charge forces in the electron bunches as the electron 

density increases, causing them to repel and thus for debunching to occur. The 

bunching process is reflected in the dispersion relation 

        
  

  
 

(2.94) 

where the + sign is associated with the fast space-charge wave and the – sign with 

the slow. ωp, the relativistic beam plasma frequency, is found from     

√         , ρb being the charge density on the beam. The interaction of these two 
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waves determines the bunching peak zb, the point of maximum amplification at 

which the extraction gap should be situated. In a simple, linear regime, this is given 

as 

    
     

   
 

    

 
 

  
   

  
   

  
   

 
(2.95) 

where Jb is the beam current density and λb = 2πvb/ωb. Beyond zb, debunching occurs, 

eventually resulting in the bunch disappearing at z = 2zb (figure 2.19).  

 

Figure 2.19: Applegate diagram showing bunching with distance in a klystron, taking into account space-

charge effects [38]. 

 

While this typically holds true for an infinite beam, where the electric fields and, 

consequently, space-charge forces, are constrained to only contribute in the axial 

direction, finite beams also possess electric fields with a radial component, thus 

reducing the axial component and, by extension, the plasma frequency by a plasma 

reduction factor, R. The reduced plasma frequency is expressed as ωq and varies 

non-linearly as a function of the beam radius and the ratio of the drift-tube radius to 

the beam radius. The plasma reduction factor is defined as [76] 
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(2.96) 

where the various values of Tn correspond to space-charge wave-numbers. Calculated 

values of these may be found in work by Branch and Mihran [79]. 

  

As a bunch approach the interaction gap of the next cavity it induces a positive 

charge on the nearest side of the interaction region. As this bunch progresses into the 

gap, the charges redistribute themselves over the length, flowing to the other side of 

the gap by means of the loaded cavity. If these charges are understood to be ac 

charges, then the polarity of the charges will change with time and current will begin 

to flow in the opposite direction. This current flow across the load of the cavity will 

act to produce a potential difference across the gap and slow down the bunch, 

extracting energy which is then dissipated in the load resistance. The rate at which 

energy is extracted from the bunch [69] 

    
 ∫  |  | 

       
   

    

 
(2.97) 

where g is the gap width, I1 the beam ac current, E the electric field strength and ke 

the electronic wavenumber. 

 

This must equal the rate of energy dissipation in the load, given by the product of the 

gap voltages and current IgVg, and it may be shown that the ac current may be related 

to the gap current by the gap coupling coefficient, M, i.e. 

     |  | (2.98) 

As such, it stands that the gap coupling coefficient also affects how the beam drives 

the cavity gap. 
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The beam RF current, as modified by space-effects, may now be found from 
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(2.99) 

where         . This holds only in the limit of small signals, however. 

2.8.2 RF Cavities 

Klystron cavities may be analysed as being analogous to LC resonant circuits. As the 

frequency for a simple lumped-element circuit is increased, the circuit is modified a 

closely-spaced parallel-plate capacitor replacing the multiple-capacitor arrangement 

and a single half-turn replacing the multi-turn inductor. Further frequency increases 

are achieved by adding inductors in series and increasing the capacitor plate 

separation until the inductors become a hollow toroid, concentrating the magnetic 

field in the capacitive (gap) region and the electric field within the central cavity 

region [80]. Typically, this is simplified to such a structure as is illustrated in figure 

2.20. 

 

Figure 2.20: Re-entrant klystron cavity cross-section [81]. 
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A re-entrant cylindrical cavity is depicted in figure 2.20, where the cylindrical co-

ordinates of r, ϕ and z are used. In such a cavity, the fundamental mode is excited 

with the field components defined as  

    
 

    

 

 

  

  
     

 

    

 

 

  

  
       

(2.100) 

 

In this case, u satisfies the wave equation 
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(2.101) 

under the boundary condition stating that at 

 
  

  
   

(2.102) 

where c1 is the wall section of the boundary of c in D, and           [81]. 

 

This may be solved through the application of Green’s function, G(P, P’; k
2
) for the 

points P and P’ in D. It is possible to determine the input admittance for a given 

cavity at the gap edge   
̅̅ ̅ by 
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(2.103) 

 

The admittance may also be defined as 
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̅̅ ̅)  

 

   
      

(2.104) 

where C1 is the capacitance of the cavity and is found from 
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and the inductance, L, is found from 
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(2.106) 

The gap capacitance, C0, is given as 
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(2.107) 

However, this does not take account of the effect of the gap on the circuit. Assuming 

a space constant electric field on the curved surface, radius ri, of the gap region, the 

new gap capacitance C0, is stated as 
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(2.108) 

where γ is a capacitance reduction factor, the values of which may be found in [81]. 

 

In either situation, the total capacitance, C, is calculable as the sum of C0 and C1. 

While the above calculations give a good approximation of the properties of many of 

the more common cavity types, there has been a wealth of work done on the subject 

in recent years [82] [83], particularly with the rise in availability of fast, powerful 

modelling codes. 

 

In using the resonant circuit analog for a cavity resonator, it is possible to determine 

the properties of the cavity. The cavity’s resonant frequency may be given as 
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(2.109) 
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and we also introduce the cavity quality factor, Q. A factor which highly influences 

cavity losses and bandwidth, it is defined as 

 
             

(2.110) 

where R is the parallel combination of the resistance from the beam, Rb, from the 

circuit, Rc and from external sources, Re.  

 

Each cavity also possesses a characteristic impedance, Zc, which is set with the 

geometry of the cavity without beam coupling. The impedance peaks when the 

driving frequency and resonant frequency are matched and drops when there is a 

mismatch, the sharpness of the drop dictated by Q. It is defined as 

 
   

 

 
 

 

  
 

(2.111) 

Physically, the description of R/Q is that it is the ratio of the square of the voltage 

across the cavity gap and the energy stored within the cavity [76], i.e. 

  

 
 

  

    
 

(2.112) 

2.8.2 Klystron Gain and Bandwidth 

In multiple-cavity klystrons, penultimate cavities largely exist in order to present an 

inductive load to the passing electrons, shortening the electron bunch lengths and 

increasing the RF current component of the beam. The output circuit then acts to 

present a total impedance of RT to the RF current, the product of these two being 

equal to the beam voltage V0, which is necessary in order for RF current extraction. 

Assuming a simple cavity resonator, the half-power bandwidth is given by 
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(2.113) 

thus showing that the bandwidth of a klystron is largely set by the R/Q of the output 

circuit. 

 

The total impedance is typically matched to the load impedance, RL, to allow for 

effective RF extraction. Taking this assumption in conjunction with the output 

voltage and gain being proportional to RT, the relationship 

         
  

  
 

 

 
 

(2.114) 

may usually be held to be true [76]. 

 

In multiple cavity klystrons where gain is to be maximised, the cavities are normally 

stagger-tuned to frequencies above the operating band. As the beam is velocity 

modulated by a cavity, the subsequent bunching causes an increased RF current due 

to tighter bunching. These higher RF currents then excite subsequent cavities, thus 

increasing bunching further, and so on. However, the original modulation still exists 

and the RF current at the output gap is a sum of all previous RF currents. The current 

gain between cavities is given as 
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where 
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For a three-cavity klystron, the overall current gain may be expressed as 
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 (            )   
(2.117) 

where p is a complex variable       , with an imaginary part s shifted in 

relation to ω0 in accordance with the following relations: 
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From the above approximation, equation 2.21 may now be written as 
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with 
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 Finally, the power gain may be obtained from 
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2.9 Summary 

Electromagnetic waves may propagate through any conductive medium with a 

frequency governed by the dimensions of the transmitting structure, as well as the 
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medium’s permeability and permittivity, in a fashion dictated by Maxwell’s 

equations. By combining these structures’ inherent electromagnetic properties with a 

charged particle beam, it is possible to generate amplified EM radiation at a 

frequency dictated by the structural dimensions. In the case of klystrons, the effects 

of a field within a resonant cavity can modulate the velocities of passing electrons, 

leading to bunches of high electron density, and thus amplification. For backward 

wave oscillators, the beam is passed through a structure which allows for the 

generation of slow space-charge waves which are reflected within the structure and 

used as a seed to initiate oscillations within the beam. Both have their own benefits 

in regards bandwidth, gain, efficiency and manufacturability, although the electron 

beam generated from the pseudospark discharge has the potential for effective 

operation within both types of device, as well as many others. 
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Chapter 3: 

Design, Simulation & 

Construction 
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3.1 Introduction 

The generation of millimetre waves is a complex process that has, in recent years, 

been made simpler through the use of mathematical analysis software (MathCAD, 

MATLAB); electromagnetic modelling software capable of analysing and simulating 

complex geometries and operational parameters within relatively short periods of 

time and to a high level of accuracy; and computer-aided design (CAD) packages 

such as Autodesk Inventor, thus reducing both cost and the time required to optimise 

mm-wave generating structures. 

 

This chapter shall describe the realisation of such structures, charting the analytical 

design, simulation and construction of a 200 GHz BWO and a multi-cavity klystron 

with a centre frequency of 94 GHz. This includes the coupling to and from the 

devices, as well as the steps taken to ensure vacuum integrity and for the injection of 

the pseudospark electron beam. The design, construction and testing of a prototype 

coupling system for use with the W-band klystron shall also be presented. 

 

Design shall primarily be based around the use of the theory outlined in chapter 2, 

and further refinement and optimisation is achieved through numerical simulation. 

Two software packages were used in the analysis of the aforementioned structures: 

MAGIC, a finite-difference time-difference (FDTD) particle-in-cell code, and CST 

Microwave Studio, a finite integration technique (FIT)-based electromagnetic 

modelling package geared towards high-frequency component analysis. The 

operating features of these packages shall be briefly mentioned, along with pertinent 

simulation results. 

 

Finally, the stages involved in the physical construction of each device will be 

presented, detailing as far as is possible the motivation for the particular 
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manufacturing techniques used and any concessions made with their eventual 

realisation. 

3.2 The Simulation Codes 

Of the two simulation codes used throughout the design phases of this work, CST 

Microwave Studio was primarily chosen during the ‘cold’ test analysis of microwave 

structure, in that no electron beam was present. This included the eigenmode testing 

of resonant structures, transmission and loss calculations for coupling systems and 

the generation of dispersion diagrams for comparison with those obtained by 

numerical analysis. In contrast, MAGIC has many applications in the modelling of 

plasmas as well as RF structures and so this was used not only for the eigenmode 

testing of some RF structures, namely resonant cavities, but also for examining the 

beam-wave interactions within the examined microwave tubes, including 

calculations of device output power, gain and efficiency. 

3.2.1 CST Microwave Studio 

CST Microwave Studio is known as a finite integration technique (FIT) code [84] 

which uses a generalised form of the finite-difference time-domain (FDTD) 

technique used in packages such as MAGIC. Based on the premise that all 

electromagnetic problems may be solved through the use of Maxwell’s equations, it 

allows for their reformulation in an integral form adapted for a computer simulation 

environment. It is a finite volume discretisation scheme but allows for these volumes 

to be defined in any way that they may be slotted neatly together, thus hexahedra and 

tetrahedra may be used to construct meshes for geometrically complex shapes, and 

the use of integral balances allows for stability and conservation properties to be 

proven before numerical calculations begin. 

 

This process begins with the restriction of electromagnetic fields to a simply 

connected and bounded space region Q, containing the region to be analysed. This is 

then broken down into a series of simplicial interconnected cells, which forms the 

computational grid, with each edge being given an orientation. In this way, the union 
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of these edges may be termed a directed graph. Within this system, the integral forms 

of Maxwell’s equations may be applied and solved for the various facets, edges and 

volumes and the results calculated as a series of matrices. These are then 

extrapolated forwards in time and space and averaged across the surrounding 

volumes, thus allowing for the development of a comprehensive model of an 

electromagnetic system. FIT systems are highly adaptable to complex geometries and 

may be improved further using adaptive mesh techniques, such as those applied in 

CST Studio Suite, though the effect these systems have on runtimes may sometimes 

be restrictive. 

3.2.2 MAGIC 

MAGIC uses the FDTD method for the calculation of electromagnetic field effects 

but is also known as a particle-in-cell code (PiC), using Lagrangian and Eulerian 

mesh frames to track the movements of individual particles in continuous phase 

space and to analyse the development of currents and densities [85]. Using these 

techniques, it is possible to model the behaviour of plasmas and, in the case of this 

work, the effects of electromagnetic structures on the flow of particles, namely 

electron beams. MAGIC renders structure using either a 2-and-a-half-dimensional 

framework (MAGIC-2D) for rotationally symmetric structures, or in three 

dimensional space (MAGIC-3D), rendering structures via either Cartesian (x, y, z), 

polar (φ, r, z) or cylindrical (r, φ, z) coordinate systems. 

 

Typically, PiC codes represent groups of particles as super-particles which, due to 

the Lorentz Force equations relying only on charge-to-mass ratios, behave in a 

similar fashion to how individual particles would. The ratio of particles to super-

particles must be sufficiently low to allow for accurate behavioural models to be 

generated, yet large enough to allow for manageable runtimes. These details, along 

with other macro-quantities such as current density, are assigned to the super-

particles as particle weighting. 

 



86 

 

Super-particle behaviour relies largely on the ‘pusher’ system behind them, moving 

the particle from one cell to the next and predicting its state when it does so. Pushers 

are generally expected to be both accurate and efficient, yet these still contribute 

much of a simulation’s runtime. For MAGIC, the leapfrog method is typically used, 

an implicit solver system which calculates particle velocity from fields updated prior 

to calculation. In brief, the leapfrog method calculates the position, x, and velocity, v, 

of super-particles over a time step Δt using 
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(3.01) 

where k refers to quantities carried over from the previous time step, k + 1 to the 

quantities calculated for the next time step and velocities are calculated in the 

interval between the two time steps. Electric fields are calculated using the FDTD 

method above. 

 

While simulation particles may be positioned anywhere within a cell, macro-

quantities are evaluated only on the cell edges, just as with fields. Particles, therefore, 

are modelled to have a shape determined as S(x - X), where x is the position and X 

the observation point, which satisfies the conditions for space isotropy, charge 

conservation and convergence for higher-order terms. Similarly, calculated fields 

cannot be used directly in the particle mover and have to be interpolated through 

field weighting, 

  ( )  ∑   (    )

 

 (3.02) 

where i labels the grid point. By using the same weighting scheme for both particles 

and fields and ensuring the correct space symmetry, accuracy through conservation 

of momentum may be obtained. Due to the linear nature of the structures and particle 

behaviour examined in this work, collisional models may be neglected in this thesis. 
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3.3 G-band BWO 

A G-band (140 – 220 GHz) BWO using a sinusoidally rippled wall as a slow wave 

structure was designed for operation with the pseudospark discharge acting as an 

electron beam. Rather than coupling the RF signal out near the PS electron gun, the 

BWO was designed as a mildly relativistic device, reflecting the amplified 

microwave signal from a cut-off structure at the beam input point and outputting via 

a launching horn. In simulations with MAGIC-3D, this reflection was achieved by 

setting the beam tube radius to less than the cut-off radius for the selected frequency 

of 200 GHz but in experiments this was enhanced by placing a tungsten mesh 

adjacent to the inside face of the PS anode and to the entry point to the device. Such 

mesh structures have been used with PS e-beams in the past and have been found to 

have little effect on beam current and plasma development. 

 

A sinusoidally rippled SWS may be expressed in the form 

  ( )    (      (   )) (3.03) 

where R0 is the mean radius of the structure, h is the amplitude of the corrugation and 

        is the corrugation wavenumber. It is typical in these types of SWSs to 

select a value of R0 that lies close to the cut-off for a selected frequency in order to 

prevent the propagation of higher-order modes. If it is intended to operate the device 

at 200 GHz, as was stated in chapter 1, then the circular waveguide cut-off is, from 

equation 2.79, 
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Based on this, a mean radius of 0.5 mm was used. Not only does this lie close to the 

cut-off value but it also coincides with the minimum machinable radius for wire-

spark erosion manufacture. While this may not be relevant for manufacture of the 

more complex SWS, it can be used in the construction of collimating structures for 

the testing of the PS e-beam with similar cross-sectional dimensions. 
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In order to establish cut-off at the beginning of the structure, the beam entry point 

was selected to lie below the cut-off radius and was therefore selected to be 0.41 mm. 

For the SWS corrugations, three variables had to be determined: the corrugation 

depth, periodic length and number of corrugations. The first two were determined by 

means of the analysis of corrugated waveguides determined by Barroso [86]. Using 

the definition declared in equation 3.01 and assuming spatial periodicity along z, 

azimuthally symmetric TM electric fields are expanded in a spatially harmonic series 

according to Floquet’s theorem. This eventually results in an infinite series of 

equations for the amplitude coefficients An 
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Setting 

    ‖    ‖    (3.08) 

it is possible to determine the eigenvalues for a given h, R0 and L. With the assistance 

of Dr Liang Zhang and with reference to the dimensional profile of an existing BWO 

within the department, a peak-to-peak amplitude of 0.2 mm was found to meet the 

guideline of   
 

 
 typically applied to relativistic BWOs [86] while a periodic length 

of 0.467 mm yielded a fundamental operating frequency of ~197 GHz. A decision 

was made to use a 30-period BWO structure to ensure the structure was long enough 

to provide sufficient feedback and gain to achieve oscillation. 

3.3.1 BWO Dispersion 

While the analysis of the SWS dispersion outlined previously takes account of both 

geometry and the electron beam, it does not fully hold for a PS-derived beam. This is 
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due to the ion channel which forms during the beam propagation and acts to 

constrain radial growth. In order to plot the dispersion of such a configuration, the 

inclusion of the plasma must be accounted for. 

 

A solid, uniform electron beam of density nb and radius         propagates 

through an SWS filled with a collisionless, cold and uniform plasma with a density 

of np, with plasma frequency and beam plasma frequencies of    √          

and    √          respectively. The beam current lies below the space-charge-

limiting current for a smooth-walled waveguide with similar dimensions, beam 

electrons all possess identical axial velocity, v, the beam has an equilibrium position 

and it is free from any deformation. If an infinitely large guiding magnetic field is 

assumed then the only non-vanishing terms in the relative dielectric tensor lie along 

the diagonal [87], i.e. 
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where 
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γ is the relativistic factor and kn is the wavenumber. 

 

In a corrugated structure, only the TM waves may perturb the beam density and axial 

velocity, so considering only these, the axial and radial electric fields are given from 
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where kz is the axial wavenumber and 
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From the conditions of continuity of Er and Ez at r = Rb, the constants Bn and Cn may 

be expressed in terms of the constant An, i.e. 
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The definitions of the RF electric fields are subject to the boundary condition 

   (   ( ))    (   ( ))    (   ( ))
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i.e. that at the perfectly conducting waveguide surface, the tangential electric field 

    . 

 

Through substitution into equation 3.10, a dispersion relation determining ω from kz 

is found, based on a nontrivial set of solution of amplitude An. However, this is based 

on the coordinate z and the as-yet-unknown constant An. These may be eliminated by 

multiplying 3.10 by         and integrating from        to       . The 

resulting dispersion relation is 
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(3.18) 

 

This dispersion relation was then solved using methods outlined by Minami et al. 

[87] and plotted for beam voltages ranging from 10 to 50 kV. Whilst the plasma 

densities in the device have yet to be experimentally measured, they have been 

determined through simulation to have values of np = 6 x 10
12

 cm
-3

 and nb= 7 x 10
12

 

cm
-3 

[88]. 

 

Figure 3.1: Dispersion diagram for various beam lines and plasma densities. 

 

Figure 3.1 shows the TM01 mode dispersion for the desired BWO geometry, with and 

without the presence of the plasma taking into account the change of the discharge 

current as a function of voltage [89]. Taking np to be 4 x 10
12

 cm
-3

, it can be seen that 

the expected point of intersection at 200 GHz lies between the beam lines for 25 kV 

and 35 kV. However, in MAGIC simulations the plasma ion channel was not 

accounted for, and so the dispersion for np = 0 was used in order to determine the 
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beam voltage for simulation. This allowed for the determination of a beam voltage of 

35 kV for simulation purposes. 

3.3.2 BWO Simulation 

The designed BWO structure was subsequently created in the FDTD-PiC code 

MAGIC-3D and comprised of a cylindrical waveguide of length 0.89 mm and radius 

0.41 mm, a single-period-length (0.47 mm) taper up to the SWS and a 30-period 

SWS with a mean radius of 0.5 mm and a peak-to-peak amplitude of 0.2 mm. The 

tube was filled with vacuum and the outer walls of the structure were set as a perfect 

conductor. The MAGIC rendition of this structure may be seen in figure 3.2. 

 

Figure 3.2: Cross-section of BWO geometry as rendered in MAGIC-3D. 

 

The axial and radial resolutions, Δz and Δr, were taken as functions of the periodic 

length and corrugation depths respectively, while the azimuthal resolution, Δϕ, was 

set at a value of        . The axial resolution was set to                

while two values of Δr were used, defined as 

      
    

   
               

  

   
         

Δrmax was used to mark the drift tube, beam entry tube and the thicker parts of the 

conducting walls, while the SWS was rendered with the smaller Δrmin.  
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The electron beam was input as a hollow beam of 0.35 mm mean radius and a 

thickness of 0.2 mm from the left-hand side of the device pictured in figure 3.2. A 

hollow beam was used in order to reduce simulation time, although comparison with 

a single run with a solid beam found that the error in using the hollow beam was < 

5%. To better illustrate PS performance, the 35 kV input beam voltage was pulsed, 

with a rise-time of 1.2 ns and a total pulse length of 10 ns (figure 3.3). The beam 

current of 1.5 A was kept constant. 

 

Figure 3.3: Beam voltage swept over time. 

 

Whilst MAGIC is capable of modelling ion environments, for the purposes of 

calculating the performance of the BWO, it was deemed sufficient to constrain the 

electron beam using a simple solenoidal magnet along the length of the device, with 

a magnetic field strength of 5 T. This is large enough to constrain the beam but not 

enough to induce pinching effects. The effect of the focussing may be seen in the 

plot of pitch angle as a function of axial position, z (figure 3.4). It can be clearly seen 

that there is little in the way of radial spread of the beam over the interaction length 

(15 mm), which is in keeping with the performance of the PS-derived e-beam. 
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Figure 3.4: Beam pitch angle measured over interaction length, showing little deviation from the normal. 

 

A run-time of 10 ns was set to fully allow the oscillations in the tube to develop, and 

the simulation was run at double precision to allow for more accurate measurements. 

Figure 3.5 shows the development of the electron beam as it progresses through the 

SWS, focussed and keeping an approximately constant density. The backward wave 

progresses towards the left hand side of the structure before being reflected by the 

cut-off waveguide section and the peak power measured via the ‘observe field_power 

s.da’ command at an outlet port situated at the right-hand side of the structure. Points 

were declared along the length of the SWS and the electric field integrals observed, 

along with fast Fourier transforms of the observed values, in order to determine the 

frequencies of the generated signal. 

 

Figure 3.5 shows the electron beam’s path as it travels in the z-direction. 
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Figure 3.5: MAGIC-simulated G-band BWO operation. 

 

Over the 10 ns runtime, a TM01 wave was generated at the device output, with the 

mode pattern approximated through the cross-sectional analysis of the 

electromagnetic field pattern at discrete moments, most notably at the end of the 

slow-wave structure. A measurement of the power flow through the output port with 

time detected an average output power of 2.5 W from the tube (Figure 3.6). While 

the efficiency of this device was admittedly low (< 1%), particularly with respect to 

the efficiencies typically achieved by some BWOs, the generation of several watts of 

power at such frequencies is uncommon and, as such, showed enough usefulness to 

warrant further investigation with the view to further improving the design upon 

demonstration of a working device.  
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Figure 3.6: Predicted output power of the G-band BWO. 

 

The frequency of the output TM01 wave was determined through the FFT of the 

electric field in the axial direction at the end of the SWS (figure 3.7), which yielded 

frequency spectrum ranging from 186 to 208 GHz.  

 

Figure 3.7: FFT of BWO output signal, showing frequency spectrum. 
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This result confirms that millimetre waves in the G-band frequency range can be 

generated from the structure, as well as providing an approximation of the power 

levels achievable using the PS e-beam with such a structure, and this was deemed 

sufficient to proceed with manufacturing. BWOs operating at 200 GHz with watts of 

power are not especially common, although the main issue was the manufacturing of 

the SWS, which shall be discussed later in this chapter. The MAGIC-predicted 

output frequency showed good agreement with the analytical dispersion calculations 

taking into account the swept beam voltage and the corresponding current.  

3.3.3 BWO Horn Design and Simulation 

A conical horn was designed and modelled for use with the 200 GHz BWO. An 

optimum horn may be defined by the equation [90] 

   √    (3.19) 

where d is the aperture diameter, λ the wavelength and L the slant length, defined as 

the length from the horn aperture to the apex. An aperture diameter of 7 mm was 

chosen, based on material restraints, which gave an optimum slant length of 16.3 

mm. This equation only defines the optimum aperture diameter for a given horn 

length and, as such, was treated as a starting point to determine a practical horn 

length for the BWO. The horn was simulated in CST Microwave Studio and a 

parameter sweep was used to vary the horn length from 15 to 20 mm in 0.2 mm 

increments, with a 1D measurement of the peak measured gain used as an indicator 

of horn performance. 
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Figure 3.8: maximum predicted gain from an antenna horn at 200 GHz as a function of length. 

 

As illustrated in figure 3.8, gain increases almost indefinitely with length, which is in 

keeping with aperture-limited antenna theory. In practice, however, any increase in 

length results in an increased chance of the horn’s edge breaking off during 

manufacture, thus necessitating a degree of compromise between length and 

performance. A horn length of 18 mm was deemed a sufficient balance between 

these mutually exclusive attributes. 

 

Figure 3.9: TM01 far-field pattern of conical horn. 
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Removing any symmetry planes, such a horn was stimulated with a TM01 wave and 

the far-field pattern calculated within an automatically generated closed volume. 

Figure 3.9 shows the resulting distinctive ‘donut’ far-field pattern of a TM01 wave, 

with relatively large sidelobes resulting from interference due to the presence of 

undesirable modes. Due to the positions of these sidelobes, their presence could be 

neglected as being inconsequential to the detection of the main lobes. 

 

Figure 3.10: S11 parameters for first three modes of the BWO launching horn. 

 

Using a linear estimation of the horn performance, a horn gain of 17.3 dB at 200 

GHz was predicted. Figure 3.11 shows a 2D Cartesian plot of the resultant mode 

pattern, showing transmission maxima at ± 5.1º. Reflection from the horn was also 

determined to be low, with an average predicted reflection of -20-40 dB for the TM01 

mode (figure 3.10). Whilst any reflection could run the risk of interfering with the 

operation of the BWO by feeding back the output signal, this low level of reflection 

was deemed to be inconsequential for the purposes of the experiment.  
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Figure 3.11: 2D Cartesian plot of predicted mode pattern, showing maxima at ± 5.1º. 

 

Due to possessing a respectable gain and well-defined main lobes, the horn was 

deemed fit for purpose and the design adapted for construction. 

3.3.4 BWO Construction 

The body of the slow wave structure was formed by the electrodeposition of copper 

on top of a machined aluminium mandrel, created through the use of a high-speed 

milling process. The 1 mm mean radius structure possessed a 30-period, sinusoidally 

varying surface of 0.2 mm peak-to-peak amplitude and a periodic length of 0.47 mm. 

The beam entry point is a cylinder of 0.41 mm radius, serving to cut off the 

backward wave. The SWS tapers out at the beam/microwave exit point at an angle of 

5° (figure 3.12, right hand side). This taper was to allow for fitting to the finished 

launching horn. The former may be seen in figure 3.13 (a) and (b), with additional 

waste lengths to provide machining stability, as well as to allow electrodes to be 

attached during the electrodeposition stage. 
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Figure 3.12: Design of aluminium former for a 200 GHz BWO. 

 

 

Figure 3.13 (a) and (b): BWO aluminium former, left, and high-magnification image of one period of 

structure. 

 

Analysis of the finished former showed that some dimensions were out by over 0.1 

mm. The final former had a mean radius of 610 μm, a periodic length of 470 μm and 

a sinusoidal variation of 130 μm. Based on these observations, the dispersion was 

recalculated (including plasma ion channel effects) by Dr. Liang Zhang and 

interaction at 200 GHz was seen to occur at a beam voltage of 35 kV (figure 3.14) 

[91]. 
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Figure 3.14: Recalculated dispersion for manufactured BWO. 

 

Following copper growth, the aluminium was dissolved in an alkaline solution before 

further machining to allow for the device to be directly inserted into the PS anode 

and for the launching horn to be attached separately. A 14.7 mm length of radius 

3mm was machined at the beam entry point to allow for direct entry into the anode 

while a longer, 5 mm radius section prevented further movement into the anode. 

 

Figure 3.15: BWO following copper deposition and former dissolution. 
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The horn antenna was machined by drilling a 5 mm diameter hole, 4 mm deep recess 

in a 7 mm diameter, 22 mm long copper cylinder before drilling an on-axis, 1 mm 

hole through the copper (Fig 3.16 (a)). Through wire erosion, the horn was machined 

from the structure and could then be fitted neatly on to the BWO (Fig 3.16 (b)). 

 

Figures 3.16 (a) and (b): CAD design of launching horn, left; and completed BWO-horn assembly, right. 

3.4 W-band Klystron 

In designing a klystron for W-band operation, it may be useful to classify the 

parameters to be determined as either being related to the device’s physical 

construction or to the generation of the electron bunches. From the theory outlaid in 

section 2.8.2, it can be seen that, if a frequency of operation may be specified 

beforehand then it is possible to determine the dimensions of a klystron resonant 

cavity as well as the radius for the inter-cavity drift tube. Beam parameters may then 

be calculated via expected performance parameters of pseudospark-derived electron 

beams, as was the case with simulation of the BWO described earlier in this chapter, 

while the interaction length can then be determined via equation 2.96. A drift tube 

radius of 100 μm was chosen due to the limitations placed on the machining of 

metals. Whilst smaller diameters are possible, these cannot generally be sustained 

over distances greater than ~ 1 mm without a major effect being observed on the 

quality of the machined tube. With this in mind, the dimensions of a pillbox resonant 

cavity could be chosen. Due to the method of coupling, the cavity width was kept as 

close as possible to the width of a G-band waveguide section (1.27 mm) while, 

similarly, cavity width and outer radius were kept to similar dimensions. 
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Such a cavity was designed and modelled in both CST Microwave Studio and 

MAGIC-2D. Possessing inner and outer cavity radii of 0.14 mm and 0.635 mm 

respectively, it was found that in order to resonate close to the 94 GHz target, the gap 

width had to be set at 0.28 mm (plus 0.2 mm radius rounded tips in order to minimise 

breakdown effects). The structure was created in CST Microwave Studio and an 

adaptive mesh used along with CST’s eigenmode solver, which found the 

fundamental frequency to be 93.55 GHz. This was then modelled in MAGIC-2D 

using its own eigenmode solver. A mesh density of 6 cells per 0.04 mm (the 

thickness of the drift tube) was chosen; below a density of 4, the eigenmode solver 

was prone to erratic behaviour, over 8 and run-times became lengthy for anything 

other than small computational tasks. Through MAGIC, the frequency was 

determined to be 93.60 GHz. In hot test simulations, the cavity Q was determined to 

be 800 while a cavity R/Q was calculated to be 143. While this cavity was suitable in 

many ways, a second design was devised in order to further optimise cavity 

performance.  

 

A second cavity design consisted of an inner and outer radius of 0.14 mm and 0.56 

mm, while cavity width was 1.04 mm. This is narrower than the waveguide width but 

the coupling structure could be adjusted to compensate for this. A gap width of 0.14 

mm allowed for better coupling between beam and cavity. The cavity structure was 

determined to have a resonant frequency of 93.76 GHz from simulation in CST 

Microwave Studio using an adaptive mesh. Simulations in MAGIC, using a similar 

mesh density to the previous cavity, determined the cavity resonance to be 94.43 

GHz. This showed a reasonably large disparity from the CST simulation, which 

owed to the difference in meshing techniques, particularly when resolving rounded 

edges, as at the interaction gap ends. In practice, the CST-determined value is likely 

more accurate due to the more refined meshing system but, for MAGIC simulations, 

the latter frequency was adopted. Here, the cavity Q and R/Q were determined to be 

880 and 140 respectively. Owing to the improved cavity performance and to the 

shorter interaction gap, it was decided to use this cavity design for the three cavity 

klystron. 
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For simulation purposes, a drift tube radius to beam tube radius ratio of 1:0.8 was 

adopted. This allowed for effective bunching of beam electrons while reducing the 

voltages presented across the output interaction gap and, consequently, the risk of 

breakdown. Beam voltage was kept reasonably low (10 kV) and a beam current of 15 

mA was adopted, a reasonable value for a small-diameter PS electron beam. 

Calculations determined an optimal drift-tube length of 2 cm but it was found that, in 

simulations with the three-cavity structure, device gain was higher at a length of 1 

cm. The reasons for this are yet to be investigated. While no magnetic field would be 

present in a PS beam, a field strength of 0.8 T was implemented in simulations in 

order to constrain the beam. 

3.4.1 Klystron Simulation 

A three-cavity test of the designed klystron was implemented in MAGIC-2D. The 

choice for the number of cavities was based on a compromise between device 

performance and the difficulty in manufacturing such a structure. A two-cavity 

design was felt to be too simple and for the device performance to lie under what was 

felt to be desirable, while having too many cavities would have run the risk of 

misalignment upon the device’s eventual construction. As such, a three-cavity 

structure allowed for a challenging design while minimising the possibility of failure. 

 

Three identical cavity designs were used for simulation, although the cavity 

conductivities were varied, with the input cavity set to 7 mΩ·m while the penultimate 

and output cavities were set to 3.3 mΩ·m. The change was implemented in order to 

reflect the effects of cavity loading from the input source, while the values assumed 

cavity conductivities of 3.5 x 10
7
 and 1.5 x 10

7 
Sm

-1
, reasonable values for copper 

cavities assuming average roughness [92].  

 

Initial simulations of the device used an electron beam of constant voltage and 

current which, although dissimilar to the pulsed sweep of PS beams, provided a 
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method of gauging klystron performance. The klystron simulation was run at an axial 

mesh resolution of 2 cells per 0.04 mm while the radial mesh was varied between 

2.25 cells per 0.04 mm for larger, less essential areas (cavity walls, drift tube, cavity 

body) and 3 cells for areas which required finer resolutions, such as the interaction 

gap. While this was a less refined resolution than for cavity cold testing, it was found 

that the effects of having a larger mesh were less pronounced in the simulation of the 

individual cavities, although the reason for this is currently unknown. In addition, 

efforts to simulate the klystron at comparable resolutions resulted in run-times too 

large for practical usage. 

 

Figure 3.17: MAGIC-2D-rendered three-cavity klystron geometry. 

 

Figure 3.17 shows the klystron structure as it was simulated in MAGIC. Using a run-

time of 50 ns, the simulation was run. Peak power was measured across each of the 

three interaction gaps using MAGIC’s ‘observe field_power’ command while field 

monitors examined the development of the electric fields at each of these points. 

Particle motion was monitored and showed clear signs of bunching during operation. 

By defining the beam power, it was possible for MAGIC to output the device gain 

and efficiency as a function of time. 
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Following this, RF input power and beam current were varied in order to determine 

the optimum operating parameters. Variations in RF current were found to induce a 

trade-off between gain and efficiency, with the optimum drive current lying between 

2.05 and 2.1 mA. An RF current of 2.05 mA was chosen, delivering 8.7 % 

efficiency, 18 dB gain and an output power of 10.5 W. 

 

Figure 3.18: Variation in klystron gain and efficiency with RF current. 

 

The effect of beam current was decidedly more linear, with both gain and efficiency 

increasing until a beam current of 22.5 mA, at which point device efficiency started 

to drop. A current of 25 mA was chosen for the constant-current beam, delivering 

10.5% efficiency and 21 W of power. This figure was treated as a highly idealised 

marker of performance due to its neglect of coupling factors and the pulsed nature of 

the pseudospark. 
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Figure 3.19: Variation in klystron gain and efficiency with beam current. 

 

Following these optimisations using the constant-voltage, constant-current beam, a 

pulsed electron beam was used to excite the three resonant cavities with the 

accelerating voltage dropping from 16 kV to 8 kV between 5 and 10 ns into the 

simulation runtime before dropping to 0 kV between 25 and 30 ns. The beam current, 

meanwhile, rose to 15 mA with a 10 ns risetime from simulation start-up before 

dropping to zero after 25 ns. These parameters were chosen to give an approximation 

of device performance using a PS electron beam. Pulse durations of 25 ns are not 

uncommon with PS discharges, while the chosen voltages lie at the limits of 

performance for single-gap pseudosparks. The use of larger voltages would run the 

risk of damaging the klystron due to the large currents that they sometimes carry. A 

100 mW seed signal, tuned to the input cavity resonance, stimulated beam bunching. 

Figures 3.20 (a) and (b) show the development of fields within the interaction cavity 

during interaction at a given point in time, illustrating the effect of the beam-wave 

interaction on the structure’s fields. 
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Figures 3.20 (a) and (b): Development of field lines above, left, and below cavity, right. 

 

A cavity Q of 880 for the input cavity and 1860 for the second and third cavities was 

predicted by the simulation. Following a 50 ns run-time, an output power of 8.4 W at 

94.427 GHz was predicted.  

 

Figure 3.21: Simulated output power of klystron. 

 

Calculating the device gain and efficiency as 

 
         

    

      
 (3.20) 
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  (3.21) 

device gain and efficiency were calculated as 20 dB and 7%, respectively (figures 

3.22 (a) and (b)). 

 

Figures 3.22 (a) and (b): Simulated efficiency, left, and gain, right, of klystron. 

3.4.2 Klystron Cavity Coupling 

The use of fundamental-mode klystron cavities presented issues in coupling. Whilst 

coaxial coupling, where discrete coupling points are placed around the structure in 

order to feed the signal to the cavity, would be possible in theory, the dimensions in 

use and the difficulty in manufacturing at these dimensions to high tolerances 

rendered it inapplicable. Meanwhile, iris coupling [93] was not possible due to the 

large reflections which would be incurred in coupling through an undersized aperture 

which could damage more sensitive frequency sources. As a result, a novel coupling 

method was proposed in which a slot would be cut along the width of a resonant 

cavity and coupled to a standard dimension waveguide via a tapered section. Whilst 

this would result in the propagated signal being attenuated and/or reflected where the 

taper reaches cut-off, a dielectric insert would be used in order to effect a change in 

cut-off frequency. In order to maximise transmission, two criteria were set: to 

minimise reflection to the source and to minimise dielectric loss. 

 

The first criterion could be met by tapering the dielectric structure, thus allowing a 

gradual transferral from air to dielectric. The smaller the angle with which the mm-

wave signal entered the transition, the lower the reflection coefficient. For the second 
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criterion, the size and type of dielectric were of greater importance. It was concluded 

that a reduction in the volume of the dielectric transition would result in a lower 

dielectric loss for the coupled signal. Likewise, a low-loss material would be 

preferable but this is restricted by the fact that the material must be machinable and 

possess a high enough dielectric constant that transmission of the signal could be 

achieved. 

3.4.2.1 X-band Coupler 

Due to the novel nature of the dielectric coupling system, the principle was 

examined, modelled and tested at a lower frequency band both in order to validate 

the efficacy of the technique and to verify the reliability of the simulated model. A 

coupling system for operation between 8 and 12 GHz was designed, using a 22.86 x 

10.16 mm rectangular input waveguide which could be used to couple to a resonant 

cavity. Using CST Microwave Studio, a TM01 mode was input from port 1 and 

underwent a 90° phase shift during the course of coupling. Direct transmission 

measurements were taken from directly at the end of the dielectric region, while 

reflection coefficients were also measured. In addition, simulations were conducted 

where the dielectric fed directly into an X-band waveguide section. While this 

presented an obvious impedance mismatch, it allowed the system to be compared 

with single-coupler experimental measurements. 

 

Figures 3.23 (a) and (b): CST representation of X-band coupling structure, left, and coupling directly into 

waveguide, right. 

 

In order to measure the coupler’s performance using a coupled cavity, a 10.16 mm 

wide cavity was designed in order to maintain structural simplicity, with other 
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dimensions adjusted to accompany this. A cavity of outer radius 4.45 mm fit this 

demand, yielding a resonant frequency of 10.26 GHz. 

 

Figure 3.24: X-band cavity rendered in CST Microwave Studio. 

 

Two possible dielectrics were deemed to have sufficiently low losses and a dielectric 

constant high enough to overcome the waveguide dimensions necessary to couple to 

an aperture of this size; alumina, with a dielectric constant of 9.1, and BNP-2, a form 

of machinable aluminium nitride possessing a dielectric constant of 7.9. Three 

factors were considered during the coupler’s design: these were the length of the 

tapered section, L1; the length of the cut-off waveguide, Lcut; and the height of the 

coupling slot, hcut. It was found that while the effect of varying Lcut was negligible, 

S21 measurements increased both with an increase in L1, thus reducing reflections, 

and with an increase in hcut, thus reducing cut-off effects. Figure 3.25 shows the 

effect of taper length on reflection, while figure 3.26 illustrates the shift in cut-off 

and increased transmission demonstrated from the increase of hcut. 
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Figure 3.25: S11 measurements with variation in taper length. 

 

Using BNP-2 as a dielectric, it was found that an hcut of greater than 5 mm was 

necessary in order to achieve any transmission at X-band frequencies. In addition, 

sharp resonances may be seen in the S21 measurements, an effect of the dielectric’s 

intrinsic resonance. The final structure consisted of a coupling slot height of 5.6 mm, 

along with taper and cut-off lengths of 40 mm and 6 mm, respectively. 

 

Figure 3.26: S21 measurements with variation in dielectric height. 
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Physically, the simulated design was reconstructed in the form of a solid copper 

block with a tapered aperture, 22.86 x 10.16 mm at one end and 10.16 x 5.6 mm at 

the opposite end, machined through the use of wire spark erosion (figure 3.27). An 

attachable copper plate allowed for the insertion of a dielectric which could then be 

slotted through the smaller aperture. In addition, a cavity which could be slotted onto 

the structure was machined from two copper parts which were then held together via 

three screws. Dimensions of the slot in the plate and the dielectric insert were kept as 

close as possible so as to ensure a tight fit and, as such, no adhesive or bonding agent 

was required. This also allowed a small amount of freedom in positioning the 

dielectric and gave limited ability to tune the cavity. 

 

Figures 3.27 (a), (b) and (c): Dielectric-based coupler, left; with dielectric insert, centre; and X-band cavity 

with coupling aperture, right. 

 

As may be seen in figure 3.28, the behaviour of the coupler was similar in its 

transmission behaviour to the simulated predictions for both dielectric materials, with 

higher frequencies transmitting through the tapered transition region more readily 

due to the shortened wavelengths. Attenuation was considerable at lower 

frequencies, ranging from -17 dB at 8 GHz to -4 dB at 11.5 GHz in the case of 

alumina and – 26 dB at 8 GHz to -7 dB at 12 GHz for BNP-2. While the behaviour 

of both materials matched simulations well, the BNP2 performed slightly worse than 

predicted due to approximations being made in regards material properties due to a 

lack of full information on the dielectric’s properties. 
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Figures 3.28 (a) and (b): Comparison of simulated and experimentally obtained transmission coefficients 

for alumina, left, and BNP2, right. 

 

With the cavity connected, both materials showed signs of resonance at ~9.8 GHz 

when the coupler’s reflection coefficient was measured, with BNP2 showing a 

sharper resonance but a higher degree of loss (figure 3.29). While this resonance 

differed from CST Microwave Studio predictions, the resonant frequency was found 

to shift with the position of the dielectric and so this result could be seen to be a 

measurement of cavity resonance as opposed to intrinsic behaviour from the 

dielectric.  These experiments not only confirmed that the coupling device performed 

as expected but also that alumina was the superior choice of material for coupling at 

higher frequencies. 

 

Figure 3.29: Cavity resonance as measured through both coupling dielectrics. 
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3.4.2.2 W-band Coupler 

While the X-band coupler showed that the theory behind a dielectric coupler could 

be applied to a real-world system, the performance was poorer than could be 

expected for a typical coupling system. Further investigation revealed that by using a 

taper which expands from the waveguide wall, as opposed to being placed in the 

centre of the waveguide, reflections could be reduced. Such an asymmetrical coupler 

design was simulated in CST Microwave Studio using alumina as the transition 

material. Using a 2.52 x 1.27 mm waveguide (WG27) as an input port and 

transitioning along a 2.73 mm long tapered region, the signal is fed into the cavity 

via a 1.054 x 0.56 mm rectangular coupling slot, with the dielectric positioned to 

minimise the degree of reflection the signal may experience (figure 3.30). 

 

Figure 3.30: Microwave Studio rendering of W-band coupling structure. 

 

Using the asymmetrical design, the W-band coupler performed admirably, with a 

transmission loss of -2.6 dB at 90 GHz and -1.45 dB at 95.5 GHz. Reflection ranged 

from -3.25 dB to -5.5 dB. While this is still not ideal, they were nonetheless a notable 

improvement on the X-band design while the fact that the coupler would be used 

with relatively low power levels (mWs) meant that damage to the source from these 

reflections would be minimal. 
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Figures 3.31 (a) and (b): Transmission, left, and reflection coefficients, right, of simulated coupling 

structure. 

 

When simulated with the attached cavity, the coupler showed a very clear resonance, 

although with an offset of several GHz. This may have been due to the section of 

cavity removed in order to allow for the coupling slot. While this would occur in 

practice also, an effort was made to allow a degree of tunability in the finished 

structure in order to compensate for this phenomenon. 

 

Figures 3.32 (a) and (b): W-band coupling structure with cavity, left, and reflection coefficient showing 

cavity resonance. 

3.5.3 Construction 

After simulation in CST Microwave Studio, the resonant cavities, beam tube and 

coupling slot were designed in a series of 7.3 x 7.3 mm copper segments, each of 

varying length and features, which were then stacked as in figure 3.33, as is often the 

case in MEMS manufacturing techniques where structures will be etched into silicon 

wafers before being aligned and placed end-to-end. Machining of these structures 

was achieved via a combination of high-speed milling and wire erosion to tolerances 
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of ± 0.05 mm. Alignment was achieved through the use of the housing structure. In 

total, the full klystron interaction region was constructed of 10 tiles, three of which 

included the cavities, five incorporated the nose sections necessary for beam-wave 

interaction and the remainder making up the 200 μm diameter drift tube. The 3 mm 

long drift region between the input and intermediate cavities was broken down into 

two thinner sections due to difficulties in effectively machining a 200 μm diameter 

channel of such length. 

 

Figure 3.33: Klystron interaction region assembly. 

 

These parts were checked after construction and dimensions found to lie within 

0.05% of the design specifications. For the input and output cavities, two further 

backups were also manufactured. This allowed for an element of inter-changeability 

when matching cavity frequencies and thus for tuning the device. Tuning could 
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further be made possible by compressing the cavities by mechanical means (e.g. by 

tightening the screws affixing the housing structure to the pseudospark anode). 

 

Figures 3.34 (a) and (b): Copper klystron segments. 

 

After simulation and the results of the X-band coupling system test, it was decided to 

use a modified version of the dielectric tapered insert which was adopted before, 

tapering it from only one side rather than adhering to the symmetrical design which 

was used in the proof of theory experiment. By placing the structure flat against the 

coupling slot wall, it allows for a smoother transition and involves less reflection 

than placing the transition to the dielectric in the centre of the electric field. 

 

Five tapered alumina inserts were manufactured. As with the backup cavities, this 

not only offers a degree of safety against accidental damage due to the small size and 

fragility of the structures but also offers a degree of tunability. The tapered inserts 

were inserted by hand and, to aid in alignment against the cavity edge, a rod was 

constructed from stainless steel which was inserted into the cavity section. In this 

way, it was possible to align the dielectric and cavity edges to the highest accuracy. 
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Figure 3.35: Assembled input and output cavities, with dielectric tapers in white. 

 

The aim of the housing structure was to allow it to be connected to the PS anode, for 

the klystron interaction region to be inserted and aligned, to allow a mm-wave signal 

to be fed to the input cavity, to allow extraction of the amplified mm-wave signal and 

to allow the entire structure to be placed under vacuum. Using a 50 x 50 x 30 mm 

copper block as a base, a central 7.3 x 7.3 mm channel was created using wire 

electrical discharge machining (EDM), as were two W-band waveguides (2.56 x 1.28 

mm) which, due to the limitations of the wire EDM process, were machined through 

the full length of the block. These passed through the centre channel and were 

located so that they would feed directly into the input and output cavities. The two 

unneeded holes were then expanded using a 4 mm drill before cylindrical copper 

plugs were inserted and vacuum brazed. The brazing material was layered in a series 

of concentric rings around the cylindrical plug before firing as to better maintain 

vacuum integrity. The central channel was then re-machined to allow for the 

insertion of the interaction region, as well as to remove any residue from the previous 

drilling and brazing. 
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Figure 3.36: Design of klystron housing structure. 

 

In order to accommodate the W-band waveguide flange fittings required for coupling 

to and from the klystron, the length of the housing block was designed to be larger 

than the interaction length, yet kept as low as possible to allow for minimal beam 

travel between the pseudospark anode and interaction region. 8 and 8.8 mm diameter 

recesses were machined on the beam input and output sides of the housing 

respectively to compensate for this and, to correctly align the cavity coupling 

apertures with the machined waveguides, close-fitting plugs were inserted, each with 

1 mm diameter centre-located apertures to allow for beam entry and extraction from 

the klystron drift region. One plug was machined with a protuberance for insertion 

into the anode, acting as a centring structure, and the opposite plug, a 3mm thick 

copper disc, was held in place using a machined plastic ring situated between it and 

the surface of the Rogowski coil. 
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Figures 3.37 (a) and (b): Klystron housing structure during machining process, left, and completed block, 

right. 

 

Vacuum sealing was achieved through the use of nitrile 32 mm inner diameter (ID) 

O-rings on either side of the housing structure and with 0.1 mm thick Mylar windows 

affixed over the mm-wave coupling slots, bound on both faces by 5 mm ID O-ring 

seals. 

 

Input of the seed electromagnetic wave was performed via the use of standard 

dimension rectangular waveguide, 2.54 x 1.27 mm in size. The dimensions of the 

coupling slot were determined by the cavity width and the dielectric-adjusted cut-off, 

which changed with the square root of the material’s dielectric constant. This led to a 

coupling slot width of 0.56 mm, sufficient to allow for coupling of much of the 

frequency band with limited attenuation, while the slot length was shortened to 1.054 

mm due to the difficulty in achieving the desired resonance with cavities of 1.27 mm 

length. 
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3.5 Pseudospark Discharge Chamber Construction 

The pseudospark discharge chamber as used in the course of the work of Dr. H. Yin, 

is constructed to an easily-adjustable, modular, vacuum-tight design, consisting of a 

hollow, stainless steel cylindrical cathode with two on-axis apertures, one to allow 

the insertion of an adjustable stainless steel inner electrode. The cathode has outer 

and inner diameters of 63 and 50 mm respectively, and the cathode depth may be 

adjusted from 0 to 100 mm before being fixed in position by a removable fixing 

plate. A recess in the centre of the outer cathode face allows for the inclusion of 

small discs of varying material, thickness and aperture size, although for most 

experiments a 3.25 mm thick copper disc with a central aperture of 3 mm diameter is 

used. This may be seen in figure 3.38. 

 

Figure 3.38: Cross-section of pseudospark cathode. 

 

The anode is constructed from 12 mm thick stainless steel with a 3 mm diameter on-

axis aperture and an outer radius of 120 mm. Screw fittings on the outer anode face 

allow for the attachment of diagnostics, beam collimators, drift regions in the form of 

cylindrical pipes, and microwave structures. An attached NW10 vacuum flange 

connected to a 4 mm diameter channel runs through to the central channel, allowing 

for evacuation of the discharge chamber. Multiple-gap pseudosparks are made 

possible through the inclusion of Perspex insulating discs, each 4 mm thick with 
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outer and inner diameters of 120 mm and 5.5 mm respectively, interspersed with 

intermediate electrodes, 3.25 mm thick stainless steel discs with an outer diameter of 

80 mm and on-axis holes of 3 mm diameter. The Perspex insulator disks are designed 

with a convex shape in order to extend the surface flashover length. Figure 3.39 

shows a four-gap configuration. Vacuum integrity is maintained through the use of 

nitrile O-rings between each anode and insulator face. 

 

Figure 3.39: A four-gap pseudospark discharge chamber assembly. 

3.6 Summary 

In this chapter, the design, simulation and construction of a 200 GHz BWO and a 94 

GHz klystron were presented, along with the design and construction of a novel 

dielectric-based coupling system. A description of the pseudospark discharge 

chamber and its construction was likewise included. 

 

Analytical analysis of a G-band BWO using a 35 kV, 1.5 A electron beam yielded a 

dispersion diagram showing microwave generation at 190 GHz. Simulation of such a 
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structure in MAGIC-3D corroborated this, predicting 2.5 W of output power at 194.8 

GHz. The design of a horn antenna for the device was predicted to produce 17.8 dB 

of gain, while an existing horn structure showed poor gain yet performed well in 

regards the elimination of undesirable modes due to internal reflection effects. As 

with the previous structure, manufacture of the device was accomplished through 

copper electrodeposition on an aluminium mandrel, though the conical horn was 

created separately through the use of wire spark erosion. 

 

Through the analysis of an analogous LRC circuit design, a resonant cavity was 

designed and analysed using MAGIC-2D’s eigenmode solver to have a resonant 

frequency of 94 GHz. This was used as the basis for a 3-cavity klystron, with cavities 

exciting an 8 kV, 36 mA electron beam. Interaction length, coupling factors and gain 

were predicted with small-signal analysis using MathCAD and verified through 

simulation, which predicted a peak output power of ~8 W, a gain of 20 dB and 

efficiency of 7.5%. In order to couple to the undersized cavities, a novel tapered 

coupler was devised which used wedge-shaped dielectric inserts in order to 

compensate for cut-off effects. A test of the principle was designed and tested in 

Microwave Studio before being manufactured in copper and tested using an Anritsu 

Lightning VNA. Cold-test analysis of the structure showed good agreement with 

simulated results, allowing for the design and simulation of a W-band analog. The 

klystron interaction structure was machined as a series of copper slates to 

compensate for limitations in manufacturing ability, assembled and housed within a 

copper housing block. 

 

A modular design for a pseudospark electron beam source was constructed from 

stainless steel. A hollow cathode used a movable base to allow for its depth to be 

varied, while a hollow anode with 3 mm diameter central aperture allowed for 

electron beam extraction, as well as vacuum evacuation. Voltage hold-off could be 

achieved through the addition of Perspex insulating discs interspersed with 

intermediate stainless steel electrodes.  
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Chapter 4: 

Apparatus & Diagnostics 
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4.1 Introduction 

The purpose of the following chapter is to discuss the diagnostics involved in PS-

driven mm-wave experiments, as well as to provide an overview of the experimental 

environment. Operating principles of the PS beam diagnostics, namely the Rogowski 

coil and the capacitive voltage divider, are presented, as are the specifics of the 

secondary equipment necessary for the operation of the PS discharge, e.g. high-

voltage supply, vacuum system, and so on. Diagnostics for the measurement of other 

beam parameters, such as the cross-sectional area, shall be presented. Millimetre-

wave diagnostic techniques shall also be introduced to ascertain the frequency and 

power of millimetre wave signals generated from the G-band BWO and W-band 

klystron, as well as to determine the resonant frequencies of the klystron cavities. 

 

Figure 4.21: Experimental configuration for PS-BWO experiments. 

 

Figure 4.1 shows the experimental configuration for 4-gap PS-BWO experiments and 

from it may be seen the main components. In addition to the PS discharge chamber 

and BWO, the specifications of which were described in Chapter 3, these are the 
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negative voltage supply, the beam diagnostics, most notably the voltage and current 

measurement systems, the vacuum system and the millimetre-wave diagnostics. 

4.2 Electron Beam Diagnostics 

Throughout the course of these experiments, there are two parameters of the 

pseudospark discharge that are necessary to monitor, and these are the discharge 

voltage and the electron beam current. Diagnostics should ideally have a fast 

response time, be relatively simple, and should be non-intrusive. With this in mind, 

discharge voltage was measured using a capacitive voltage divider circuit while 

beam current measurement was achieved through the use of a Rogowski coil. The 

design principles of these methods are discussed in Dr H. Yin’s thesis [28]. 

4.2.1 Voltage Measurement 

The PS discharge is marked by a number of features, one of which is its high 

amplitude, fast rise-time and sharp discharge voltage drop-off. To measure the 

voltage in a discharge circuit, there are numerous methods which may be used. The 

first option is to use an electrostatic voltmeter in conjunction with the discharge 

circuit, while a second is to make use of the breakdown characteristic of a calibrated 

sphere gap in air to calculate the breakdown voltage. The use of a voltmeter is the 

most appealing choice due to its increased accuracy, although neither are truly 

suitable since both methods only measure the magnitude of the voltage and not the 

voltage change in time. 

 

In order to ascertain the temporal response of the discharge voltage in addition to the 

magnitude, one may use an optical measurement technique such as a Kerr cell [94] or 

a voltage divider in conjunction with an oscilloscope. Of these two options, the 

voltage divider is the more attractive due to the simplicity of its design and 

construction. 
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Voltage dividers are linear circuits which deliver an output voltage that is a fraction 

of their input, the ratio determined by the components involved in their construction. 

They may be purely resistive, for use in simple, low-frequency attenuation; purely 

capacitive, which allows for measurement over a wider bandwidth; or a combination 

of the two. While purely resistive circuits are low-noise, they are not as accurate as 

capacitive dividers. Conversely, a capacitive voltage divider will pick up noise and 

therefore will not prove effective for sub-µs rise-times [95]. 

 

A voltage monitor with a fast response and high load impedance is desired in order to 

measure the discharge voltage of the PS experiment. To this end, a capacitive probe 

based on the differentiation and integration of the input signal was designed. 

 

Figure 4.22: Configuration of capacitive probe for voltage measurement. 

 

Working from the circuit in figure 4.2, the voltage change with time leaving the 

differentiator circuit may be calculated from Vom [96] 

    ( )      

   ( )

  
 (4.1) 

while the voltage entering the oscilloscope is given by 
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   ( )  
    

    
  ( ) (4.2) 

 

In order to resolve the signal correctly, the differential condition R1C1 « ti must be 

met while the integrating condition R2C2 » τ should be satisfied by a factor of 

between 10 and 20, where ti and τ are the rise-time and pulse duration of the 

measured signal, respectively. 

 

Figure 4.23 (a) and (b): Differentiating circuit, left, and integrating circuit, right. 

 

The capacitor C1 was constructed from 6 x 600 pF capacitors connected in series 

(figure 4.3 (a)), while C2 consisted of a standard 2.2 nF capacitor. The capacitors 

were each rated to a voltage of 15 kV, allowing for failure of several capacitors 

without risk of system failure. For larger charging voltages the capacitors could be 

immersed in oil, thus increasing the breakdown field strength. The voltage divider 

was previously calibrated against a calibrated metal resistive voltage divider by 

comparing measurements using a pulse generator, and was concluded to have a rise-

time of ≤ 15 ns and a sensitivity of 1.38 kV/V [28]. 

4.2.2 Beam current measurement 

When measuring high-impulse currents there are a number of methods available, 

with the most popular non-destructive methods being the magnetic probe method, the 

resistive shunt method and the use of current transformers, which includes Rogowski 

coils. Destructive methods, such as Faraday cups and scintillation counters, are also 

possibilities for some situations. For the purposes of these experiments, a self-
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integrating Rogowski coil was used for beam current measurement and verified using 

a Faraday cup. 

4.2.2.1 Rogowski Coils 

Rogowski coils are probes which are capable of measuring up to tens of MA with no 

interference and without any connection to high voltage conductors. They have been 

used in the monitoring of currents for over a century, and are particularly well-

adapted to measuring currents from relativistic electron beams. Essentially a toroidal 

winding of n turns in a small area, it operates according to the principles of Ampère’s 

law, which states that the line integral of the magnetic field H around a single closed 

path is equal to the current enclosed, and the Faraday-Lenz law, which describes the 

generation of an electromagnetic field by a changing magnetic field and that when 

this field appears in a closed circuit, it will induce a current in a direction that 

opposes that of the magnetic change [97].  

 

The induced voltage in a coil of path length dl is given by 
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(4.3) 

 

The flux is then found by integrating along the coil and, given that the number of 

turns is finite, the induced voltage is then calculable. Hence, the measured current 

may be related to the induced voltage via the mutual inductance of the coil, M: 

         
  

  
      

  

  
 (4.4) 

 

The Rogowski coil may be considered equivalent to the circuit shown in Figure 4.4, 

where Rc is the coil resistance, Lc the inductance and Cc the capacitance. 
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Figure 4.24: Equivalent circuit for a Rogowski coil. 

 

When presenting a measurement impedance Z in the coil terminals, the transfer 

function may be defined as 

 
    

     
 

 

        (        )      
 (4.5) 

 

Given that integration is necessary in order to observe a voltage signal proportional 

to the current waveform, a method of integrating vcoil is required. This integration 

may be performed mathematically, i.e. manually integrating the data received by the 

oscilloscope; electronically, through the use of a passive integration network; or 

through the use of a self-integrating Rogowski coil. 

 

The latter method involves using a low enough resistance as the terminating 

impedance Z that equation 4.5 may be rewritten as 

 
    

     
 

    ||(     )

      
 

    

      
 (4.6) 

   

which may be simplified to 
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 (4.7) 

once we consider that, in the case of high frequency currents, the term ωLc will be 

significantly larger than Rc, resulting in the above transfer function. The voltage 

produced by the measured current i is therefore 

      
    

   
       

    

   
     

    

  
    (4.8) 

 

When considering designs for the Rogowski coils for use with the PS-driven electron 

beam a self-integrating type, as described above, is seen as preferable due to its 

improved sensitivity. To satisfy the conditions of Lc, ω and Rout above and thus 

maximise the output signal, the coil is designed and constructed from a ferrite core. It 

consists of ten turns of wire around the ferrite core with a 10 Ω external resistor 

connected in series. Inductance of the coil is measured to be in the region of 400-600 

μH. 

 

Figure 4.25: Rogowski coil for beam current measurement. 
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The Rogowski coil has been calibrated using a calibration test bench. A line current 

from a non-inverting type Blumlein was passed through the coil, with a 200 Ω fixed 

load attached in order to prevent current reflection in the circuit, and the current was 

adjustable by altering the charging voltage of the Blumlein. The cable Blumlein 

voltage was monitored and measured using the voltage divider described in section 

4.3.1. Given that the load resistance was known, it was then possible to calculate the 

calibration current from the attached oscilloscope. The results showed that the 

Rogowski coil demonstrated linear sensitivity, and the calibrated sensitivity was 

determined to be 1.37 ± 0.05 A/V with a rise time of less than 10 ns. A more in-depth 

examination of the calibration process may be found in the thesis of Dr H. Yin. 

4.2.2.2 Faraday Cup 

Whilst not applicable to all situations, it is also possible to measure the current of an 

electron beam using a Faraday cup, generally considered one of the simplest forms of 

electron beam measurement techniques available. Named after 19
th

 century 

electromagnetic and electrochemical pioneer Michael Faraday, it consists of a metal 

cup placed in the beam path. As electrons enter strike the surface of the cup collector 

they induce a current which then flows to ground via a resistor, typically measured 

using an oscilloscope for short pulses or a multimeter for longer duration pulses. 

Ideally, the cup should be shaped such that as few electrons as possible entering the 

collection area are able to escape. Given that it is a destructive method of beam 

current measurement its use is not applicable in all situations but when beam 

recovery is not an issue it is considered a highly accurate diagnostic device. 

 

There are two main sources of error in faraday cup measurement: secondary 

electrons impinging on the conducting surface, and back-scattering from the cup 

surface. The first may be remedied by a number of methods, with the application of a 

biased electric field to the cup or a metallic mesh preceding the collection area being 

the most common while back-scattering effects may be minimised either through the 

shape and positioning of the cup and through the use of a low-z material, either to 
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line the cup surface or for construction of the faraday cup itself. Copper, with a 

backscatter coefficient of 0.30, is a common choice [98]. 

4.2.3 Beam Observation 

Two methods of observing the size and position of the pseudospark-generated 

electron beam within this system have been used: witness plates and scintillator 

discs. Witness plates are sheets of metal which are placed perpendicular to a high-

energy electron beam. From the resulting damage, it is possible to calculate the 

diameter of the beam at the position of impact, its position within the beam tube and, 

by extension, the electron beam divergence, accomplished through the insertion of 

several witness plates along the length of the beam transport region. By 

approximating the witness plate as an infinite slab, it is also possible to estimate the 

beam power flux and current [99]. For the following beam measurements, a 0.1 mm-

thick molybdenum disc was used as witness plate, as well as an X-ray backscattering 

target (see section 4.2.4). 

 

The other method used was that of a scintillator disc, a thin foil coated in a 

phosphorescent powder and situated in the beam tube downstream of the anode. As 

electrons strike the scintillator surface they in turn excite electrons within the 

scintillator material from the valence band to the conduction band or exciton band, 

leaving a hole in the valence band behind. Excitons, loosely bound electron-hole 

pairs, remain in the crystal lattice until they are captured as a whole by impurities 

within the material. This process causes the excitons to rapidly de-excite by emitting 

scintillation light, with the choice of activator impurities within the material 

determining the wavelength of the emitted light. With the correct material, it is 

possible to observe the cross-sectional profile of the electron beam, either with the 

naked eye or, in the case of higher voltage experiments where X-ray exposure may 

be an issue, with a digital camera (Nikon D40) and a sufficiently long exposure time. 
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4.2.4 X-ray Detection 

A major application of electron beams is their use in the generation of X-rays. If an 

e-beam is directed at a target material possessing a high atomic number, the resulting 

exchange of energy will result in X-ray emission from the target; as such, detection 

and quantification of these X-rays may be used as a measure of beam energy. 

 

Figure 4.6: X-ray emission process from electron impact [100]. 

 

Figure 4.5 shows the X-ray emission process. As electrons strike the target surface 

there will be a degree of inelastic scattering. If the beam energy surpasses the critical 

excitation energy, Ec (also known as the X-ray absorption edge energy), of the target 

atomic shell, it can induce the ejection of inner shell electrons. For ionisation to 

occur, the overvoltage, U, of the electron beam, given as [100] 

       , (4.9) 

must be greater than 1. The e-beam energy will be diminished by Ec as the target 

atom relaxes from its excited state via the transfer of an outer shell electron to the 

ionised inner shell and a characteristic X-ray photon will be generated. These X-rays 
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are either emitted or internally absorbed during the process of ejecting another outer 

shell electron, also known as an Auger electron. The fraction of X-rays emitted 

increases with the atomic number for a given shell, while the Auger yield decreases. 

 

The wavelength of the emitted X-rays is given as 

 
  

  

 
 

(4.10) 

where λ is in Å and E is in keV. 

 

The cross-section of inner shell ionisation is 

             [(    ) (   
 )]  (   ) (4.11) 

ionisations.cm
2
/electron.atom, where ns is the number of electrons per shell and bs 

and cs are constants which vary depending on the shell and overvoltage [101]. 

Energy lost by beam electrons due to inelastic scattering is given as 
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where the constant is equal to 2πe
4
N0 (N0 being Avogadro’s number), Z is the atomic 

number, A the atomic weight in g/mole, ρ the density in g/cm
3
, Em the average energy 

along path segment s in keV and J is the mean ionisation potential, 

  (   )  (                )       (4.13) 

 

The electron stopping power of a material, S, is defined by 
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(4.14) 

Q is found to be at a maximum with overvoltages of between 3 and 5. 
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Since characteristic X-rays are only generated when Ec exceeds the beam energy, the 

X-ray range is always smaller than the electron range. This range, in μm, is given as 
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(4.15) 

where K = 0.064 and n = 1.68 [100]. It is found that upper layers of the material 

produce more X-rays than equivalent freestanding layers due to incident electrons 

travelling randomly between layers through multiple scattering. As depth increases, 

electrons lose their energy and thus bring the overvoltage below unity. 

 

Another method of X-ray generation is through Bremsstrahlung generation, where 

electrons lose energy to the Coulombic field created by the outer shell of a target 

atom. This lost energy is converted into Bremsstrahlung X-rays with maximum 

energies up to the initial electron energies. The maximum energy limit is known as 

the Duane-Hunt limit and it allows for accurate measurement of the electron beam 

energy. 

 

The pseudospark X-ray diagnostic used a molybdenum target (Z = 42) of 0.1 mm 

thickness situated within a beam tube under vacuum and adjacent to the PS anode. 

Molybdenum is often used as an X-ray target for mammography systems and as well 

as possessing a high atomic number it also exhibits a high melting point, good 

thermal conductivity and low vapour pressure. 

 

Detection of X-rays was achieved through the use of a Photonic Science Ltd. 

CoolView FDI 1:1 X-ray photodetector, with an available input area of 9.0 x 6.7 mm 

(1392 x 1040 pixels) and an optical resolution of 6.45 microns, situated 52 mm 

downstream from the anode. Capturing the image using an X-ray detector was a very 

similar process to that of capturing a beam cross-sectional image using a scintillator 
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and digital camera. The X-ray source sends a beam of X-rays through the object (in 

this case, two crossed copper wires of 0.1 mm diameter), with any rays not absorbed 

striking a scintillator layer, here a 30 micron-thick polycrystalline layer of 

Gadolinium Oxysulphide, optimised for resolution with X-ray energies of 5-60 keV, 

which then converts the X-rays into visible photons. To prevent contamination, an 

aluminium foil light exclusion membrane exists in front of the scintillator layer. 

4.3 Millimetre-wave Diagnostics 

Whilst electron beam diagnostics may normally be constructed and calibrated in-

house, millimetre-wave diagnostics tend to bought intact and pre-tested. This is not 

only due to their complexity but also due to their small dimensions which, due to the 

wavelengths involved in frequencies of W-band and upwards, may drastically affect 

measured results. In the analysis of mm-wave signals, the components involved were 

the mm-wave detector, the frequency mixer and the vector network analyser. In 

addition, a combination of observed measurements and simulated results allowed for 

the calculation of the measured device’s total mm-wave power. 

4.3.1 Millimetre-wave Detector 

 

Figure 4.7: Zero-biased detector for 140 - 220 GHz signals. 
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For detection of G-band (140 – 220 GHz) signals, an ELVA-1 ZBD-05 zero-biased 

detector was used. Based on a Schottky barrier lead diode design and using a WG5 

feed as an input port, it exhibits >150 mV/mW sensitivity (~350 mV/mW at 200 

GHz) and outputs a positive signal via an SMA connection, with 10 MHz video 

bandwidth output and 1 V maximum  output. In addition, a buffer amplifier was 

connected between the SMA output and monitoring device, a Tektronix oscilloscope. 

Power levels were garnered from a calibration chart provided by ELVA-1, showing 

signal sensitivity across the detector’s full bandwidth. 

 

Figure 4.8: Calibration chart for ZBD-5 zero biased detector. 

 

At W-band frequencies, a Flann Microwave 2701 detector, with a working frequency 

range of 75-110 GHz, was used in conjunction with a matched load and fed via a 

WR10 horn antenna. 

4.3.2 Frequency Mixer 

Frequency mixers are devices which take two input frequencies, one from a local 

oscillator (LO) and the other a radio-frequency (RF) signal, and output a composite 

intermediate frequency (IF) signal equal to 
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                (4.16) 

There also exists a subset of frequency mixers known as sub-harmonic mixers which 

use a lower-frequency source as an input and operate at a higher-order harmonic, i.e. 

                 (4.17) 

where k is an integer. 

 

In G-band experiments, a Militech MSH-05 sub-harmonic mixer, which operates at 

the second harmonic of the LO frequency, was used. It achieves noise figures of 5-9 

dB and uses a band-pass filter to clean up LO harmonic signals while a notch filter 

reflects 3
rd

 harmonics of the LO back into the mixer, thus providing optimum mixer 

conversion efficiency. 

 

Figure 4.9: Experimental configuration for the calibration of a sub-harmonic mixer. 
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The sub-harmonic mixer was calibrated by connecting the LO port to a W-band high-

frequency source at a frequency of 91 GHz, attenuating the power via a rotary vane 

attenuator with a maximum attenuation of 70 dB. The RF port was connected to an 

Anritsu Lightning Vector Network Analyser (VNA) via an OML S05MS signal 

generator extension module, capable of generating and analysing frequencies from 

140-220 GHz. The VNA was operated in continuous wave, single frequency mode at 

frequencies of 185 to 191 GHz in approx. 1 GHz steps. The IF was output to an 

oscilloscope and attenuation was lessened until a composite frequency signal was 

output. An FFT analysis was performed on the output signal and the peak frequency 

of the composite signal was recorded and compared with calibration results observed 

at the University of St. Andrews, from whom the frequency mixing unit was on loan. 

Figure 4.10 shows the output of both the composite signal and its FFT transform at 

an RF frequency of 190 GHz while table 4.1 shows the observed IFs and conversion 

losses for the full scan. 

 

Figure 4.10: Oscilloscope display of an IF signal in yellow and its Fourier transform in blue. 
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RF Frequency (GHz) 185 186 187 188 189 190 191 

IF Frequency (GHz) 1.2 0.1 0.8 1.8 2.8 3.8 4.8 

Conversion Loss (dB) 10.1 9.2 8.9 8.7 8.5 8.7 9.1 

Table 4.1: Calibration observations of a sub-harmonic mixer using a 93.1 GHz LO input signal. 

 

The observations were found to lie within 0.05 GHz of the previously recorded 

measurements. 

 

Frequency detectors may also be used to determine the spectrum of a millimetre 

wave signal by capturing and recording the output of the LO signal and calculating 

the difference between the LO spectrum and that generated through the FFT of the 

generated IF signal, i.e. 

 
                    

                    
 (4.18) 

This not only eliminates the need for filters to determine the frequencies of signals 

but also returns a more accurate measurement of the frequency of the generated 

signal. To achieve this, an input horn was attached to the G-band RF input of the 

mixer while the LO signal was provided by the W-band signal generator. An output 

was fed to an oscilloscope and the signal was triggered by means of the collapse of 

the PS voltage pulse. As the PS discharges, the resultant IF signal can be scanned 

and, via an FFT of the mixed pulse signal, the dominant frequency of the device can 

then be determined by addition to, or subtraction from, the LO frequency. This 

technique allows for an accurate and repeatable method of determining the signal 

frequency, though the decision to add or subtract the IF may be unclear at lower 

frequencies, it may be inferred by means of repeated shots with varying LO 

frequencies. 
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4.3.3 Vector Network Analyser 

Whilst frequency mixers and detectors may be used to detect and analyse microwave 

signals transmitted from antenna sources, vector network analysers (VNAs) provide 

an effective diagnostic technique for determining cavity resonances as well as 

transmission loss and reflection.  

 

VNAs generally consist of a signal generator, a test set and a receiver and use them 

in order to determine the network parameters of high-frequency networks. These are 

normally output as scattering parameters, or S-parameters) in the form Smn, where m 

is the input port and n is the output port. In practice, this equates to S11 denoting 

input port reflection, S12 the reverse voltage gain, S21 the forward voltage gain and 

S22 output port reflection. Many VNAs carry the ability to be fitted with extension 

modules in order to increase their effective frequency range. 

 

Figure 4.11: Anritsu VNA with 140 - 220 GHz extension modules connected. 
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An Anritsu ME7808B broadband VNA, comprised of a 37397D VNA (40 – 65 

GHz), a 3738A broadband test set, a MG3692A /15A / 3 Signal Generator (10 MHz 

to 20 GHz) and a MG3694A /15B / 3 Signal Generator (2 to 40 GHz), was used to 

test microwave  components. For operating at W-band frequencies two Anritsu 

3742A-EW extension modules were used, operating in the 65-110 GHz frequency 

band, while for G-band testing, two OML V05VNA2 T/R VNA extension modules, 

with a working frequency range of 140 – 220 GHz, were used. In order for the VNA 

to compensate for the adjusted frequency range, the band definition was adjusted by 

setting the start and stop frequencies (220 GHz and 140 GHz, respectively) and 

either multiplying or dividing the processed input and output frequencies by integers 

and introducing offset frequencies. Source 1 was set with a divisor of 12 and an 

offset of -0.27 GHz, source 2 was configured with a divisor of 12 and the receiver 

had an offset of +0.27 GHz.  

 

The VNA was calibrated with a full 12-term, 1601 point SSLT (Short-Short-Load-

Thru) calibration using an appropriate calibration kit (OML V05CAL for G-band, 

Anritsu 3635 for W-band). This involved a complete frequency sweep with attached 

matched loads, in order to provide an isolated reading. Next, offset shorts of differing 

offset distances were attached, and, after scans, the offsets were applied to the 

opposite heads. Finally, a thru, port-to-port sweep was performed, providing the 

reading necessary for the VNA to adjust for systematic errors in the test sets, cables 

and fixtures. This calibration was typically performed each day. 

 

At X-band frequencies (8-12 GHz), an integrated Anritsu 37397A VNA with a 

frequency band of 45 MHz to 65 GHz was used, fitted with coaxial to rectangular 

waveguide converters. The calibration process for this VNA followed the same 

pattern and criteria as for higher-frequency operation. 
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4.3.4 Power Calculation 

It is possible, using general antenna theorem, to estimate the total output power of a 

radiating mm-wave device. If an antenna horn radiates a total power of P(θ,ϕ) at an 

angle of (θ,ϕ) the total power P0 can be found through [102] 

 
   ∫ ∫  (   )         

 

 

  

 
 (4.19) 

where θ(0→π) and ϕ(0→2π), with angles presented in the polar co-ordinates system 

with the radiating horn at the origin. 

 

Figure 4.12: Spherical polar coordinates system with antenna at origin. 

 

In practice, P(θ,ϕ) is independent of ϕ and as such the above equation may be 

simplified to 
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(4.20) 
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where r is the distance between measuring point and launching antenna, P(θ,ϕ) is the 

power density per unit angle and P(θ,r) is the power density per unit area. The 

integration in equation 4.21 may be completed by numerically integrating the 

normalised TM01 profile of the antenna and multiplying this by the maximum power 

density observed. In some cases an experimental observation of the TM01 profile may 

be unachievable and as such a simulated equivalent may be used to give an 

approximation. 

4.4 Apparatus and Experimental Setup 

As discussed in Chapter 2, the pseudospark discharge operates within a specific 

pressure range, and at a voltage governed by that pressure. As such, devices to 

supply these pressures and voltages are required, as well as the ability to monitor 

them. Additionally, an environment equipped to absorb the X-rays generated from 

high-energy usage is a necessity. 

4.4.1 DC Voltage Supply 

The PS discharge chamber is charged by a Glassman PK100N40 high-voltage DC 

power supply (-100 kV, 40 mA), connected to the chamber via a 3 MΩ charging 

resistor. External capacitance is added via three chains of capacitors, each consisting 

of seven 15 kV, 1000 pF capacitors, connected in parallel, resulting in 428 pF 

effective capacitance to reduce the inductance in the discharge circuit. The discharge 

voltage amplitude and, consequently, the beam energy vary with the pressure within 

the PS discharge chamber. 

4.4.2 Vacuum System 

Vacuum is achieved using an Edwards RV12 rotary vane pump, capable of speeds of 

12m
3
h

-1
 and an ultimate vacuum of 2x10

-3
 mbar, connected via an NW25 outlet to a 

Speedivac  vacuum valve, normally closed, and an Edwards PV10EKA solenoid 

isolation valve, and to the anode by means of a Nupro needle valve, opened to allow 

for slow gas leakage. 
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Figure 4.13: Schematic showing configuration of vacuum system. 

 

This allows for control of gas leakage from outside the radiation shielding area by 

means of powering down the solenoid isolation valve, thus allowing the needle valve 

to leak air into the system at a preconfigured rate. After discharge occurs, the 

solenoid may be switched on and the system pumped down to a static base pressure. 

Pressure is monitored by means of a Baratron-type pressure gauge in conjunction 

with an MKS 250 gas inlet pressure/flow control module situated outside the 

shielded room. While this does not allow for monitoring of pressure throughout the 

system, the low vacuum requirements of the PS discharge mean that this is not of 

utmost importance. 

 

The decision to use air as a working gas is largely a practical one. Whilst 

experiments on PS discharges with gases such as helium, argon and nitrogen have 

been conducted and argon has been found to deliver the most stable performance 

[28], air provides a cheap and abundant working gas which may be readily pumped 

and evacuated quickly and effectively. For this reason, air is an acceptable choice of 

gas for the experiments outlined in this thesis. 
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4.4.3 Safety System and Radiation Shielding 

The discharge chamber is situated in a room bound on three sides by 50 cm-thick 

concrete walls, and on the floor and ceiling by a 6 mm steel wall flanked on either 

side by 3 mm-thick lead plates, with a steel outer wall of ~9 cm thickness. Movable 

lead shielded doors are constructed to the same specifications. Due to the presence of 

a gas-operated interlock system, all control and adjustments to be made to the 

pseudospark configuration must be performed from outwith the shielded area whilst 

the high-voltage supply is in operation. A full risk assessment of the pseudospark 

experimental area may be found in Appendix III. 

4.5 Summary 

A pseudospark electron beam source has been constructed with a simple, modular 

design, allowing for control of voltage hold-off through the use of Perspex insulating 

discs and stainless steel inter-electrodes, and with the ability to attach a variety of 

interaction structures to the anode whilst maintaining vacuum integrity. The 

discharge chamber is charged by a 100 kV, 40 mA DC Glassman power supply via a 

3 MΩ charging resistor. 

 

Vacuum has been achieved via a rotary vane pump, whilst pressure is controllable 

from outwith the experimental area via an electrically operated solenoid valve in 

conjunction with a needle valve. This configuration allows for both single and 

repeated shots and for both the power and the cross-sectional diameter of electron 

beams to be adjusted. 

 

Electrical diagnostics for the circuit include measurement of the discharge voltage 

and the electron beam current. Voltage is monitored through the use of a capacitive 

probe with a risetime of ≤ 15 ns and a calibrated sensitivity of 1.38 kV/V. Beam 

current measurement utilised a compact, self-integrating, high sensitivity Rogowski 

coil based on a high permeability ferrite core with a risetime of ≤ 1ns and a 
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sensitivity of 1.37 A/V, as well as a copper and brass Faraday cup for downstream 

measurements of current. Beam cross-sectional imaging was achieved through the 

use of a molybdenum witness plate and a phosphorescent scintillator disk paired with 

a long-exposure digital camera. The X-ray emission properties of the pseudospark 

electron beam were probed using a molybdenum back-scattering target and an X-ray 

photodetector. 

 

Experiments are conducted within a concrete and lead shielded environment whilst 

measurements are observed outside this area using a variety of oscilloscopes with 

frequency bandwidths of up to 20 GHz and sample rates of 20 GSa/s situated within 

an electromagnetically isolated room. 
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Chapter 5: 

Experimental Results 
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5.1 Introduction 

The pseudospark-based experiments undertaken as part of this work can be placed 

under two categories: those involving pseudospark beam diameters of 3 mm, which 

are a continuation of the PS e-beam work carried out at the University of Strathclyde 

in previous years under Dr Huabi Yin, and reduced-diameter beam experiments, 

where a collimating structure is used to reduce the e-beam’s cross-sectional diameter 

carried out by D. Bowes. Such a structure may be one constructed solely for that 

purpose or the beam entry point for some other device. Reduced diameter 

experiments carry smaller currents and beam powers and, as such, diagnostics are 

generally more difficult to implement in relation to unconstrained beams. This may 

be alleviated through the use of higher charging voltages and, consequently, 

increased beam energies, which may be realised via the use of multi-gap PS 

configurations. 

 

This chapter aims to present the results of experiments using pseudospark discharges 

to generate millimetre-wave radiation from a G-band BWO interacting with a 1 mm 

diameter beam and high-frequency radiation from a 94 GHz klystron, as well as 

preliminary experiments conducted with Dr. Huabi Yin using a W-band BWO. The 

experimental configuration of all apparatus shall be presented, along with operating 

procedures and any diagnostic measurements pertaining to the beam qualities and 

performance, while experimentally obtained results shall be compared, where 

possible, with estimated performance parameters from numerical calculations. 

5.2 Pseudospark e-beam Experiments 

5.2.1 3mm e-beam Measurements and X-ray Emission 

A4-gap pseudospark system was configured as in figure 5.1 before being sealed with 

an electrically operated solenoid valve and evacuated to a pressure of ~100mTorr. 

The discharge chamber was connected to a Glassman negative voltage supply via a 

30 MΩ resistor and DC voltages in the range of 40-46 kV were applied. An external 
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energy storage capacitor of 428 pF across the cathode and anode consisted of three 

chains of capacitors in parallel to reduce the inductance in the discharging circuit. 

Each chain consisted of seven 15 kV, 1000 pF resin dipped ceramic capacitors 

connected in series. The anode was grounded, while voltage and current were 

measured using the capacitive voltage probe and Rogowski coil outlaid in the 

previous chapter. Power to the solenoid valve was removed and the working gas (air) 

was allowed to enter the system through a fine control needle valve, opened to allow 

air to enter at a slow and controlled rate, maintaining gas uniformity within the 

discharge chamber. Pressure was monitored via a Baratron pressure gauge and the 

solenoid was re-engaged following discharge. 

 

Figure 5.1: Schematic of 4-gap pseudospark beam experiments 

 

Discharge occurred at a pressure of ~400 mTorr. Figure 5.2 shows a typical recorded 

beam current trace from a 4-gap pseudospark electron beam along with subsequent 

voltage collapse, with hollow cathode and superdense glow currents of 70 A and 200 

A respectively measured by the Rogowski coil and a triggered oscilloscope, set to 

record with the current rise. The trigger level was set at 200 mVs which was 

equivalent to a measured beam current of 50 A in order to eliminate noise signals. 

Repeated shots showed a variation of ± 10% in the beam current, while the 

maximum pulse length of ~ 110 ns remained approximately constant. 
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Figure 5.2: Beam current trace of a 4-gap, 43 kV, 3 mm diameter pseudospark e-beam. 

 

Cross-sectional images of the produced electron beam were captured using a 

scintillator constructed from a disc of 0.1 mm-thick copper foil coated in a layer of 

phosphorescent scintillator powder, held within a copper frame and situated in a 

length of drift tube downstream of the PS anode and Rogowski coil. As the electrons 

strike the scintillator disk they impart energy sufficient for the powder to emit a 

diffuse glow which was then captured using a high-speed digital camera placed 

adjacent to the output window. A 3-gap PS was configured, although all other 

apparatus remained as before. Figure 5.3 shows a cross-sectional image obtained 

from an electron beam generated at an applied voltage of 23 kV, with a central bright 

spot of 3 mm diameter within a drift tube of diameter 22.5 mm (thin circle). 
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Figure 5.3: Image of a single-shot pseudospark electron beam with a cross-sectional diameter of 3 mm. 

 

 Figure 5.4 shows an image captured after 3 successive shots at 23 kV, with a central 

bright spot of approximately 3 mm diameter, the increase in size being due to the fact 

that the electron beam focal point often moves slightly between shots. The bright 

specks are an effect caused by the scintillator disk holder. A thin halo of light may be 

seen around the edges of the drift tube, which is an indicator of ion channel 

formation. This illustrates the presence of an ion channel, caused by the initial high-

energy electrons ionising the background gas. As the electron beam progresses into 

this region, it causes the channel electrons to be displaced while the heavier ions 

remain fixed. These expelled electrons then strike the scintillator disk, causing the 

halo effect seen in figure 5.4, while the ion channel both guides and focuses the 

electron beam.  
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Figure 5.4: Captured image of 3 mm diameter beam using a phosphorescent scintillator. Integrated over 

the course of three successive shots, the surrounding ring is an indication of ion channel formation. 

 

Using a magnetic-field-free collimator with an axial diameter of 3.5 mm and a length 

of 5 cm, a time-dependent beam brightness of up to 10
11-12

 A m
-2

rad
-2

 was measured 

[28]. 

 

The electron beam from the 4-gap PS discharge system was further used in X-ray 

generation as shown in figures 5.5 and 5.6. 
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Figure 5.5: Pseudospark X-ray experimental schematic. 

 

A molybdenum target of 0.1 mm thickness was situated adjacent to the anode 

followed by the X-ray photodetector, situated 52 mm from the anode. The choice of 

target material met the requirements of a high melting point (2896 K), good thermal 

conductivity (138 Wm
−1

K
−1

), low vapour pressure (1 Pa at 2743 K) and high atomic 

number (42),and is commonly used in mammography. This target also served as a 

witness plate for the PS-generated electron beam. 

 

Figure 5.6: Experimental setup for pseudospark X-ray imaging. 
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An object, in this case two crossed lengths of 0.1 mm diameter wire, was placed 

between the anode and detector as the X-ray imaging target (Figure 5.7) while the 

detector itself was a Photonic Science Ltd. CoolView FDI 1:1, with an available 

input area of 9.0 x 6.7 mm (1392 x 1040 pixels) and an optical resolution of 6.45 

microns. The object served to act as a contrasting image which, upon generation of 

X-rays, would act as a barrier for any radiation and would thus appear as a darker, 

undeveloped region on any image captured via the X-ray photodetector. 

 

Figure 5.7: Crossed 0.1 mm diameter wire X-ray image target. 

 

Capturing the image using an X-ray detector was a very similar process to that of 

capturing a beam cross-sectional image using a scintillator and digital camera. The 

X-ray source sends a beam of X-rays through the object, with any rays not absorbed 

striking a scintillator layer, here a 30 micron-thick polycrystalline layer of 

Gadolinium Oxysulphide, optimised for resolution with X-ray energies of 5-60 keV, 

which then converts the X-rays into visible photons. To prevent contamination, an 

aluminium foil light exclusion membrane exists in front of the scintillator layer. 

 

Following evacuation to 100 mTorr, a steady voltage was applied and, after closing 

the vacuum pump with an electromagnetic valve, the working gas (air) was allowed 
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into the system at a slow rate (dp/dt of ~0.5 mTorr/s) by means of the adjustment of a 

fine control needle valve until discharge occurred, at which point the discharge 

pressure was recorded and thus the relationship between applied voltage and 

breakdown gas pressure was obtained. 

 

Repetitive-shot discharges were then initiated via the adjustment of the needle valve 

while the pump was still in operation; in such a fashion, a desired steady-state 

pressure of 450 mTorr was achieved. Voltage was applied at 50 kV, reduced until 

breakdown occurred and kept at a steady voltage for repetitive breakdowns with a 

frequency of 1 Hz over a length of one minute, allowing the X-ray detector to 

continuously acquire image data with each successive shot. While the detector was 

continually acquiring data, the captured image was based on observations from a 

single discharge. The practice of repetitive breakdown simply eliminated the need to 

time the image capture to coincide with the PS discharge by increasing the chances 

of capturing a single shot in a relatively brief period of time, in this case 

approximately 1 minute. 

 

Discharge voltages of between 22 and 46 kV were applied with the molybdenum 

target present, an X-ray beam was generated as shown in figure 5.8 (a).The target 

also served to act as a witness plate for the beam, and illustrated the 3 mm beam 

cross-section (figure 5.8 (b)). 
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Figure 5.8 (a) and (b); Schematic diagram of X-ray generation, left; and molybdenum target showing 

incident region of 3 mm cross-section beam, right. 

 

 

Figure 5.9: X-ray image of crossed-wire object at 46 kV. 

 

Through the use of Siemens’ simulator the spectrum of the generated X-ray photons 

was predicted for a 34 kV beam impacting on the molybdenum target with an air 

kerma of 1 Gy, showing an average X-ray photon energy of 15.83 keV (figure 5.10). 

Given the low energy, the aluminium membrane of the detector was removed and the 

integration time of the charge-coupled device (CCD) was selected to be 800 ns. 
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Images of the cross-shaped target were then received by the X-ray detector, with the 

clearest images being generated at 46 kV (figure 5.9). 

 

Figure 5.10: Observed spectrum of X-ray photons, showing an average energy of 15.83 keV. 

 

The captured X-ray image acted as proof of the existence of the electron beam. 

Image capture was attempted at voltages of as low as 40 kV but the observed images 

lacked resolution and definition, indicating that the 46 kV applied voltage acted as a 

threshold for the generation of detectable X-rays with a molybdenum target. Due to 

voltage collapse during discharge, the actual beam voltage which generated the X-

ray image was likely in the region of 34 kV, which could be verified in the future by 

means of spectral analysis of the emitted X-ray photons and subsequent comparison 

to the spectrum produced by Siemens’ simulator. This would provide a good basis 

for the development of the PS discharge as a small-spot X-ray imaging source. 

5.2.2 Reduced-Diameter Beam Measurements 

In order to generate beam diameters of 1 mm, a stainless steel collimator was 

machined from a 0.5 mm thick stainless steel disc, attached directly to the anode via 

six M4 screws. A two-gap pseudospark discharge was configured as above and 

sealed using a stainless steel plate. The system was evacuated to an equilibrium state 

(~ 100 mTorr) before voltages of 5-10 kV were applied via a 30 MΩ resistor and the 

solenoid valve was disengaged. 
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Figure 5.11: Beam voltage and current traces from a 1 mm diameter electron beam. 

 

The pressures at which discharge occurred were similar to those witnessed in 3 mm 

experiments, as was to be expected. Figure 5.11 shows such a discharge at an applied 

voltage of 10 kV, with a peak beam current of 4 A and a pulse duration of 60 ns. This 

corresponds to a current density of approximately 500 Acm
-2

, slightly larger than that 

observed in 3 mm beam experiments. 

 

A 4-gap pseudospark discharge was configured in order to capture an image of a 

reduced-diameter beam using the existing scintillator apparatus. External 

capacitance, charging resistance and diagnostics were identical to those used in 3 mm 

experiments and the scintillator was placed within a cylindrical drift tube, attached 

directly to the Rogowski coil. In order to observe the beam adequately, the distance 

from the scintillator surface to the drift tube end was measured, allowing for the 

DSLR (digital single lens reflex) camera used for image capture to be correctly 

focussed, and the discharge chamber was sealed using a glass window before 

evacuation. 
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Figure 5.12: Scintillated image of a 1 mm diameter PS-generated electron beam. 

 

 Figure 5.12 shows the captured image from a 1 mm diameter PS e-beam at an 

applied voltage of 34 kV, with a beam current of ~8 A. The sharpness of the image 

shows a lack of visible beam spread and whilst the ‘halo’ effect witnessed in 3 mm 

beam images is not present, this is likely due to the decreased overall current. 

 

A series of 8.1 mm-diameter collimating discs were machined from 0.1 mm-thick 

stainless steel with on-axis aperture diameters of 400 μm, 200 μm and 140 μm. They 

were affixed to the anode by means of a stainless steel alignment structure, as seen in 

figure 5.13. 



164 

 

 

Figure 5.13: Structure for holding and centring beam scrapers. 

 

A two-gap pseudospark was configured and evacuated to a pressure of 100 mTorr 

before voltages of 8-12 kV were applied. The solenoid valve was then disengaged 

and air leaked into the system at a controlled rate of ~0.5 mTorr/s via a fine-tuned 

needle valve.  

 

Figure 5.14: Voltage and current traces of a 10 kV, 0.2 mm radius PS e-beam. 
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Whilst shots were captured for most voltages with all three apertures and showed 

marked similarities to PS discharge current traces previously achieved, there were 

some anomalies with the results achieved from all three structures. Firstly, each shot 

exhibited a significant degree of post-discharge noise, as may be seen in figure 5.14, 

which was observed over numerous attempts. However, this is common with many 

PS current traces, even at larger beam diameters. Secondly, the current densities 

observed from these shots were higher than what are typically observed, with 0.2 mm 

radius aperture PS-generated beam at 10 kV delivering a current density of 5.6 

kA/cm
2
. Figure 5.15 shows how this scales with voltage using the smallest aperture 

size (70 μm radius). While these current densities are large, they are not outside the 

scope of current densities achievable in PS discharges and can be accepted as being 

feasible. 

 

Figure 5.15: Current traces from a 70 μm diameter PS e-beam at charging voltages of 10 and 12 kV. 

 

It was observed that scaling was approximately linear with voltage, although some 

shot-to-shot variations were observed, such as at an applied voltage of 8 kV. In this 

situation, the current could occasionally be seen to be even larger than normal and 

achieve higher peak currents than a 10 kV beam. However, in such situations the 

current trace did not exhibit the distinctive two-stage shape of a typical PS-generated 
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beam and was likely an abnormality, possibly a simple spark discharge generated due 

to the low voltage. This indicates that, for such beams, 10 kV acts as a threshold 

voltage for two-gap PS performance.  

 

Table 5.1 shows the performance achieved by the PS for various voltage and aperture 

combinations. 

Aperture 

Radius (μm) 

Applied 

Voltage 

(kV) 

Discharge 

Pressure (Torr) 

Hollow 

Cathode 

Current (A) 

Superdense 

Glow Current 

(A) 

70 8 1.16 --- 3.4 

70 10 1.052 1.3 2.75 

70 12 1.045 --- 5.1 

100 10 1.064 0.7 2.7 

200 12 0.998 1.6 7.1 

Table 5.1: Beam currents of reduced-diameter PS e-beams. 

 

The results for the 100 μm and 200 μm diameter apertures were found to be 

replicable for approximately 40% of the shots attempted, with the observed currents 

varying little (± 0.2 A) from shot-to-shot but the smaller-diameter beam currents 

were more difficult to replicate. However, beam current was observed just as often as 

with the larger beams. Attempts were made to capture images of the smaller-

diameter electron beams but it was found that the scintillator sensitivity was too low 

to allow for the images to be captured using the digital camera. 

5.3 W-band BWO Experiments 

To produce a suitably high energy electron beam pulse, a fourteen-gap pseudospark 

was configured, powered by a cable pulser capable of 170 kV, 120 ns duration 

pulses. Using as its foundation a 20 kV pre-trigger pulse applied to the pseudospark 

chamber, the cable pulser consisted of the addition of the output voltages from two 



167 

 

Blumlein circuits, created from high-voltage cables. Through the careful adjustment 

of two delay units and the addition of a load impedance significantly greater than the 

characteristic impedance (200 Ω), a voltage pulse of approximately four times the 

charging voltage was applied following the initiation of the pseudospark discharge, 

thus producing the high-energy electron beam. 

 

The formed BWO interaction region was inserted into the PS anode. A millimetre-

wave launching horn was then placed downstream of the interaction region, followed 

by a Perspex output window (figure 5.16). The mm-wave detector was situated 3 cm 

downstream of the output window at an angle of 5 degrees. 

 

Figure 5.16: Experimental configuration of a 14-gap, pseudospark-driven, W-band BWO. 

 

Due to the high voltages, the system was evacuated to a lower pressure than in the 4-

gap experiments, namely a pressure of ~ 50 mTorr. A 20 kV charging voltage was 

applied and the gas allowed into the system via the fine-tuned needle valve. The 

Blumlein cable pulser was able to produce a 100 kV pulse of 100 ns duration to drive 

the PS discharge, the results of which may be seen in figure 5.17.This shows the 

resultant voltage pulse of ~100 ns duration the subsequently generated electron beam 

current, as measured by the Rogowski coil, which had a hollow cathode phase 

current of 25 A followed by a final peak current exceeding 100 A, as measured by 

the Rogowski coil. Millimetre waves were generated during the hollow cathode 
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phase at a voltage of 100 kV and were detected using a W-band detector system with 

a cut-off frequency of 59 GHz. 

 

Figure 5.17: Time-correlated beam current pulse, applied voltage pulse and detected microwave pulse 

from BWO. 

 

The experiments clearly showed the presence of microwave radiation from the BWO 

via the microwave pulse which followed the high-energy, hollow-cathode phase of 

the pseudospark discharge, although it was not possible to detect the exact frequency 

and power at the time of the experiments (first year of my PhD studies) due to the 

group not possessing a W-band mixer or W-band source to calibrate the detector. It 

was therefore not possible to compare the performance of the W-band BWO with 

that predicted in the simulations carried out by Dr. H. Yin. However, the successful 

generation was sufficient impetus for myself to design, simulate and construct a 

higher frequency G-band BWO experiment where the model could be successfully 

measured and compared with predicted values. This could provide additional support 

to simulations of higher-frequency devices. 
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5.4 W-band Klystron Experiments 

5.4.1 Cold Testing 

The W-band klystron input and output cavities were connected to a calibrated 

VectorStar VNA via a 65 - 110 GHz extension module. The cavities were stacked 

within the housing structure in the manner shown in Figure 3.34 and the unit was 

held in place by attaching the device securely to the PS anode, while the rear of the 

unit was held in place by a copper backplate followed by a plastic spacing ring. This 

configuration allowed for the coupling slots of the input and output cavities to be 

matched to the waveguides etched within the housing structure whilst tightening of 

the screws allowed the cavities to be lightly compressed, affording a degree of tuning 

of the cavities. The construction of multiple coupled cavities and dielectric inserts 

allowed for some inter-changeability in the experiment and gave a better chance of 

matching the input and output cavity resonances. The dielectrics could then be fixed 

in place using a ceramic bonding agent. However, it was not possible to determine 

the frequency of the penultimate cavity via direct VNA measurement techniques due 

to the absence of a coupling slot. Whilst the system was not placed under vacuum, 

the conditions of the hot experiments were replicated as best as possible, in that the 

input and output cavities were sealed with Mylar and the fixing screws were tightly 

fastened. 

 

Through analysis of S11 parameters, it was observed that the tightening of these 

screws caused a degree of misalignment in the coupling slots caused by the pressure 

exerted on the copper, with the dip in the S11 parameter caused by the cavity 

resonance becoming attenuated as the tightening increased. This was likely a product 

of the softness of the material (copper), the sensitivity of the device to small changes 

in movement, or a combination of both. 
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By loosening the pressure of the fixing screws, clear resonances could be observed in 

the S11 parameters of both the input and output cavities of the W-band klystron. Due 

to the sensitivity of the klystron to stress and movement, however, it was found to be 

very difficult to match the frequencies of the input and output cavities. 

 

Figure 5.18: Input and output cavity resonances of W-band klystron. 

 

Figure 5.18 shows the closest simultaneous match which was achieved using any 

combination of cavity and dielectric, where the input cavity showed a frequency of 

96.5 GHz and the output demonstrated resonance at 95.1 GHz. It was possible to 

obtain cavity resonances nearer the predicted frequency of 94.5 GHz but this would 

often be lost in any attempt to fine-tune the remaining coupled cavity. Resonance 

was found to be extremely susceptible to movement of the housing, meaning that any 

frequency matches would likely be lost when configuring beam experiments, 

reducing frequency matching to chance. Frequency typically varied by several GHz 

for each cavity/dielectric combination while placement of the dielectric could alter 

the frequency further. As such, it was concluded that the construction of the klystron 

could not be accomplished by piecing the structure together in segments, and will 

likely necessitate forming the structure as a single unit. In doing so, the contact 
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resistance which arises between the segments could also be eliminated. The precise 

method of achieving this is a matter for further consideration, perhaps using recent 

advances in 3D printing of metal structures. 

5.4.2 Klystron Beam Experiments 

The assembled W-band klystron was connected to a two-gap pseudospark as seen in 

figure 5.19. The coupling ports were sealed with nitrile O-rings and Mylar discs 

before a W-band frequency generator was connected to the input port via a 6 cm 

length of W-band waveguide. The power source was housed within a grounded, air-

cooled shielded metal box. A W-band horn was affixed to the klystron output port 

and directed toward a feed horn and mm-wave detector with a cut-off frequency of 

59 GHz housed within a shielded box and connected to the oscilloscope via a copper 

braiding-shielded line. The Rogowski coil was affixed to the klystron housing and 

the structure sealed with a Mylar window. 

 

Figure 5.19: Configuration of PS-klystron apparatus, before inclusion of W-band source and diagnostics. 

 



172 

 

The input waveguide was connected to an air-cooled W-band oscillator house within 

a fan-cooled shielded metal box inputting ~25 mW of power and the system 

evacuated to 300 mTorr before applying a voltage of 12 kV and disengaging the 

electrically-operated solenoid valve and leaking working gas into the system. 

Discharge occurred at a pressure of ~800 mTorr but no microwave pulse or beam 

current at the output side of the klystron were detected using the beam and millimetre 

wave diagnostics feed into the oscilloscope. This observation was repeated as the 

frequency of the input signal was varied from 93 GHz to 96 GHz in 0.1 GHz 

increments, while the detector horn position was varied between 1 and 10 cm, with 

the same results achieved. Discharges at a 9 kV charging voltage likewise did not 

achieve millimetre wave generation or beam detection at the Rogowski coil, with any 

observed signals being attributable to noise. These results were an indication that 

while the simulated design of the klystron may have been reasonable, the difficulty 

in manufacturing such a minute structure makes physical realisation extremely 

difficult. As such, a redesign of the klystron should be considered as future work. 

 

From the above observations, the failure of the W-band klystron can likely be traced 

back to three faults, or a combination thereof. The first is the difficulty in matching 

the frequencies of the three interaction cavities, largely due to the effect of minor 

changes in cavity geometry relating to manufacturing tolerances and dielectric 

placement. One possible solution to this issue would be the use of higher-order mode 

cavities with larger, less restrictive dimensions, or to implement a more refined 

method of cavity tuning. 

 

The second issue was the misalignment of the coupling slots in the klystron with the 

input and output waveguides, particularly when physical stresses were involved. As 

copper is generally an excellent choice for devices such as klystron and BWOs, a 

method of integrating the coupling and housing structures in a single unit should be 

considered a possible avenue of research. 
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Finally, the alignment of the drift tube and its effect on beam propagation was 

obviously detrimental to klystron performance. The fault of this likely lay in the use 

of numerous ‘tiles’ to form the interaction region, with the possibility of drift tube 

misalignment growing with each successive tile, an issue which becomes even more 

serious as the drift tube radius is decreased. Composing the interaction region as a 

single structure, likely through the growth of copper on an aluminium mandrel (as 

with the BWOs) or 3D printing the structure in metal direct, is the ideal solution for 

this, although the machining of such a complex former with the required resolution is 

a subject of future work. This once again leads back to a redesign of the klystron as a 

whole as the likely candidate for achieving a working PS-klystron at these 

frequencies. 

5.5 G-band BWO Experiments 

A 4-gap PS discharge was configured as in figure 5.20 and sealed using a Mylar 

window. The mm-wave diagnostic, a G-band zero-biased detector, was housed 

within a shielded box in order to eliminate signal contamination from external 

microwave sources. A small aperture was cut in the box wall to allow for the ingress 

of the millimetre wave signal while the coaxial cable connection from the detector to 

the screened oscilloscope room was encased in copper braiding.  

Figure 5.20: Schematic of G-band BWO experiments. 
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In order to maximise the received signal strength, the detector aperture was aligned 

off-centre by an angle of 5 , at a distance of 6.5 cm from the horn aperture. The angle 

was determined by the maxima predicted in CST Microwave Studio far-field 

calculations while the distance was calculated from the Fraunhofer distance, defined 

as 

    
   

 
 (5.1) 

where D is the diameter of the horn aperture. This distance marks the delineation 

between the near- and far-field regimes. 

 

Figure 5.21: PS-BWO experimental environment. 

 

Due to the lack of a cut-off region in the structure of the BWO, it was necessary to 

introduce a tungsten mesh capable of reflecting the microwave signal back towards 

the slow-wave structure and the output horn. Hence, a 95% transparency tungsten 

mesh was attached to the cathode-facing wall of the PS anode, flush with the 

entrance to the BWO and completely covering the central aperture. In order to 

ascertain the effects this may have on the electron beam’s power, pseudospark 
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discharges were performed, both with and without the presence of the mesh 

structure.  

 

Figure 5.22: PS beam current measurements at 42 kV, with and without the presence of tungsten mesh. 

 

Figure 5.22 shows the beam current measurements of a 3 mm diameter, 42 kV PS 

beam, both before and after the introduction of the tungsten mesh. Beam current was 

measured by a Rogowski coil situated 10 cm downstream of the anode. The presence 

of the mesh introduces a degree of smoothing of the current rise portion of the signal, 

most notably during the hollow cathode phase of the discharge, but there is little to 

no effect on either the pulse duration or the amplitude of the electron beam current. 

Repeated shots showed little variation in the performance of the PS discharge, with a 

discharge pressure of 700 mTorr being common to both configurations. The BWO 

was then inserted into the anode aperture. 
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Figure 5.23: Measured microwave detector signal from a G-band BWO. 

 

A charging voltage of 42 kV was applied to the sealed hollow cathode and pressure 

was evacuated to ~100 mTorr. Following disengagement of the solenoid valve, the 

working gas was leaked into the system at a slow, controlled rate until discharge 

occurred. A microwave pulse was captured via a triggered oscilloscope, with 

repeated shots yielding further measurements. It was found that the amplitude of 

these shots typically stayed within an order of magnitude in scale, but were only 

generated in approximately 60% of shots. The shot-to-shot variation rendered any 

attempts to replicate the far-field predictions of CST Microwave Studio impossible 

without the presence of a second, reference detector.  

 

Measurements were performed with both the original, formed horn and the 

detachable conical horn. The conical horn transmitted the high-frequency signal with 

a sharper TM01 far-field pattern, as predicted in CST Microwave Studio simulations. 

The recorded signals from the detector were also noticeably larger, again in keeping 

with the higher predicted gain of the horn. This trend continued from shot to shot, 
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with the largest recorded microwave power from the detector recorded at an angle of 

5 degrees. 

5.5.1 Microwave Pulse Power 

Using the calibration information provided by the device manufacturer, a maximum 

detected signal of 1 mW was observed. As was outlined in chapter 4, it is possible to 

ascertain the total output power of a device through the integration of the normalised 

far-field mode pattern of a horn combined with its dimensions and the observed 

signal. Due to the narrowness of the simulated pattern as well as technical 

limitations, a mode sweep, where the detector signal is measured at various angles 

from the normal, was deemed impractical and so only the normalisation of the 

simulated pattern was used. This was deemed acceptable due to the high 

manufacturing tolerances used in the construction of the horn. 

 

Figure 5.24: Normalised TM01 mode pattern of conical launching horn. 

 

The TM01 profile was normalised and integrated from 0  to 60 , and the result 

combined with equation 4.21 to yield a value of 0.32. The measure maximum power 

density was obtained from the maximum power divided by the effective receiving 

horn area. The effective area of the launching horn, with gain of 17 dB and a 

wavelength of 1.5 mm at 200 GHz, was calculated as 
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The maximum measured power was 1 mW at a distance of 65 mm and angle of 5 

degrees, giving a maximum power density of 0.32 mW/mm
2
. Therefore, the 

maximum power from the BWO was calculated to be 2.7 W. This shows a good 

degree of agreement with simulated results. 

5.5.2 Frequency Determination 

A four-gap PS was configured with the G-band BWO inserted in the anode’s on-axis 

aperture and sealed with a Mylar window while a receiving horn was connected to a 

2
nd

-harmonic frequency mixer using a W-band local oscillator (LO) source, 

configured to output at 95 GHz, which the mixer doubled, generating an effective LO 

signal of 190 GHz. The mixer, horn and oscillator were placed in a screened 

stainless-steel box and the intermediate frequency (IF) output line connected via a 20 

GHz-bandwidth microwave cable to a high-speed oscilloscope, triggered via a 

second oscilloscope acting on the current rise detected by the Rogowski coil. The 

position of the horn was at a similar distance and angle from the launching horn as in 

earlier G-band BWO experiments. 
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Figure 5.25: Experimental setup of BWO frequency determination experiments. 

 

The system was evacuated to a pressure of 100 mTorr and a steady voltage of -42 kV 

applied to the cathode. Following the opening of the solenoid valve, working gas 

entered the system at a controlled rate and discharge occurred at a pressure of ~400 

mTorr. The output IF signal was scanned for signs of a microwave pulse and the 

frequency component analysed by means of a Fast Fourier Transform (FFT), 

displaying the frequency difference between the generated BWO microwave pulse 

and the LO frequency. This was repeated for several successive shots, the output 

shown in figure 5.26 
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Figure 5.26: Oscilloscope reading of IF signal derived from a BWO pulse, showing pulse amplitude, green, 

and FFT of signal, purple. 

 

 As the discharge voltage occurred at a time of rapidly falling voltage the resultant 

effect was to induce frequency sweep in the output. As such, the most effective 

method to determine the dominant frequency was to analyse over the length of the 

pulse, with the dominant peak being the one remaining largely unaffected. Over 

several discrete measurements, IF frequencies were measured, and the BWO was 

determined to possess an output frequency spectrum spanning from 188 to 202 GHz. 
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Figure 5.27: Time-correlated analysis of frequency-mixed BWO pulse. 

 

Figure 5.27 shows a time-correlated analysis of a pulse, with the rising edge of the 

detected signal coinciding with the 5 ns-duration IF pulse, the hollow-cathode phase 

of the PS current trace and the falling discharge voltage. The voltage can be seen to 

be at approximately 35-40 kV, as in keeping with MAGIC simulations and the 

numerical dispersion calculations. 

 

However, frequency performance of the BWO is largely dependent on beam voltage. 

As such, the measured frequency was that which coincided with the flat, high-energy 



182 

 

hollow-cathode phase of the pseudospark discharge, the remainder of the signal 

consisting of a swept frequency. While the addition of external capacitance to the 

discharge circuit may allow for the hollow-cathode phase to be extended, this issue 

will need to be addressed for the PS-BWO to function as an effective mm-wave 

radiation source. 

5.6 Summary 

A 3 mm diameter electron beam from a 4-gap pseudospark discharge chamber was 

measured at 43 kV using a Rogowski coil, yielding a superdense glow current of 200 

A. Single and multiple-shot images from a PS electron beam were observed using a 

0.1 mm thick copper foil coated with a layer of phosphorescent powder situated 

downstream of the anode and a long-exposure digital camera. These images showed 

good focusing of the electron beam as well as the presence of a surrounding ion 

channel. A time-dependent beam brightness of up to 10
11-12

 A m
-2

rad
-2

 was measured 

using a magnetic-field-free collimator. 

 

Electron beams from pseudospark discharges have been shown to be a novel source 

for both coherent, low energy X-rays and millimetre-wave radiation. To ascertain the 

electron beam’s effectiveness as an X-ray source, the beam was directed at a 0.1 mm 

thick molybdenum target, which also acted as a witness plate. The scattered X-rays 

were able to produce an image of two crossed sections of 0.1 mm thick copper wire, 

which were placed in front of an X-ray detector. The X-rays photons emitted were 

analysed and observed to have an average energy of 15.83 keV. Using higher energy 

beams, it is believed that this may have valid potential as a general-purpose X-ray 

source for the scanning of biological and non-biological materials. 

 

A W-band klystron was cold tested using a vector network analyser. Although 

various cavity combinations were measured, it was found to be impossible to match 

the input and output cavity resonances. This was compounded by a coupling slot 

misalignment which presented itself when the klystron housing structure was 
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securely affixed to the anode. The klystron was later tested using a two-gap 

pseudospark discharge at voltages of 12 kV and 9 kV, using a mm-wave oscillator as 

a microwave seed source. The input frequency was swept from 93 GHz to 96 GHz 

but no beam trace or microwave signal was detectable from the system. A redesign 

of the klystron is currently underway in order to remedy some of the issues which led 

to the device’s failure under laboratory conditions. 

 

A backward wave oscillator consisting of a corrugated copper waveguide section was 

able to generate W-band radiation when a 100 kV, 25 A, 3mm diameter electron 

beam pulse was applied to the structure. From this result, proof that a PS-derived 

electron beam could be used to generate microwave radiation from a BWO was 

gained and the principle was applied to devices operating at higher frequencies. 

 

This same principle was tested and validated in the G-band frequency range. A 

copper BWO was driven by a 42 kV PS discharge, using a 95% electron beam 

transparency tungsten mesh combined with a cut-off waveguide to reflect the 

millimetre wave generated signal towards the output horn. Discharge occurred at ~ 

400 mTorr and a millimetre wave signal corresponding to 1 mW of power detected 

by a zero-biased detector. Through the calculation of the effective area of the horn 

and integrating the normalised TM01 profile of the horn, a total output power of 2.7 

W was calculated, matching that predicted by MAGIC simulations. Using a 2
nd

-

harmonic frequency mixer connected to a 95 GHz LO source, the frequency 

spectrum of the output signal was measured to be in the range from 188 to 202 GHz, 

again showing good agreement with simulations and calculations.  
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Chapter 6: 

Conclusions & Future Work 
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6.1 Overview 

The pseudospark discharge is a low-pressure plasma phenomenon occurring within a 

modified hollow cathode cavity and is notable for its sharp, distinctive two-stage 

current rise, the first stage corresponding to a hollow cathode discharge and the latter 

to a superdense glow discharge resulting from enhanced field strengths between the 

cathode and anode inducing field emission and contributing energy to the plasma. It 

has found widespread use in the field of high-speed switching applications but it is 

also finding increased usage as an electron beam source due to the high-quality 

particle beam emitted from the anode aperture during the later stages of the 

discharge. Such a beam possesses high brightness and current density, a variable 

pulse duration, which may be extended through the introduction of external 

capacitance in parallel with the discharge circuit, and requires no guiding magnetic 

field due to the presence of an ion channel surrounding the beam as it exits the 

anode, focussing it in the axial direction. While these features are attractive, it is its 

ability to scale these beams down to sub-mm cross-sectional diameters that make it 

useful in the generation of millimetre and sub-millimetre waves. 

 

One such frequency source, a backward wave oscillator (BWO), generates radiation 

via the interaction of the electron beam’s space-charge wave and the backward wave 

of a periodic slow-wave structure, in the case of this work a sinusoidally-rippled 

waveguide wall. The generated microwave signal travels backwards along the tube 

where it may be coupled out using a coupler or reflected and extracted in the forward 

direction via a horn antenna. A BWO was designed, modelled and tested with a 

pseudospark-generated electron beam at a frequency of 200 GHz. In order to test the 

viability of this, a larger BWO based on a pseudospark discharge operating at 67 

GHz was also designed, modelled and tested.  

 

Additionally, a klystron operating at 94 GHz was designed, modelled and tested, 

with further testing to occur in the future. Klystrons are amplifiers which use a low-

power microwave signal matched to the frequency of a resonant cavity to modulate a 
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passing electron beam, with electrons being accelerated or retarded depending on the 

phase of the signal at the time of traversal. This induces electron bunching and, 

consequently, increased current density at the selected frequency, which may then be 

extracted via a suitable coupling structure. A novel coupling method using a 

dielectric region to couple to undersized cavities was also devised. 

6.2 Summary of Results 

6.2.1 Pseudospark Beam Experiments 

The pseudospark discharge relies on plasma formation within a unique hollow 

cathode / planar anode geometry, with on-axis apertures at the cathode and anode 

walls. Utilising a modular, stainless steel PS cathode designed by Dr Huabi Yin, with 

cathode inner and outer radii of 50 mm and 63 mm respectively, experiments were 

conducted on the effects of electron beam collimation in order to assess the 

suitability of PS e-beams for millimetre-wave generation. A movable inner conductor 

allowed the cathode depth to be adjusted, with previous experiments performed at the 

University of Strathclyde concluding that the depth should be equal to the inner 

diameter. The anode was constructed from 12 mm-thick stainless steel fitted with an 

NW-10 flange to allow for vacuum evacuation of the discharge chamber. A 3 mm 

diameter aperture ran through both cathode and anode, the gap between the cathode 

and anode faces separated by a Perspex insulating disc, with the possibility of 

extending the gap separation via the addition of further insulating discs interspersed 

with stainless steel intermediate electrodes. The discharge was triggered by applying 

a charging voltage directly to the cathode body via a 3 MΩ charging resistor, while 

the pulse was extended through the addition of a 428 pF external capacitance. 

 

Measurement of the PS-generated electron beam was achieved through a number of 

diagnostic methods. These included a ferrite-core Rogowski coil for the 

instantaneous measurement of beam current and a self-integrating voltage divider 

circuit for the monitoring of discharge voltage. The beam cross-sectional area was 
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monitored by means of a molybdenum witness plate and via a phosphorous-coated 

scintillator in conjunction with a long-exposure digital camera. 

 

Using a stainless steel disc of 0.5 mm thickness and 0.5 mm radius central aperture 

affixed to the anode, PS-generated electron beams were successfully reduced in 

cross-sectional diameter for use in the generation of 200 GHz radiation in a 

backward wave oscillator. Using a 2-gap PS configuration at a charging voltage of 

10 kV, a 4 A electron beam current was detected via a Rogowski coil. An image of 

the cross-sectional beam profile was captured using a scintillator disc using a 3-gap 

PS discharge at 34 kV, with a beam current of approximately 14 A measured. 

Attempts were also made to reduce the electron beam to diameters of as low as 140 

μm using similar collimating structures. While current measurements showed 

electron propagation downstream of the anode, current values were not cross-

correlated with scintillator witness plate diagnostic measurements, indicating that the 

scintillator measurement system was not sensitive enough to accurately measure the 

cross sectional profile of the pseudospark electron beam. 

 

The beam’s capacity as a generator of X-rays was examined using a 46 kV, 3 mm-

diameter electron beam directed towards a 0.1 mm thick molybdenum target. An X-

ray photodetector was placed 52 mm downstream of the anode and target, while two 

0.1 mm diameter copper wires were crossed and attached to the photodetector for use 

as an imaging target. Following numerous successive PS discharge pulses, an image 

of the target was detected via the X-ray photodetector, with X-ray photons 

possessing an average energy of 17.8 keV. These energy levels lie within the 

expected parameters of molybdenum-based X-ray generators and performance shows 

the potential of the PS discharge as a small-spot X-ray imaging source. 

6.2.2 W-band Frequency Generation 

A backward wave oscillator for operation at a frequency of 67 GHz was designed 

and tested. Using a sinusoidally-rippled slow wave structure of mean radius, 
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amplitude and period of 2.75 mm, 1.375 mm and 1.75 mm respectively, the BWO 

was manufactured by means of the electrodeposition of copper on an aluminium 

mandrel machined via the use of high-speed grinding techniques before the chemical 

dissolution of the aluminium base. The structure was machined to allow insertion 

into the PS anode and was tested using a 100 kV, 25 A PS electron beam generated 

using a cable pulser to apply the enhanced charging voltage to a 14-gap PS 

configuration. Using a W-band detector with a cut-off frequency of 59 GHz, a 

millimetre wave pulse was successfully measured. At the time, a lack of a calibrated 

W-band detectors and W-band mm-wave diagnostic apparatus meant that obtaining 

an exact frequency and power measurement for the pulse was not possible, but the 

successful generation of the mm-wave pulse provided the necessary justification for 

the research contained within this thesis, namely the design, manufacture and testing 

of the W-band klystron and G-band BWO. 

 

A 3-cavity klystron with an operating frequency of 94 GHz was likewise designed 

and simulated in MAGIC. Using three irregularly-spaced pillbox cavities and a 

microwave signal power of 4.7 mW, a pulsed electron beam driven by an 

accelerating voltage of 8 kV and current of 15 mA predicted a peak output power of 

8.4 W, with a gain and efficiency of 20 dB and 7% respectively. A novel method of 

coupling to and from these cavities was devised, using a tapered waveguide to couple 

to the cavity via a dielectric insert, thus compensating for cut-off effects. A prototype 

coupling system was simulated in CST Microwave Studio and subsequently 

constructed and tested with two dielectric materials: alumina and BNP2, a 

machinable form of aluminium nitride. In simulations, alumina was shown to 

perform better at lower frequencies (19 dB, as opposed to 27 dB) while both 

materials demonstrated similar losses at the upper end of the frequency band (~4 

dB). In experiments, alumina was shown to exhibit lower losses both at the lower 

and upper ends of the frequency band. Due to these lower losses, the decision was 

made to use alumina as the dielectric for the W-band coupler. 
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Due to large losses within the X-band coupling system, the design was revised for 

W-band experiments. An asymmetrical design, with one wall retaining a constant 

profile while the other tapered inwards, was found to reduce transmission losses by 

several dB, while reflection was similarly reduced. The klystron interaction region 

was machined from ten copper slates, stacked together to form major features, and 

placed within a copper housing structure which was vacuum sealed using Mylar 

windows and connected directly to the PS anode. During cold testing of the 

microwave cavities, it was difficult to match the input and output frequencies and 

tightening of the structure caused a degree of misalignment between coupling slots 

and cavities. The system was nonetheless tested using an electron beam generated 

from a two-gap PS discharge with applied voltages ranging from 6-14 kV. While the 

frequency of the input signal was varied between 93 GHz and 96 GHz, no millimetre 

wave signal or beam trace observed. As such, work on this device is still ongoing. 

6.2.3 G-band Frequency Generation 

A BWO with a 30-period, sinusoidally-rippled SWS of mean radius, amplitude and 

periodic length of 0.5 mm, 0.1 mm and 0.467 mm respectively was simulated in 

MAGIC-3D. Driven by a pulsed, 35 kV electron beam carrying a current of 1.5 A, 

the device showed an expected output of ~ 2W at 200 GHz. This frequency was 

verified by numerical calculation of the SWS dispersion relation. In order to retrieve 

the amplified signal, a cylindrical horn antenna of outer radius 3.5 mm and length 18 

mm was modelled in CST Microwave Studio, with a predicted TM01 gain of 17 dB. 

As with the W-band device, the device structure was manufactured through the 

electrodeposition of copper on an aluminium mandrel machined via high-speed 

milling, with the aluminium dissolved in an alkaline solution after machining of the 

BWO outer diameter for insertion into the PS anode. The launching antenna was 

machined separately by means of wire-spark erosion. The machined former’s 

dimensions were out by ~100 μms, so the dispersion relations were adjusted to take 

account of this, as well as the presence of the ion channel within the SWS. These two 

factors combined effectively cancelled each other out, again showing interaction at 

~200 GHz for a 35 kV electron beam. 
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The assembled BWO was attached to a 4-gap PS discharge chamber, with a tungsten 

mesh adjacent to the inner surface of the anode allowing for reflection of the 

microwave signal towards the launching antenna. Discharge occurred at a charging 

voltage of 42 kV and a pressure of 600 mTorr; a microwave signal of 1 mW was 

detected from a G-band detector situated 55 mm downstream of the horn, at an angle 

of 5º from the normal. Integrating over the normalised profile of the launching horn, 

the device output was calculated as 2.7 W, confirming the MAGIC simulations. A 

2
nd

-harmonic frequency mixer using a W-band local oscillator source showed the 

BWO to have an output frequency range of 188 - 202 GHz. 

 

Due to the sweeping nature of the voltage pattern for PS discharges, the pulses 

obtained from the PS-BWO do have a peak frequency but generally range over a 

spectrum of frequencies, with the results varying slightly from shot-to-shot. In 

addition, it was found that achieving repeatability in these experiments can be 

difficult, both in terms of the microwave pulse and in the stability of the discharge. 

As part of this may lie with the observed variation in shot performance due to 

deterioration of the gas within the system, with multiple shots often leading to 

degradation of shot stability, it is possible that a better method of monitoring gas 

uniformity within the discharge system and of refreshing the working gas itself may 

resolve this issue. 

6.3 Future Work 

6.3.1 Pseudospark Beam 

While the pseudospark beam has been thoroughly investigated, little work has been 

done on the properties of the pseudospark discharge itself. One avenue which may be 

considered is the determination of the plasma parameters, in particular the plasma 

density and temperature, through the use of plasma spectroscopy, a form of emission 

spectroscopy. This involves observing the light emitted by the plasma when 

discharge occurs with a known gas, with the light intensity varying with the electron 

density at the point of emission. By capturing a sample of the spectra using a fast-
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shutter feed triggered to coincide with the discharge and through the subsequent 

analysis of the emission spectra, it is possible to obtain a profile of the generated 

plasma. 

 

One feature of the pseudospark beam which has not been directly measured is that of 

the beam energy. It may be inferred from the measurements already available but this 

could be confirmed through the use of an energy analyser. While many techniques 

exist for the measurement of electron beam energy, including the use of magnetic 

spectrometers, the determination of energy from electron velocities and the 

measurement of electron penetration into various materials, it is unknown which 

method would be the most suitable. An estimate of electron energy may be given by 

the measurement of radiation-stimulated dendroid cracks in acrylics under 

bombardment by electrons, which would be a simple, though not highly accurate, 

method, though all techniques may be considered [103]. 

 

The use of the PS beam as a generator of X-rays is an interesting application, though 

one with potential for further improvement. One improvement could be to reduce the 

beam’s cross-sectional diameter and thus to reduce the X-ray spot size. This would 

allow for the scanning of smaller areas, a highly desirable trait as it effectively 

reduces the surface area being irradiated at any one time. Another possibility is to 

allow for the scanning of an object from several angles simultaneously, which could 

be achieved by splitting the electron beam into numerous, non-parallel beamlets and 

refracting these using a target material surrounding the object. In such a way, it may 

be possible to image an object from several separate viewpoints. 

 

Finally, one criticism of the PS discharge is that the stability of the system is often 

upset with repeated shots. An improved method of monitoring gas equilibrium within 

the system could help remedy this, although an increased knowledge of the PS 
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discharge via the investigations previously suggested could likewise improve 

discharge stability. 

6.3.2 High-frequency Generation 

Both types of device examined in the course of this work have the potential for 

further improvement. Progress showed that whilst the theory of the klystron was 

beyond reproach, the physical construction of a multiple-cavity klystron using 

fundamental harmonics at high frequencies is a difficult process which pushes 

manufacturing tolerances to their limits. One method of overcoming this would be to 

use micro-electromechanical systems (MEMS) techniques to create the interaction 

region. This allows for the creation of minute structures at high aspect ratios, and 

with excellent tolerances, though it is generally a costly route and would not 

circumvent the problems faced in regards material tolerances and stresses. Rather, an 

improved method of aligning the cavity structures and securing to the PS anode 

would be preferable. 

 

Reflex and extended interaction klystrons (EIKs) may also be considered, due to the 

fact that EIKs may use distributed coupling systems, eliminating the need for the 

dielectric based method and thus granting more freedom in design and reflex 

klystrons use only a single cavity which, again, offers greater freedom in design and 

construction, particularly in regards alignment. The multiple-cavity klystron may still 

be viable by using larger cavities resonating at higher-order modes. By allowing for 

larger dimensions, coupling and manufacture are simplified and the quality of the 

finished device (surface polish, etc.) will be improved. 

 

In regards the G-band BWO, it would be beneficial to perform further simulations on 

the structure to confirm the findings of both MAGIC and experimentally-observed 

results. Whilst CST Studio suite was only used in the design and measurement of the 

output horn gain and for the determination of the single-period SWS dispersion, 

using CST Particle Studio it would be possible to gain a complete impression of the 
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workings of the device, including the effect of horn reflections and their contribution 

to the bunching effects within the SWS, an aspect which cannot be confirmed in the 

current decoupled horn-BWO simulations. Having such a model in place would 

allow for optimisation of the structure, including alternative cut-off designs for 

reflection of the generated signal within the device, and to design improved horn 

structures which may help eliminate additional modes in the TM01 output mode 

pattern. The most likely alternative to the conical horn would be the corrugated horn 

to produce a Gaussian beam, which generates smaller side-lobes, though machining 

of such a structure could be difficult and will require further investigation. 

 

It would be most useful to obtain more information on the microwave signal 

generated by the W-band BWO, particularly the pulse power and frequency. The 

techniques for obtaining this have been established in this work and the information 

obtained would provide a useful point of comparison with the results obtained from 

the G-band device. 
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I.1 Introduction 

To date, the market for devices operating in the mm and sub-mm spectra has 

increased dramatically due to an increasing number of applications within these 

frequency bands. These can roughly be classed as falling into one of a number of 

categories: 

 Vacuum sources 

 Laser sources 

 Electronic sources 

In addition, other ‘short-cuts’ may be taken, for example through the use of 

frequency multipliers. What follows is merely a brief summary of what has been 

achieved to date using these methods. 

I.2 Vacuum Sources 

 Gyrotrons 

Gyrotrons are a form of free electron maser whose operation is based on the 

Cyclotron Resonance Maser instability which bunches electrons with cyclotron 

motion within a strong magnetic field. They are well suited for millimetre-wave 

generation due to the fact that their cavity size may be larger than the electron 

wavelengths and reducing the limitations imposed by material properties such as 

conductivity. 

 

There are currently two gyrotron devices which have achieved operation at 1 THz. 

The first of these is the FU series gyrotron at the Research Center for Development 

of Far Infrared Region, University of Fukui, Japan [104]. In 2006, this achieved 

operation at a frequency of 1.005 THz (at second harmonic). The magnetic field 

required was 19.1 T. 
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The other system in operation is at the Institute of Applied Physics, Russian 

Academy of Sciences and it also broke the 1 THz barrier in 2007 [105]. This 

generated coherent radiation at 1.022 THz in 50 μs pulses with a microwave power 

per pulse of 5 kW, and at the fundamental harmonic of 1.3 THz in 40 μs pulses with 

a power of 0.5 kW. The required magnetic fields were 38.5 T and 48.7 T 

respectively, and the gyrotron tube is relatively compact at 400 mm in length. 

 Backward Wave Oscillators (BWOs) 

BWOs are a form of travelling wave tube in which an electron beam interacts with a 

slow-wave structure, sustaining oscillations by propagating a travelling wave 

backwards against the beam. The output power is coupled out near the beam source 

or reflected and coupled out in the forward direction. 

 

BWOs normally emit in the sub-THz region and the emitted radiation is then passed 

through one or more frequency multipliers. They are predominately found in THz 

spectroscopy systems [106] in the form of, for example, BWOs operating at 633 GHz 

then run through a 3X multiplier. These systems typically output ~100 μW of power 

and while they do work for spectroscopy systems they are bulky, require water 

cooling and are largely inefficient. Similar sources are employed in some astrological 

detection systems such as the 1.9 THz BWO system used in the GREAT heterodyne 

receiver [107]. 

 

BWOs operating in the sub-THz regime have found some use in imaging systems, 

with one tunable BWO operating in the 520-710 GHz frequency range being used for 

a variety of THz imaging purposes. The device has an estimated 15 mW output 

power [108]. 
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I.3 Laser Sources 

 Far Infrared Lasers (FIRs) 

The broad group of FIRs are one of the longest-known sources of coherent sub-

mmW radiation, and they may be further sub-divided into three specific categories: 

molecular lasers, p-Ge lasers and free-electron lasers (FELs). 

 

Molecular lasers are a source of discrete frequencies of THz radiation, using THz 

emitting transitions occurring between adjacent rotational levels of the same 

vibrational state within active gases which have a permanent dipole moment. 

Excitation is performed using optical pumping, often with a high-power CO2 laser 

[109]. The frequency lines generated depend on the gas being used, with some gases 

able to generate several discrete lines. However, these devices are not continuously 

tunable and as such are limited in their usage, particularly in regards most 

spectroscopic applications. They have been known to generate frequencies in the 

range of 0.25-7.5 THz, with CW power levels in the order of mWs. 

 

p-Ge laser are sub-mmW sources possessing high tunability, consisting of a 

cryogenically cooled p-doped Ge crystal mounted within a superconducting magnet. 

By altering the magnetic field strength, it is possible to tune the frequency of the 

laser, with a general range of 1.5-4.5 THz. These devices are usually pulsed, with 

repetition rates of tens of Hz, and have reasonable peak output powers in the order of 

watts. The cyclotron resonance mode p-Ge laser developed at the Lebedev Physical 

Institute in Moscow is tunable in the range 1.2-2.8 THz with a linewidth of 

approximately 6 GHz. Pulse duration and repetition rate are 1 μs and 10 Hz 

respectively. A very large magnetic field is required (2-4.8 T) for operation but this 

is true with all p-Ge lasers. Output powers of 10 mW were observed [110]. 
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Free electron lasers (FELs) are a type of highly tunable lasers which use a highly 

relativistic electron beam moving freely through a magnetic medium as the lasing 

medium, rather than gas or semiconductor lasers in which all electrons are bound. 

They have the widest frequency range of any laser type and examples include the 

LCLS at SLAC. The first THz-FEL was the UCSB-FEL which allows for tunable 

operation from 0.12-4.8 THz with power output of 500-5000 W and pulse duration of 

1-20 μs at 1 Hz repetition rate [111]. There are several others in operation throughout 

the world such as the 100 GHz EAFEL in Israel [112], but notably there is the 

development of the THz-FEL at Novosibirsk which aims to produce around 100 W 

of power [113]. Work is also being undertaken on ‘compact FEL’ devices, most 

notably the FEL-CATS device at ENEA-Frascati, which operates between 70-700 

GHz, with a measured macro-pulse power of 1.5 kW at 0.4 THz. The radiation 

emitted has a pulsed structure composed of wave-packets of 3-10 ps, spaced at a 

repetition frequency of 3 GHz [114]. 

 Broadband laser generation 

Broadband generation uses ultrafast lasers which are mode-locked and typically have 

pulse lengths of under 100 fs, though some are as short as 10 fs. Repetition rates are 

in the order of 50-100 MHz and powers are around 0.2-2 W, with peak powers of 10
8
 

W possible. There are two general types of broadband emitter: those using optical 

rectification by electro-optic crystals and those based on biased photoconductive 

emitters. 

 

Optical rectification as a generator of THz radiation has been in use since the 1980s, 

using crystals possessing bandgaps shorter than the laser wavelength. One common 

combination is to use zinc-blende semiconductors (bandgaps of 2-2.5 eV) with Ti-

sapphire lasers (wavelength of 800 nm). When a short, high-intensity laser pulse 

interacts with the crystal, transient polarisation occurs which gives rise to optical 

rectification, with the THz power being generated proportional to the square of the 

optical power, varying with crystal and laser orientation and being varied by the 

second-order non-linear coefficient, χ
(2) 

[115]. Optical rectification usually generates 
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bandwidths of 0.1-3 THz, although wider bandwidths of up to 40 THz have been 

observed [116]. 

 

Much like optical rectification, the used of biased photoconductive emitters was 

pioneered in the 1980s and utilises ultrafast lasers. In this case, the laser is incident 

on a semiconductor wafer (e.g. GaAs) with bias electrodes deposited on its surface. 

The wavelength of the laser radiation must be shorter than the semiconductor’s band 

gap which results in the semiconductor absorbing photons from the incident radiation 

and generating photocarriers. The bias field serves to accelerate these, whilst the 

laser intensity alters their density. In this way, high-current ultra-short currents are 

generated within the material, radiating into free space at THz frequencies [117]. 

Emitted powers average in 10s of μWs, which is much higher than those from optical 

rectification, but comes at the expense of bandwidth. A sample photoconductor could 

provide a working spectrum of 4 THz, but the power drops off exponentially with 

frequency. Nonetheless, some devices sacrifice power for bandwidth and biased 

photoconductive emitters exist with usable bandwidths of 20 THz [118]. 

 Difference Frequency Generation (DFG) 

Difference Frequency Generation uses near-infrared lasers, with one detuned by the 

required THz frequency and therefore relying on frequency mixing in order to 

generate THz radiation. There are two distinct types of DFG, continuous wave DFG 

using photoconductive emitters and pulsed DFG using electro-optic crystals. 

 

When using photoconductive emitters, the process is similar to that of broadband 

emission but here two CW lasers are used rather than a pulsed source, and THz 

emission is caused by fluctuations in carrier density due to laser intensities and 

frequencies. Again, power scales with the square of the optical power and applied 

voltage but also on antenna efficiency and the material’s carrier lifetime, the shorter 

the better. Power and bandwidth for CW DFG systems are limited to roughly 1 μW 

and 1.5 THz respectively [119]. 
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For pulsed operation using electro-optic crystals, a sample setup would be a Q-

switched laser pumping an optical parametric oscillator to provide the two required 

wavelengths to generate the THz frequencies, which shall be focused onto an electro-

optic crystal. Via three-wave mixing, the THz difference frequency may now be 

generated. As the THz frequency being generated increases, so too do the efficiency 

and the THz power. As such, it is possible to achieve peak THz powers in the 

hundreds of milliwatts and to generate frequencies above 3 THz. Using GaP crystals, 

frequencies of 0.5-7 THz have been generated, with peak powers of ~100 mW [120] 

whilst organic DAST crystals have achieved continuous tuning at up to 20 THz with 

peak powers of 13.8 W [121]. 

I.4: Electronic Sources 

Electronic devices such as Gunn, IMPATT and TUNNETT diodes are gradually 

receiving more attention as THz sources in recent years. They operate by the 

application of a high DC voltage to send the device into a state of negative 

differential resistance (NDR). This creates an intrinsically unstable state, sending the 

device into oscillation, the maximum frequency achievable limited by the time taken 

to transfer electrons from the light to the heavy mass conduction bands. GaAs 

TUNNETT diodes have been operated at 355 GHz, producing 140 μW of power 

[122] whilst Si IMPATT diodes have been achieving THz generation, predominately 

in the 100-300 GHz region, for many years with some generating 3 W (pulsed) and 

110 mW (CW) outputs [123]. GaN Gunn diodes have also been employed with a 

frequency range of 148-162 GHz and an output power density of 10
5
 W/cm

2 
[124]. 

Such devices have much potential in some respects but are largely limited in 

frequency, often requiring frequency multiplication for operation nearer 1 THz. Low 

output powers may also be an issue. 
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 Resonant Tunnelling Diodes 

Resonant tunnelling diodes have the distinctive feature of possessing a double 

potential barrier structure and in the small space between barriers energy levels are 

quantised. At a given DC bias, the left-hand levels align with the lowest distinct level 

of the well, allowing for a resonant state at which electrons can tunnel through the 

barriers. As the bias is increased, the current falls due to the collapse of the resonant 

condition yet eventually the current increases once more due to the combined 

tunnelling through, and excitation over, the barriers. The final result is an I-V curve 

possessing an NDR region which can lead to oscillations. To date, the highest 

achieved frequency has been 712 GHz in an InAs/AlSb diode, but this was in the 

region of μWs of power [125]. As such, there are few applications for resonant 

tunnelling diodes but work continues on them with differing structures. 

 Superlattice Electron Devices (SLEDs) 

It is possible to generate an NDR state without the transfer of electrons between 

bands in the event that electrons gain extra transfer without mass. This occurs in 

SLEDs where a momentum increase results in increased electron mass due to its 

particular band structure. At a high enough bias, electrons will slow down and as a 

result enter an NDR state but given that no transfer takes place, the frequency is not 

limited by transfer time. To date, SLEDs have only achieved 200 GHz at a power of 

sub-microwatts but progress with these devices continues to occur [126]. 

 Quantum Cascade Lasers (QCLs) 

QCLs utilise semiconductor lasers which emit in the mid-to-far-infrared region of the 

EM spectrum. Rather than relying on interband transitions, as with traditional 

semiconductor lasers, they instead are unipolar and operate via intersubband 

transitions in a repeated stack of semiconductor quantum well heterostructures. 

QCLs have proven to be a noteworthy THz source since breaking the THz mark in 

2003 and as of 2005 they were able to achieve CW operation at room temperature 

and at frequencies of up to 4.4 THz. Such systems achieve mW of power and current 

densities of 100s of A/cm
2
, but despite this they have limitations: the lower cut-off 

frequencies lie at around 1 THz, meaning operation at lower frequencies is difficult; 



214 

 

operation at lower frequencies requires additional magnetic fields and cooling; 

higher temperature operation results in reduced output power; and tunability is 

limited [127]. 
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Electromagnetic Theory  
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II.1 Electromagnetic Waves 

Electromagnetic waves, as the name suggests, are self-propagating waves which 

possess both an electric and a magnetic component [128]. They propagate through 

free space with a velocity comparable to that of light and a wavelength given by 

   
 

 
 

(II.1) 

where λ is the wavelength of the radiation, f the frequency and c the velocity of light. 

EM waves tend to be periodic and their waveforms may be broken down into 

sinusoidal components with fundamental and harmonic frequencies. As such, a 

wave’s harmonics’ effects within a circuit may be analysed for each harmonic and 

subsequently added back together to ascertain the complete effects of the waveform. 

 

A wave’s propagation may be given by 

        (     ) (II.2) 

whereE0 is the peak electric field, ω the angular frequency, γ the propagation 

constant, t the time and z the distance. An illustration of this is to choose a constant 

value of E, E1. For the field to remain constant, the sine wave’s angle must remain 

constant, i.e. 

          (II.3) 

Choosing the minus sign first, 

   
     

 
 

(II.4) 

This equation shows that as t increases so too does z and the wave is therefore 

propagating in the z-direction. It can also be shown that the reverse is true. 

 

The wave’s velocity may be given by taking the derivative of (1.4) with respect to 

time, 
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(II.5) 

and therefore the propagation constant can be found from 

   
 

 
radians/metre (II.6) 

which is a measure of the phase characteristic of a wave progressing through a 

medium. 

 

Often, γ may be used to determine the attenuation or growth of a wave, and in these 

cases 

        (II.7) 

where β is now the phase characteristic and α a measure of the rate of growth or 

attenuation. As such, the propagation of a wave may be expressed as 

      
      (     ) (II.8) 

Given that EM waves contain both electric and magnetic components, it can be said 

that, in the case of a wave in free space, both the electric and magnetic waves are 

sinusoidal and proceed in the z direction with the magnetic field’s direction at a right 

angle to the electric field. 

II.2 Waves in a Rectangular Waveguide 

To begin understanding the transference of electromagnetic waves through a 

waveguide, it is necessary to understand Maxwell’s equations which, in their basic 

forms, are given as 

     
 

 
 

(II.9) 

       (II.10) 

      
  

  
 

(II.11) 

          
  

  
 

(II.12) 
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where E and B are the vector forms of the electric and magnetic fields respectively, 

and J and ρ are the current and charge densities respectively. Equations II.9 and II.10 

represent Gauss’s laws for electric and magnetic fields, equation II.11 represents 

Faraday’s law and II.12 represents Faraday’s law. In some cases, constituent forms 

of these equations may be used, with 

      (II.13) 

   
 

 
 

(II.14) 

   

From the above equations and their relationships it is possible to express the 

equations for propagation of electric and magnetic waves, assuming zero charge and 

current, 

       
   

   
 

(II.15) 

       
   

   
 

(II.16) 

   

When considering Maxwell’s equations within a bound medium, it is necessary to 

also consider boundary conditions. Within a metallic medium, it is necessary that the 

tangential component of the electric field goes to zero at the walls, due to the walls 

shorting the field, as must the normal component of the magnetic field due to current 

flow negating the field. These boundary conditions therefore only allow the 

propagation of either transverse electric (TE) or transverse magnetic (TM) modes 

within a hollow waveguide and exclude the propagation of transverse electro-

magnetic (TEM) modes (Carter 2010). 

II.2.1 Rectangular waveguides 

The dispersion relation for an electromagnetic wave within a smooth-walled 

rectangular waveguide is given as 
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     √  
    

  
(II.17) 

where kz is the propagating wavenumber and    is the perpendicular wave vector. 

 

Figure II.1 (a) and (b): Dispersion diagram showing normal modes of a waveguide and a beam 

travelling at the speed of light, left; and the electric field profile of the x-y plane of a rectangular 

waveguide, where a is the waveguide width and b the height, right. 

 

The minimum frequency, ωco (also known as the angular cut-off frequency), capable 

of propagation within a rectangular waveguide is given as 

          √(
  

 
)
 

 (
  

 
)
 

 

(II.18) 

where m and n are the waveguide mode numbers, a and b denote the waveguide 

dimensions. 

 

In practice, the numbers m and n are used to indicate the number of half-wave 

variations over the length and height of the waveguide cross-section respectively. 

Substituting the above into equation II.17 results in 

    √  
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(II.19) 
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II.2.1.1 TE Waves 

 

Figure II.2: E and H field orientation of a TE wave within a rectangular waveguide. 

 

A TE wave is one in which the E and H fields are oriented as shown in figure II.2 

and are reflected on the walls parallel to the x-z plane. The equations governing the 

electric and magnetic field components may be given from the wave equation and 

from boundary conditions. 

        (
  

 
 )    (
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(II.20) 
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(II.25) 

where A is a constant related to the amplitude of the wave. It should be noted that, for 

the case of TEmn modes, either m or n can be zero, but both cannot. 
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II.2.1.2 TM Waves 

Transverse magnetic modes vary in two ways from TE modes; firstly, in that they 

have no axial component of B (Bz = 0); and secondly in that while TE modes may 

have values of m or n equalling 0, the fundamental TM mode is TM11 (i.e.      ). 

Other than this, the field distribution equations for a TM mode are similarly obtained 

to those of in TE waves. 

        (
  

 
 )    (

  

 
 ) 

(II.26) 
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(II.31) 

with D a constant indicating the wave amplitude [68]. 

II.3 Waves in a Circular Waveguide 

While circular waveguide is not explicitly used during the course of this work, it is 

useful to analyse the construction and propagation of waves in such a structure as it 

enables us to better understand the operating principles of the backward wave 

oscillator. 

 

In a circular waveguide with perfectly conducting walls and radius r = r0,    lies in 

the r-θ plane. E may now be expressed as 

  (       )   (   )  (      ) (II.32) 

   

while the boundary conditions state that Br, Eθ and Ez all equal zero at the conducting 

wall (i.e. when r = r0).  
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The equations governing the electric and magnetic field components for TEnm waves 

in a circular waveguide are expressed as 

       (   )    (  ) (II.33) 
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and, for TMnm modes, 
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where Jm is the Bessel function of the m
th

 order. 

 

In rectangular modes, the cut-off frequencies do not vary between TE and TM modes 

and thus can be calculated through equation II.18. For circular waveguide, separate 

equations exist to calculate the cut-off frequency for a TE and for a TM mode. For 

TE modes: 
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(II.45) 

where χ’mn is the derivative of the Bessel root of the first kind of order nm. 

 

Meanwhile, for TM modes, 

     
    

  
 (II.46) 

where χmn is the Bessel root of the first kind of order nm. 

II.4 Waves in Dielectric Media 

While the above equations all hold for a plane electromagnetic wave travelling in 

space, it is sometimes necessary for dielectric media to be used. Situations where this 

may arise are in slow wave structures, where a waveguide may be lined with a 

dielectric media to induce slow space-charge waves; in RF windows, where both RF 

transmission and vacuum integrity are of high import and, in the case examined 

within this work, to use the dielectric’s propagation properties as an aid in coupling 

structures. 

 

Electromagnetic propagation within a dielectric is almost identical to that within free 

space with the exception that the material has an associated dielectric constant, εr. 

Thus, if we take the speed of propagation in free space to be 

   
 

√    

 
(II.47) 

then, in a dielectric 

   
 

√  
 

(II.48) 

where        and       .  
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From equations II.19, II.46 and II.48 we may ascertain that if a material of high εr is 

used in place of free space, the effective cut-off frequency in a waveguide increases 

in proportion to the square root of the dielectric constant (i.e.     √  ). 

 

While losses within a dielectric may be negligible in the case of DC fields, for AC 

currents there arises the issue of dielectric hysteresis. If the permittivity is written as 

          (II.49) 

where ε’ and ε’’ reflect the real and imaginary components of the permittivity and 

both are dependent on frequency, Maxwell’s equation for faraday’s law is rewritten 

as 

           (      )  (II.50) 

where σ is the conductivity. If ε’ reflects the real, lossless, component of the 

dielectric permittivity and ε’’ reflects the losses due to bound charge and dipole 

relaxation, the loss tangent may be given as the ratio of the two [129], 

      
      

   
 

(II.51) 
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Appendix III: 

Pseudospark Risk 

 Assessment 
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