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Abstract 

This thesis primarily concerns control and identification of FPSO and Shuttle 

Tanker vessels, where nonlinear hydrodynamics raise the associated issue of non­

linear control. A 3-00F model is presented for investigating Dynamic Positioning 

control, a problem where directional thrusters maintain ship position and head­

ing against environmental disturbances. The coupled, multivariable dynamics are 

controlled using rapid tuning techniques to decouple the plant, yielding successful 

multivariable PI feedback designs. Identification of a coupled FPSO and Shuttle 

Tanker is achieved using an ).1LP neural network. Initially, the network is trained 

with simulation data for proof of concept, before employing real data from a ).1it­

subishi Heavy Industries scale model. Identification is successful, but performance 

degrades with increasing wave height. Two adaptive controllers are developed , 

based on polynomial LQG and LQG PC optimal control theory. The first uses 

a standard stochastic cost, approximated to produce a restricted structure con­

troller that permits optimisation across several plant models at once, yielding a 

multiple model controller. Augmenting linearised ship models with online identifi­

cation produces adaptive control giving interesting trade-offs between robustness 

and performance. The second adaptive controller is very similar, but based on a 

multi-step predictive cost function. Both controllers are applied to FPSO surge 

axis velocity control, where the LQGPC version produces better performance for 

a wave-induced reference. A multivariable nonlinear controller is examined for 

"sandwich" systems consisting of a linear transfer function "sandwiched" between 

input and output nonlinearities of a particular form. This system description is 

substituted into the solution of a time-varying polynomial optimal control prob­

lem, where the assumption of a frozen plant at each sampling instant requires 

slowly-varying plant signals in practice. The controller is successfully applied to 

a 2 x 2 plant with deadzone input and backlash output , with a demonstration 

that the performance is superior to a well-tuned linear controller. 
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Preface 

Original Contributions of the Thesis 

The original contributions of the thesis can be summarised as follows: 

1. Succe sful demonstration that existing multi variable t chniques due to Davi­

son Penttinen and Koivo, and 11aciejowski can be applied to th ship dy­

nami positioning (DP) problem for rapid preliminary tuning. 

2. It is stablished that a n ural network has the capability to succe full 

learn and generalise the dynamics of a coupled-ship system from real data 

provided by a 11itsubishi Heavy Industries 1/50th scale model. 

3. A new kind of adaptive controller is prop os d ba ed on polynomial optimal 

LQG theory which ombin the robustn s of multipl models and the 

performance of tandard adaptive control with th simplicity of a re tricted 

tructur controller. A succe sful ship DP example is giv n. 

4. A novel adaptiv pr di tiv ontroll r i proposed bas d on polynomial op­

timal LQGPC th ory, whi h ombines th robustne s of multiple models 

and th p rforman of tandard adaptiv control with the implicity of a 

r tri t d tructur ontrol! r. . ful ship DP imulation xample i 

giv n wh r th p rforman i b tt r than in th arli r LQG as. 

5. A nonlin ar ontrol d ign id a ba d on tim -varying ontrol i xtend d 

to the multivariabl wh r a 11IM exam pI how that uperior 

p rforman e ov r a fix d lin ar ontrol r i po ibl. 
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Outline of the Thesis 

Chapter One presents a short introduction to control theory appli d to ma­

rine sy terns followed by a discu sion of the background and motivation for the 

forthcoming idea in the thesis in the area of Dynamic Positioning (DP) ship 

identification and nonlinear control. 

Chapter Two is an investigation of simple multivariable tuning techniques ap­

plied to the ship Dynamic Positioning (DP) probl m. A non-linear hip model 

is detailed and linearised to form the basis of much of the work in the thesis. 

Four candidate tuning methods are introduced, each one decoupling th plant in 

a diffi rent range of frequenci s. The control system structure is th n given before 

applying each technique in turn to a linearised model. The results show that it i 

possible to rapidly tune a true multivariable controller for the DP problem which 

will satisfy the constraints on thruster input demand and produce low positioning 

error. 

Chapter Three is an appli ation of n ural network to the problem of identify­

ing coupled hip dynamics. The initial identification i perform d on th model 

us d in Chapt r Two, in ord r to onfirm that th t hniqu i ~ asible for us 

with a r al hip. The r suIt are positiv in thi as, h n data uppli d by 

YIitsubishi H avy Indu tri from a 1/50th ale mod I i u d in plac of imu­

lation data. It i found that th n twork i abl to 1 arn th dynami ,al hough 

the r ults ar operating point dependent and ar b st wh n wave disturbanc 

ar small. 

Chapter Four d v lop an adaptiv ontroll r of re trict d tru ture. The tech­

niqu i ba d on a multipl mod 1 optimal ontrol olution for a sy t m tat d 

in polynomial form.. fr qu n y domain ost i minimis d a ro a et of lin ar 
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models, to produce a controller in PI form. The set consists of several linearised 

models at common operating points, and the adaptive aspect is introduced by 

updating the set of linear models with another one that is identified via recursive 

least squar s. At ach sampl step, the previous identified model is discarded 

and replaced by the latest data. In thi way, th controller provides robu tness 

via optimisation acro a known set, and performanc gains by incorporating the 

latest information. 

Chapter Five builds on the previou Chapter by including a multi-step pre­

dictive cost riteron in the algorithm. This linear quadratic Gau ian pr dictive 

control (LQGPC) problem is initially stated in state-space form , with tochastic 

disturbance and r ference generating models. Optimising over th future ontrol 

signals allows the cost to be posed in a standard LQG form , thu leading once 

mor to an adaptive multiple-mod I restricted structure controller. The example 

in both Chapters Four and Five is the ship DP control problem, allowing com­

parisons to be drawn betw en predictive and non-predictive controller. 

Chapter Six introduces a multivariabl nonlinear ontroller that i ba ed on 

th olution to a time-varying optimal control problem. The nonlin ar plant i 

stat d a a linear tran ~ r fun tion with input and output non-lin aritie a 0-

all d " andwi h y tern. The e non-lin ariti ar po ed in a particular form 

su h that they act as a tim -varying multipli r of th ir input signal. By fre zing 

ription at a h sampling instant th infinite-time optimi a-

tion problem b tra tabl , h n a olution is obtain d by al ulating the 

ontroll r onlin u ing nonlinearity-d pend nt polynomial . This approximation 

is not too gr at provid d that th plant input and output ignal vary lowly. 

Th controller i impl to impl m nt and a 2 x 2 ystem xample i imulated 

whi h yi lds r ult d mon trating that th a hi vabl p rforman up rior to 

a fix cl lin ar ontroll r. 
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Chapter Seven provide a summary of the previous Chapters and presents new 

directions for research leading on from the current work. 

See Appendix A for the notation us d throughout the thesis. 
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Chapter 1 

Introduction 

1.1 Control and marine applications 

B dba k ontrol id as hay be n applied to marine vessels for almo t a c ntury 

n w with th fir t known xampl b ing an automatic hip steering mechani m 

n tru t d b Elm r perr in 1911. This ontraption, known aft ctionately as 

"YI tal YIik (ww,. p rry-marin . om) u d th gyro ompa pat nt d b H. 

n hutz in ombina ion wi h automatic gain adjustment to omp n at for 

hanging a ta v r a d ad YIinor ky had b n tud ing 

th b havi ur of xp rt hip pilot ulminating in th er ation of a po ition £ d­

back ontroll r with thr op rating on th heading error. Th d tail d 

anal i in YIinor k (1922) wa r pon ibl for th now widely-u d Pr portional­

lnt gral-D ri ativ (PlD) ontroll r. 

Thi d v lopm n pr 0- all d la i al Control p riod wh r lumi­

nari qui t (1932) Bla k (1934), Bod (1940) and Evan (1950) d -

v lop d fram work £ r anal i and d ign of £ dba k ontrol y t m . Within 

hi fram work it b am p ibl to tun th r pon 

k ping tability margin and an und r tanding of 

h b haviour fah PID t rm. ub qu nt appli ati n f ontrol to marin 

1 



1.2. DYNA He SHIP POSITIONING 2 

v el in lude forward p d r gulation where a hierarchy of control loops i 

impl m nted uch that propellor pitch, engine peed and thrust are controlled to 

a hieve a d ir d p ed with optimal propulsion fficiency. Track-keeping systems 

ombine our -keeping and p ed r gulation with lateral sway control to guid 

a hip along a rout between way points. 

Thrning ontroller allow the r sponse of a heading change to be determined, often 

using a mod I r fer nce cheme, rather than relying on the regulatory dynamic 

of a our -k ping ontroller. Roll tabili at ion is an important application, as 

it provid omfort for crew and passengers, pr vents cargo damage and a sist 

op ration uch aircraft take-off and landing. The actuation is achieved by the 

rudd r, adju tabl fin or a ombination of the two, where controller design has 

b n arri d out with a rang of cla sical and modern control techniques. All of 

th abov appli ation are d crib d in more detail in Fossen (1994). 

1.2 Dynamic ship positioning 

Th marin appli ation in this th i i known as Dynamic Po itioning (DP) 

wh r th probl m i to maintain a fixed v s el po ition and heading again t n­

vironm ntal di turban busing dir ctional thru ters. The hip mod I in qu -

tion i f r a Floating Produ tion, Storag and Offioading (FPSO) ve I b long­

ing t Ylitubi hi H av Industrie (YlHI) of Japan. The model i multivariabl 

highly oupl d and nonlin ar but i lin ari d at several op rating point for u 

during th I i ubj t to current for e and a tandard di tur-

ban trum du 0 wind and way all d rib d in mor d tail in Chapter 2. 

Th DP ntroll r i u ed for drilling and offioading a tiviti sand i ntial 

for n in har h ondition. Th majority of previous con­

tr I de ign ar lin ar ranging from th arly independ nt PID loop ontrol of 



1.2. DYNAMIC SHIP POSITIONING 3 

8chneid r (1969) through the LQG designs of Balchen et al. (1976) and Grimble 

t al. (1980a) with a Hoo approach recently by Katebi et al. (1997). Fossen and 

Gnwl n (1998) have introduced nonlin ar observers and observer backstepping to 

DP, while Yamamoto et al. (1998) have investigated fuzzy logic control with some 

succ ss. In Chapt r 2 4 and 5 of this thesis, som new control ideas are applied 

to the DP problem beginning with linear multivariable decoupling technique to 

facilitate rapid multivariable PID tuning for early ship trials or academic com­

parisons. PID ontrol for DP ha largely been ignored after th introduction of 

LQG de ign , thu the imple ideas in Chapt r 2 are an original contribution and 

form th basi for the r mainder of the ship applications in the thesis. 

After this con ideration of the multivariable aspect of DP, Chapter 4 addr sses 

the nonlinearitie to om xtent.. r stricted structure polynomial LQG idea is 

extended to th multiple-model adaptive case, where linear representations of th 

hip at different operating points form the set of multiple models. An on-line op­

timi ation i p rformed acros this set , augmented by an identified linear model 

o that th ontroll r ombines knowl dge of potential ship descriptions with a 

r pr entation at a giv n ampling instant. Although not rigorously shown, it is 

beli v d that u h a ontrol heme provides a combination of robu tne s via the 

fix d set of mod I and p rformance enhancement, via the inclu ion of an identi­

fi d model. Th tru tur of th controll r is PI , giving th benefit of implicity 

of impl m ntation and tran par ncy of operation. 

Th ontroll r in Chapter 5 i imilar to th abov , but th optimisation is in t ad 

p rform d on a multi- t p pr dictive co t function. Both controll rs uffer with 

num ri al probl m and h n ar applied to a 8180 el ment of th ov raIl hip. 

Th ontroll r giv a nov I ontribution, both in t rms of xtending re tricted 

tructur ontrol t hniqu to a multi-mod 1 adaptive ca e and applying th m 

to th DP probl m. 
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1.3 Ship identification 

A an adjoint to th main investigation of DP control, Chapter 3 of this the­

sis look at identification of hip dynamic with a neural network. This study 

wa motivat d by a problem ncountered by YIHI of Japan, where two ships are 

coupl d tog ther with a m tal hawser when oil is ofRoading from an FPSO to 

a Shuttl Tanker. Thi problem ha been investigated analytically in :Mori hit a 

et al. (2001) u ing hydrodynamical quation. The author concluded that the 

dynami ar omplicat d and there are numerous modes stabl and unstable 

op rating point pr ent. Th dynamics of such a coupled system are complex 

and liabl to modelling errors using first principl derivations, hence it was de-

ided to xplor th pot ntial of a ' black-box" t chnique in this thesis. 

N ural network have a limited history of application to marine vessel motion 

id ntifi ation, with Haddara and Xu (1999) being on of the few xamples al­

though with a fo u on heave and pitch dynamics. The only published re earch 

known to thi author on identifying motion relevant to DP with neural network 

is b Hardi r (1995) , who u a multilay r per eptron (:MLP) with tapped-d lay 

lin to I arn th urg way yaw and roll dynamic of a 1/12th cale model of 

th Charl d Gaull air raft carri r. 

In hapt r 3 an :MLP i also u d but without th recurren of th tapp d-d la 

lin . Thi i a impl r approa h than Hardi r , a th mapping i from th for e 

on th hip to body a lerations, hen integrator ar introdu d to giv velocity 

and po ition ignal . Thi method doe produc umulativ error in v locit 

and po ition, but in pra ti the rror would b canc 11 d by a ontroll r with 

int gral a tion. Th ontribution of hapt r 3 om from d monstrating th 

p t ntial fan n-r urr nt YILP for hip identifi ation and from an appli ation 

t a oupl d- hip t m. 
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1.4 N onlinear control 

Th the i ha a theme of nonlinearities running through it as a on sequence of 

the ship application. Chapter 3 details true nonlinear identification, whilst Chap­

t r 4 and 5 addr the problem through an optimisation across multiple linear 

mod I . Pra tical techniques are in short supply for control system design appli d 

to a nonlinear plant, thu the final Chapter attempts to make a mod t contribu­

tion in th area of nonlinear multivariable system control. In general, nonlinear 

analy is and d ign approach require approximations, complex mathematics or 

ar rath r impra ti al. :vi thod su h as Describing Function, Geometric Con­

trol and Lyapunov th ory fall re pectively into these categories. In Chapter 6, 

the ontroll r has a rigorou foundation, yet is practical and simple to apply 

although om approximation are in vitably made. 

The nonlin ar ontrol idea i based on the theory of time-varying linear system 

wher the b haviour of th nonlinearity is captured by a linear" nap hot" of the 

y t m at a given ampling in tanto A time-varying polynomial optimal ontrol 

probl m is olved , which i then adapt d for use with a so-called nonlinear ' sand­

wich' yst m. Thi y t m d cription comprises a linear transfer function block 

andwi h d b tw en input and output nonlinear functions of a particular form 

thu n om pas ing a on id rabl s t of po sibl nonlinear plants. The polynomi­

al r pr s nting th nonlinear plant ar substituted into the time-varying solution 

and a uming that th plant hanges slowly, an approximate LQG type of solu­

tion i arriv d at. 

Th plant in b xampl of th final Chapter i not a hip, unlik the previous 

hapt r as th algorithm i not num rically robu t for multivariable y t m of 

ord r gr at r than on . Ther for , a fi titious 2 x 2 plant with dead zone input and 

ba kla h utput nonlin arit i u d to d monstrat th valu of th on troll r. 



Chapter 2 

Ship Modelling and Multivariable 

Controller Tuning 

This Chapter introduce the ship Dynamic Positioning (DP) control problem, de­

tails a nonlinear multivariable simulation model for a Floating Production Stor­

age and OjJloading (FPSO) ves el and presents four model-free linear methods for 

rapid tuning of a multivariable PID controller. Controller structures are discus ed 

and the method are applied to the simulation model at an operating point thereby 

justifying the u e of linear tuning techniques. It is shown that some of the methods 

ar appropriate and that it is traightforward to produce a controller of acceptable 

performance within the thru ter input constraint of the hip. Simulation re ults 

ar pr ented and analy ed at the end of the Chapter. 

2 .1 Introduction 

Thi hapt r inv tigat th appli at ion of simpl multivariable ontroll r tun­

ing t hniqu to th D namic Positioning (DP) of a Floating Production Stor­

ag and OfHoading (FP ) v 1. Th probl mid rib d in van Cal ar and 

Yiorgan (1975) follow: D nami Po itioning (DP) of a ve sel refer to the 

pro of automati all ontrolling the v l' thru t r and/or main r w to 

6 
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maintain the vessel at a fix d position and heading and/or at a precise speed along 

a ele ted track . Fo en (1994) oiD rs the definition: "A dynamically positioned 

v s el i a ve I which maintains its position (fixed location or predetermined 

track) x lusively by mean of active thrusters" . In this Chapter, DP will be 

interpr t d in the more modern sense, where sp ed control is neglected. 

Publi hed r ar h in thi ar a dates back over thirty years to arly papers uch 

a S hn id r (1969) and Harbonn (1971). Schneider (1969) discusses DP in a 

very g n ral en e detailing th sonar position measurem nt system and gen­

eral aim of the feedback control law, and gives results taken from the Glomar 

Chall ng r drilling v 1. Th re is no mathematical analysis of the ves el or 

ontrol! r in th pap r, but the Glomar Challenger control inputs are described 

a a bow and t rn ide thru ter in addition to a main screw, and th controller 

ome form of Proportional Integral and Derivative (PID) control in thr e in­

d p nd nt loop. It i tat d in the paper that position variations of less than 6 

m tres ar "normal ' in 1.1km water depth with sea state 1 and a variable wind 

of 3.5 - 4.5m/. Th wat r d pth is significant here because the accuracy of 

sonar po ition measur m nt decrea e with increasing depth, and th maximum 

v s I deviation limit i tated as 3% of d pth. In this cas, deviation are le s 

than 0.5%. I 0 notably filtering of th position measure m nts i not mentioned. 

Th work of Harbonn (1971) d tail a fiv year tudy carri d out with ~ r bel , 

a Ft nch floating platform. An inclinometer, a taut wir to the ocean bed with 

angl en or i u d as po ition en or for thi 900Tonn vessel. The accuracy 

of m a ur m nt with thi y t m is al 0 dep ndent on water depth. Fore and aft 

pivot-typ prop llor wi h a thru t maximum of 2.7Tonn ar used a ontrol 

input. gain thr ind p nd nt PID loop are u d for control , and th tuning 

arri d ou b trial and rror - ontroll r fr quency re ponse i given in 

th pap rand wav -filt ring of th d rivativ term is included. Station-k eping 
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ac uracy is quoted better than 15 metres when drilling at a depth of 2.6km 

0.5% as with the Glomar Challenger, although the weather conditions are not 

m ntion d. 

van Cal ar and Ylorgan (1975) and Ylorgan (1978) review the state-of-the-art in 

DP at that tim . PID ontrol is still in use, with the addition of a feed forward 

t rm acting on the en ed wind spe d and direction. A digital adaptive wave fil­

t ring t hnique u ed by the authors company, is also mention d in van Calcar 

and Ylorgan (1975). 

Shortly after thi tat -of-the-art a modern control approach was taken for the 

first tim by Balchen t al. (1976). ntil then, control had always consisted of 

s parate PID loop tun d in a h uristic fa hion. The new approach was to model 

th hip in tate- pace and to split the state vector into separat low and high 

fr qu ncy ompon nts. The low frequ ncy component is based on ship dynamic , 

wind, urr nt and low frequency wave motion and the high fr quency component 

is ba d on a model of exp ted high fr quency wave conditions. An extended 

Kalman filter i th n utili d to pr dict overall ship motion as the urn of the two 

compon nt but only th low fr quency state is us d for control. By doing so 

wav filt ring i carried out within the Kalman filter , and the need to 

introdu not h wav filt r with a ociat d phase lag, i remov d. The controller 

i a tat -£ dba k ontroll r with proportional and integral action, de ign d us­

ing tandard Lin ar Quadrati Gaussian (LQG) th ory. 

whol 

Grimbl 

ri of paper based on th Kalman filtering te hniqu followed notably 

t al. (1980a) u a teady-state Kalman filter, Grimble (1980b) inv ti-

gat ombin d tat and tat - timat feedback Grimble t al. (1980c) di cu 

xt nd d and t ad - at Kalman filt r d ign and compar notch filt ring with 

Kalman filt ring of hip po ition. Fotakis et al. (1982) compare controller d ign 
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u ing th haract ri ti 10 u and multivariable root locu with optimal methods 

of d ign where a Kalman filter i used to provid state and output estimates 

. Srelid t al. (1983) introduce a new low frequency model and a 

wav fr quen y adaptation algorithm, and Fung and Grimble (1983) d cribe a 

elf-tuning Kalman filter which adapts to the high frequency wave disturbance. 

R ntly oth r modern control t chniques have be n applied to the DP problem. 

S\?l r nson et al. (1996) d rib an LQG design incorporating a reference mod I 

for calculating f a ible traj torie of vessel motion, a wind f edforward controller 

and a mod I r fer n f dforward controller. Katebi et al. (1997) u e Hoo ro­

bu t ontrol th ory to produ a design for a linearised ship model which can 

op with p rturbation in the operating point whilst retaining stability. Fos en 

and Gr\?lvl n (199 ) introdu a non linear ob erver to avoid the nece sity of a 

t of lin ari d mod I and nonlinear feedback control using observer backstep­

ping. Global xponential tability is then proven using Lyapunov stability th ory. 

Strand t al. (2001) bring tog ther several of these r cent ideas and review mod­

lling ob erver and ontral d ign. Yamamoto tal. (1998) describe a fuzzy logic 

ontroll r ba d on a nonlin ar programming algorithm, and compare the re ult 

favourably with onv ntional PID ontral. 

Th u of PID for DP ha fall n out of favour due to the dev lopm nt of the 

mor ad van d ontrol trategi above. How ver for pr liminary hip a trial 

and for a ad mi tudi giving omparison of mod rn ontroller with PID, it 

i alway u ful to b abl to qui kl tun a impl ontroll r of r asonabl per­

form an . Ylod l-fr d ign m thod in th pirit of Ziegler and Nichol (1942) 

or th tabilit Limit, Coh n-Coon and Tyr us-Luyb n m thods in Kiong et 

al. (1999) ar uitabl for u h tuning. Limited information about th plant 

from a t p r pon or fr qu n y r pon at on fr qu n y i u d to pro­

du a ptabl 10 d-loop behaviour with littl £fort . The e simpl method 



2.1. INTROD eTION 10 

ar int nded for ingle-input ingle-output (8180) system , but in this Chapter 

a nonlinear multi-input multi-output (YIIYIO) ship model will be presented and 

18 difD rent op rating point found. Hence, a quick method of tuning a YIIYIO 

PID controller at ach operating point is desirable, 0 that gain scheduling ould 

bud for overall ontrol. 

It would of our b pos ible to u Ziegler-Nichol or on of the other methods 

on a h input and output of the hip separately, in order to produce indep nd nt 

PID controll r as with S hneider (1969) and Harbonn (1971) . However a ship 

xhibit ignificant int raction between the various loops, thus a true multivari­

abl trat gy i pr ferable. 

YIa i jow ki (1989) d tail everal model-based off-line YIIYIO de ign technique 

in luding S qu ntial Loop Closing, th Characteri tic Locus method, Nyquist­

array and Quantitativ F dba k Theory. The Sequential Loop Closing m thod 

impl and involv d igning 8ISO controllers and closing the loops one at 

a tim , wher th t of previou ly clo ed loop are taken into a count. 

th S qu ntial R turn-DifD rence method prop os d by 

YIayn (1979) wh r b oupling matrix is added befor de igning th indi­

vidual controller. YIa i jow ki (1989) suggest a choice of this matrix which will 

d in S tion 2.3 of thi Chapt r. Th id a of th Charact ri tic Locus 

m thod i to 1 t th omp n ator tru tur 0 that ach haracteri ti function 

of th ad d plant and comp nsator G( )/(( ), is the product of an individual 

plant G( ) and omp n ator } ( ), haracteri ti fun tion. It is then pos ibl to 

d sign a omp n ator for a h plant haract risti fun tion u ing SIS Nyquist 

10 i. 

Nyqui t-arra m thod involve th u of an array of graph wher ach graph 

i th qui t plot of an 1 m nt of a tran f r function matrix. With th In-
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verse yqui t-array (I . ) method neighbourhoods of the inverse Nyquist loci 

known a Ostrow ki Band are treated as if they are 8180 inverse Nyquist loci 

for th purpo es of control de ign. The Direct Nyquist-array (DNA) method uses 

neighbourhoods of th normal Nyquist loci known as Gershgorin Bands to predict 

clo d-loop tability but doe not take into account the effect of loop coupling 

a with INA. In both ca es the return difference, 1 + G(s)J«s) must possess 

th prop rty of Diagonal Dominance where the union of Gershgorin Bands must 

ex lude th origin. This requirement coupled with extensive inspection of the 

Nyqui t array during design produces a rather involved design technique. 

Quantitativ F edback Theory (QFT) is based on the premise that the amount 

of uncertainty of a plant, and the pr cise specification of tolerable closed-loop 

behaviour given th uncertainty may be quantified by bounds on the frequency 

r ponse at ach fr quency. The design technique involves selecting a diagonal 

controll r and a r f r nce pre-filter so that the frequency r sponses satisfy the e 

bounds. YIaciejowski (1989) also describes the multivariable case of the well­

known LQG and Hoo optimal design techniques. 

In addition, th r i th Bigg t Log Tuning (BLT) method of Luyben (1986). 

Tuning b gin by al ulating the Ziegler-Nichols (Z-N) settings for each loop and 

introdu ing a tuning fa tor F, whi h scal th Z-N gains. The value of F is then 

vari d until th maximum of a log function of th plant characteri tic equation 

qual om mpiri ally d id d value. This valu is 2N dB for an N x N sys-

t m. R a onable p rforman 

xampl . 

hown in th r ults for several proce s control 

1nt mal YIod I Control (IYIC) wa introduced by Garcia and YIorari (1982) and 

th m thod of ob aining PID param t r for thi structur is de cribed in Rivera 

t al. (1986). Th ba i id a i that the closed-loop system ontains a mod I 
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of the plant in parallel with the actual plant, and the signal which is fed back 

to the omparator i th diffi rence between the outputs of thi internal model 

and th r al plant. The controller is then the inverse of the model ignoring any 

time delay and right half-plan zeros. The PID controller structure is found to 

follow naturally from the IYrC d ign procedur for many simple transfer func­

tion mod I in pro e control. An extension of IYrC to robust multivariable PID 

ontrol i given in Dong and Bro ilow (1997), where a PID structure is obtained 

by expanding the ontroller transfer function with a Yraclaurin series to the first 

thr e t rm . Th ontroller param ters are then a function of the internal model 

and filter. 

Non of the aforementioned methods really ati fy the desire for a quick and 

a y way to tun a multivariable controller in th manner of th SISO techniques 

m ntion d above however. Katebi et al. (2000) urvey the variou MIYrO PID 

tuning m thod within the control literature and suggest some technique which 

ar mor appropriat for impl de igns. The model-based methods above ar re­

view d and om model-fre on-lin 'autotuning" t chniqu are given, so-call d 

it i po ibl to automate them to the extent of simply pushing a but­

ton ind d th ir SIS ount rparts are wid ly u ed in indu try. Zhuang and 

Ath rton (1994) hav u d a YrIYrO xtension of th Zi gl r-Nichols method for 

autotuning of two-input two-output (TITO) system. Loh et al. (1993) extend 

th r lay f dba k id a of tram and Hiigglund (1995) by tuning on loop at 

a tim in th mann r of Sequ ntial Loop Clo ing. Palmor t al. (1995) al 0 

u r lay £ dba k but tun both loops of a TIT pro e s together. Wang t 

al. (1997) de crib a method for autotuning fully ro -coupled multivariable PID 

ontroll r from d ntrali d relay fe dback. A thorough r view of the stat of 

PID autotuning i given b Yu (1999). 

Th mod I-fr off-lin method given by Davi on (1976), Penttinen and Koivo 
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(1980) and Ylaciejowski (1989) are the focus of this Chapter, however, as they re­

quir littl d ign ffort and are based on step tests or fr quency response at a sin­

gl point. The robu t ervom chani m problem was introduced by Davison (1976) 

to provid a general controller de ign method with guarantees of asymptotic sta­

bility and a ymptotic tra king given disturbances of a particular form, and plant 

mod 1 p rturbation that did not result in closed-loop instability. Ylore per­

tinently, a detailed mathematical model of the plant is not necessary and the 

ontroll r may be constructed ba ed on simple open-loop tests. Penttinen and 

Koivo (1980) sugg t a way to diagonalise the plant at very low and very high fre­

quen i which i in fact an extension of Davison 's work. The decoupling matrix 

at a particular bandwidth frequency, sugge ted in Maciejowski (1989) with regard 

to th Sequ ntial R turn-Difference method, is also inv stigated, a an interme­

diate approach to that of P nttin nand Koivo (1980). These thr e techniques 

and a simple n w ombination of all three, will be described in mar detail in 

S ction 2.3. 

In th following S tion of this Chapt r a novel contribution to DP control 

d sign will be mad via th application of the multivariabl PID design methods 

abov . Before discussing these id as further , the ship simulation mod 1 to be 

utilised during th th i will b pre ent d. 

2.2 Ship modelling 

YIath mati al mod lling of th motion of ships, underwat r vehicl ,and high 

p draft i an xt nd d in th la si al m chanics of Newton, Lagrang 

Eul rand Kir hhoff. Thi x rci e is uperbly ummarised in the work of Fos en 

(1994) in whi h complet analy i of a 6 degre -of-fr dam mod 1 is giv n. Th 

ix diffi r nt ompon nt of motion ar surg , way, have, roll , pitch, and yaw. 

Two diff r nt oordinate fram ar us d on i the body-fixed frame which mov 
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with th hip the other i th earth-fixed frame , which i an inertial reference. 

Th motion omponent and oordinate frames are shown in Figure 2.1. 

Figure 2.1: Ship and coordinat fram s, from Foss n(1994) 

For th purpo of dynamic po ition control, only the urge, way, and yaw 

m tion ar of int re t. H av pitch and roll ontrol ar important for a om-

fortabl rid on high p ed v Is but ar ignor d her , where th obj tive i 

to k p th hip a a parti ular longitude, latitude and heading regardl of the 

r w' toma h. Th nonlin ar mod 1 and paramet rs u ed throughout th th 

tudy arri d out for NUt ubishi H avy Indu trie Ltd. A 

li t of param t rand th ir valu is to be found in Appendix A. Th general 

mod I i appli abl to a rang of v el giv n th orr ct param ter but in hi 

th i will appl to FPSO and huttle Tank r , pictured in Figur 2.2. 

2.2.1 Equations of motion 

If th origin of th bad -fix d coordinat t m oin ides with the hip ntr 

of gravity, th Corioli 

n rgy th quation 

i ignor d and taking into a ount th 

f motion ar a follow: 

ea kin tic 
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(m + mx)iL 

13200iL 

(m + my)v 

20700v 

(Izz + Jzz )f 

94000000f 

XFf+XT+XA+Xw 

XH+XT+XA+Xw 

YH + YT + YA + Yw 

YH + YT + YA + Yw 

H+NT+NA+Nw 

Ff + N'T + NA + Nw 

15 

(2.1) 

(2.2) 

(2.3) 

wher each m denote mas and I and J denote hip inertia. u, v , and r ar th 

surge, sway and yaw body-fixed velocitie respectively. X, Y, and stand for 

urge way and yaw force and moments and the subscripts H, T, A and w stand 

for hydrodynamic force thruster force , and wind and wave forces r spectively. 

Figur 2.2: :vrODE ntur 1 FPSO - Pi ture taken from www.m.co.jp 
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The vessel under investigation possesses three azimuth thrusters - stern left and 

right with a maximum of 170T force each, as well as a bow thruster with 130T 

maximum. Thruster location is illustrated in Figure 2.3. The mathematical 

model of the ship, however , does not take into account the independence of these 

thrusters. Forces are simply lumped into surge and sway direction forces, and 

an overall moment , NT . It is assumed that a thruster allocation algorithm pro­

vides the inputs to each thruster. Therefore, it is not possible to check the three 

thrusters eparately so the vector magnitude of surge and sway forces is instead 

calculated in the simulation later to ensur that it is less than 470T - the max-

imum po sible force from all three engines. In addition, the maximum rate of 

change of the thrust vector is 50T / s and the moment may not exceed 105Tm. 

x 
Waves Current Wind 

~ ~ ~ 
X1 : IorVIIdlIII fon:a 
y, : lateral force 
N, : YVN moment 
'V : yew angle. vesael hMdlng 

T : thrust fon:a 
3 : IhNIt direction 

CP : control paint 

00'1:1 : boctIlIxAId ooordInate ayItem 
O:X'( : NIth ftxed OOOIdInete avatam 

y 

Figur 2.3: Plan vi w of the ship with thrusters illustrated 

2.2.2 Hydrodynamic forces 

Th hydrodynami for du to th damping effect of the water are: 
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1 2 I I I 

YH = YHv + 'i PL d(YrUr + LYrrr lrl + Yvrvlrl) 

- YHv + 3280Ur + 1300000r lrl- 19500vlrl (2.5) 

1 3 I I I 

NH - N Hv + 'iPL d(NrUr + LNrrr lrl + Nvrvlrl) 

- N Hv - 432000Ur - 121000000r lrl + 1880000vlrl (2.6) 

Wh n l,Bc - 'lt l < 1f/4 

1 I I 

- 2PLd(Yv vU + Yvvvlvl) 

- -42.4vU - 177vlvl (2.7) 

1 2 I I 

Hv - '2 pL d(NvvU + Nvvvlvl) 

- -7390vU + 3620vlvl (2.8) 

Wh n I,B - 'lt l ~ 1f/4 

. 1 
= - 0.7 sm(/-Lc) '2 pLdU2 

= -136sin(/-Lc)U2 (2.9) 

1 
Hv = - 0.l Sin(2/-Lc)'2PL2dU2 

= -4980 in(2/-Lc)U2 (2.10) 
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(2.11) 

(2.12) 

wh re p is wat r density, L is hip length, and d is ship draught. U is the mag­

nitud and /-Le is the angle of the total ship velocity vector in the body-fixed 

oordinate ystem. All X' , y' , and N' are constant hydrodynamic derivatives, 

W is the ship heading and f3e is the angle of current in the earth-fixed coordinates. 

The environmental disturbances acting on the ship are waves, wind and current, 

d crib d in the next three subsections. 

2.2.3 Wave forces 

The e~ ct of wave disturbances is split into two components, slowly varying wave 

drifting forces and rapidly varying wave exciting forces, also known as 1st and 

2nd order wav r spectively. Th parameters in the following mathematical 

d scription ar found by fitting forces and moments to data based on th spectrum 

of Pi rson and YIoskowitz (1963). 

Wave drifting forces 

The wave drifting forc pan the frequency range 0.02 to 0.49rad/ with p ak 

value in the surg way and yaw direction of 50T (/-Lw:::::: 0) , 200T (/-Lw:::::: ±7r /2) 

and 4000Tm (/-Lw :::::: ±7r /4) respectively for heavy ea. They are zero mean 

and t nd to slowl pu h the hip off position in one direction then another. A 

su cessful dynami position control system is abl to reject these disturbances. 

Th math matical d ription follows: 
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N N 

X WD L L - O.0475am ancos(/-Lw )pgLcos{(wm - wn)t 
m = l n=l 

(2.13) 

N N 

YWD L L - O.225am ansin5 (/-Lw )pgLcos{(wm - wn)t 
m = l n=l 

(2.14) 

N N 

WD L L -O.015am ansin(2/-Lw)pgL2cos{(wm - wn)t 
m = l n=l 

(2.15) 

/-Lw = (3w - \lJ (2.16) 

wh re very a denotes a wave amplitude component, /-Lw is the incident angle of 

waves in the body-fixed oordinates, 9 is the gravitational constant and t is time. 

All w ar frequencie of wave components, all /'\, = w2 
/ 9 are wave numbers , and 

all € are wave pha e angl . In the earth-fixed coordinate system, (3w is the angle 

of wav s, and X and Y denote ship position. 

Wave exciting forces 

Th xpr ion for t h e for es are given below: 

n=l 
(2.17) 

N 

YWE = I: an!YWE(/-Lw )co (wnt + /'\,n(X co (3w + Y in(3w ) + Cn + CYWE(/-LW)) 
n=l 

(2.18) 
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N 

NWE = LanfNWE(J.lW)COs(wnt + Kn(XCOSf3w + Ysin/3w) + Cn + CNWE(J.lW)) 
n=l 

(2. 19) 

f xw E(J.lW) 500 in2 (2J.lw) + 110(cos(6J.lw) + 1) (2 .20) 

fVWE(J.lW) 3800sin3 J.lw (2.21) 

f NW E(J.lW) 140000sign(sin(J.lw) )sin2 (2J.lw) (2.22) 

cXWE(J.lW) 1.8 in( 1.5J.lw) + 0.6(1 + cos(J.lw)) (2.23) 

cYWE(J.lW) 2.5 in2 (1.5J.lw) - 0.45cos2 (0.5J.lw)(4 + cos(3J.lw)) (2.24) 

CNWE(J.lW) 3.2 in(1.5J.lw) - 0.7(1 + cos(J.lw)) (2.25) 

wh re all f are wave force functions and all € are wave phase angle functions. 

The wave exciting force pan the frequency range 0.45 to 1.08 rad/s with peak 

values in the surge sway and yaw directions of 1600T (J.lw :::::: ±7l'/4) , 10000T 

(J.lw :::::: ±7l' /2) and 400000Tm (J.lw ~ ±7l' /4) respectively for heavy seas. Due 

to their large magnitude and high frequency, it is a waste of control energy to 

attempt to count ract th di turbances as they are zero mean and do not af­

fect th av rag hip position. Therefore, feedback controllers require position 

m a ur ment filter for the wave exciting forces, as detailed in Section 2.4. Fur­

thermor , even with filtering it is possible to saturate the ship thrusters if the 

angl , J.lw , b tw n the wave and ship heading is too large. The dynamic posi­

tion ontrol sy tern is usually activated when the ship heading is close to being 

directly into the wav to minimise thruster activity and energy consumption. 

Total wave force 

The total for ex rted on the ship due to waves is the sum of the drifting and 

x iting fore 
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Xw = XWD+XWE 

YW = YWD + YWE 

Nw = NWD+NWE 

2.2.4 Wind forces 

21 

(2.26) 

(2.27) 

(2.28) 

Wind consists of an average plus a fluctuating velocity component. The wind 

for cs are functions of the velocity as follows: 

X A -1.15sin( 1.4J.LA + 11'/3)~PAAATVl 
- 0.0633sin(1.4J.LA + 7r j3)Vl 

. ( ) 1 2 YA - 0.9sm J.LA 2PAAAL VA 

-0.283sin(J.LA) vl 

NA -0.087Sin(2J.LA)~PALAAL vl 

= - 7 sin(2J.LA) vl 

vl = U~ + V~ 

(2.29) 

(2.30) 

(2.31) 

(2.32) 

(2.33) 

(2.34) 
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(2.35) 

(2.36) 

N 

UAO(t) = L aAi cos(WAit + CAi ) (2.37) 
i=l 

where /-L A is the angle and VA is the magnitude of the total wind velocity vector 

in body-fixed coordinates. (3A is the angle of wind in earth-fixed coordinates, PA 

is the density of air A AT i the transverse wind area, and AAL is the lateral wind 

ar a. U A and VA ar th urge and sway components of wind velocity and Uabs 

and Vabs are ab olute hip v lociti s in the body-fixed directions. The absolute 

v loci tie ar imply the urge and sway body-fixed velocities minus that of the 

current in th opposite dir ction. This is an assumption which is valid only in the 

steady tate when th current has had enough time to act on the ship, but th 

a sumption is mad n v rthele s. UA(t) is the wind velocity relative to the earth 

and consist of a onstant average component , UAO, and a fluctuating component 

UAO(t). aAi, WAi, and €Ai ar the amplitude, fr quency and phase respectively of 

the fluctuating compon nt. 

In high winds of 20m/ (or 45mph) , the peak values in surge, sway and yaw di­

r tions are 25T, 140T and 2500Tm respectively. A suc essful dynamic position 

control yst m i abl to r ject these disturbances. 

2.2.5 Coordinate systems and transformations 

Th ship model d tail d 0 far has only taken account of acceleration and v -

10 ity with r p t to body-fixed coordinates. The hip position which we wi h 

to ontrol is with r pe t to a et of earth-fix d coordinate, (X, Y, \lI). The 

tran formation b tw en th two oordinate systems i defined by: 
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x 

Y 

J (UabsCOSW - VabssinW)dt 

J (uabssinw + vabscosw)dt 

J Tdt 

Uabs U 

Vabs = ;f - ~ = v 

Tabs T 

with t ransfer function matrix: 

X cos'll -sin'll 
1 1 

Y(s) = Y = -TBEy(S) = - sin'll cos'll 
S - S 

'll 0 0 
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(2.38) 

(2.39) 

(2.40) 

(2.41) 

o 

0 Uabs 

0 Vabs (2 .42) 

1 Tabs 

for con tant ship heading 'll , at an operating point. The effect of the current 

is included in this formulation by defining the absolute ship velocity to be the 

body-fixed v locity minus the velocity of the current in the opposite direction , as 

already stated. 

The reference signal of the controller will be in the earth-fixed coordinate scheme, 

therefore another transformation is required for the thrusters as follows: 

cos'll sin'll 0 

~(S) = = TEBE(s) = -sinW cosw 0 (2.43) 

o o 1 

where ~ and E are t he vectors of position error in the body-fixed and earth­

fixed oordinate respectively. In Section 2.4, Figures 2.7, 2.8 and 2.11 show the 

location of th transformations for feedback control. Figure 2.3 in Section 2.2.1 

illustrates the various for acting on the type of ship in question , as well as the 

body and arth-fix d coordinate systems. 
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2.2.6 Model linearisation 

Although the controller tuning techniques to be investigated in this Chapter are 

not model-based, the linearised ship model is now described and later used for 

control design. The tuning techniques require only step tests and the determina­

tion of fr quency r sponses at a single frequency. If the nonlinear ship simulation 

settles at a stable operating point and these simple tests are applied, the corre­

spondence between the simulation and linearised model results is almost exact. 

Hene , throughout this Chapter, when linear model results are given, it is as­

sumed that exactly the same results could have been obtained from the nonlinear 

simulation. 

The nonlinear model is linearised using a 1st order Taylor expansion about an 

operating point , ~o' This consists of body-fixed ship velocities, heading, thruster 

forces and current angle, ~ = (u, v r, IJ! , fie, XT , YT , NT ), with wave and wind 

forces equal to zero. YIanipulating equations (2.1) to (2.12) to give expressions 

for acceleration: 

u = f(~) = Uo +.6.u ~ f(~) + aa
f 

.6.u + aa
f 

.6.v + aa
f 

.6.r + aa
f 

.6.XT (2.44) 
u v r X T 

At th operating point , uo, VD, To, f(~) , g(~) and h(~) are all equal to zero and 

so we hav the stat space model: 

;f = A;&. + By. + Eg (2.47) 
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y = C~ 

wh re 

~ ~ ~ 1 0 0 011. ov or m+m", 

A= !!£ !!£ !!£ B=E = 0 1 0 011. Qv or m+mll 

oh oh oh 0 0 1 
011. Qv or 

!{) [zz+J.= 

1 0 0 ~U ~XT' XA+Xw 

c= 0 1 0 , ~= ~V ,:g= 4YT d= , - YA+Yw 

0 0 1 ~r ~NT NA+Nw 

and the expressions for the partial derivatives are given in Appendix B. 

ulating into transfer function form: 

~(s) (sI - A)-l B:g(s) + (s I - A)-l Ed.(s) 

Gv(s):g(s) + Gd (s)!1(s) 
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(2.48) 

(2.49) 

(2.50) 

Y1anip-

(2.51) 

wher Cv and Cd ar actually identical as d(s) is just another force input. When 

under closed-loop control, the ship reference position is given in the earth-fixed 

coordinate system of equation (2.42) . At an operating point, the ship velocity and 

current velocity cancels 0 that Uabs = UO+~u-ue = ~u, Vabs = VO+~v-ve = ~v 

and rabs = ro + ~r - re = ~r. The final transfer function, using equation (2.42), 

from thruster force to earth-fixed positions is: 

x 
Y(s) = Y 

\lI 

(2.52) 

When there are no thruster force changes from the operating point, Y(s) == 

~TBEGd(S)!1(S), and the earth-fixed position simply depends upon the wind and 

waves. This is a di turbance, and is independent of feedback control. 
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2.2.7 Operating point selection 

Op rating point exi t wh re the ship has settled to a steady state, meaning that 

no a el ration i 0 urring. He.nce given (uo, Vo, TO), the objective is to find 

(Xro Yro Nro ) su h that equations (2.44) to (2.46) are equal to zero. There are 

pot ntially infinite p rmutations of &0, so a finite set of representative points must 

b ho en. Th ma.ximum magnitude of the ship thrust vector in the (Xr, Yr ) 

plan i 470T and Nr ma tak valu s in the interval [-105 , 1Q5]Tm. Therefore, 

valu of v 10 it uo Vo and TO an be sel cted to produce an evenly distributed 

sub t of thru t v ctor from the po sible (Xr , Yr ) disc, such as those illustrated 

in Figur 2.4 and moment from the Nr interval. 

+ 

+ + 
-470 

+ + 

+ 
-470 

Yr 

470 

+ 

+ 

+ 

+ 

+ 
470 

+ 
Xr 

Figur 2.4 : Possible ship thrust vectors 

A trivial olution oc urs when (uo vo, TO) = (0,0,0) and (Xro , Yro , Nro ) = (0,0,0) . 

In thi th A matrix in quation (2.49) quals zero, and therefore: 

;£( s) = (s1) -1 Bg(s ) + (s1) - 1 Ed(s) 

1 0 0 (m+m.,)s 

0 1 0 (g(s) + d(s)) (2.53) 
(m+m~)s 

0 0 1 
(I .. +J;.)8 

and 
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1 0 0 (m+m., )s2 

Y(S) = TBE 0 1 0 (J!:(s) + d(s)) (2.54) 
(m+m~)s2 

0 0 1 
(/zz+ Jzz )s2 

It will be shown in Section 2.4 that TBE can be ignored for controller design , 

thus th y tern in equation (2.54) is simply one of diagonal double integrators. 

Cl arly, this i not a difficult multivariable problem as there is no interaction 

betwe n th t hr e loop . A de ign can easily be carried out by examining each 

loop eparately a a Singl -Input Single-Output problem, and this case will be 

ignored hen for th. 

Otherwis for thi y tern locating the zeros of (f(~) , g(;~..), h(~)) is not easy. 

Th ship mod I i highly nonlinear and coupled, so matrix techniques for solving 

linear simultan ous quations are not applicable. Therefore, a nonlinear search 

routin nam ly Ylatlab's fsolve algorithm, is utilised. This algorithm solves non­

linear quation by a lea t quares method given an initial guess, (X~, Y; , N~). 

A uniqu zero for ea h (XTO YTO NTO ) is not guaranteed regardless of (uo, Vo, TO), 

and nsitivity to initial onditions local minima and slow convergence may be 

en ount r d. In practi e, how ver the fsolve algorithm seems to converge to the 

same minimum r gardl s of the initial value of (XT' YT, NT). 

Tabl 2.1 li tight en differ nt operating points, intended to cover some of the 

thru t ve tor hown in Figur 2.4 , including maximums around the circumference 

of th cir I . Th op rating points are a function of the incident current, in that 

a us ful t ady tate i r a h d when the body-fix d velociti s exactly cancel the 

oppo ing urr nt velociti . Henc ,ther is no resultant acceleration or velocity 

in th arth-fix d oordinate. 
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Table 2.1: Stable operating points 

Current V locity Angle Ship Velocity Thruster Forces 

Ue f3e - iI! Uo Vo TO XTO YTO NTO 

(m/ ) (0) (m/ s) (m/ s) (0/ s) (T) (T) (Tm) 

1 0 1 0 0 24.5 0 0 

2 0 2 0 0 98.0 0 0 

3 0 3 0 0 220 0 0 

4 0 4 0 0 392 0 0 

1 20 0.940 0.342 0 21.8 35.2 2110 

1 40 0.766 0.643 0 14.8 100 3260 

1 60 0. 500 0.866 0 6.96 118 4310 

1 80 0.174 0.985 0 1.82 134 1700 

1 100 -0.174 0.985 0 0.338 134 -1700 

1 120 -0.500 0.866 0 -5 .29 118 -4310 

1 140 -0.766 0.643 0 -13 .9 87.6 -4900 

1 160 -0.940 0.342 0 -21.5 46.6 -3200 

1 180 -1 0 0 -24.5 0 0 

0 any 0 0 0.5 18.8 -99.1 9220 

0 any 0 0 1 75 .2 -396 36892 

4. 38 0 4.38 0 0 470 0 0 

1.87 80 0.325 1.84 0 6.35 470 5960 

0 any 0 0 1.08 87.8 -462 43000 
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Operating points 1 to 4 are for the ship pointing directly into current of different 

v locitie , and produce thru ter excitation in the surge direction only. Operating 

points 5 to 13 are for fix d current velocity but varying angles of incidence. As 

the angle passes through 90°, the surge and yaw thrust signals change in sign, 

and wh n th angl r ach 180° the ignals are of equal magnitude but opposite 

sign to th 0° ca e. Operating points 14 and 15 are an attempt to find a non­

accelerating state wh n the hip i rotating. The current velocity has to be set 

to zero in thi a e b cau e u and v will not settle to constant non-zero values 

for non-z ro TO. The 16th and 17th operating points give maximum thrust in the 

urg and way dir ction r sp ctiv ly, and the final operating point drives NT 

as high a it will go b fore the (XT , YT ) thrust vector hits the maximum. 

Th ontroller tuning method to be used are only applicable to stable linear 

system, hen e thi hapter will be focussed on the stable operating points given 

in Table 2.1. A mor ext nsive list could easily be compiled, but the eighteen 

hown erve to d mon trate g neral ship behaviour. 

Th mo t t raightforward linear ship representations are found when Uo E [-4.38,4.38] 

and (vo, TO) = (0, 0) . A pe ifi xample of this simple case is (uo , vo, TO) = 

(2,0, 0) with r ul ting thru ter forces X TO = 98.0, YTO = 0, and NTO = O. The 

open-loop tran f r fun tion matrix at this point is: 

7.6x 10-6 

8(&+0.0075) 

o 
o 

o o 
(2.55) 4.8x 1O- 5 (S+0.0092) 3.4 x 10- 9 

s(s+0.0067±jO.0066) s(s+0.0067±jO.0066) 

-7.6x 10- 9 1.1 x 1O- 8 (s+0.0041) 
s(s+O.0067±jO.0066) s(&+O.0067±jO.0066) 

no int ra tion of th urge direction with the sway and yaw forces , but a 

mo t d fini t oupling b tw n way and yaw a depicted in the Bode magnitude 

plot of Gv( ) in Figur 2.5. Clearly, the sway thru ter has more eft ct on th 

yaw output than the yaw thru ter its If for fr quencies below lrad/ s. For other 
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op ra ing pain wh r Vo and TO are non-zero, the open-loop transfer function 

ma rix on ain no z ro I m nt h n e coupling and interaction is more of an 

1 u and i d alt \Vi h in h n xt ection on tuning methods. 
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2.3 Tuning methods 

Th t hniqu of tuning to b ov r d III thi Chapt r incIud the Davi on 

m thod, th YIa i jaw ki m thod and a n w 

mina i n f all hr 
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2.3.1 Davison method 

Th approa h outlin d in the Davison (1976) paper is taken with the only assump­

tion on th plant b ing that it i linear, time-invariant and open-loop stable. It 

is not n c ary to know the plant model or even the order of the plant model. 

It i shown that condition for a feed forward and robust feedback controller to 

exi taw 11 a th ontroll r tru ture itself, can be expressed in terms of the 

st ady-stat gain param t rs of th plant. Al 0, experiments to find the response 

to plant input and di turbanc which satisfy a pth order linear differential equa­

tion ar ufficient to find a con troll r so that asymptotic tracking occurs in the 

pr s nc of th di turbance . 

In thi Chapt r, th plant is a hip under dynamic position (DP) control, where 

th aim i to keep th mean po ition of the ship and ignore periodic disturbances. 

Th r for , it i only n ary to consid r the case where disturbances are con-

stant or at I a t lowl varying. Also, in the DP problem the disturbances are 

ur ,thu th £ edforward controller is neglected. With these 

condition in mind Davi on' method reduces to finding the steady-state gain 

matrix of th plant for a tep input. The £ edback controller is then the inverse 

of thi matrix, provid d that it i of full rank multiplied by the error signal inte­

gral. Not that th r i no proportional term in this case and a multiplier, €, is 

in lud d for tuning th r ulting losed-Ioop system. 

Th -xpr ion for th ontroll r i : 

(2.56) 

wh r } i i ntia11 an integral feedback gain, G(s) is the square open-loop 

transfer fun tion matrix and th calar, €, is the tuning parameter. The pro­

dure for d t rmining i known a "tuning the regulator on-line" and simply 
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on i t of making adju tment tarting with a very small positive value, and in­

reasing 0 th output r pon e of the closed-loop plant for a step function input 

ha a maximum p d of r pon e. Note that ach of the multivariable loops is 

adju t d imultan ou ly. 

Th produ t of G( ) with Ki approa h s €I as fr quency approaches zero, result­

ing in a diagonali d cad d plant and controller at steady-state/ low frequen­

cies. Th 10 d-loop tran fer function is then 

lim (I + GKt1GK = 
s-tO 

f 0 
E 

o f 
€ 

= 1 (2.57) 

wher I =~. From thi it i obvious that non-zero E will produce zero steady­

tat rror. 

Thi approa h has b n appli d uc es fully to hemical processes, where step 

an b u ed to find G(O). In the DP case, the ship is simply moved to an 

op rating point b for applying tep inputs. Th deviation from the operating 

point thru t r inpu and v 10 ity output values i used to find the G(O) matrix. 

2.3.2 Penttinen-Koivo method 

Th P nttin nand Koivo (19 0) technique alters the Davison method slightly to 

a hi v a diagonali d plant at very low and v ry high frequenci s. Th expr ssion 

for th ontroll r i : 

(2.58) 

Th B matrix ome from h tat -space plant model, or in t he ab nee of 

a m d I it i po ibl to p rform t t to qui kly determine the value of CB. 

that i!.. = C~ = CA;£ + CBg. If;£ = 0 or the plant is at an operating 
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point, th n y.. = CB'!!:. or 6.y.. = CB6.'!!:. at the instant an input is applied. Thus, 

by applying a uni t st p to each input in turn and measuring the gradient of each 

output imm dia ely aft r: 

CB = [Y..l '11.2 ... iJ ] 
-m 

(2.59) 

where m i the number of plant inputs and Y..k is the output gradient in response 

to th kth input tep. 

Th r a oning behind thi choice of matrix can most easily be seen using an 

argument giv n in YIayne (1979) a follows. Given a plant in state-space form , 

th Laur nt rie xpan ion of the transfer function: 

G( ) = C(sI - A)-lB (2.60) 

is: 

G( ) 
_ CB CAB CA2B 
- + 2 + 3 + .. . 

S S 
(2.61) 

Th r for , at high frequencies G(s) -+ CB / s , and G(s)Kp -+ 1/ s. 

Th proportional gain matrix can be selected as Kp = (CB)-lp, where p is a 

constant alar tuning parameter. To )) t une the regulator on line" , p is increased 

from a small po itiv value until t he closed-loop response for a step-input ref­

erence signal i a c ptable. p i then reduced slightly and € is increased from a 

small positive valu until th maximum speed of closed-loop response is achieved. 

The produ t of G(s) with I p and Ki/ s approaches pI/s and CB€G(0)-1/s2 

r p ctiv ly at high fr qu nci s. The Kd s term will generally be negligible com­

pared to I p at high fr quenci r suIting in a closed-loop transfer function: 



2.3. T NI G METHODS 34 

o 
(2.62) 

o 
(s large) 

wh re} = (Kp + Kd ). From this, it is evident that properly selected p and E 

will produ good high and low frequ ncy tracking. A brief proof of robustness 

for tabl op n-Ioop plant i given in the Pent tin en and Koivo (1980) paper. 

2.3.3 Maciejowski method 

Th approa h adopt d by ~aciejowski (1989) can be interpreted as an interim 

ver ion of th pr viou two methods. The technique proposed is to diagonalise 

th y t m in th vi inity of bandwidth, Wb, then to introduce separate controllers 

In a h of th loop of the multivariable system. In keeping with the earlier P+I 

con troll r tuning idea thi yield proportional, integral and derivative matrix 

t rm : 

(2 .63) 

wh re p, E and 8 ar alar tuning parameters. 

If a plant mod I i availabl then thi method requir the frequency response at 

a ingl point. therwi xperimental application of sinusoidal inputs to the 

a tual plant at th d ired fr quency will giv values for gain and phase. In the 

a of a nonlin ar t m this xperimental approach is not strict ly valid, but 

lowamplitud inu oidal xcitation about the operating point yields a very close 

approximation to th lin ari d r suIt. 

Cl arly, C-1 (jWb) will produ ompl x gains but to realise such a controller the 

gain mu t b r al. H n e the " Align' algorithm of ~acFarlane and Kouvaritakis 
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(1977) i u d to produ e a real approximation of the inverse of G(jw). This 

algorithm find a on tant real gain matrix, M, such that 

minimi d. Th produ t of G(jwb) and M is then as close as possible to a 

diagonal matrix with lement of unity magnitude. If we let Kp = M, this 

produ es de irable propertie in a multivariable system as each loop will be almost 

d oupled . To illu trate th ffect of using this algorithm, we look at the ideal 

ca wh r J (M 8) = O. The closed-loop transfer function of this system at 

W = Wb will be: 

(2.65) 

From this , it i po ibl to omment on the gain and phase of the ideal open-loop 

sy tern and th r for on th los d-loop system stability. 

The gain of th op n-loop ystem at Wb is unity. The closed-loop gain depends 

olely on th op n-loop pha e and is infinite if () = 7r ± 2n7r, n E Z. The idea of 

:vIa i jow ki 's m thod i that the closed-loop bandwidth is Wb. This occurs when 
ei(~±m .. ). . . () = -7r /2 ± n7r , n E Z. H re, l+ei<!±n .. ) = 0.5 ± 0.5) and the closed-loop gam IS 

~ . f our a th open-loop phase is -7r /2 ± n7r , the closed-loop system will 

b tab 1 for () = ±7r / 2 with negative feedback and unstable for all other n, by 

Bod plot ph margin onsiderations. 

In ummary thi m thod aim to create nearly-decoupled unity gain open-loop 

transf r fun tion from a oupled transf r function matrix. If the open-loop 

pha 10 to -7r /2 , then th bandwidth will be close to Wb and the closed-

loop tabl . f course this is the ideal case and if the open-loop 

pha i gr at r than -7r /2 , the bandwidth will be less than Wb. Conversely, 
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open-loop pha e low r than -7r /2 will result in a higher bandwidth. If the open­

loop pha -7r or le th system will be unstable. This analysis applies to 

proportional ontrol only M i a constant gain matrix. Fine tuning may be 

a hi v d with th addition of th integral or derivative terms in equations (2 .63). 

Again , following on from th pr ceding methods the p, f and 6 parameters should 

mall po itive values until the desired closed-loop performance 

is achi v d. 

2.3.4 Combined method 

A impl logi al xt nsion to th three methods above is to use the :Maciejowski 

diagonali ation in Kp the teady tate gain inverse in K i , and Penttinen and 

Koivo' id a for proportional gain in K d . Therefore: 

(2.66) 

The motivation i that ach gain i suited to each PID term as a consequence 

of frequency domain hara t ri tic . The integrator is dominant over the other 

t rm at z ro fr qu n y wh re K i produces complete decoupling. The derivative 

i dominant at v ry high fr quencie and Kd removes coupling there. Kp is 

midway and att mpt to remove interaction around the bandwidth. 

2.3.5 Tuning methods - Discussion of limitations 

Th four m thod d tail d ar limited as de ign tools in that Davison and Penttinen­

Koivo d pend upon a tabl op n-Ioop plant for their robustness and stability 

proof:. Th r i no u h proof for :Maciejow ki 's method - The fact that IGKI 
can b t 10 to th identity matrix, i , at or near the selected bandwidth do s 

not giv any guarant . How ver for individual design cases the methods may 

till b appli d and tabili y and robu tn ss as ured by inspection. In the ca e 

of multivariabl plant th G nerali ed Nyquist Stability Criterion (GNSC) see 
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Yiaci jow ki (1989) i th~ favoured design aid . The idea of the GNSC is that 

knowing the numb r of open-loop unstable poles of det[G(s)K(s)] allows us to 

decide wh th r the 10 ed-loop will have unstable poles based on the Character­

istic Lo i. The e Loci are the graphs of the eigenvalues of G(s)K(s) as s goes 

around th Nyquist ontour. If the number of clockwise encirclements of the -1 

point quals the number of unstable open-loop poles of det[G(s)K(s)], then the 

closed-loop ystem i table. 

Another limitation of the design m thods is in the process of" tuning the regulator 

on line". Incr a ing the various scalar tuning parameters from zero until the 

desir d r ponse is achi v cl does not take into account input constraints or cross­

coupling of th multivariable loops. Hence, in the design investigation, it is 

n ce sary to trade off the sp d of response, disturbance rejection, decoupling, 

and actuator constraints against each other. 

2.4 Ship control 

B for applying an of th tuning methods it is necessary to examine the partic­

ular haracteri tics of the ship control problem that are likely to influence and 

constrain any final d sign. The forces incident on a vessel due to the environ­

m nt - wind wav s urr nt - can b considerably greater t han the available force 

from th hip' thru t rs. Thus it is necessary to both avoid actuator saturation 

and to sav fu 1 by ignoring di turbances which cannot be effectively cancelled. 

To this nd, filter an be employed to attenuate non-essential components of 

th sp ctrum of mea ur d variables. To be specific, notch filtering of position 

measur m nt at th fr qu ncy of dominant wave exciting forces , Wn = O.6radj s, 

produ good teady- tate tracking whilst removing high-frequency zero-mean 

forc that do not affect th average position of the ship. 
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Th tran D r fun t ion matrix of th filter to be used in the design is: 

(2.67) 

with t h Bod plot for n( ) gi 

on h r lation b tw n th oefficient of Wn in the numerator and denominator. 

110 x 2 = 0.2 0 th not h i -20dB. _ num rator coefficient equal to 0.02 , or 

160 of 2 gi a not h of -40dB and 0 on. 
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Figur 2.6: ot h filt r Bode plot 

Th r ul ing I d-Ioop hip ontrol with tran fer function: 

1..( ) ( 1 + TBEG } PTEBN)-lTBEGv KpTEB R( ) 

+ ( 1 + TBEGV } pTEBNt1TBEGdd.( ) 

2.7. 

(2.6 ) 
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R(s) Y(s) 

+ 

Figur 2.7: Control cheme with output notch filter 

How v r noting that TB ETEB = I and performing suitable block diagram ma­

nipulation th implifi d quival nt closed-loop system shown in Figure 2.8 may 

b xpr d 

TBE( 1+ GVJ(pNt1GVJ(pTEBR(s) 

+ TBE ( 1+ GVJ(pNt1GdQ(S) 

Figur 2. : R arrang d ontrol cheme with output notch filter 

(2.69) 

Th rdin t tran formation do not app ar within this equivalent y tern 

10 ed loop and i i 1 ar that th ir ffi t an b ignored for control de ign. A 

final bl k manipulation of () produce th quival nt unity feedback y t m 

in F igur 2.9 n gl ing th oordinat tran formation. 
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ct ) 
( ) 

~(s) 

i ur 2.9: "ni y ~ dba k ontrol hem 

( ) int r hang abl with Kp ( ) or Gv ( ) in the loop 

p plant b 

Limitation f p i ion £ dback cheme 

Th r i a pr bl m h w v r, with h pon of this y tern. Thi 

an b dm n rat d 'aminati n of ran ~ r fun t ion matrix (2.55). This 

C rill = G ( )/ . It is n c sary only to 

n in th 

t ur . b cl -fix t m problem. Th Bod plot 

f hi ran ~ r fun n a ad d wi h a n t h filt r i d pi ted in Figur 2.10. 

Th ain mar in i OdE nd th pha margin i 42 d gr . The orr pond-

m wi h uni y n gativ f dba k ha a bandwidth of 1.1 x 

p infull 

b ndwidth, bu 

bl 

th 

wid h t 7.2 x 1O- 2rad/ u r 

1 iv f 

im of around 3 minut and 30% 

pr rtional gain kp to 33 in an attempt 

p r pon b om marginally ta­

in rodu d in n att mpt to 

th band­

in a highl 0 illator r pon . R du ing kp 

again. R moving th propor-
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10' 

Figur _.10: Bod plo of top I ft I m nt of ~N 

ing kd to 1000 produce a ri e time of around 1 

rror. Introducing integral gain is simply not 

an po ibility of ati factory re pon . 

iga ion it b I ar that th pha e hift introduc d by 

und irabl r ponse or de tabilisation of the 

ha b n not d befor in Grimble et al. (1980a). 

Po it ion and v locity ~ dback 

tha n 

lu i n t thi pr bl m wi hout abandoning PID control ompletely i to 

an b in r du 

illu rat din Figur 2.11. If the gain K v( ) 

an provid nough pha e margin uch 

whil d-po ition-Ioop performan and 
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stability i maintain d. Ylu h lower gains in th position loop set the bandwidth 

of th po ition control, and k ep actuator activity to acceptable levels. Note that 

filt rs ar n ed d in both loop a the wind wave force and current disturbances 

afi t both velo ity and po ition. Al 0 note that N(s) can be moved as in Figure 

2.9 to produ unity f dback loops with N(s) in the forward path. 

Figur 2.11: Control h me f aturing velocity and position feedback 

Th 10 d-Ioop tran f r fun tion of note in th velocity loop are: 

t,() - Tv(s)rv() + Sv(s)Gd(s)Q(s) 

1!( ) y( )rv(s) - VV(s)Gd(s)Q(s)) 

wh r 

s ( ) I ) 1 -(1 + GvKvN -

Tv( ) ~(I + GvKvN)-lGvKv 

U () - (I+} VNGvtlKv 

v() (1+}v NGvt 1KvN 

In th po iti n loop th 10 d-Ioop tran fer functions of note are: 

(2.70) 

(2.71) 

(2.72) 

(2.73) 

(2.74) 

(2 .75) 
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wher 

Y ( ) 

y( ) 

Sp ( ) 

Tp ( ) = 

Up( ) 

Vp( ) -

Tp( s)R(s) + Sp(S)Gd(S)Q(S) 

Up( )R(s) - Vp(S)Gd(S)Q(S) 

TBE(I + Tv KpNt1Sv 

TB E(I + Tv KpN) - lTvKpTEB 

( 1 + Uv KpNGv )-lSUvKpTEB 

( 1+ Uv KpNGvtl(UvKpN + sVv ) 

43 

(2.76)' 

(2.77) 

(2.78) 

(2.79) 

(2.80) 

(2.81) 

Th d ign trade-oft: for thi y tern are interesting. When selecting feedback 

gain for both loop charact ri tics such as speed of response, disturbance rejec­

tion , d coupling and a tu at or constraints must all be taken into account. High 

gains may produ fast r pon e and good disturbance rejection but with unnac­

ceptabl actuator tivity. R ducing th gain may bring thruster forces to within 

th on traint , but th y t m will respond slowly and be pushed away from the 

setpoint mor a ily. Th problem of coupling may also appear, whereby control 

en rgy i xp nd d on on input to cancel the effect of another control input. 

Thi int ra tion i I arl unde irabl and gives an inefficient overall control sys­

t m, but may hav to b tol rated to ome extent given other possibly opposing 

d ign i u . 

Now that th r quir m nt of th ontrol are clear, the tuning methods can be 

appli d to t t th ir utilit . again th linearised system of equation (2.55) 

at (uo Vo ro) = (2 0 0) will be und r investigation. 
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2.4.1 Velocity loop design 

Davison method 

Beginning with v locit loop d sign and the Davison method, values for (N(O)GV(O))- l 

ar r quir d. oting that N(O) = I therefore: 

99.0 0 0 
J( . GV(O) -l 1 

J(V( ) =_l= V = 0 85.6 -6630 (2.82) 
s 

0 14900 872000 
Ev=l 

Thi m thod do produce a table closed-loop system with zero steady-state 

rror a tated in Se tion 2.3.1 - The Characteri tic Loci of Gv(s)J(v(s)N(s) 

how that th t m i stable for 0 < Ev ::; 0.012. However, integral 

action only i in lud d h r 0 the problem of exce sive phase lag remains. The 

Bod plot of th top 1 ft lement of Gv(s)J(v(s)N(s) is identical to Figure 2.10 

but for th aling fa tor 99 v. As noted in Section 2.4, the performance of such 

a y t m in 10 d-loop i unacceptable. No advantage would be gained in terms 

of gr ater pha margin for a notch filter , by using velocity feedback with this 

ontroll r , h n th Davi on method is of no use in this case. 

Penttinen-Koivo method 

With th P nttin n-Koivo m thod (GB)-l corresponding to NGv is required. 

N( ) 8-+00 = I 0 thi yi Id : 

J(v( ) 
} i (GBtl + EV GV(O)-l J(p + - =P 

s 

13100 0 0 99.0 0 0 
1 

0 20700 0 +- 0 85.6 -6630 

0 0 94500000 0 14900 872000 
Pv=l £v=l 

(2.83) 
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Th pr bl m with h Davi on m thod may b overcome u ing the above con­

tr 11 r. In fa baring in mind that th velocity loop was introduced in order 

to er at xtra ph margin for the po ition notch filt r, it may seem wise to 

u prop rtional- nl on rol. How er removing the GV(O)-l/ term from the 

" = 0 rai ue of interaction between the sway and 

yaw dir ilu trat d b th Bod plot of GvKvN in Figure 2.12. High­

i n i no a probl m when Pv = 1 cv = 0, as the off-diagonal 

r ll-off at -lOdB / d ad ompar d to 20dB / decade for the diagonals , but 

oup! d a low fr quen i . Introducing a small amount of integral th 

a ti ta d oupling without much penalty in phase margin 

h r for a non-z r v 1 u f, · will bud. 

,.. 
~ 
Cl) 

> 

'" ~ 
<J) 

0 
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~ 

1 

Bode Magnijude Diagram 

From Sway VelOCIty Error 
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-2 
10 

i ur 2.12: wa and aw magnitud r pon with notch filt r 

p" = 1 < nd adding hint gral t rm h 10 d-Ioop y t m i table for 

valu f" fr m t 2 . . ing F = 2. or 10o/c of th un tabl valu, 
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is a good tarting point for tuning and provides robustness to uncertainty of the 

hip fr qu n domain hara t ri tics. 

Maciejowski method 

The YIa i jow ki m thod involv electing a desired bandwidth for the system 

and att mpting to d oupl the way and yaw directions using the Align algo­

rithm, whi h find an approximat plant inverse. The bandwidth in this case is 

0.2rad/ 0 that the system responds faster than the position-

as in Figur 2.10 but does not attempt to reject high frequency 

waY x iting for . Thi giv 

32 0 0 0 

} 0 5160 -107 ~ (Gv (j0.2)N(j0.2)t 1 (2.84) 

0 3 5 6630000 

wh r 

(2.85) 

How v r th natur of th lign algorithm which is to find a real approximation 

to a om pi x matrix inv r pr ludes xact inversion. The consequence of this is 

that th produ t of G,,(j0.2)N(j0.2) and th rough inverse , K, is fairly coupled 

as hown b I w: 

Gv (j0.2)} N(j0.2) = 
- 0.506 - 0.862j 

o 
o o 

-0.521 - 0.854j -0.384 + 0.234j 

o 0.000684 - 0.000394j - 0.140 - 0.244j 

(2.86) 

Th gain from w input to wa output i twice that from the yaw input, and 

th gain fr m aw input to aw output i much gr ater than from the sway input. 

II w v r th ain magnitud from aw input to way output is 60% greater than 
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th gain t th aw ou put . Ther for the way thruster will have to work to 

amp n at rror du to th yaw thru ter. It is possible for the system 

to b mar d oupl d if a high r bandwidth i chosen. However the rea on for 

hoo ing 0.2r ad/ bandwidth i that thi will produce good disturbance rejection 

blow 0.2rad/ and a oid x iv thru ter force. 

Lik n-I oi 0 m thod , it i po ible to include integral action without 

d tabili ing th etting Pv = 1 and adding the integral term, 

t m tabl for value of cv from 0 to 0.31, hence the 10% 

valu = 0.031 i u an initial alue for controller tuning. on-zero cv i 

ful in low fr qu n d coupling unlike the Penttinen-Koivo approach, 

ion of Figur 2.13. Thi i lik ly to r ult in an in fficient controller. 

Bode Magnitude Diagram 

From S ... y VeJooty Error From Yaw Velocity Error 
tOO 
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fJ i z r [or th hip xampl in ord r to k p actuator excursion low. 

Thi al appli t th n x m thod. 

Combin d m thod 

In mbin cl 

in h 1 1 rm. 

ing p" = 1 n 

£ r valu 

th on r 11 r .. 

pr du in a 

In 

m th 

th imula i 

tabiJi 

\ qua ion {2. } i u d in th } p term and equation (2.82) 

hu : 

(2.87) 

10 ed-loop system is stable 

ting v = 0.153 a a fir t value for tuning 

\' will bud for d oupling at low fr qu ncies, 

pi t f , ,[ " " imilar 0 Figur 2.12 rath r than Figure 2.13. 

ign, tb v 10 ity loop created with each 

p. Th analysi will ontinue in 

of p" and €v depend upon 

n r I inpu magnitud di turban r jection and 

h [ hru t r for 

t n b [b ndwiclth in 

d termined to a gr at ex­

p whi h an b understood 

} and (2. 1) r lating to Up( ) and Vp( ). 

Th 

h ra 

h di 

f} () no 

tun in 

h 

h 

mand and di urb n 

p ition loop bandwidth. Ylu h of 

bandwidth h n varying the gain 

but i al 0 u ful for 

~ dba k an b d man trat d 

by 'minin th I flip r tr n £ r fun i n f T\i'()' . fr qu n y r pan 
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plot wh hown in Figure 2.14 with th indicated 

gain. 1 arl , ont ra ing hi \Vi h h Bod plot for the ship with no velocity 

£ dba k in Figur 2.10, it i imm diately obviou that the pha e respon e roll-off 

o ur at a hi h r Er qu n imilar r ult ar een for the sway and yaw loop. 

i o 

- 50 

- Penlbnen-KOIvo. R.,=1. Cv=:! 44 
MaoejOws • 1!v.1. Cv-O 031 

_ Comboned. pv. 1. (=0 153 

Bode DIagram 

10 

FreQuency (radlsec) 

ur 2.1 lan Bod plot Tv with velocity fe dback 

2.4.2 Po ition loop d slgn 

Davi on m thod 

Y1 ving 

pr du 

p iti nIp yid nt that th Davi on m thod will 

th int grator in T ( ). Th r for, th m thod i of 

n alu in hi ith r. 
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Penttinen-Koivo method 

Th P nttinen-Koivo method presents another difficulty because there is no read­

ily available tat - pace repre ntation for Tv (s). Hence the method of identifying 

CB from t p te t i utili ed. However when the Penttinen-Koivo, Ylaciejowski 

or ombin d d ign m thods are used in the velocity loop, the result is CB = O. 

Thi r suIt i on firm d by in pection of Tv(s), because every transfer function 

elem nt ha r lati degr betw en numerator and denominator of at least 2. 

Th r for a t p app aring at any input will not instantaneously produce an 

output. 

The inver of CB i infinite in this case, and the Penttinen-Koivo method is of 

no furth r int r t. 

Maciejowski method 

Th initial tion of bandwidth is 0.02rad/ s, because reference filters with this 

bandwidth ar to b mploy d in order to keep actuator excursion low and to 

giv a moth tran i ion from on po ition r ference to another. Th refore th re 

littl point in d igning a fa ter hip controller than this. Th bandwidth 

in addition b uffici nt to rej ct any low frequency disturbance 

n ount r d. For th P nttin n-Koivo d sign method in the velocity loop (Pv = 

1 = 2.44): 

} 

0.0199 

o 
o 

0.019 

o 
-0.00125 ~ (Tv(j0.02}N(j0.02}tl (2.88) 

o 0.000000652 0.01 5 

wh r 

(2.89) 
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Tv(j0.02)N(j0.02)J( = 

- 0.0144 - 0.999j 

o 
o 

51 

o o 
-0.0143 - 0.999j - 0.254 + 0.00362j (2.90) 

0.000135 - 0.00000133j - 0.00927 - 0.931j 

Th stem i clearly well de oupled at this frequency, and once again the Char­

act ri ti Lo i i plotted to provide stable values for pp and cp. When pp = 1, 

th integral a tion aling may take values 0 < cp < 0.91. 

For th Y1aci jow ki d ign m thod in the velocity loop (pv = 1, cv = 0.031): 

0.0194 0 0 

} 0 0.0193 -0.00656 :::::: (Tv(j0 .02)N(j0 .02)) -1 (2.91) 

0 0.0000127 0.0138 

Tv (j0.02) (j0.02)} = 

- 0.0367 - 0.999j 0 0 

0 -0.0308 - 0.999j 0.428 - 0.0132j (2.92) 

0 -0.00113 + 0.000175j -0.115 - 0.749j 

Th al 0 fairl well d oupled at thi frequency, and the Characteristic 

Lo i indi at tabilit for pp = 1 and 0 < cp < 0.08. 

ing th ombin d d ign method in th velocity loop (Pv = 1, cv = 0.153): 

} 

0.0202 

o 
o o 

0.0202 0.00857 ~ (Tv (j0.02)N(jO.02)) -1 

0.00000713 0.0106 

Tv (jO.02) (j0.02)} = 

- 0.0 26 - 0.997 j 

o 
o 

- 0.0780 - 0.997j 

o 
- 0.493 + 0.0385j 

o - 0.0005 0 + 0.00012 j - 0.124 - 0.562j 

(2.93) 

(2.94) 
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Th mid oupl d although h magnitude of the bottom right element 

I m nt abov . The Characteristic Loci indicates 

tabiIit £ r pp = 1 and 0 < p < 0.073. 

Th t p 1 ft tran f r fun ion of 1 p ( ) G d() from equation (2 .77) , and corre-

ponding Bod pI in Figur 2.15 d mon trat s the presence of a notch in the 

pon fr m wa\ di urbance to the thruster input at O.6radj s. 

Th hr pI t ar uning m thods in the v locity loop and with the 

gain indi a d. imilar pI t ma b obtain d for th sway and yaw loops. 

~ 
I 
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h d th } i gain will be zero, h nce thi just a pecial 

p = O. 
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For ach po ition loop controller, Dp = 0 to avoid large thruster forces, and cp is 

ho en to b 10o/c of the upper limit of stable values as a first guess for controller 

tuning. Th final value of pp and cp will depend on stability, control input 

magnitud , ov r hoot ettling time and decoupling as given in the next Section 

on simulation. 

2.5 Controller tuning and simulation 

Having as d the tuning methods for suitability in the dynamic position control 

sch m in t rm of applicability and stability at an operating point, the control 

d ign mu t b aluated. Th linearisation at (uo, Vo, TO) = (2,0,0) has been 

examin d in pr ding S tions, and th responses of equations (2.78) to (2.81) 

at thi point will bud to expedite the tuning process. To check the validity 

of th lin ar d ign a Simulink simulation is also utilised based on the nonlinear 

plant mod 1 d tail d in quations (2.1) to (2.43) and control scheme depicted in 

Figur 2.11. 

Baring in mind hat th Davi on method was not applicable to the system under 

inv tigation th r ar three permutations of controller - A Penttinen-Koivo 

Yla i jow ki r ombin d velocity loop design with a Ylaciejowski position loop 

d ign. Th r ult and ub qu nt tuning of ach control design now follow. 

2.5.1 Transfer function responses 

':D mak a qui k initi 1 a m nt of ach controller, response from quation 

(2.78) (2. 1) ar r quir d. Th trans£ r function are lin ar r presentations 

p rating point 0 provided that the hip r mains in the 

n ighb d f hi point th r pon es hould clo elyagr e with th nonlinear 

imulation . In i n 2 .. 2 it wa noted that r fer n flIt rs of bandwidth 

0.02rad/ ar b mplo d to k p a tuator x ursion low and to giv a mooth 
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to another. In the simulation, fir t order 

lag with tran f r fun ion FR ( ) ar u ed to achi ve this: 

. 1 
R( ) = FR ( )R d mand( ) = dtag{50 + 1 

1 
50 + 1 }Rdemand(S) (2.95) 

h mul i ariabl r pon e ofTp ( )FR ( ) to unit step reference 

d mand n a h inpu , \Vi h z ro di turbanc . For the Pentinnen-Koivo velocity 

(p\. = 1 €v = 2.44,pp = 1, €p = 0.091). In the 

aIue ar (pv = 1, €v = 0.031 , pp = 1, €p = 

0.00 ) an in h ombin d a , (p" = 1 v = 0.153, pp = 1 €p = 0.0073). 

From X Reference 
en 1.5 ~--..,.-----.---, 
Q) 

~ 
~ 1 
Q) 

<ii 
c: 
'E 0.5 

8 

en 
~ 
Cii 
~ 0.5 
Q) 

200 400 
Time ! Secs 

..... 

<ii O~-----~~ 
c: 
U 
~ -0.5 

~ - 1 '-----------' 
o 200 400 

Time ! Secs 
~ 
Q) 

c;, 
~ 0.5 -~ O~--~---~ 
c: 
~ 8 - 0.5 
() :r - 1 l...-______ ---1 

400 o 200 
Time! Secs 

igur 

0.5 

o 

-0.5 

-1 o 

From Y Reference 

- Penttinen-Koivo 
Maciejowski -

- Combined 
- Reference 

200 400 
Time! Secs 

1.5 ~--..,.-----.---, 

200 400 
Time! Secs 

0.5 ....... " . . . . 

0 

-0.5 
0 200 400 

Time! Secs 

From 'I' Reference 

0.5 . ... .. 

0 

-0.5 " ..... 

-1 
0 200 400 

Time! Secs 

0.5 

°rr 
-0.5 

0 200 400 
Time! Secs 

1.5 

0.5 

200 400 
Time! Secs 

f Tp ( )FR ( ) to filt r d t preference d mand 



55 

ro - upling i no a probl m judging from the Y respon e to a step in 'lI and 

VI r th diagonal I m nt xhibit considerable overshoot and 

long tling im for all hr , and 0 cillation in the Penttinen-Koivo case. 

r pon e in all thr e ca es . Letting pp = 3 

and It ring p 0 th n w 10 % alu of th upper limit of stability provides the 

plot in Figur 2.17. F r th P n inn n-Koivo v locity loop case, the parameters 

ar n w (p = 1, \' = 2.44 pp = 3 €p = 0.225). In the YIaciejowski velocity 

loop ca , h valu ar (p\ , = 1, €v = 0.031,pp = 3, p = 0.016), and in the 

ombin d a (PF = 1 \ ' = 0.153 pp = 3 €p = 0.0175). 
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orr ponding urg and way thrust re ponses of Up (s) F R ( ) 

with h t r gi n on th pr viou pag, and a bia of 98T added to the 

urg pI t taunt for h op rating point. In the nonlinear simulation, there 

would al 

1° t th 

light off on h right hand plot due to the current acting at 

point i reach d. All peaks are well 

wi hin h hru t r maximum for of 470T and moment of 105T m, and the rate 

limit f -OT/ i n t i lat d. 
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In h imula ion lat r, th av rag wind elo ity, UAO, is et to 20m/ at an angle 

(3A = WR +7T/4 and h wa ar for heav a at an angle (3w = WR + 7T/12 

wh r W R i h h 

n ir nm ntal f r 

IJ) 
Q) 
c: 
c: 
~ --. 
Q) 

~ 
& - 500 

~ 

Figur 2.19 d pict typical wind and wave 

in a h dir ion during the simulation. 
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igur _.19: T pi al \ a and wind nvironmental forc 

mparing th ma ni ud f th for and mom nts with th thru ter re-

igur 2.20 it i I ar that th notch filter and band­

width t i n of th di turbanc , in tead focu sing on 

th 1 w fr qu n mpon nt . 
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igur 2.2 Thru r r pon of Vp ( )Gd ( ) to di turbance 

Th high fr qu n zr m are allow d to infiuenc the ship 

of p( )Gd( ) in Figur 2.2l. 
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Figur 2.21: P ition r pon e of Sp( )Gd ( ) to di turbances 

h urg 

i r quir 

magnitud 

nl 

i th 

pp a ain. 

p ak of gr ater than 470T in the Penttinen-Koivo 

rat f hang p ak at 200T / , 0 clearly some tuning 

r ducing pp do not reduce th thru ter 

hi an b tting pp = 0.25 f.p = 0.024 and 

fr m way di turbance to the thru ter input in 

\Vi h Figur 2.15 wher pp = 1 f.p = 0.091 the 

onant p ak at 0.02rad/ . The characteri tic 

h n th r pon to di turbances abov thi point 

b n in r a d from 1 to 3 in order to 

o it would b ounterproductiv to decr a e 
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Bode Diagram 
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Figur 2.22: Di turban -to- ontrol-input Bod plot 

m nti n din tion 2.4.1 adj u ting } v ( ) affects the sp ctral ~haracteristic 

1 p. 

but th rat 

Pv fr m 1 t 

P nttin n-I 

By mpari 

du gr a 

p ab h bandwidth fr qu ncy, To proceed , Pv must be 

op and a n w gain matrix, J( found in the position 

r p ak ar of t h 470T maximum by around 15%, 

lm larg r than the acceptable 50T / ' Decrea ing 

v from 2.4 to 0.155 and r calculating J( at 0,02rad/ for the 

10 p pr du 

0.0202 0 0 

} 0 0,0201 - 0,094 (2.96) 

0 0.00000479 0.0197 

n wi h qua i n (2. ) the off-diagonal lements how an increa e 

r plO ra tion b tw n th way and yaw direction . 
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hru t r for ar lik 1 lightly 0 that one input can cancel 

th r on r 1 input. The r duction of Pv should produce smaller 

hru t r for 0 raIl, how r. ylaintaining pp = 3 and reducing cp to 0.03 the 

n w fr qu n r pan fr m wa di turban 

Figur _.23. 

to the thru ter input is given in 

Bode DIagram 
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Fi ur 2._3: Di urban e-to- antral-input Bode plot 

Th at nua ion abo 0.2rad/ i now much greater, and appear 

in h YIa i jow ki and ombined ca es in Figur 2.15. imilar 

2.5 .2 Simulation r ults 

Ha in un cl th d on lin ari d mod I ,th Simulink imulation 

nt d. h imulation i initiali d 0 that the hip r main 

n r t p ring p in. From Tab! 2.1 wh n th body-fixed hip velo -
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ity i 2.0m/ in h urg dir ion and z ro in the other directions, the surge 

thru t r i at 9 .OT. Th r for if th hip is regulated near to a slowly-changing 

urg dir tion U C1 i 

9S.OT and 2.0m/ 

wav 

imulation R = [XR' YR, \lI RV, and the current in the 

{:3 = \lI R the value of XT and Uo should be 

rag in ord r to counteract the fixed current. Average 

o 20m/ a an angle {:3 A = \lI R + IT / 4, and the waves 

an angl f3w = \lI R + IT /12 . The wave angle is close to \lI R 

d nami po ition control must be activated so that 

as mention d in Section 2.2.3. Also, 

th urr nt and \V v will naturall t nd to b in similar directions. The tuning 

r : P n inn n-Koi (Pv = 0.3 tv = 0.155, pp = 3, tp = 0.03) , ~a­

i jow ki (p,' = 1 \' = 0.031 pp = 3 p = 0.016) and combined (Pv = 1, tv = 
0.153 pp = 3 p = .0175). 

th r pon t a filter d unit t p on the X coordinate and 

11 h th r oordinat . 
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Th orr p nding pI way po ition is shown in Figure 2.25. 

Yl an radi I po iti n rror i 0.147m for Penttinen-Koivo in the velocity loop, 

0.151m £ r Y1a i j \V ki and O.l71m for h ombined method. The heading 

rror andard d viati n r 0.222° (P nttinen-Koivo), 0.104° (Ylaciejowski) and 

0.264° ( mbin d). 
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igur 2.25: rh ad i w of imulated ship po ition 

Figur 2.26 and 2.27 d pi h (XT YT) thru t vector magnitude and its rate of 

hang during h imulation. Th tor ha a mean of 153T (Pentinnen-Koivo) 

153T (Yfa i j " ki) and 152T ( ombin d) and r ache peak of 328T (Pentinnen­

I i ) 332 (Yfa i j w ki), and 327T ( ombined) , well within the limit of 470T. 

r th tandard deviation i ll .lT/ (Pentinnen-Koivo) , 

12. T/ (Yla i j w ki) and ll.OT/ (ombined) and the maximum magnitude 

i 37.3T/ in n-1 oi ), 5. T/ (Yla i jowski) , 35.9T/ (combined) well 

wi hin th limi t f 50T / . 
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Figur 2.2 p rtra th hru r mom nt applied during the simulation, with 

tand ard d iation of 2070Tm (P nttin n-Koivo) , 5030Tm (Ylaciejowski), and 

1 70Tm ( mbin d). Th turning mom nt peak at 9710Tm (Penttinen-Koivo) , 

20700Tm (Yla i jow ki), and 9250Tm ( ombin d) , well within the limit of 105Tm. 
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Figur 2.2 ~1om nt plot for imulat d hip 

Th r ul t in hi ti n ar for a ingl op rating point, (uo , VO, TO) = (2 , 0, 0) 

- oupling nl b tw n th way and yaw axe. In normal 

i ion d hip will point toward the current flow in order 

nami ally and n rgy effici nt control. Th r fore, 

nta i of a gr at amount of hip usage . . t other 

axe but the fact that the 

m d I-fr mul i ariabl tuning m hod ar ful for interaction between 

wa and yaw u ha li I diffi ult \' ould b ncounter d in other ca e . 
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2.6 Discussion 

Having pr du d thr multivariabl dynamic ship positioning d signs 

ati f ing th n raint and achi ving acceptable performance and dis-

urban r J tion a ompari on i giv n in Table 2.2. 

Tabl 2.2: mpari on of r ul t for the thr e designs 

YI thod - V locity /Position Loops 

P-K/YIac YIac/YIac Com/YIac 

Radial P i ion Err r ),1 an (m) 0.147 0.151 0.171 

Thru t \ r ),1 an (T) 153 153 152 

Thru t \ tor P ak (T) 328 332 327 

hru t or Rat .D ia ion (T/ ) 11.1 12.8 11.0 

Thru t or R t ak (T/ ) 37.3 45.8 35.9 

11 ading Error d. via ion (d g) 0.222 0.104 0.264 

Thru YI m n d. 0 via i n (Tm) 2070 5030 1870 

hru t ),1 mn ak (Tm) 9710 20700 9250 

PI ' 0.300 1.00 1.00 

I ' 0.155 0.0'3100 0.153 

Pp 3.00 3.00 3.00 

p 0.0300 0.0160 0.0175 

utrigh p d rman i n nl for a " quick and ea y" 

mul tivariabl unin hni u \ al h ugh p rforman figur ar an important 

in a h £ , 

r ra p ak i I t in 

radial po i ion rror m an i 2. 72o/c gr at r than 

rr r i 16.3 % gr at r. How v r , th thru t ve -

m/)'Ia , al hough anI by 3. o/c from P-K/YIac. 
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Th hru t v t r rat tandard de iations are almost identical for P-K/:\1ac and 

Com/Yla . Fr m hi id n it ould be argued that the P-K/:\1ac technique 

up ri r, but fir t xamin th h ading error and thruster moment results. 

Th Yla /Yra 'hibit th mall t h ading error standard deviation, but 

al 0 th lar t hru t mom n tandard d viation and peak. The P-K/:\1ac 

ntroll r h a h ading rror tandard deviation 2.13 times greater, but thrust 

m m nt tandard d iation 2. 3 tim maller and thrust moment peak 2.13 

tim m 11 r. if it i a ptabl to allow a larger heading error by a 

parti ular multipl ontrol n rg xp nded is smaller by a· greater propor-

tion. Th n roll r ha a h ading rror standard deviation 2.54 times 

gr at r han th Yla /').la but thru t mom nt standard deviation 2.69 times 

th 

m m nt p ak 2.2 times smaller. Again, the control energy 

han th rror i increa ed, although the peak 

r nd. Th Yla /Ylac method is perhaps suffering from 

in Figur 2.13 producing a less efficient controller 

for way an aw than i p ibl. 

Th h ading rr r t ndard d ia ion of 0.222° in th P-K/Ylac case is entirely 

a add d th 1 w xp nditur of antral n rgy. Thus, again it ap­

ligh 1 

for d 

inv Iv d £ r th 

ing 

w r m h d 

in fact , delivers the best 

n roll r und r in pe tion. This is perhap 

P nttin n-Koivo method is intended 

at low frequenci s. It 

uning gain for th P-K tuned velocity loop 

it uld b argued that more tuning was 

m th d during h ompari on of 0- alled "rapid tun­

P nttin n-Koivo is clearly the 

hru ma ni ud and ra limi ar violated. 
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It i not rtain that th p rformance of the YIac/YIac and Com/YIac controllers 

annot al b impro d with furth r tuning. The integral action scaling gains 

w r ho n fair! arbi raril ' to b lOo/c of the stable value and the decoupling 

bandwid h of O.2rad j ould b in r a d until the P-K gain matrix resulted at 

th upp r limi . D ring h bandwidth i also a possibility, although stability 

will b om a probl m th gain matrix approaches the Davison gain at the 

low r limi . 

In ummar all hr m thod produ a ceptable multivariable performance 

with littl ffor al t h ugb h P-l /YIa ontroller requires slightly more tuning 

from th initial uni alar gain in th velocity loop. Achieving 

ultimat p r~ rman w not h aim of thi Chapt r but an interesting piece of 

furth r w rk w uld b 0 ary h d oupling bandwidth and scalar tuning gains 

for a h m th d . It i m thod would yield clearly superior 

p rf rman alth ugh f thi Chapt r suggest that any advantage 

w uld b mall and w uld in olv an int rplay b tw n tracking error, control 

n rgy bandwidth I ti n an d oupling. 

2.7 Conclusion 

Thi hapt r b an b intr du ing th hip Dynamic Po itioning (DP) control 

probl 

in th a b 

r arhfr 

tuning t m 

int ra ti n b 

math 

nary 

oun. Th m in 

maint in th po ition and heading of a ve sel 

nl . Thi probl m has been the subject of 

d ign tool hay rang d from h uristic PID 

H . Th probl m i multivariabl in nature due to 

, wa and aw dir tion of mov ment and the 

b n addr whil t taking th e factor into 

n ri uti n f hi hapt r w to inv tigat four potential 
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t hniqu for addr ing hi parti ular probl m. 

A n nlin ar multivariabl mod I for a Floating Production Storage and OfRoad­

ing (FP ) v I wa pr nt d which encompa es the hydrodynamic forces in 

additi n t cli turban du to wind way and current. This model and the 

param t r u d throughou th th i were the r ult of a case study carried out 

for Ylit ubi hi II a Ltd. 

m thocl ar m d I-fr 

ign ba cl ' n 

Although a m cl I w 

t st in r ali 

uning of a multivariabl PID controller were given. These 

and int nd d for ea ily producing an initial controller de­

r appli ation of inu oidal inputs at a single frequency. 

u d f, r imulation it is traightforward to apply these 

no mod I i known. Con troll r structures were discussed 

and th f, ur m thod w r appli d to the !in ari ed ship model at an operating 

point. Th Davi on m thod pro d to b of little u e, as the ship model in ques­

tion po fr qu n domain uch that the technique cannot 

b appli d. P nttin nand ivo y!a i jow ki and the combined approaches, 

how v r, pr du cl m with a ~ w hort, imple steps. 

Th nttin n-l oiv hniqu involv appl ing a unit step to each input in turn 

and m urin th initial gra i nt of th output r pon e and th steady state 

gain. h n in orporat d in a square matrix to form a 

pr p rti nal and th tat value are arranged in anoth r 

quar m trix both with multiplicative calar 

tuning param t r . applying a si nu oidal in-

put a h input in urn cnd m a uring th magnitude and phase respon at 

th utput. inu oid i ho n to b th d ir d bandwidth 

p y t m. h magni ud of th inu oid i mall to provid an 

aim lin r r p rating point. Th r pon xpr d a a 
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matrix f ompl x numb r , for which a real approximate inverse is found. The 

r ulting ma rix i u d a proportional and integral ontroller terms, also with 

alar uning param t r . ombined method, the real approximate in-

v r matrix i u d for th proportional ontroller term and the steady state 

gain inv r i u d for hint gral t rm. The Pentinnen-Koivo technique pro­

yid d oupling a v r I w and ver high fr qu ncies the YIaciejowski method 

pr vid approximat d oupling at th cho en bandwidth, whereas the combined 

m thod d upl I t d bandwidth and very low frequencies. 

tha 

10 it and po ition feedback loops, tuned in 

d 1" qui t tabili ty riterion was used to find a range 

uning param t r. This would be not be an option 

a ailabl , but erved to xpedite the investigation rather 

than havin th r gu la or on-lin . Th controllers were easily tuned 

to m d ign rit ria f tabilit p d of r ponse, disturbance rejection , de-

Th ntr I 

oupling and avoidan 

a mall mar in nl 

Th m in flaw 

on a p in 

Th Davi 

th 

in a 

fa tu at r a uration. Simulation results were presented 

hat u ing h P nttin n-I oivo method in the velocity loop 

h d in th po ition loop provides the best performance, by 

alth ugh wi h lightly mar tuning. 

cl ign m thod d tail d in this Chapter is the d pendence 

in the fr quency range of interest. 

wh r int grators are pr sent in th plant , and 

d r quir hat high fr quency motions are desirabl 

an produ d oupling through a large 

n f th wrong bandwidth can r suit in strong 

r m r f th t m mod , and th r for an ine~ ctive 
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Th main advantag of th d ign approaches given is the speed and ease with 

whi h an It tiv multivariabl PID ontroller can be produced. The advantage 

to indu tr i that mon an b 

ing tim . A b n fit for a ad mi 

aved on design effort, and also on commission­

that a ~I~O PID controller can easily be 

obtain d wh n making om pari on with more advanced techniques. Of course, 

furth r fin -tuning f individual loop can take place after using these methods, 

but th initial d ign an rv as a u eful starting point. 

loop an t 

th 

xp 

point to 

h duling 

n f thi work ould b to tr alternative bandwidths for the velocity 

xp rim nt mor with th scalar tuning gain~. It is conceivable that 

with the hip example could be improved with 

, n ion would be to try a large number of operating 

nfirm h wid appli abilit of the techniques, then to apply gain 

th ov rail ontrol ch m . 



Chapter 3 

Neural Network Ship 

Identification 

Thi Chapt r d cribe an examination of techniques for identifying the dynamical 

behaviour of a hip from input and output data. The situation when two ships 

inftuenc ach oth r motion via a hawser is studied in particular, and a neural 

network i applied to th ta k. Th e concept of a neural network is described 

and th 1 m nt of th mathematical model additional to the previous Chapter 

ar detail d. An xp riment i carried out u ing data from a simulation, which 

produc s r uit to ncourage further investigation using real data. This data 

i obtain d from a 1/50th cale model in a tank with controllable environment. 

Th ub qu nt r ult of n ural network training for different wave heights and 

xcitation ar ati :factory although deterioration is seen as disturbances increase. 

Network p rformanc . analy ed at the end of the chapter, and use of neural nets 

for control application i di cu ed. 

3.1 Intr tion 

M d llin f invol dedu tion of the equations 

f m tion fr m fir prin ipi , B n (1994) for xampl, and quantifica-

73 
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tion f param t r from ph i al knowledg . This will produce a model as given 

in th pr viou hapt r. noth r approach is to p rform system identification, 

wh r by a ma h mati al mod I i reat d u ing data from observations of sys­

t m b havi ur. Ljung (1999) d al with a broad range of such techniques in 

m d pth , b ginning wi h impl lin ar ingl -input single-output (8180) time-

invarian with I ar tru tur bas d on physical insight. A range of 

y t m ompl xit up to nonlinear multivariable time-varying 

y t m with bla k-box int rnal . 

Th hip id ntifi a i n pr bl m i to\ ard the complex nd of that range, as it is 

rtainl nonlin ar and mul ivariabl . Time-variation may also be a factor as the 

hip n in it nvironm nt whi h aft ct the dynamics. The ship 

phy ical laws can be used to analyse 

d b kn wn parameters. However, the model given in 

quati n (2.1) t (2.37) ~ r xampl ubj ct to various modelling approxi-

nd un r ainty , r quanti i u h a th hydrodynamic derivatives. 

B n (1994) and n t a1. (1996) deal with parameter estimation of a DP 

hip m dIu in a tat augm nt d xt nd d Kalman filter, se Gelb et a1. (1988). 

La k ion i n t d as a ignifi ant impediment to identification 

in h D pr 

a numb r f man 

Th 

itati n ar appli d t 

ix quan iti 

and x i in 

Th I alman filt r i pr 

pr dur i p rform d off-line and is broken into 

tl', h x it d in th surge direction alone 

thr important parameters in the model. 

nd u d in th next tage wher sway and yaw ex­

h r vi~ b wand aft tunn 1 thru ter to identify another 

inv I fr zing th nin known param ter 0 far 

r onl to d t rmin one mor parameter. 

ral data t fr m dift r nt mano uvre 

in rd r t impr" id n ifiabilit nd r du pararnet r drift. The 



75 

stimat d mod J b ha iour i ompar d with experimental results from the real 

ship and produ good agr m nt. 

Th id ntifi a ion of DP hip d namic learly not a simple problem, further 

xcitation and coupling between the three de­

gr of fr dom. Ljung (1999) ugg t that it is usually preferable to work with 

stat - pa mod I in th multi variable ca e, but still gives the generalisation 

of variou pol n mial m thod to multi-input multi-output (YlIMO) mod-

I . is covered, this is in more detail in 

Van and D ~loor (1996). but th method is supposed to be used with 

lin arl b havin hip i al 0 not suit d to the nonlinear Wiener 

(output n nlin arit ) or Hamm r in (input nonlinearity) models, so attention 

mu t unav iclabl urn 0 a mor g n ral yst m representation. Ljung (1999) 

ba i fun i n xpan ion or n tworks for this purpose, of which neural 

n tw rk ar a g d xampl . 

ar w 11 uit d ti n ifi ation of arbitrary highly non linear 

wh n u cl a ma h ma ical m chani m for "1 arning" a quite general 

mapping fr m an r- im n ional r al pa to an -dimensional real space. Their 

oth r fun i n i pa t rn r gniti n not of int r t here, which involves a differ-

nt tru tur and mod f 1 arnin. n ural n twork consists of a large number 

of individual pr all d n uron , which may be arranged in parallel 

nn d in u h a way that v ry neuron in one layer 

r n uron in th next lay r. This is known as a 

£ d£ rw rd 11 tw rk, nd if h ou put from n urons may al 0 £ d back to in­

all d a r current network. 

Th w11 r d in Pham and Liu (1995) and Nar ndra and 

ar ha ara h (1 9 ). 
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In rd r D ran ural n work to approximat a desired mapping, it must go 

through a up rvi d I arning proc ,e Haykin (1994) . An input is presented 

to th n twork and h utput from the final layer is compared with a desired tar­

g t utput. Th rror b tw n h two is u ed to update the network connections 

to giv m r aura r ult. Th proce r peats unt il satisfactory performance 

i a hi v d. 

In Pag t a\. (1993) , a r urr nt modifi d Elman network is able to identify SISO 

y t m of up third ord r. In Pham and Liu (1995), feed forward networks are 

u d t m of arbitrary ord r using tapped-delay-lines i.e. 

inpu from th pa t and present. The drawback of feed for-

ward n t nami al y tern i that they do not have dynamic 

tapp cl-d la -lin b om n ce ary although the system order and 

numb r f d la r quir d ma not b known. However, in the ship model of 

pa mod lid riv d where accelerations are a non­

dynami nonlin ar multivariabl fun tion of forc and v locity. Hence, dynamic 

ar ' t t h Y tern . 

In thi 

tifi a i n pr bl m. 

.11ing h 

by Figur 3.l. 

ativ 

Tank r. 

m fr m 

n id ration in mind, the most commonly used 

r p r ptron (YlLP) i applied to a ship iden­

hapt r d ail an inv tigation into the use of a neural 

hu tl Tanker when coupled to a Floating 

el via a haw er a represent d 

numb r ar (1) Haw r Angle with FPSO (2) Rel­

hu 1 Tank rand (3) Haws r Angl with Shuttle 

h f h v 1 an hor th FPSO, and control 

huttl tank r i pulled away from the 

F b k pin h haw r in t n ion and ontrol comes from 

a b w azimuth hru t r. Th hu tl tank r al 0 ha a r ar prop ller and rudder 
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but th ar n tu d wh n th haw r couples the two ships. This configuration 

oil. Th 

tank t data in 

ur 1 n tw rk h 

Indu tri (YIHI) Ltd. when an FPSO is ofRoading 

of th imulation model in Section 3.4 and subsequent real 

tion 3.5 ar uppli d by YIHI. 

) IIIJ So I 

ur 3.1: Plan vi wof oupled hips 

u 1 b n u d in marine y t m identification and 

ur lit ratur indi at that ontrol has been the pre-

d min n ar a f r ar h. Thi will b di u d in S t ion 3.6. Th potential 
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of n ural n twork for id ntifi ation ha been explored in aspects of the overall 

ship y t m u h as di 1 ngin modelling in Roskilly and YIesbahi (1996b) and 

Xiro and K rtato (2001) but there is only a small body of research into the 

id ntifi ation f hip mo ion. Haddara and Xu (1999) look at ship coupled heave­

pit h moti n mod 11 d by wo 0- all d "random decrement" equations. Two of 

th param r quation ar found by measuring the period of damped 

fr illation in h a and pit h. Two functions must then be identified to 

nt th r maind r of h mod 1 which is achieved using a neural network. 

Th m th d i validat d b omparing r ult of a numerical simulation with ex­

prim ntal data from an i br ak r hip model. It is found that the predictions 

by h n ural n tw rk ar of high fid lity when the ship is lightly damped. Of 

our ,h av and pi h motion ar ignored in the DP problem, so this work is 

hapter. 

A dir tly r I vant in 

tapp d- la lin 

tiga ion i that of Hardier (1995), who uses an YILP with 

al mod 1 f th har! 

fin and rudd r d fl 

wa rat 

n tw rk i tr 

yaw r 

fix d 

Th 

n tw rks. Trainin 

" a i fa 

urg way yaw and roll dynamics of a 1/12th 

d Gaull air raft carrier. A network is trained using 

with one- tep-ahead roll angle, roll , yaw and 

ar d la d by on time step and fed back into 

nta ion of th low frequency dynamics. A second 

input a the fir t, piu propellor rotation rate, 

output i one- tep-ah ad urge velocity, which 

n tw rk input. Th fir t n twork is applicable at a 

r ion ar train d at 15, 20, and 25 knots. 

n h output of the three velocity-dependent 

f r 2.5m wa h ight and th results are described as 
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Th ontribution of thi Chapt r i to identify ship dynamics for use in DP of 

oup) d hip u ing a n ural n twork. This problem has been investigated ana­

lyti all in yIori hita t a1. (2001) u ing hydrodynamical equations. The authors 

on lud d that th d nami ar complicated and there are numerous modes, 

tab) and un tabl op ra ing point pre ent. The aim of the following is to dis­

pen wi h analy i and imply look at the viability of learning an input-output 

mod 1. Thi i not an ntir 1 original idea, as the work of Hardier (1995) de-

s rib d abov i imilar. How v r the fact that no recurrence is involved 

in th n twork and that th d nami are for a coupled-ship system provides a 

probl m of a light) , diR r n natur. 

Th hapt r i ivid dint ral Sections. Section 3.2 explains the mathe-

mati b hind n ural n twork and th manner in which they are used. Section 

3.3 d rib th ma h ma i al mod I us d to both analyse ship motion and to 

produ a mput rimula ion and explains how this model suggests the in­

put and utput bud with th neural net . Section 3.4 details an initial 

att mp at raining n ural n twork ba d on data from the computer simula­

and igur ar gi en to illustrate the effectiveness of producing 

lit and po i ion ignal for three degrees of freedom of the ship. 

S ti n 3.5 h n i r ul u ing data uppli d by YIitsubishi from their 1/50th 

of th r ali 

t b fairl 

hapt r d 

fur h r work. 

r ul ar th mo t important as they give an idea 

f n ur I n twork for hip identification, which appears 

r ults given in the main body of the 

f n ural n twork for control, and suggest ideas for 

ar drawn in S tion 3.7. 
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3.2 Neural networks 

Th individual pro ing unit of a n ural network are called neurons, and the 

utput fah n uron Figure 3.2 is a function of the weighted sum of the 

n ur n input a d tail d in h following equation: 

n 

a f(I:: w(i)p(i ) + b) 
i=l 

(3.1) 

wh r a i th ou put p(i) i th ith input w(i) is th weight on the ith input, b 

i a bi t rm and f i known a he a tivation function. 

wh r !1) 

m trix, E i 

and f is th 

r. 

p(J) 

p(2) 

p(3) 

igm id h p rb li 

n a 
f( .) 

b 

Figur 3.2: uron 

arran d in Figur 3.3 0 that it obeys: 

(3.2) 

r f utput from all neuron in a layer , W is the weight 

or f input all neurons in a layer, Q is the bias vector, 

n which i th am for very neuron in a given 

n fun i n an ak the form fat p, a straight lin , a log­

r radial ba i fun t ion d p nding on th application. 
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p(J) 

p(2) ~~--=~ a(J) 

a(2) 

a(S) 

p(R) 

Figur 3.3: Layer of neurons 

sing v ral f la r in n it i possible to construct a network called 

a Multi-La r r ptron (YILP) a in Figure 3.4. Notable features of MLPs, 

b nko (19 9) and Funaha hi (1989), are that a two-layer network 

an xa tly r pr nt r Bool an function every bounded continuous function 

an b appr ximat d wi h arbitraril mall rror by two layers, and any function 

an b appr ximat d to arbitrar a cura y by thr e layers. 

a'( I) 

p'( I) 

p'(2) ~ __ ..:::.: a' (2) 

p'(R) a'(S') 

Figur 3. : Mul i-la r perceptron 
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In ord r for a n ural n twork to approximate a desired mapping, it must go 

through a I arning pro . In g neral , the network is initialised with a random 

I m nt in the W matrix and a random bias on every neuron. 

An inpu i th n pr nt d to th network and the output from the final layer 

is ompar d wi h th d ir d target output, t.. The error between the two is 

th n in orpor t d in a formula to produce the amount by which the network 

w ight and bi hould baIt red to give more accurate results. The network 

is train d u ing a t of Q input-output pairs, (p';',tJ, where the subscript k is the 

index k = {I 2 ... Q}. Furth r input from the set are presented to the network 

and th pro f updating weight and bia es continues. Each presentation of 

an input/output pair and alt ration of w ights and biases is known as an epoch, 

and th algori hm ontinu until the maximum number of epochs is reached , or 

th rror b tw n targ and a tual output satisfies a predefined criterion. 

3.2.1 Notation 

Th up r rip ,X will bud th ind x for th network layers, ,X = {I, 2, .. . , A}, 

and ri" will d n 

a in Figur 3.4. I 

th w ight m 

alu aft r th summing junction in the ,X th layer, 

urn d that the biases have been incorporated into 

d by adding an extra column to the end of 

W n aining h valu of Q and b adding an extra input to the bottom row of 

£ r a h la r: 

(3.3) 

r 

). - 1 

nA(i) = L vVA(ij)aA- 1(j) (3.4) 
j=l 

wh r WA(ij) i h ith r wand yth olumn of th w ight matrix for the ,Xth layer. 

SA- 1 i h numb r f n ur 11 in th ('x - l)th layer. Also note that QA-1 = EA. 
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Th output of ach la r 1 : 

(3.5) 

or 

(3.6) 

wher fA(.) i h tran fer fun tion used in the )"th layer. 

3.2.2 Th backpropagation learning rule 

Th pr f 1 arning for yILP neural network adjusts the weights and biases 

one lay r a a im working ba kward from the output layer, hence the name 

"ba kpropagation . Th 0 fun tion for ba kpropagation is: 

Q 

J = ~ I:[h - Q~JT[h - Q~J (3.7) 
k= l 

wh re lk i th kth arg ou put and Q~ i the output from the final network 

lay r in r pon t th kth training input v ctor. 

Th m th d f nt i u d to a1culate th change in the (i, j)th 

ntation of th training data to the network. The 

xpr ion £ r hi 

(3.8) 

wh r 'T} i all d th 1 arning ra . Th id a b hind thi method is to find values 

of W ha minimi J b m ing along th line wher allow is a maximum. 

Th oluti n i it ra i and th w ight will b updated at a h training step 

until a 1 bal minimum £ r J i r a h d. 
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An impl m ntabl xpr ion for fJJ/fJWA(ij) is therefore required. This will be 

giv n in th following d rivation. Defining Jk as the contribution to the cost from 

th kth training rror: 

(3.9) 

o that 

(3.10) 
k=l 

allow u to w rk with fJJk/fJH A(ij) rather than fJJ/fJWA(ij). Returning to (3.4) 

e that: 

).-1 

n~(i) = L WA(ij)a~- l(j) (3.11) 
j = l 

and 

(3.12) 

Using th hain rul plit fJJk/fJH A(ij) into a product: 

fJJk _ fJJk fJn£ (i) 
fJv A(ij) - fJn£(i) fJWA(ij ) 

(3.13) 

From (3.11) 

fJn~(i) A-l ( ') 
fJWA(ij) = ak J (3.14) 

o an xpr i n £ r h fir t rm in h produ t is required , defined as: 

(3.15) 

hat 
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Q 

LllVA(ij) = T) L8t(i)a~-1 (j) (3.16) 
k=l 

Again u ing th hain rul xpr s -8£ (i) as: 

aJk aJk aa~(i) 
an~(i) = aa~(i) anNi) 

(3.17) 

From (3.12) that: 

(3.18) 

and 0 an xpr ion for aJk/aa~(i) i need d. There are two cases to be covered 

h re, on i ~ r th outpu la r (). =. ) and th other is for the remaining layers 

(). = 1, ... - 1). F r th output layer recall that: 

(3.19) 

Th r for: 

a a,~(.) = -[tk(i ) - a~(i)l 
ak t 

(3.20) 

and th d Ita v r ~ r h output layer is onstructed from: 

(3.21) 

For h r maining la r: 

(3.22) 

From (3. 11) : 
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SA 

n;+1 (i) = L W·Hl(ij)a~(j) (3.23) 
j=1 

lading t 

(3.24) 

From (3.15): 

oJk = _O·Hl (l) 
on~+I( l) k 

(3.25) 

Sub tituting (3.24) and (3.25) in 0 (3.22) give: 

A+l 

oJk = _ ~ oA+l(I)WA+l(l') 
oaA (i) L- k t 

k 1=1 

(3.26) 

and th d Ita v t r for h r maining layer constructed from: 

(3.27) 

3.2.3 Training algorithm 

Th th r n ar 0 on tru t an algorithm for training an ~LP has been 

ar follow: 

1. Initiali work wi h random w ight and biases 

2. Propa a h raining input P.k f~rward through th network, using the 

w i ht and r ording h ~ v tor for ach layer 

3. From th al ulat th training rror tc - Q~ 

4. rr r to tor for th output layer 

5. al ul th d I a ~ r 11 of th hidd n lay r , moving backwards 
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6. R p at t p 2-5 for ea h input-output pair in the training set. Use the 

a umulat d d Ita v tor and input vectors to update the weight matrices 

7. R p at t p 2-6 known as an epoch until either a pre-determined number 

ha b n ompl ted or the cost J decreases to a pre-determined 

valu 

Wh n th algorithm i fini h d it i de irabl to check the standard of learning of 

th n twork. Thi i a hi ed u ing a et of validation data which is different from 

th training data but w produ ed by the same mapping to be learned. This 

al 0 on i t of input and targ t outputs. The validation steps are as follows: 

1. Pr pagat a h validation input p forward through the trained network 
-v 

2. Pr m th outpu f h last layer alculat the validation error lv - Q~ 

3. R p at t p 1-2 for a h input-output pair in the validation set 

4. al ulat th 0 t J 

Thi t will indi at tha training ha be n ucces ful if is not much greater 

than th raining f our vi ual inspection of the network output com­

par d with th d ir d u pu hould also b carried out , to ensure that there are 

not an mal u pik whi h ar having littl effe t on the cost. 

Th validati n data allow th u er to ob rve how successfully the network 

g n rali th I arnt fun tion 0 pr viou ly unencountered data points. If the 

onfident that th func t ion has been 

w 11 appr xima d by th n it may be n ce ary to use another 

trainin data th th unkn \Vn £ atur of the function can be learnt . 
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3.3 Mathematical ship model 

Alth ugh Ylit ubi hi H av Indu n have a working 1/50th scale replica of the 

upl d FP and hu I tank r th r has al 0 b n development of a simulation 

ba d on a nonlin ar ma h mati al mod I giv n in equations (2. 1) to (2 .37) . The 

two hip u am mod I with diffi r nt ma and hydrodynamic parameters, 

pIu h X T, } 'T and ~rT ignal ar augment d by force due to the turret, hawser 

and tugb a . 

3.3.1 Turr t force 

a ing a h ading an I 

to th 0 an floor via four steel cables, nominally 

7r /2 7r and -7r /2 from the turret. The distance 

from turr t to an h rin ~ r ach abl i giv n by: 

dtal - J (L 

dta2 -

dta3 - J( - Le - X FP 0 + dto (1 - CO W FP 0))2 + (-YFPSO - dtosinW FPSO)2 

dta4 - J dto{l -

(3.28) 

and th an I at ",hi h a h a 1 a t gi n by: 

(ha! = 

Bta2 = 

Oto - (3.29) 

Bta = 
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wh r dtaj i an and (Jtaj i the angle for the jth cable. Xppso and 

ar h-fix d X and 1 oordinate of th FPSO and W FPSO is the Ypp 

h ading. L e = 1714m i abl I ng hand d to = 29.75m is the distance from the 

od -fix d oordinate. Each cable produces a tension 

f: 

T
J 
= { 43 (dtaj - 1701) , d > 1701 

o ,d ~ 1701 
(3.30) 

n in h jth abl . Th for experienced by the ship via the 

turr ar fin 11 d rib d b 

I 4 

X"trt = L7J 0 (JtaJ 0 \PFP 0 + LTj in()tajsinWFPSO 
J= 1 j=1 

I 4 

l 'trt = L T; in(Jtaj 0 \PFP 0- LTjcos()tajsin\PFPso 
} = l j=1 

4 

trt = d to(L 7J 
J= l 

4 

in{hajCO W pp 0 - LTjco' (JtajsinW FPSO) 
j=1 

'trt } trt and Ntrt ar urg wa and yaw ompon nts. 

3.3.2 aw 

(3.31) 

(3.32) 

(3.33) 

Th haw huttl tank r. The distanc from the stern 

b w f h hu I tank r i giv n by: 

d = ((X FP - X - O.5(Lpp 0 0 W PPso + L TCOSW T))2 

+ (J'pp - } - 0.5(Lpp 0 inwpp 0 + L T inWsT))2)~ (3.34) 

and h an 1 f h h \\' r i 

(3.35) 
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rand Y r ar ar h-fix d X and Y coordinates of the shuttle tanker, 

W r i th h ading an LFP 0 = 255.7m and Lsr = 230.0m are the lengths of 

a h hip. Th t n i n in h haw r 1 governed by the following: 

R 

r 

3.3.3 

30Tonn 

T= 

o ,d < 48.34 

3.6 25d - 176.09 , d < 58.545 

12. 13d - 712.98 d < 59.545 

21.39d - 1223.7 ,d ~ 59.545 

n into X and Y ompon nt : 

T · = T 0 () Ty = T in() 

(3 .36) 

(3.37) 

hip via the haw er ar then described by: 

= - T ·co WFP 0 - Ty inWFPso 

= T ·inWFPo - TyoWFPSO 

hw FP = .5LFP o(Ty 0 WFPSO - Tx inWFPSO) 

hw - T , 0 W ST + Ty inW sr 

} hILI - T), 0 W r - Tx inW sr 

hw - .5L (T oWr - T .inWr) 

}. and .. ar th urg wa and aw ompon nt . 

gb 

th rn f h huttle tanker and r at 

a ab din f 1i radian . Thi produ urg way and 

(3.38) 

(3.39) 

a for of 

aw for 
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tug = - 30 0 'liST Ytug = 30 inw T, N tug = -15LsTsiniJ!sT (3.40) 

3.3.4 N ural network teaching function 

Th mod I i u ful for ontrol d ign but it also gives an idea as to the true 

r pr 

bud 

n tw rk. 

it i n 

t m variabl provided that the model is a good 

hip. Th ignifi ance of this is that the model can 

arli r a ~ dforward neural network does not have dynamic 

r. to r arrang th quat ions of motion of a ship into a 

form u h ha in gr tion and dift r ntiation ar avoided. This rearrangement 

arli r in qua ion (2. 4) to (2.46) but now th full order model 

r quir d rath r than a fir ord r xpan ion. This is stated below: 

m+m:z: 
(3.41) 

. ) if + YF + ) A + Yw " 
v = = g(u,r v, iJ! f3c, IF ' YA, Yw ) 

m+my 
(3.42) 

r = ________ ,,_v = h{r u,v iJ! f3c,NF,NA,Nw ) (3.43) 

F = XT + X trt + X hw + tug YT = YT + Ytrt + Yhws + Ytug and 

NT = T + trt + hw + tug' H n f g, and h ar nonlin ar oupled functions 

wi high inpu t and hr utpu , to b I arnt by the neural network. 

B h hip u 

d mon trat 

n 

~ rm a 

m d I \Vi h dift r nt param ter as tat d arlier, so to 

f n ural n twork for id ntifi at ion it i only rally 

hip a a tim . La r th n twork ould be join d to 
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3.4 System ident ification using Simulink data 

Having d id d up n th input and output of the neural network, the next step 

i to att mp 

lation . Thi 

probl m in h 

o id n if th hip d namic u ing data from the Simulink simu-

to onfid n in the network and eliminate any minor 

t 0 = Imf sat f3c = 0, producing an operating 

pint of (uo Vo ro) = (1 0 0) wh n W = O. No wind or wave forces are applied. 

wav 

on th 

NT(FP ) = 1 

th 

r d. Th ha\ 

b t. Th 

£ r 

Th hut I 

h n x it d u ing a simple control law to apply square 

aw an wa input of both huttl tanker and FPSO, dependent 

nl . Th tpoint begins at 10°, with YT(FPSO ) = -8.45, 

I T( T) = - 10.0 T( T) = - 1070. When WFPSO reaches 10°, 

- 10° \Vi h YT(FP 0 ) = 8.45, NT(FPSO) = - 1080, YT(ST) = 
. Thi r p at until ufficient data has been gath-

r i k pt in n ion hroughout by 18 Tonnes of forward thrust 

X T(FP 0) = 1 and 30 Tonn of reverse thrust from the tug­

antral! d inputs also produces reactive 

turr t and the haws r itself. 

th hip to id ntify, wher the neural network 

input i a 7 x 1 v r urn of thruster, turret, 

sum in the sway dire tion and 

onsisting of u v and r. The 

middle 2000 points are u ed for 

haw 

imul ti 

valida i 11 

F igur ). 

the ntir t of 6000 points and, 

b n twork i impl m nted in Simulink such that the 

mp r d with th n twork utput (a hown in later 
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Th n ural n twork i a thr e-la er :v1LP with seven inputs and three outputs, 

but th int mal tru tur i not ompletely defined by this description. A deci­

i n mu t b ak n on h numb r of neurons and the activation function in each 

lay r, although thi i not an xa t ien e and is open to trial and error. The 

numb r f n ur n in h output lay r mu t be three, as there are three outputs, 

bu t th fir an b adju ted. Increasing the number of neurons 

will impro of n work function approximation to a point beyond 

whi h th n twork b gin and idiosyncrasi s of the data. This will 

I ad to p r g n rali ation to 0 her data ets so a balance must be found when 

ing th numb r of n uron .. ft r xperimentation, it is found that 14 input 

thi do 

r n urons twice and the same as the number of 

pr du a ptabl results. As for th activation function , 

m 0 no i abl influ n th r ults in this application, so a 

tand rd log- igmoid i u d . 

For th fir att mp at n work training the number of epochs is 500 and the 

m n quar rr r (.1 E) b t\\ n targ t and actual outputs is lA X 10- 5 at 

Th m an quar 

M E it i 

rf rman 

aIm hr 

a ll f 

ar not good however, as the network output 

and g n rally fails to match the validation data. 

) i only 2.5 x 10- 6
, so by comparison with the 

fuI. After some experimentation 

pp ar that ill- ondition d data is the reason for poor 

I ration in the surge direction is 

m ri al pr bl m \Vi hin h n ural n t not d by Ro killy and Y1 sbahi (1996a). 

Th ralnm rithm i run n again with 500 poch and normali d data, 

yi Id in a m an quar rr r f 3.1 x 10- 4 for Y1 of 0.69. I arly this is a 
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gr at impr v m n , although th .1 E gradient is till high enough after 500 

po h to ju tif a Ion r training period. Hence, the algorithm is run for 1000 

ep h giving a ~1 E of 2.5 x 10- 4 and r ult a depicted in Figures 3.5 , 3.6, and 

3.7. how th ompari on b tween 6000 seconds of out put data 

r ord d from imulink and th output of the neural net that has been t rained 

n onl th middl hird. The onI ignifi ant error occur in the first third where 

th hip 

ati fa t 

X 10'" 
4 

3 

2 

~ -c: 1 
:8 e 
11> 

§ 
ca 0 
~ 
=> en 

- 1 

- 2 

- 3 
0 

ill tion ar b ginning to build . The performance of the neural net is 

1000 

xampl . 

- Neural Network 
Validation Data 

2000 3000 
Time I Secs 

4000 5000 6000 

igur .5: ur a I ra ion alidation da a and neural net approximation 
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§ 
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I 

X 10-3 
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0.5 

0 

- 1 
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1000 2000 3000 
Time I Secs 

4000 sooo 6000 

ur 3.6: wa a I ration validation data and n ural net approximation 
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X 10- 5 

3 ~~----'-------or==7.=~~=7'---'--------'------~ 

1
- Neural Network I 
- Validation Data 

\ 2 \ 
, 

.. \ \. .. 

13 

A 
~ -

~ ~ ~ 
c 

~ fi :f'fI ,g 

~ ~ ~ ~ 0 V \,) .9! 
§ 
'" 1 ~ ~ 

- 1 

- 2 

_3L----~---~----~---~----~---~ o 1000 2000 3000 4000 SOOO 6000 
Time / Secs 

Figur 3.7: aw a 1 ration alidation data and neural net approximation 

R all that th bj t of th hip imulation i to provide position and velocity 

m a ur m nt for u ontrol. However, the network as de cribed so 

in luding appli d force to acceleration outputs 

f h ma h mati al law of motion. Therefore, to achieve a 

far map 

a 

mapping 10 it r quire integration of the output terms in equa-

ion (3 . 1) (3. 2) an (3 . 3). To onfirm the accuracy of the integration steps, 

a in Figure 3.5, 3.6 and 3.7, between the integrated 

ou pu validation data and th int grat d n ural network output data. 

Thi mpari on xhibit an off in the velocity data and an increasing offset 

in th a du to th a umulation of mall errors in acceleration of 

Figur 3.5/ .6/ .7. 
, 

hape' of the e neural net r ponses ap-

p ar t b aIm id nti al t th d ired hap , o it is felt that the non-DC 

y m d nami ar \ 11 approximat d and the off et i not a great concern. 
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Th r ar op n-l op and gi n feedback ontrol the two systems would 

b hav in th am \ a with uffi ient gain to r move steady-state errors. 

To h k 

work th off t i 

gain at infini 

nami are indeed learnt atisfactorily by the net­

d b r placing the integrator with filters po ses ing 

at ery high and very low frequencie . Instead 

th filters have 56dB gain, and instead of zero 

h filt r have -56dB gain , a in Figure 3.8. 

Th r ult u ing hi filt r hown in Figur 3.9 to 3.14, demonstrate the ac­

ura wi h whi h th n ural n twork can approximate the ship's motions but 

mainl in h r gion from 2000 and onward 

10 
:8-

! 
c 

f 

50 

0 

-50 

-100 

0 

45 

1- FIner 1 
-- Inteorator 

Bode Diagram 

. . .. 
. . .. 

, . . ' 

_OO~~ __ ~ ____ ~~~~===ft~====~~~~==~~~~~ 

to'" 10.3 10'2 10' 100 to' 102 

Frequency (rad/sec) 

Figur 3. Fil r fr qu n r pon u ed to approximate an integrator 
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0.2 .---------r---------r---------r---------r---------r--------, 

0 .15 

0 .1 

'" 0 .05 
E; 

f 
Q) 

> 
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:::> 
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1000 

Figur 3.9: urg 

2000 3000 
Time I Secs 

4000 sooo 6000 

locit alidation data and neural net approximation 
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~ 
~ - 15 
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- 25 
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3000 
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Figur 3.10: ur p i ion alidation data and neural net approximation 
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0.1 r---------r---------r---------r---------r---------r--------, 

- Neural Network 
- Validation Data 

2000 3000 
Time/ Secs 

4000 SOOO 6000 

Figur 3.11: alidation data and neural net approximation 
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-30 

-40 
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Figur .12: wa p i ion alidation data and neural net approximation 
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X 10-3 
2 . 5 ~~------.---------.----------r---------'----------r---------. 

2 

1.5 

~ 0.5 -
.~ 0 

~ 
~ 
~ - 0 .5 

- 1 

- 1.5 
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Figur 3.13: )aw cit validation data and neural net approximation 
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igur 3.1 aw angl \ alidation data and n ural net approximation 
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Figur 3. t 3.14 xhibi a di in ompari on between the valida-

tion data nd n ural n work utput. Th r i a growing offset initially, which 

un il th w pI t mat h on anoth r mor closely. To see why, 

b rv mi mat h ",hi h 1000 conds of the acceleration 

n ural n twork plots to be integrated the 

off t aft r th first 1000 seconds. How-

plo in Figur 3.- t 3.7. W r 

ran f r fun 

whi h ha a d in 

nd . Thu 

af r 1500 nd , I 

valida i n da a w I!. 

ha r m d h D 

i n rr ponding to th filter in Figure 3 8 is 0.0015s+1 
. 8+0.0015 ' 

xp n n ial natural r pon e with time constant of 667 

t in Figur 3.9 3.11 and 3.13 has disappeared 

high r fr qu n y b haviour which matche the 

h n ural n twork po ition plots would retain a 

nd u ing an int grator but th filter in Figur 3.8 

t ft r 2-00 ond in Figur 3.10, 3.12 and 3.14. 

3.5 Sy t id tification using tank test data 

Havin h ffi f th n ural n twork with mathematical imula-

ion d 

hip. Thi i a hi 

in a lar tank 

r i nand m8 

r 

f rma . 

< t mpt to id ntif the r aI-world dynamics of a 

f th FPS /Shuttle Tank r system 

nvir nm ntal for an b appli d with m a urable di­

Ltd wer 

al m d 1 and r ording the data 

.1 h w th op rating onditions for th t t 

rd d da in lud valu for hu tl tank r po ition v 10 ity and a el-

w )', and yaw dir r ord d ar t h for on 

h b \\' thru t r. haw r t n ion and t ugboat in the 

ur wand a' dir h w v high and FP r t h oth r 



TEST DATA 102 

varia tern propeller provides 

n for and h 

Ta I 3.1: prating ondi ion for tank tests 

Exp. 

(kn ) (m) 

61 71 2 

61 77 2 2. 

61 75 2 3. 

61 79 2 4. 

61 27 2 

61 37 

61 55 

61 2 

2 

2 

2 

2 

3. 

4. 

hang 

(d ) 

15 

15 

15 

o 

FP 

_ ngl 

(d g) 

90 

90 

90 

90 

o 
o 

90 

90 

90 

Shuttle Tanker 

Bow Tug 

Forc Thruster Force 

(ton ) Force ( tons) 

(tons) 

30 0 30 

30 0 30 

30 0 30 

30 0 30 

o 0-+20 30 

o 
0-+30 

0-+30 

0-+30 

0-+20 

o 
o 
o 

30 

30 

30 

30 

In rrn f n ur In tw rk rainin urn d that a r al ship follows th tirne-

invarian tat d in quation 3.41, 3.42 and 3.43. Therefore 

th input and Iltput u arne a for th Sirnulink data in 

S ti n A. am ly\ th n ural n tw rk input i an 8 x 1 vector consi ting of 

r. haw r and tug for in th urge direction the 

\\' rqu and wav height . The output is 

a 

hav imuIink 

nvir nm nt. _ ain, h huttl 

b id n ifi d. h nUIll r f n ur n i 16 in th 

1 that wav 

op rating in a 

th hip to 

in th ond layer 
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and 3 in th u put la r. Th valu ar twice and equal to the number of 

inpu and qual t th numb r of output r pectively. The activation functions 

ar log- igm id in ch la) r. 

Th fir att mp at n tw rk raining i mad u ing the first half of the data set 

fr m xp rim n nce again, the data is normalised to the 

maximum and a 500- poch training run is attempted. 

Th m an rr r ( ~1 E) i 3.1 X 10- 4 giv n a mean square signal of 0.53. 

in 

n tw rk in th ur 

yaw. H n i d 

b 

r du d. igur , 

th n tw rk aft r 

t er\" rifi ation demonstrates good generalisation by the 

nd \\ a dir ion but rather more significant errors for 

rain u ing th fir t thre quarters of the data set. 

6.3 x 1 - 4 ~ r a m an quare signal of 0.64. This result 

w but th yaw errors are significantly 

3.16, an 3.17 d mon trat the effective generalisation by 

nd , wh r th data i outside of the training set. 
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- Neural Network 
- Validation Data 

-5oL-----5oLo----1-~L----1-~L----ro~00~~2~5~00~~~~00~--3~5~00----4-0~00----4-5~00----~~00 
Time I Secs 

Figur 3.1 urg a . alidation data (61871) and neural net approximation 
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o ~O 1000 1500 rooo 2500 3000 3500 4000 4500 5000 

Time I Secs 

igur .16: wa a . alidation data (61871) and neural net approximation 
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X 10-4 
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0 .8 - Neural Network 
- Val idation Data 

0 .6 

0.4 

1; 
l'!! 0 .2 -c: 

~ 0 
.91 

~ 
~ -0.2 

~ 
- 0.4 

-0 .6 

-0 .8 

_1 L---~~--~-----L----~~~~~~~----~----L---~L---~ 
o 500 1000 1500 2000 2500 3000 3500 4000 4500 5000 

Time I Secs 

Figur 3.17: )aw a . alidation data (61871) and neural net approximation 

Similarly high quaJit r ult are obtained using the other eight data sets in 

Tabl 3.1 but nl indi iduall . Figur 3.18 to 3.20 illustrate the effectiveness 

f n twor:k r inin wh n 3m wa are used in the tank test. 
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Figur 3.1 urg a . alidation data (61877) and neural net approximation 

~ -
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- Neural Networl< 
- Valida tion Data 
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~ e 
~ 
.9l 
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Figur 3.19: wa a . validation data (61 77) and neural net approximation 
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x 10-' 
1 ~~~-----'----'-----'----'-----'----'-----'----'-----' 
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1; 
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Figur 3.20: Yaw a . alidation data (61877) and neural net approximation 

nfortunat 1 th r ult ar not 0 good in Figures 3.21 to 3.23, wh re the waves 

are 4m high. Thi tr nd of degradation in results for increasing wave height is 

r p at d for all of th data. 
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Figur 3.21: urg a . alidation data (61879) and neural net approximation 
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Figur .22: wa a . alida ion data (61879) and neural net approximation 
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x 10'" 
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Figur 3.23: Yaw a . alidation data (61879) and neural net approximation 

Th n xt t p i 0 rain a ingl n twork u ing each of the data sets in turn in 

ord r to g n rat a n work apabl of providing an approximation to each of the 

t . H w r thi do no i Id good r ult a re-training an existing network 

t t nd to d grad th performance of the network when acting on 

th pr viou t. Training th network with all nine sets only manages to provide 

r p rforman in all nin a e . Thi problem is demonstrated in Figures 3.24 

t 

thr 

I arly una 

n twork i train d u ing data sets 61871 , 61877, and 61879 

alidation data t 61875 is used, as it is intermediate to the 

Th p rforman e in th urge direction is satisfactory, but 

bl f r wa and yaw. 
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U1'(> .25: way a n d a ( 1 7 ) and neural net approximation 
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4 ~X ~10~~ ____ -r ____ .-____ r-__ -. ____ -r ____ .-____ .-__ -. ____ -' 

('Cl 

>-

o 500 1000 1500 2000 2500 3000 3500 4000 4500 5000 

Fi ur .2 Y \\' a 

fur h r pr ! m, 

n i na! ' 

l1me I Secs 

va!ida i n d ta (61 75) nd n ur I net approximat ion 

far unr I\' d, 

n .. h da 

hat f providing velocity and po i­

uppli d by Ylit ubishi corre pond to 

ur m I1t , < nd it i 0 p rform a tran formation a m 

quati n (2. ,1-) in rd r t m a ur m nt from the acc I ration data. 

f hi: tran ' f I'm ti n h ) d to th de ired results and ome 

fur her ft rt will b t to fi l ring and num rical int gration 

c l ri hm . 

3 .6 Di 

.J u I in [r m t hr , u) t. f ti n .5, it w uld app ar to be po sible to u e 

n ural n lw rk appr ximat h n nlin ar mul i ariabl mot ion dynamic 

f a shut I upl d ia a haw r. One probl m which i 

id n b. xaminati n .15 t 3.23 i that n ural net performan ap-
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h. four th nvironmental forces acting on 

\Vi h way h ight, 0 it i to be expected that large, poorly 

p rforman d terioration. It was hoped that 

uld ill b I arnt and that the network would act as a 

ion of th wave-di turbed data. This may be 

xampl , bu do not app ar to be the case with Figures 

f four m tr i indicative of a rough sea state, 

t that h n ural network approach is suitable only 

f data wa obtain d from the YIitsubishi Heavy 

and alidation would require extensive data 

ud . 

w uld b m a urabl and ould be incorporated into the 

inpu data v r. In r ali " it i not po ibl to i olate and directly measure the 

du th r ar two po ibilities to augment the input 

v tor f h p trum and the plant respectively. Waves 

Pi r on and Ylo kowitz (1963) and produce forces 

in n h ampli ud fr qu ncy, phas and incident angle of 

valu 

to 

h kn wn 

timat r 

imat r w uld impl 

, it' r a onabl that the neural network could 

wa . Th problem would then be to select 

cond po ibility would be to utilise 

in a h of the thre degrees of freedom. 

lerations ould be used to predict 

tribut d to th in id nt wave . In this way, an 

n ru t d and u d in neural network training. 

f h m d lling ffort from th n ural network to 

ar u uaB known quit accurately and the wave 

~lar in (1999) for xampl . 
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Ano h r pr bl m i ha th n w rk difficulty in learning to approx-

imat m r 

t r pr 

fti ting d 

op rating onditions, giving the network con­

h in tigation wa arried out with the assumption 

nami d n hang gr atly ov r time and with environmental 

n tw 

um 

and Karim (199 ). 

Th fin 1 pr 

ati n u pu 

of th 

t i n 

progr with hi problem is to use several net-

p ra in point th n to train ach network extensively 

hip m tion ould then be obtained from one 

n op rating onditions, or from a weighted 

rk u pu u h an approach wa suggested in Eikers 

ion 3.5 i th transformation from acceler­

ignal . Further examination 

ank t t data is r quir d , and examina­

ffi t, imilarly to Section 3.4. The use 

f £ unimportant provided that the 

r m ining hi d nami ar an a urat r pr ntation of the real ship. 

n ur 1 n twork have predominantly been explored 

£ r th ir ppli a. i n t ntr y t ms rath r than id ntification, hence 

ibl furth r \ rk n th DP ontrol probl m with neural net-

w rk ariou approach s to ontrol which exploit the 

abili r n ura! n tw rk t 1 am arbitrar non-lin ar mapping . The following 

xampl in \\ rwi k t a1. (1992). 

Sup rvi cl 

diffi ul 

mdrn 

a tion of a human wh n it has proven 

ti aut mati ontroll ruing ac epted la sical or 

. If n r 1 ta k i parti ularly arduou or rep ti-
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tiv, h n r pia ing h human p rator with a n ural network is clearly ad van-

tag ou . Djr t Inv ontrol involv I aming the plant inverse, which is then 

u plan 

t 

an un abl plan. In ~I 

to mod I un ertainty and may not be used with 

ontrol the losed-Ioop system is expected 

mod I g n rating the desired response. The to follow th 

rr r b 

whi h 

t m and th 

In rnal Y1 dIn r I i an h r po ibilit wh re the closed-loop system con­

tain an in mal n ur I n tw rk mod I of th plant in parallel with th actual 

plant. omparator is the difference between 

f hi in rnal m d I and th r al y tern. The controller is then the 

n ural n \V rk mod I with th property that the closed loop is sta-

bl giv n tha bo h plan and table. Further, under the assumption 

that h t m output will pert ctly follow the reference 

with n umption i invalid , then robustness to model 

in rodu ing a flIt r in cascade with the controller. 

n m r appli a i n fan ural n work i to produce a form of predictive 

on ro1. In thi , h n w rk I am to predi t the next plant output as a 

fun ti n f pr urr nt and pr vious outputs. This prediction 

i u 

optimal 

lin ar 

wh n minimi in o t function in order to compute the 

only one st p ahead but, for a non­

than that obtain d from a linear AR}..1A 

ra ) mod 1, for xampl . 

u d n ur 1 n work a hip autopilot at various forward 

imnl ntroll r i tun d for a t of v locities then , n 
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th n tw rk mu t I arn 0 appr ximat th orr ct gain with varying speed. The 

r ult w rk p rform in a lightly sub-optimal manner, but 

h d not ha to re- omput controller parameters as 

al. (2000) ombin two neural n tworks with conventional 

PID v I n a ix degr -of-fre dom underwater 

h i adap h· in hat th !l twork attempts to minimise the 

rr r nal fr m h I op hr ugh on inual training. The networks produce 

ign in ition to h PID ontrollers and results show that 

ra kin p re rm n i impr \' d. piu th ontroller i robu t to large changes 

in plant d nami 

nar and ~urr - mi h (1999) u radial ha i fun tion (RBF) networks and 10-

a l m din twork (L:\1 1 ) tin\' tigat th autopilot probl m. RBF network 

fun 

fun b 

hat f ~LP although the number of basis 

th numb r of data point , which may be large. An 

b m a ivation function so that th overall 

um f RBF utput. Th advantag ar that th structure 

pr yid P re rman 

in orporat d. Each type of network 

11 roll r whi h hav themselve been tuned 

imula ion r ult how that th neural networks 

mpar d with a ingl PID controller oper-

ating r a ran nditi n . 

',mpJ in lud uh (1990) F r una and YIu cato (1996), and 

Zhan I. (1 96), ut II rdi r (19 7) i m t r 1 vant to the hips d alt with 

in thi n f Hardi r (1995) di cu ed in S tion 3.1. 

a 0 t fun tion of w ighted 

utpu rror and input id n ifi d hip n ural n twork a pr dictor 

of h r I hip b ha i ur. of a numb r 
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f tag in impl m nt fil ring gain matrice and control constraint 

handlin in ubnetwork a a function of the oper-

atin ndi i n. Th v ral hours in high sea conditions 

and ri ati factor 
, 
. No comparison is made 

ombin d Kalman filt rand tate estimate feed­

kn wn wh th r th ne work presents any significant 

p re rman ad an a 

r b n found whi h inve tigate DP control of a cou-

pi d hip H n futur work ould oncentrate on classical 

r n ural ulat th po ition of a h hip individually and to 

ain ain p rati n j intl 

3.7 Conclu ion 

hi rb n th probl m of hip modelling and identification 

in P ntr I.. uitabl hip mod I must be nonlinear and 

numb r hniqu i actually fairly limited. 

b n approa h d by driving a simplifi d model 

and findin approximat ly or with more sophistication 

alman filt r. ural n twork ar a valuable techniqu for 

appr xim in n nlin r mul ivariabl fun tion and I arly also have pot ntia1. 

h 

d 

cl in thi hapt r wa to inv tigate the u e of 

df rward n work for id ntifying hip dynamic of a 

tank r. Th main ontribution of the Chapt r wa to 

ha h n tw rk ul 1 am and g n rali t h dynamic from real 

data pr yid d b a ~1it u i hi H \' Indu ri 1/50th cal mod 1. 
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Th th or ti al prin ipl of neural networks and their mode of learning were 

pr nt d in addition to a mathematical model to describe the forces acting on 

th hips du to a turr t haw er and tugboat. The coupled ships were modelled 

in Simulink u ing th quations from Chapter 2, plus the additional forces men­

tion d. Data from thi imulation was then used to check the viability of using a 

neural n twork for th problem. The differential equations describing each ship 

w r r arrang d to tate acc leration in terms of velocities, angles and forces , 

th r by r moving th n d for memory in the network. A ship could therefore be 

d a a fun tion with ight inputs and three outputs. 

Th imula ion data \ gath red by implementing a simple control law to yaw 

th hip ba k and for h. Thi was sufficient to excite the various dynamics and 

for du to turr t hawser and tugboat. The data from the shuttle 

tank r wa mbl d into a training et for the neural network. With normalised 

data it w di QV r d that th dynamics were learnt well and generalised from 

th mall training t to th ompl te validation set. Integrating to generate 

v 10 ity and po ition ignal also demonstrated that the network was successful 

in I arning although a filt r wa required to remove steady-state offset. The 

non-DC p rforman w oth rwis encouraging, so it was possible to progress to 

u ing r al data fr m ~it ubi hi cale model. 

II r , input and utpu ignal w re a in the simulation case, but with the addi­

an input. ~it ubi hi conducted several tests to excite the 

oupl d hip in a tank with ontrollable environment. The first network train­

ing pr dur w ndu t d with data from a still environment, that is with no 

way appli d. gain u ing normalis d data, the network outputs were found to 

mat h th da a , ith li tl rr r. Furth r training with a wave height of two me­

tr r ult but with four metre way h ight, the errors were 

not in ignifi ant. Th n twork wa al 0 trained using all of the data together 
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from th pr vious thr cas before being validated with data from three metre 

wave height. In thi ase the re ults were of poor quality. Indeed, any attempt 

to train th network with mor than on data set at a time resulted in significant 

error , v n for validation with a data et used in training. 

Th main flaw in h u of neural networks is that approximating more than 

on data t imultan ou I doe not appear to be easily achievable. In further 

work v ral n twork ould be u d one for each likely operating point, with 

ach n twork train d xten iv ly using data from each point. Ship motion could 

b produ d b on n twork orresponding to the present operating condition, or 

from a w ight d urn of the ariou network outputs. A further, less fundamental 

flaw i th tran ~ rmation from a celeration outputs to earth-fixed velocity and 

position ignal . It ma b n es ary to use a different process in production of 

t h tank t t data and to take care in the use of integrators for velocity and 

po i tion ignal . 

Th main ad an ag f th n ural network approach is that it is not necessary 

to kn w th pr i tru tur of th quat ions of motion or to identify particular 

multivariabl hara ter of the problem does not present a dif-

ficulty ith r ted nature of the network is well-suited to cope 

with thi . Th hip i impl an input-output mapping which can behave in a 

highly n nlin ar mann r wi h no 10 of a curacy in signal reproduction. 



Chapter 4 

Restricted-Structure 

Multiple-Model Adaptive Control 

Thi Chapter de cri be the application of a novel adaptive controller to the ship 

DP control problem where multiple linear models are used to describe the nonlin­

ear ship and the controller i of restricted structure. The adaptive controller is 

introduced by detailing the underlying polynomial-based optimal control theory for 

a ingle model before approximating the cost integral so that a restricted-structure 

solution acro multiple model may be found. Augmenting a set of representative 

linear model with an identified hip model in the online optimisation completes 

the adaptive control algorithm. The properties of the restricted-structure solution 

are pre nt d with a ingle model example before applying the adaptive controller 

to th urg velocity loop of the hip problem in Chapter 2. Successful simulation 

re ult are pr ented and analy ed at the end of the Chapter, and related problems 

of algorithm convergence and imultaneou stabilisation are discussed. 

4 .1 Introduction 

Th mul ivariabl PID on troll r uning idea for DP d v loped in Chapter 2 is 

limit d b th fa t ha a h on roll r d ign applies at only one op rating point. 

119 
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This fact pr nt difficulti from the control theoretic perspective. A controller 

whi h i w 11 tun d or optimal at one linearised operating point may have poor 

perform an or v n be un table at another. 

Th probl m of poor p rforman e may be addressed by analysing the system 

nonlin ariti and produ ing a fix d nonlinear control law, or by varying linear 

ontroll r param t r known a adaptation. The theory of nonlinear control is 

well d v lop d and under tood than that for linear systems, so by assuming 

that th plant i impl hifting from one linear operating point to another, the 

h or may b used. The problem of instability is un­

d r tood in t rm of robu tn to unmodelled dynamics, and has been studied 

u ing H on rol h or introduc d by Zames (1981). Hoo control design tends 

to pr du poor r p rformanc , a the controller is detuned in order to avoid 

in tability wh n plant gain vari unpredictably. The two problems are related 

by th ommon hr ad of un rtain model variation. In the past, attempts have 

b n mad to addr 

ontrol. 

by the use of multiple models and adaptive 

lu i n da ba k to the 1970 and significant early works in-

lud Lainioti (1976) and than t al. (1977). In the work of Lainiotis (1976), 

multipl K Iman filt d to improve the accuracy of the state esti-

mat in ntr I probl m. than t al. (1977) control an F-8C aircraft using 

th Y1Y1A (Y1ul ipl ~1od I . daptiv Control) method. This involves finding 

quilibrium flight onditions and carrying out a complete 

LQG (Lin ar ian) d ign, e Burl (1999) for example, for each 

ontrol signal for the aircraft is applied to each 

of th 1 Kalman fil r uring th LQG design. Each LQG controller 

th n pr du 

r p nd . 

an ptimal 

dditionall 

ntrol ignal for the flight condition to which it cor­

I alman filter generate a re idual vector that is 
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us d t produ onditional probabilitie that the model in question is the true 

on . Th antral ignal whi h a tually drives the aircraft is then computed as 

th w ight d urn f th 16 LQG optimal control signals, where the weighting 

i th pr bability for h corr ponding model. Simulation results show that the 

YlYl appr a h i pot ntiall applicable to adaptive aircraft control, although 

th author not that ar ful uning of the Kalman filters is important in order 

that id ntifi ation of th ru model and ubsequent control are not adversely 

aft ct d. Th au hor al 0 point out that a persistent excitation signal is nec-

ary for id ntifi ation and that overall, a theoretical basis for the approach is 

la king du th highl nonlin ar nature of the plant and control scheme. In 

thi r gard d that xt n iv simulation results must be relied on to 

judg th p rforman of th algorithm, in the absence of a suitable analytical 

fram work. 

During th 1 90 K. ar ndra ha been particularly active in the field of 

d I and in Nar ndra t al. (1995) gives an acce sible account of 

a ' g n ral approa h in luding wit hing and tuning. The use of multiple mod­

g n rall han 

a 

th 

fini 

£ r 

param 

and 

whi h b 

t 

that th input-output characteristics of a system will 

p r ting in differ nt nvironm nts. A single model may 

I ading to transient errors, or be unable 

th rang of operating conditions. Thus, 

than t al. (1977) i propo ed. In the linear case, 

a tran £ r fun tion with time-varying parameters. A 

t r v tor i I ted then a controller is de igned 

rror i mall r than a certain constant. Th se 

g n rat output timates at each time step 

n ifi a ion rror i comput d to determine the model 

ontroll r pr -d ign d for th b st mod I 

h n appli d t th r 1 plant but an alt rnative i to u e ome ort of learning 
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control if th id ntifi ation rror is particularly large and the plant is operating in 

a pr viou ly un n ount r d r gion. Adaptation then occurs until the steady-state 

error i mall r than om on tanto This new model and controller is stored in 

m mory by th ontrol algori hm for later use. Issues such as controller structure, 

th mod I wit hing h me and the u e of fixed or adaptive models are then dealt 

with, and it i not d that fix d model produce a more computation ally efficient 

algorithm, but an adaptiv mod I give desir d steady-state accuracy. Narendra 

ugg t u ing n adapti mod I along with several fixed models to yield an 

ffi i nt ontrol ar hi ur. 

In ontra t to. han al. (1977) there is more of a theoretical underpin­

ning to th w rk, and abilit i proved in Narendra and Balakrishnan (1994a) 

and ar ndra nd Balakri hnan (1994b) in the linear continuous time case and 

Nar ndra and Xiang (2000) in th linear discrete time case. Novel switch-

ing and tunin m ar xplor d in Narendra and Balakrishnan (1997) and 

th rib d in arendra and Driollet (2001). Ippoliti and 

Longhi (2004) id a and apply them to several examples of real sys-

t m u ing minimum arian th ontrol design algorithm, and employing 

\ ith n fL'( d and 1 id ntified model. Proofs of stability 

ar giv nand d mon rate reduced tracking error for the multiple-

mod mpar d 0 an adapti e-only case of minimum variance control. 

Th ha al 0 be n developed for applications in sys-

ion on r ign u ing fuzzy techniques and even control of a 

ar all pr ent din Johansen and Foss (Eds.) (2001). 

Adap iv ba k to th 1950 , with Kalman (1958) and Gregory 

(Ed.) (1 59) ~ r xampl. Th fi Id i quit mature now, with Astr6m and 

Witt nmark (1995) pr iding fairl ompr hensive introduction dealing with 

£ ur main f adap iv m : Gain ch duling, model-reference adaptive 
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ontrol If-tuning r gulators and dual control. Gain scheduling is a scheme by 

which th ontroll r paramet r are varied according to changes in a particular 

op rating nditi n. In pra ti e, this takes the form of a look-up table that spec­

ifi gain rr ponding to operating point. In model-reference adaptive control, 

d ir d 10 d-loop b haviour i determined by a reference model. The error be­

tw n plant and mod 1 output forms the input to an adjustment mechanism that 

alt r th ntroll r param t r in order to minimise the square of the error. These 

fir t two trat gi alt r th ontrol gain dir ctly without recourse to the plant 

param t r . If-tuning r gulator, however, uses parameter estimates within 

a de ign algorithm to updat th ontrol. Strictly speaking, self-tuning refers 

only to plant wi h unknown on tant parameters where an initial "tuning-in" 

m hani m i r quir d but in th pre ent di cussion the wider sense of continual 

ariation i u ed. The certainty equivalence principle 

urn d that th stimates are perfectly equal to the 

n bar asonable as umption, but the final adaptive 

s h m ,dual ontr I in rp rat uncertainty into the design. Unfortunately, 

th appr a h i mpJi at d and do not yield practicable results without ap-

tuning 

i invok d h r 

proximati n . 

Th multipl m d 1 adap i ch m di cuss d earlier essentially fall into the 

If- uning r gulat r t f adapti ontroll rs. The approach to multiple-model 

adaptiv I in hi Chapt r i al 0 within the self-tuning regulator class, but 

in that a ontroller is not designed for each fixed 

m d I in advan rpora d into an online optimisation. The strategy 

n L Grit ri n acro n+ 1 s parate linear models , where 

n ar fix d and 1 i id ntifi d. Thi approach is novel in itself, but additionally the 

ann 

but a r la iv I 

ir d low-order tructure. A simple analytic solution 

\Vh r th on troll er structur is unconstrained, 

r igh ~ n r op imi at ion problem an be established which 
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pr vid th d ir d olu ion. The algorithm depends upon recent advances in 

r tri t d- tru tur optimal ontrol Grimble (1999a), and in control of multiple­

rimbl (1999b) fir t ombined in Grimble (2000). The aim is to 

provid of robu tn to parameter uncertainty by optimising across a 

t of po ibl mod I whil t att mpting to produce good performance by incor­

porating an imat of th urr nt stem parameters. In this way, the problems 

highlight d a th b ginning of the Chapter of poor performance and possible 

in tabili du to hanging t m parameters, are addressed concurrently. 

Th r a on £ r rating r tri t d- tructure controllers were highlighted in a 

tran rip d in Ander on (1993). Practising engineers want 

I \V ompl xit di cr te-time and free of numerical problems. 

Unfortunat I mod rn optimal d ign m thods such as LQG and Hoc give con­

troll r with rd r qual to or gr ater than the plant. Hence, complex plant 

Th r ar hr 

ond rout 

ur fir t in 

nd 

it iv ly an ain 

i Id optimal but undesirably complex control designs. 

a low ord r ontroller in this situation. Firstly, a high 

ad ign on th outcome of this reduction. Finally there are 

taking h high ord r plant and generating a low order 

iat e Hyland and Bernstein (1984). The 

produ a poor controller as the approximation step oc­

rror ar carried through to the design. The 

au it i hard to understand th procedure intu­

first route seems to hold most promise, 

a th appr xima i n ur I t after an optimal design is known and the 

r tri d- tru tur al ri hm in thi Chapter follows thi route. 

Earl work in hi d on r du ing the ontroller ord r without paying 
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att ntion to h tru tur PID or lead-Iag for example. Anderson and Liu (1989) 

mpha i that on troll r r du tion must take into account closed-loop behaviour, 

not nec s arily re pect stability, bandwidth and 

. II n a fr qu n -w ighted mod I problem is presented and solved 

u ing run ati n of an int rnall balanc d r alisation Hankel norm approxima­

tion and q- ov r appr ximation. Additionally, the controller solution of an LQG 

probl m i giv n in a tran ~ r fun tion fractional r presentation, before the so­

lution abo ar appli d and compared. The authors conclude that 

dif£ r nt m th d ar up rior d p nd nt upon control objectives, and whether 

th rIp n-Ioop un tabl or not. The tructure of the controller is not 

d. 

IIjalmar n t a1. (1 94) pr n a numerical optimisation approach to an LQG 

typ pr bl m wh r h plant and ontroll r are stated in discrete-time transfer 

fun ti n ~ rm and pon i given by a reference model. The 

giv n a fun tion f th ontroll r param ters, then a gradient descent 

pr d t find h minimum with to hastic approximation to the cost 

hi gradi nt i mput d from m a ured closed-loop data and so the 

t m d I-b d.. proof of converg nce is given and an example 

d xt nd d-PID ontroller tructure is examined. The restricted­

to a good approximation of the desired response 

drawback of hi m thod i that it involves three s parate 

xp rim n in rd r t gath r h data, thu the optimisation cannot be carried 

out nlin . 

Landau Karimi n Hjalm r n (Ed .) (2003) deals with solutions to an active 

n hmark pr bl m u ing ontroll r of r stricted complexity, 

f whi h habl al. (2 03) i th nl paper to d al with r duction of controller 

rd r fr In a full- rcl r din. h approach tak n i known a robust modal on-
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trol and inv Iv th lu ion of a QP (Quadratic Programming) problem, where 

th quadrati to b minimi d i th fr quency response error between the full and 

r du d ord r ntroll . Th quality on traint is used to specify the structure 

of th r du d on roll r and h in quality constraint places restrictions on the 

gain at parti ul r fr qu n i . Th full-ord r d sign for the benchmark problem is 

arri d ut u ing h mix d H m thod producing a 25th order controller. The 

a th order controller, providing good results in 

camp ri n wi h th H d ign. Thi approach is successful, but does not take 

d-I a ount as part of the algorithm. Thus, this method 

for th r a on given by Anderson and Liu (1989). 

In thi hap ran \ I ontribution i made to the field of adaptive control via 

th appli a ion fa mul iple-mod I re tricted- tructure algorithm to the ship DP 

pr bl m. approa h is now developed, beginning with a 

tat m nt f th L 

4.2 LQG problem formulation 

Stat -spac form 

Thi pr I m w fir p in at - pace following developments by Kalman 

(1960a) and Kalman (1960b). Th di r te-time problem is as follows: 

(t + 1) = Ax(t) + Bu(t) + w(t) 

y(t) = Cx(t) + v(t ) 

(4.1) 

(4.2) 

(t) E IRn x1 input u(t) E lR pro s noise w(t) E jRn x l, output 

y(t) E 1R and m ur m n n (t) E lR. Th on tant matrices are A E jRn xn, 

B E IRn x1 and E RI n. Th Doi ignal ar a urn d to be white, zero mean , 

au ian and un rr la wi h 0 arian 
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(4.3) 

Th tim ady- tat LQG stocha tic control problem involves 

finding h minimum of th time-domain performance index: 

J = lim E [xT(t)Qx(t) + uT(t)Ru(t)] 
t-+ 

(4.4) 

wh r limt E [. ] d n t 

th ptimal tat 

tead -state expected value operation and x(t) 

from a Kalman filter. Q is a symmetric, positive 

mi-d finit r al ma rix and Ri a mmetric, positive definite real matrix. To 

minimi Ri cati quation must be solved to find the 

ptimai at £ dba k gain and th filter algebraic Riccati equation must be 

Iv d t ptima) timator gain. 

Polynomial form 

Th r lat d p I nomial probl m w fir t solv d by Shaked (1976) and is detailed 

along with r la d \ Jopm nt in Grimble and Johnson (1994). The equations 

for th m h wn in Figur .1 take th form: 

y(t) ~t u(t) + d(t) = A- 1 Bu(t) + d(t) 

d(t) - n d~(t) = A-1 Cd~(t) 

r(t) 

(4.5) 

(4.6) 

(4.7) 

wh r ltl i h pl~ 11 H d i th di turban mod I, Wr is the reference model 

and all ignal xt mal white noise sources, ~(t) and ((t), 

ar z r m an and mutu 

b fr 

ak n to b unity. The plant is a sumed to 

and h r t r nc vVr , and disturbanc Wd 

m ar urn t b a mptoti all tabl. 
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x 

u 
d m + y -0 -

+ 

Figur 4.1: Clo ed-Ioop system 

Tra king rror and n rol input ar giv n by: 

(t) - r(t) - y(t) 

u{t) Co (t) = COc/COn (t) 

(4.8) 

(4.9) 

A B Cd E Od and COn r pol nomials in Z- l, which is the unit delay operator 

- T d p ndent on context. The various polynomials are 

n t n aril t m elements are assumed to be free of unsta-

bl hidd n m d . F r n ta ional implicity, th Z-l arguments are often omitted. 

Th LQG t ch ontrol time-domain performance index for this 

J = lim E [(Qc (t))2 + (rcu(t))2] 
t 

lim E [Qc 2(t) + RcU2 (t)] 
t-+ (4.10) 

wh r Qc. R >. ing Par val th or m quation (4.10) may be equivalently 

a d in h z-d main 
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1 f {Q (-1) (-1 dz J = -2 . c<I>ee Z + Rc<I>uu z )}-
~J z 

(4.11) 

1:1=1 

wh r <I> e and <I> uu ar th pow r p tra of the error and input signals respec­

tiv ly. 

An advantag of tating h probl m in polynomial form is that it is straight­

forward to u d nami in t ad of on tant weights. Let qc and rc in equation 

(4.10) b tim onvolved with e(t) and u(t) respectively, see 

Shak d (1976) and rimbl and John on (1988): 

(4 .12) 

In th z-d main: 

J = 1 . f {qc(Z-l) <I> e(z-l)q;(z-l ) + rc(z-1 )<I>uu (z-1 )r; (z-1 )} dz 
2~J z 

1=1=1 

= 2~j f {Qc{Z- 1) <I> (Z-1) + Rc(Z-l )<I>uu(Z-l )} dzZ (4 .13) 

1=1=1 

wh r Qc(z- t) = --.....:....:..:.-----.,­ and Qn = Q~, 

Rn = R~. H r w 

In thi wa i i p x rt a fin r influence over the costed signals. The 

fr qu n d main pr bl m an b i w d a w ighting the power spectra <I>ee(z-1 ) 

and <I>uu{z- I) wi h th filt r Qc(z- t) nd Rc(Z-l) resp tively. 
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4.3 LQG probl m solution 

In rd r minimi quati n ( .13) xpr ion for the spectra are required. 

Prm iur 

wh r th 

W 0) - 1 i 

raightforward to obtain th following relationship: 

(4 .14) 

[ = Co(1 + WGO) -l, and S = (1 + 

Pr m rimbl and J hn n (19 ) <I>yy(Z- l) = W(Z- l)<I>uu(Z-l )W*(Z-l ) when 

Y(Z-l ) = It (~ -l )u(Z- I). H n : 

<I> (Z-l ) = (1- H' U)<I>rr(- -1 )(1_ If 1)* + S<I>dd(Z- l )S* 

= (1 - H U)<I>I'T('" - 1)(1 - H 1)* + (1 - W M) <I>dd(Z-l ) (1 - W M)* 

= (1 - 11'.\1)<1> ,, (z-l)(1 - W M)* (4.15) 

nd 

<l>uU(.: -I ) - f<I>rr (z- l) 1* + M <I> dd(Z- l )M* 

_ H<I>//(z- l)M* (4.16) 

wh r <I>// (Z- I) = <l> rr(,::- I) + <l>dd (Z-l ) and rand d ar uncorrelated. 

f i nul n Z- l wh r obvi us, th minimisation of 
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J - ~ f {QC(Z-I)~ e(Z-I) + RC(Z-l )~uu(Z-l)} dz 
2~] z 

1:1=-1 _ ~ f {Q('(1 - lrM)~J/(Z-1)(1- vVM)* + Rc(Z-l)M~ff(Z-l)M*} dz 
2~] z 

1:1=1 

- ~ f { (H *QcH + Rc) J~ff f* - QC~ff(WM-W*M*+1)}dz 
2~ z 

1:\=1 

f 
y.y Y*Y* d 

= 21 . {(} ~ H)f)( ) ~M)/r-Qc~ff(WM;yl _W*M*yc*yl* +1)}~ 
~) c I c I Z 

1:1:...1 
( 4.17) 

Lat r n, i i n h' : 

D~Dc = B* ;QnArB + A* A~RnAqA 

DiD, = EE" + CdCd 

£ r Dc and D,. hi i kn \\'n r 1 fa tori ation. 

in mp\ in th . u r argum n on quati n (4.17): 

Q n .~ Q*W*<I>* 
J = _1_ f {(Y \/) - c II)() lY _ c 1')* + <I> }dz 

2 . (" ' ". , • c 'y*y. 0 
~J J c J, C , Z 

\:1-1 

n on ; ~i,<P J/ 
whr <1>0 =- ) " ) ' } ' *) ' + Qc<1>/I' 

(' cl' 

(4.18) 

(4.19) 

( 4.20) 

Th i n in\\' in 1\ f rm u h h t th t rm in <1>0 ar ind p nd nt 

ntr 11 r, o. r mining diffi ul i that th produ t in J 

liar. nt cl ta 1 <c nd un tab! mp n nt . Thi plitting an 
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b a hi vdu in w Di ph an in quation but first the terms in the product 

mu b pand dint d form: 

QcH -ib/l B" Qn l f _ B·QnDfA~ _ B·QnDfA·A~A; _ B*QnDfA; 
y. } f = - . A~ q Y; - ~ qAD~ - A* A~AqAD~ D~AAq 

T hu 1 I Y - Qclt 'CP/l i uival n to: 
f Y" } ' . 

c f 

= 

ub ti utili phsl1tin 

ow: 

rm i tri 

1 
J =­

_ilj 
1:1=1 

ua in : 

(4.22) 

(4.24) 

(4.25) 

( 4.26) 

nd t rm i tri tly unstable. 

( 4.27) 
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Th 1- and <1>0 rm p nd n of th controller, Co, hence the optimal 

ntr I pr bl m r du t finding 0 u h that 

minimi 

ummari 

ha 0 1 

J = _1_ f {T+T+* } dz 
I 2' 1 1 

~J Z 
( 4.28) 

Izl=1 

impl t T1+ to z ro. That is, let: 

( 4.29) 

I\"in th p im I ontrol probl m involve finding the solution 

ral fa \\" Di phantin quation: 

D"Dc - B ;QnArB + A* A~RnAqA 

DiD, - EE· + C;Cd 

q B A;QnD,z- g 

*lIo z-g - FoB r = A~RnD,z-g 

r Dc DI , Fo Go and Ho. Th re are, in fact, an infinite 

lu i n Dc and D, in the form do + d1z- 1 + 
h Diophantin quation is uniqu provided 

hift 9 > nlo· The proc dure is 

in num rous math matical oftwar 

pa ka h pa ka d pt d hr ugh ut hi th i i YIatlab. 

4 .4 N ri I 19 rithm for restricted-structure 

th 

m p I. n minI and \V igh in and 

d rmin d by th ord r 

ru tur i imply a 
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rati nal fun n. o 0 b of a ertain order and structure, PID 

£ r xampl m an tha Tl an not impl b et to zero, and the solution will 

b J in hi r quires a method for minimising Tt 
£ How. 

It i 1 ar h t Tl n b wri t n in th ~ rm: 

COnLl - CodL 2 
Tt = 

COn L 3 + C odL 4 
(4.30) 

L3 = tu B and L 4 = AwA. Now assume that 

o ha a I ru tur . lth u h hi i b no m an the only viabl structure, so 

tha: 

and 

On in lud 

wi ll b n nlin 

ain 

(4.31) 

(4 .32) 

known. 

minimi dir I.. 1 \' nh I of K p and Ki ar a sumed known in 

lu ion i po ibl , as will b hown later. th d n mina r f 

~ pr d , pli int r al an imaginary component, wher Z-l 

i n w up r ript rand i d not the real and 

ima inar ' p r f c mp! . fun ti 11, hat: 

r +. I d On = On ) On an Cr ·Ci 
Od = Od + J Od ( 4.33) 

h num rat r t rm m y mpon nt through ompari on with 

( . 1): 



wh r : 

and h n 

L. LG RlTHM FOR RESTRICTED-STRUCTURE 

r } ' r } r 
On = \ 1' 0 + I 1 

Th d n minat r in Tt i urn d known t hu let: 

wh r Lnl and Ln2 ar urn d known and defin d as: 

Lnl = ConL + 

ub fr m (. ): 

. i uti 11 fr m (.36), btain: 

T -_ J' r Lr 1 r Lr } i Li K i Li Lr 
I \ 1' 0 nl + I I III - P 0 nl - iQ1 nl - n2 

+ j( J\p oL~1 + [(1 ~L~lt + [< p ~L:ll + [< i ~L~l - L~2 ) 
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(4.34) 

( 4.35) 

( 4.36) 

(4.37) 

(4.38) 

( 4.39) 

( 4.40) 

v r f rm f ua i n ha will nabl th optirni ation to b 

p .d rm d f r h in I m cl 1 ~ 

(J p /(,), i ': 

t to th unknown gain x = 
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wh r 
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[
Ttr ] [J p] 
Tt = F J i - L = Fx - L 
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(4.41) 

( 4.42) 

tin z = 'wT I \\'h r win ular fr qu n y and T is sample time, note the 

r ul (Tt r)2+(Tt)2 = Tt ( -jWT)T~( ·wT ). ow r all that we wish to minimise 

qua i n (4.2 ) whi h an b r tat d follow: 

1 f T+T+·
dz 

Je I = 27rj I 1 Z 

1:1=1 
21r /T 

= : ! T~( -jwT)T~(eiwT)dw 
0 

2rr/T 

= '!... ! (T+r)2 + (T+i )2d,w 
27r 1 1 

0 

2rr/T 

= '!... ! (F - L)T(Fx - L)dw (4.43) 
27r 

0 

hi fUll i n an Ir tl but a impl iterative olution can 

int ral i appr ximat d b a summation with a sufficient 

int I { 1,." Wk . .. w }. w ith Nyqui t fr quency. 

p imi 'ati ni ' th 11 arri ummation , in th manner 

f Yuki mo nl. (19 ), wh r th n w t i : 

s 
Jo = (Fx - L)T(F - L) 

k- t 

- (b - • x f (b - Ax) (4.44) 



nd 

wh r 
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F(Wl) L(Wl) 

= b= ( 4.45) 

F() L(WN) 

n b ~ und by minimising the weighted sum of the 

fah indi idual . t m m d I JOj a below: 

n 

10 = L PjJOj 
3=1 

n 

= L Pj(bj - Ajx)T(bj - Ajx) 
j=l 

= (Q - _xfp(Q - Ax) (4.46) 

Q= (4.47) 
2 

-,-

b" 

umm matrL' :.....T p _ i no ingular , th I a t squares optimal solution, 

Ljun (1 ) ~ r xampl ~ Bow a: 

( 4.48) 

umpi nw mad hat th olution x wa already known in 

~ h r th m thod of u cessiv approxima-

. Thi involv a tran formation T such 

ha xn 1 = ndition th equ n {Xn } onverges 

lu i n in hi op imi ation probl m is non-

lin ar th r mn b n t a llni u minimum. Th f Howing algorithm, with a 
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i n Ig rithm in orporat d do always appear to converge to 

and can be used to compute the 

r ri t d- ru ur L dapti ntroller. 

Algorithm 4 .. 1 ( d pti r stricted-structure control algorithm) . 

1. D fin (numb r of frequency point) Wl ... , WN , Nf (number of fixed 

mod l) and P (mod l probabilitie ) 

2. Initiali l ' p = A 1 = I (arbitrary choice) 

9. D fin O(Z-I ) 1(_-1)( ing (.r95)) 

4· Cornpu COn('" - I) = J\p O(Z-l) + } i 1 (z-l) 

5. Comput Od(Z-I ) = O(Z-I) 

6. For j = 1 to iIlf 

(a) ing J B, d.J Ej Qc and Rc olve for the spectral factors Dej 

and D!J and th Diophantine equation fo r GOj , Hoj, and Foj . 

(b) l' at L I} L2} , L) L 4j L n1j and L n2j . 

( ) For all ho' n /1' qu nci 

(i( T), o(wT) 

F] ( I) 

(d) A mbl 1 = 

calculate L~liwT), L~lj(wT) , L~2j(wT) , 

HwT) aHwT), C&d(wT) C~d(wT). 

and bj = 

7. ' .. timat cm nt.. B. and d polynomial u ing a recursive least squares 

algorithm. 

6(a) to (d) for th id ntiji d polynomial . 
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9. Stack th f + 1 and b matrice to form A and !2. 

10. alcula th r trict d- tructure controller gains, x = (AT pA) - lAT P!2. 

11 . If th 0 t i low r than the previou co t repeat steps 8 to 10 using the new 

On' previou controller gains to compute the feedback con-

troll rColl(z- l) = I\ pO'O(Z-l)+KiQl(Z-l ) andCo(z- l) = COn(Z- l)/COd(Z- l). 

12. Impl m nt con roll r in j dback loop and go back to step 7. 

4 .5 Ar 

h 

pra 

ha numb 

52 

1 whi h r 

numb r. 

h 

an numb r I 

f hi i ha 

u h ha: 

hi ' i n 

rk on numerical difficulties 

p rform d to double precision using YIatlab, or in 

p rate to doubl precision also. This mean 

d fa hion within th computer using 64 bits. 

manti a 11 bit for the exponent and 1 bit for 

binar number of decimal magnitude less than 

b~ \ 0 t th power of the exponent 'to produce a 

man i a may rang from 2- 52 up to 1 - 2- 52 , but 

i n r d and on id r d to be zero. The consequence 

arri d ut in YIatlab are ubject to rounding errors 

k( l + _) = { k 
2 k + k-2 

(4.49) 

1 m in n ral u multiplications, 

di al ulation , th rounding errors can 

b wh n p rforming p ctral fa tori-

£ r pol nomial of " high order' . This 

i diffi ul t ur for ' low ord r' polynomials where 

rd r f magnitud . H n , in th following 
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fi ati 

YIagazin , 

o r du h ord r of polynomials and make simpli­

d n wi h limit d ffect on th outcome. Numerical 

uring a ad mi xer i es so it is encouraging to see 

h m in tion of th IEEE Control Systems 

al. (2 ). 

4.6 A li tion to dynamic ship positioning 

Ig ri hm 4.4.1 will n w appli d to b hip DP problem described in Chapter 

ma h m i gi n in quations (2. 1) to (2.37) and F igure 

hip. Th th ory above may be xtended to 

raightforward mann r but due to th numeri­

n arithm ti and the fact that a SISO example 

tb algorithm nl th surg axi of the hip will be 

,th plan i d rib d b ·th top I ft transfer functions of 

2. d pi ' 

th 

hi 

nd th 0 rall ontrol sy t m for the surge axis is 

n in i at wh ther the ystem is continuous 

n alt with in ontinuous time until now 

bu h t th probl m be tran form d to 

+ .. w i 

b m s: 

h ar 

numb r d p ndill 

h r 1 vaJlt 1 . 

du in a z r rd rh Id at th input of 9v and assuming that 

mpl h di r t d cription for the surge axi 

( 4.50) 

p rat r or th z-tran form ompl x 

t d not a amp\ d ignal. 

ar : 
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~u(t) = tdz-1)ruab (t) + V(Z-l)gd{Z-l){XA{t) + XW(t)) (4.51) 

6Xr (t) = udz-1)ruab (t) - v (Z-l)gd(Z-l)(XA(t) + Xw(t)) (4.52) 

wh r 

"(Z-l ) = (1 + 9 kvntl (4.53) 

t,'(Z-I) - (1 + gv kvntlgvkV (4.54) 

ud--I ) = (1 + k ngvt1kv (4.55) 

dz- 1
) = (1 + k ngvtlkvn (4.56) 

i ur 4.2: lar axis 

h ad iv appli d to th v 10 ity loop with th po ition loop 

f AV i 

hang in p r~ rman . 

" t Uv and Vv 0 hang in gv. The 

i no an int r ting problem for 

in y t m param t r . kp ma b fix d with n gligible 

r m 11 in h ur dir i n nly g, i a fir t ord r tran £ r fun tion and 

wh n 'wand r W III ti n i in lud d g" quir an xtra two pol and z ro . 
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f O.2rad/ 
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p I and z ro ar not dominant or unstable and are close to 

ran ~ r [unction may still be assumed first order. 

a oid num ri al problems. Further, the notch fil­

it onl affects the frequency response close 

[ h v 10 it loop will b tuned to be in the region 

n \\ ill a t at above the crossover frequency where 

i r du D igning the controller for 9v rather than 

u additionally prevents the optimal controller 

- 20dB not h in 9vn at O.6rad/ s would tend to 

p ak in k at O.6rad/s. This is clearly undesirable 

nt rol a tion at wave frequencies. 

Equa i n ( .5 ) in ran ~ r fun ion form i : 

b - 1 b -1 
I Z ( l Z 

~u(t) = I ~" T t) + 1 1 (XA(t) + Xw(t)) 
1 + al z- + al r 

(4.57) 

h di urban X nd ~\V ar unm a ur d and cause low frequency oscilla-

tion 4.2 demands that disturbances 

p d through a filter, Wd . Furthermore, 

h n xt S tion describes the disturbance in 

imation rr r . For th s r asons, equation (4.57) is 

n w r at cl a ' h appr xim i n: 

(4.58) 

wh r e(t) i 11 im in rr randd1 i th amplitude of the estimation 

rr r. In th f rm f ( .5) and ( .6) for th optimal ontrol problem: 

.6.u(t) - H' ~ I'T(t) + d(t) = A- I BflXT(t) + d(t) 

d(t) = lrd~(t) = - 1 d~(t) 
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wh r A = (l +atz-t)( l-z-I), B = b1z-1(1-z-l ) and Cd = d1(1+CI Z-1)(1-z-1). 

FUr h rm r , if E = 1 + alZ-1 in qua ion (4 .7) then: 

1 
r(t) = H r (t) = 1 - Z- I ((t) 

D £lnin l' r an in ra r pr du a impl and justifiable representation of 

4.6.1 ingl 

full rd rand r 

(t) ar a umed to be mutually statistically 

f z ro m an and unity covariance. In practice, 

ar mutually statistically independent and 

ntain D and low fr quency components. This is 

f an in grator a th white noise filter. 

d 1 xample 

h optimi ation and illustrate the properti s of 

- tru ur ontroll r ,an xampl for a single realisation 

f" H d and n r i pr nt d .. t an op rating point wher U c = Uo = 2m/ s: 

ran 

7.60 X 10- 5 

gd ) = + 0.00750 (4.59) 

wi h r r h Id and z-tran forming with a ample time of 1 

nd: 

,( -1) = H (,.-1 ) = 7.57 X 1O-
5
z-

l 
g, Z .. 1 _ 0.993z-1 (4.60) 

mplin p n cl f 1 nd ampling fr qu n y of 21T' = 6.28rad/ 

yqui f 3.14rad/ . This i uffici nt to prevent 

t th N qui t fr qu ncy is ov r thre 

mp y t m ignal sp ctrum which 

fr 111 up t lrad/ ' ~ r high fr qu n di turban 
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L ttin 

H' ( -I ) = ' 0. 1(1 + Z-I ) Vl ( - 1) = 1 (4.61) 
d z 1 _ .993z-1 r Z 1 _ Z-1 

= (1 - .993z- I )(1 - Z-l) B = 7.57 x 1O-5 Z-1 (1 - Z-I), Cd 

0.01(1 + z-I)( l - Z-I) nd E = (1 - 0.993z-1
). 

L th rr rand 

5000 
Qc = (1 - z-l )(l - z) Rc = 10- 3 ( 4.62) 

lvin qua i n (4. 1 ) and (4.19) i Id : 

Dc - 23 - 0.1 3z- 1 + 0.0839z-2 
- 0.0235z-3 

Th phan in 

h 

w\ = 1 - I w, 

i rati 11 

h ws 

I - 1. - 0.993z-1 
- 0.OOOlOOz-2 

o -

o -

IIo -

. 31 - . 53z-1 - 1.49z-2 

5. + 0.269z-1 
- 35.1z- 2 

. 423 - . 20 Z-1 - O.00000217z-2 

35.4 + 0.2 9z-1 - 35.1z-2 

- O. 631z-1 + 0.0208z-2 + O.000002172z-3 

(4.63) 

rithm i .' ut d for a PI ontroller wh r N = 15, 

ar logarithmi ally pac d. The 

wi h .r = (I\p. K,) = (1 1) th initial gue ,and Table 5.1 

f rh al ri hm t a minimum aft r fiv iteration, wh r 
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and L"2' 

Th 

ran 

and a r 

31 

I 
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al ula d u ing th pr iou valu of x in the denominator of L nl 

abl .1: R ri t d- tru tur algorithm iterations 

1 

2 

3 

Cost, Jo 

(3236.064 24.876) 2.837 x 108 

(3235. 5 24. 76) 8.523 x 105 

(3235.8 7 24.874) 8.713 x 105 

n th hird i ra ion, h n th algorithm ceases. Clearly, the 

h final an w r b au e only the units and decimal 

fr m 

h algorithm can produce greater fluctu­

n xt and take more or less steps to converge 

th r tri t d ontroller structure. However, given a 

of the full-order controller 

d tru tUT \ hi h i ufE. i ntly rich in d gr s of fr edam, the 

nv rg to a olution. 

h r ri d- ru ur 

ur 

ni ud 

r d- true ur 

m n i 11 

_ 3236 2 .9 _ 3261 - 3236z-
1 

() 
Or - + 1 _ Z- l - 1 _ Z - l 4.64 

n h Bod plots of CO! and Cor. The mag-

1O- 1rad/ and th ph plots ar id ntical up 

th full- rd r plot "roll off" where the 

tri t d- tru tur 10 ed-Ioop perfor-
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ISO 

100 

i 
t ~O 

.. 
::f 

0 

SO 

0 

"5 

I 
l 

135 

-180 

10 ' 

R a ll ha 

tr 11 r wa 

10 10 J 

Bode Diagram 

10 ' 
Frequency (rad/sec) 

Full order 
- Restricted structuro . 

10 

ur B d pi t f full ord r and PI tructure controller 
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h fil r \ a n gl t d in the plant de cription, as the con­

o ha th ro -over fr qu ncy occurred at below 

h n a om pari on betw en the Bod plots of 

O[(z-I )(H n)(z- I), Or(.z-l )(n n)(z- l) CO[(Z- l)W(Z-l) and COr(Z-l )W(Z-l) . 
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whi h p 

p ndin 
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Bode Diagram 

10 I 

Frequency (radlsec) 

ur Op n loop Bod plot 

imilar for all four plots up to 2 x lO-lrad/ at 

OdB. Figure 4.5, 4.6 and 4.7 show the corre­

n h Bod plot of tV(Z-l ) and the tep respon es 
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Bode Diagram 

10 

0 

10 

20 

-30 

-40 

SO 

0 

4S 

90 

'3!> 

'80 

225 

-270 
10': '0 ' 

Frequency (rad/sec) 

Fi ur 4.5: 10 d-loop Bode plots 

1.S I---...-;:::::::-----r----,--r=~::;;=~::::::====~ 
- Full order with notch 

10 20 30 
Time! Secs 

- Restricted structure with notch 
- Full order no notch 
- Restricted structure no notch 

40 so 

ur .6: 10 d-loop tv t P re ponse 

60 
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3500 

3000 

2500 

VI 

~ 2000 
c: 
0 
I--S 1500 

~ 
~ 

~ 1000 
(:. 
8, 
:> 500 
(/) 

0 

- SOO 

- 1000 
0 

lnt r in 

10 

- Full order with notch 
- Restricted structure with notch 
- Full order no notch 
- Restricted structure no notch 

20 30 
Time! Secs 

40 

ur .7: 10 d-loop u t p r ponses 
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50 60 

r 1 ub-op imal a xpected for the designed case 

wi h ut ant h flIt r, but h p rformanc ignificantly better than the full-

pha 

wh n n( ) i 

nd £ rtuil 

a . 

h i introdu d. Evid ntly, the higher gain and 1 s er 

ntr 11 r a hi h fr qu n i s in Figure 4.3 is more desirable 

full- rd r up rior when n( s) is includ d 

xp n of incr a ed gain for Vv at wave 

ign i arried out ignoring the notch filter 

d rman i improv d in the r stricted-structure 

4 .6 .2 A r mark on number of m odels and frequency points 

numb r n ider wh n th optimisation is extended from 

h in I m d I . Fir tly, th AT PA matrix in equa­

x in th in 1 i th number of frequency 
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point ut i iVn x n in th multiple-model ca e, where n is the number of 

iV r n r both \ ill lead to increased calculation time and 

gr t r ri k f ill- ndi ionin and numerical rrors wh n inverting the matrix. 

Th f rm r i und nlin impl m ntation, where processing speed lim-

it im . and h latt r i und irable due to decreased accuracy 

in luti d r a ing N or n will shorten the 

and 1 lik lihood of num rical problems occurring, but 

g in th optimi ation. 

i i in~ rm th effect of the Nand n terms. Refer-

rin t th -ampl in th pr iou ub t ion the optimisation is executed for 

W 

= 15 Wl = 1 - \ and w, = 1r \Vi h logarithmically spaced frequency points. 

in 

\' r fr qu nand Wl need not be lower than 10- 4 , 

infinite gain when zero frequency 

ri t d tru ture algorithm is selecting this 

uit a parti ular probl m. In the xample, the Bode plot 

around the crossover point at 

t nd t upport th vi w that a window around th 

Grimble (1999b) for corroboration. 

1 tion of N. 

In th pr din xampl p abl to d rase N without loss of fidelity 

ur of th full-order controller is simple. For 

mu t b uffi iently large that any roll-on 

point. Th situation may not be en­

a hi 

pr ding example i affected 

tt mp t f r plant dynamic whi h hav little effect 

n p d rm n • r ultin in i i 'n ra i b haviour. onv rely a re trict d 
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tru ann t a ount for important plant characteristics may 

in fa b f t 1 \\' an rd r and in apabl of good performance. To summarise, 

mall ~ r full-ord r on roll r with imple dynamics, i.e. few Bode plot 

minima and ma. .... ima \ and a low rd r r trict d ontroller, but would be expected 

t wi h mpl xit and ord r. However, too large an N may 

ntroll rat mpting to make unnecessary frequency do-

main nd will low down th optimi ation for on line applications. 

Adp r inv ti n f th r la ion hip b twe n full and restricted controller 

ord r nd h valu f i\ \\' ul b an int r ting area for further work. 

th hip 

aptur 

xampl 

int rm di 

rib h 

Ul plant and ontroller order, the choice of n 

nonlin aritie . In subsection 4.6.4 to follow 

fix d model and one identified model to 

hip urg axi with diffi rent velocities is an 

where the pole moves slightly from 

Thus, a small set of models is 

th r tricted tructure controller 

4. wh r th 3 full-ord r optimal ontroller Bod plot 

m pari n. h tru tur controller is, in a sense, 

th 3 full- rd r 
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Figur Indi idual full- rd r and re tricted structure controller Bode plots 
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igur .9: Individual full- rd rand r stri ted structure controller Bode plots 
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n t 2 m d J.. wh r th m 

frmmdlj = l J= In 

h pr b bili y 

ur pI . In 1 k n k • i. 

il1l1 1 n nhn 

d(' pi t wno. th III h wIly w i 

Ju 

d. lilt U \J1 

ncl x r mit. 
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n uall pa d ontinuum 

plot in Figur 4.9. Again 

ain th r tri t d truc­

ontroll r . Thu 

uir Iarg numb r of mod Is for 

n d tru tur ontroller 

t a m r a onabl . 

lar r a plant with mor 

h pI nt b haviour. S I 

pint 

aim i 0 minimi Nand n for 

rd r of ontral 

In ar m hi id nt ific t ion 

• mpl a multipl -mod I 

quation (4.5 ) i 

ur i L a t quar (RLS) i 

u(t) = - Cl, u(t - 1) b' ~.\"T(t - 1} + ~(t) + l~(t - 1) ( .65) 

wh r ~(t) i. th' trll ig-

int valu Uo and 

.I' TO, nu 1 r < 11 lit In r ali ,u(t) i 

m IIr'cl ndX1(t)i tru tur 

f q u a i n ( I. -) i. 111 ill m bu 
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u(t) = -alu(t - 1) + b1 T(t - 1) + ~(t) + Cl~(t - 1) (4.66) 

f ur an m d I i ntifi d with hi form will only ever be an approximation 

hi 

n nlin t r plan. but h approximation using equation (4 .66) becomes 

1 b t r han finding al and bl analytically, as X TO increases. To see 

u = uo + ~u and XT = XTO + C::.XT, 0 the identified parameters 

in ua i n ( . 6) w ul th am a th analytically d rived versions if: 

=> u(t) = -01 u(t - 1) + blol" T(t - 1) + ~(t) + Cl~(t - 1) (4.67) 

H w v r hi f Ulf t ad - tat gain of the non-linear plant obeys: 

Uo = -al Uo + blXTO 
Uo bl 

( 4.68) =>y- = 
" TO 1 + al 

ompar ad\'- tat ain f h non-lin ar and linearised plants . From 

qua i n (2.1) and (_.4) a n p rating point, (uo vo, TO) = (uo, 0, 0), note that: 

Uo = (4.69) 

II n' : 

Uo 2 
(4.70) 

• 'TO pLd uuluol 
m qu nd (0.1), n hat: 

-pLdX Iuo l 1 
~iL(t) = uu ~u(t) + ~XT(t) (4.71) 

(m+m.z;) m+mx 

La la ran. ~ rmin : 
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1 ,. 
Ld " I l£l·\r() + p ' ~ uu Uo 

(4.72) 

ain I. : 

b1 -- = -~----:- = --
~.\ r pLdX uu uo l 1 + al 

1 
(4.73) 

t u. ti n (.72) h n z-tran form d the 

gain of h non-lin ar plant i 

(4.70) and (4.73). 

n . h wn b tb n n-lin ar plan 

Uo 2bt = X 1 +01 

flo = -OltlO + 2b1Xro (4.74) 

hu , wh n llO = nd XTo = 0 th param t r 

).\ th . m < d ri d param-

an in r a ing di parit b tw n th 

d n id ntifi d pa­

han that ba d on 

and th mod 1. 

III Imul tl n . . n 

mat h belw n.ln I" i I ilnd id ntifi 

wh r th mi­

b v n gr at r. 

In m ri -\' torn tHi n. qu ti n ( I. 6) j ' : 

(4.75) 

\i h r 
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,rT{t) = [U{t - 1) Xr(t - 1) ~(t - 1) ] 

T = [-01 bl I] 
h im fl rut.qua . i. t find : 

min(,,(t) - X {tH2.t(!!(t) - X (t)":') 

tI( l ) 

,,(t) = . X (t) = 
!J(t) 

h > lut i n i : 
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(4.76) 

(4.77) 

(4.78) 

I arl , thi~ i 1111 uit bl ~ r nlm Id n ifi i n th I'T (t) matrix and 

1!.( ) v t r \. \lId r w \ r till WI h ut limi . F r thi r on r ur iv I a t 

'qullf . i. \l!', I. Hnd th d \ t r i. upd t d t p. Th algorithm 

in hi ' 

uri uar al orit hm) . 

1. onn t{t tJ. HI rll d ta 

2. onll I (t) = ,,(t) - T(t) - (t - 1) 

.1. 1'0'/11 (1.)_ 1 (t- l )[1 

4. prlnfl (t) = (t - 1) 

r: RI I} at for fll It Urn, t 1' 
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>. i a. f rH, m nin th it t of pa t data on the 

with im .. a rul f hum th algorithm r m m-

ilnul r 

I in 

urg 

nd. , \ ith ini i 

( ) = (1. ). 

urnin int th 

Figur 1.2 In 'r. 

= 

imulati n in hapt r 2 but th 

y h multipl mod I adaptive eon-

e­

r (X . 1', \lI) = ( ,0 0°) and urr nt ondition 

~ r 00 and befor 

eond , See 

\lH P du ~ 

,5 

11 n 

at thi 

t (X.LW) = (1. . 0) t apability 

f r ali tic DP 

lin arly up to 

nd of th 

urr n i n t parti ularly 

-hip p ratl n. 

( 

imulatl 11 . 

h 

h 

thr ran, ~ '1 f\111 

b I \ : 

plO 

t 

th for 

to r pr nt 

in • wh r j E {I 2 } i h m d I ind x for 

nd J hn mi.L iv n in ua i 11 ( ,5) - (4.7) r tat d 

(4.79) 
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- le 
- j dj ( 4.80) 

It i : 

(4.81) 

h A
J 

nd J p IYI1 mi.t!' ar tim ill\ ri nt C r j E {1 2 3} , and the param -

bt in cl . in h in I ti n 4 .. 1 £ r lin ari cl 9V(z- 1) 

pan th 

ran h ampling p riod i 1 

h id nufi I I ar.\nl • .. I and B ,at" u t ompl t th t of 

mo I l ' in Ih I Hmi. a i n. 

cl rst n I 

1 in J i 

mat h 

ncl . t \Jl lard cl "i. ti 11. 

h a . t \ud rd cl \'iati 11 

.0175 for th im invariant 

o hav unity 

h wind and wav di turban e 

urth r 11 t ha h di urban add onto 

h IIru. t r input 111 h 

C r pl nl and d •. turban 

r 2 m cl I, ju 'tif ' in mm n d nominator 

hn , if bl in qUI:\ i n ( 1.57) i 7.60 x 10- 5, then th 

r I h 

b a unit)' 

In th 1.1", th 

r th 

rat .\ \ III "ll i. ' N'l r Itt. th 

x l -5) X 0 = 0.035 mUltipli d 

giv d1• 

around 

th ar 

m cl 1 '. abl .2 h w th valu 

1 
t trr = ---- -1 E ~ r all j. lnte-

driftin natur f h 
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all :1 .2. lyn mini parc m t r 

J 1j d1j 

1 0.0175 

2 1.. 1 -5 1 0.0175 

7.5·9 x 1 -5 1 0.0175 

ID RLSID 

nat. r" . 

rr r \' i ht in in 

hi. w i ht; th rr r p \\ 

j (' hi h fr q\l 11('):, li lUrl n 

i.: 

t fun ti n i : 

5 
r = ~(l-_-.:---:-l~}(:-l ----:"z) ( 4.82) 

rum, and lightly 

of zero 

, \ i h ut th hip trying to re-

h ntr 1 w i h in in th LQG 0 t fun tion 

(4. 3) 

t rum. ,i \\' i he d 

" )' nd) \\' "I it ! nd p i ion I p ar tak n 

fr m 

nd f h 

tuning 

an) W -I p havi ur and a pt bl p r~ r-
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man whi hi , uffi i n t m hr. H nee, the controller 

m p rating point, 

n 

fun 

will 

ur 4.10 

m 

? ' r ~ 1. I arty r 

ha lh Uf upl d from h way and yaw loops, 

r 

I 0 tak n from Chapter 2. As 

minimal variation in transfer 

fi . d ntr 11 r in th surge position 

appli ati n. 

dap i 

Update 14- Fixed I 
Gain Models 

i 
RL 

'W4 

1 XA+Xw 

Gd 

I ,,- + 
c_ I + u 

I k" I--"- g 

I 

n 

ur .J .1 : . 

. .3 u 

h rt r m mory than 

making 1arg hang s 

ibl pr du ing in tability. A longer 

th ut th han in id n ifi d param t r but a1 0 1 ad 

\ i ti nand h n t p r r ntr 1 ba d on ' out 
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fd I rtnl •. 

h mpl . I i a ptabl to make th adapta-

th 'hip par m t not hange appr ciably from 

n . :ampl b n arri d out for shorter peri-

I. n p r~ rman ad antag and th computational 

I cl xhi i a d gradation in performance, 

h \ in 1 di. l mb U1(' • in th imulati n r am in Chapter 2 but the 

wa di;tllrl nur . ar ~ r aim r . and arry half th for of tho e u d in 

hapt r 2. 111. i. par Iy t wh n the ship is 

a 00 t h urr nt , 1 ut I. t impr v param t r id ntifiability in the pres-

ar 

unm 

wll 

adapti 

t r id ntifi Illi 11 . 

x iting di turbance 

r j t th m. Th refore, 

an 1 influ n d by X w , whi h is 

r u and X T mu t be 

orr tation , and 0 the 

and in addition a dith r ignal 

rand m and add nt th X T demand d 

It L ~ und that a re nd III i nal wi h tandard d viation of 

h a flit r wi h band\\'id h O.l radj 

andwlcltb i 

a i it. f loth X nd" I . ab \' x iting for 

run h . imuh 1 n with 'm Il. rtln n 

PJ in C}U tl 

igation it i n 

alu D r probabilit 

n h id n ifi d mod 1 and in-

in .1 ~ rh . imuh tl Jl run. wi h h r maining w i ht har qually 
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ibl t th 

uating quati \Vh r limH i ignor d 

b rapb in igur ·1.11 i. pr du 

W 1 hling. ur .11 . h what ~ r th pur multipl -model 

a ,PI = 

pur a \aptiv 

pur adapt iv 

t ni ally t PI = 0.9 but in ring again for h 

n. p, = 1. p, = .7 and P.I = O. ar 1 0 up rior to t h 

x 10· 
2 . 8 ~;"""'--r---.---r---r--'------'r---r---'----r-------' 

2.75 

~ '!f 2.7 

e 
'=-u 

NS 
1G'265 

i 
l5 

~ 28 

255 

01 

Optimisation cost value I 

• 

02 03 O. 0.5 0 .6 0 .7 0 .8 0 .9 
P blhty Ighllng o f Idenllfied modol, P4 

igm 1.11: id n ifi d m d 1 w ight 

1 b f 11 wing igur. (r ~ r h . Th fir t 200 ond of t h 

sirnulali n ar with (\ fix ntr II r fr m h P4 = 0 t h 

l ~q\1 r . al rithm III wi h t imat 

whilst Ih .11l1HIl cl 01 nd bl fairly qui kl alu t h 

panun'l nd . F igur .12 how how th 

J amID r . I imat. \' h c1urin rh :imula i n. 
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1- -a l l 

600 800 1000 1200 1400 1600 
Time/Secs 

ur .13: D nominator param ter 

... .. .. ... 

l_ bl l 

600 800 1000 1200 1400 1600 
Time/Secs 

llr .1-1: ~um ra or param t r 
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th ,"aria i n In I gain for th r trict cl-structure controller. 

4~~-----r-----''-----'------'------'------'------~-----' 

3500 

~15OO 

1000 
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200 400 600 800 1000 1200 1400 1600 
lime I Secs 

n ro1 param ter 

igur ·1.1 I rtray: th thru 

. 1 b dy- 1.· cl an ab lu 

h urg dir tion. Figure 4.17 and 

in the urge direction . 
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i ur .1 :. b lut urg v 10 i ty 

r plot of) X position, and Figur 

4.2 ish 'hip h in durin imulation 
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4 .7 Di 

h mul ipl 

w 

a pI radu 

gain ha radually d r 

.1 

h 

und r1 in 

id 0 ifiabi lit 

.2. 

b ha ill th 

cl ap a i 11 swi ch , 

ur .15 clr I 

n thAn 
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ntr 11 r xampl abov di plays some character­

t Tabl 4.2 , it would be expected 

h , n in Figur 4.17 should produce 

inw rd fr m th unit circle and a numerator 

ur .. 1.14 upport this view, but Figure 

W hil th hip i a 60° to the current, and during 

mifi 

ram r id ntifiability appears to be problem-

xplanation m to be related to the 

in h 'XT and u ignals , as it is known that 

hip i < a h ading of 90° where Uo = O. As 

mp 

hat 

T in Figur 4.16 increases, 

id nt ifiability, but at the expense 

a 

analytical prediction will 

, af r 00 ond the parameters begin to 

Dd , a whi h point th K1> gain in Fig­

pur mu! ipl mod I olution, and th K i 

that th p ak in the Kp gain 

am haract ristic is 

ram t r . In uitiv ly, this b haviour makes 

I lant t m r lik to 1, the inte-

but wh n th plant di plays a 

ut , nd ~ r xampl th iot gr 1 gain may be in-

rr p ndin \v wh nth num ra r ain bL, i larg , a larg Kp gain i 
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n t r uir cl, lit wh n bl i m 11,} p mu t b d to preserve performance. 

Fi ur .1 cl pi following apability of the controller, 

whi h cl m n tra ' rejection properties. Fig-

ur 

fix 

tu 

t 

iti £ Bowing apability when combined with 

p iti n 10 p an th way and yaw loops. Unfor­

mparabl with th r ult in Chapter 2, because the 

C r ar I w r n th op rating point is different during the 

in hi. hapt r. 

4.11 rai i u r ar ing robu tn p rformance and sta­

but robustnes and 

ould potentially be 

tabili ation (SS), wh r by a single con­

a number of plant. Vidyasagar (1985) 

h 

a u n+ 1 

wi h as ab) 

ha app 

a nonlin ar plant, which is linearised 

to imultan ously stabilising n plants 

un olv d x pt when n = 1 and little 

h (19 6) ha found sufficient condi­

al. (1991) hav pre ented n cessary 

ta ili ili f mor than 2 plants. There are other 

ut m t I ad t furth r un 01 d probl m . Blondel (1994) 

h pr bl m i und idabl b rational op rations for more 

b 8118h t a1. (1 94) r la of plant to tho e with 

and ri h half-plan z ro b for providing sufficient 

mpu ing rational omp n ator. 

: r ult ' n f famil of polynomial with un-

ta ili ' f a famil f pal nomial an b proven 



fr m 

u rb undin 

, , mu t 

g 

pr 

a lin 

and ar and 

ntr 11 r. 

wn hat th 

~ rti I era ~ r r . ar h. 
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num r f p I. nomial . How ver, this result requires the 

t f pol nomials, containing the family 

of ontrollers produced from 

o provid SS but this does not sug­

of a ontroller with the SS 

t and provides scope for further 

mul ipl mod I approach in this Chapter. 

nd :\Iuramat u t a1. (1999) approach SS using 

ri b d by linear interpolation 

f th plant mod I , and the controller is 

ion of tabili ing controllers for these 

al. (1999) apply this idea to two models 

n for h plant to be stabilisable by the 

hown to d p nd upon SS of t he two 

t 1. (20 1) furth r this work by introducing 

ain thi work may be of inter st if it can 

n r 11 r in thi Chapter may be expressed 

~ r indi idual plant models. Clearly, this is a 

In 

al 

i n 4.4 , h pr bl m f f th it rativ re tri t d-structure 

hi tablish but is obvi-

t rin 

(J 1> } . ),. 1 = .rn 1 = 
1 ori hm. Knowing from S ction 4.4 that 

(.en) = (~T( n)P _ (xn))-lAT(xn)PQ(Xn) a quence 

{Xn} i pr du ' d. 

H w v r, th 11 nlin ar n tur f r nd 

P , ibilit. ~ r fUrlh r \\' rk . 

db h wing that {xn } i a Cauchy 

u h hat m,n > N => Ilxm -xnll < c. 

hi n n-trivial problem and a 
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F r h imula i n x m I in h probability weightings are dis­

h r mainder goes to the identified 

another avenue of develop-

a\. (1 

ump ion 

pr babiIiti ba d on some algorithm as in 

in th In r du tion. In that paper, the Kalman 

u d to generate weightings so that 

timal ntrol ignal could be applied to the 

plant. n ural n \\' rk uId p rhap train d to produce probability weight-

ing 

pI al 'umin all m 

mul ipl mod loptimisation. In this way, 

a mor r pre entative model set than 

Iik I 0 d rib the true plant. 

In h In r du ti n hap r whil di u ing adaptive control schemes, 

wh 

u 

ulin d rib d. Gain cheduling is a scheme 

th plant n ars a particular operating 

r ri appropriate pre-designed gain. 

nd th m h pr vi u operating point is "switched 

( 9:"') warn that thi t hnique is susceptible to 

f tabili and intr du ci n f righ half-plan z ro , but nevertheless gain 

wid I u d in indu t r and m uit d to the example in this 

1) nd hamma and . than (1990) have reated a theoretical 

fram w rk C r h dulin , pr \ i u 1 a m thod u d h uristically due to the 

nta i n.. rOOm and \Vi t nmark (1995) give an example of 

i , uld binD rmativ to apply the method 

n with th multipl -model adaptive 

appr h. hi. uld pr du fur h r int r ing w rk parti ularly if the recent 

i al [ram \\' rk i u d C r p rD I'm n , abili t and robu tn ss analysis. 
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4.8 C lu i n 

Thi an t. · hi hli hting th fa that th hip controller design in 

r 2 i ppli abl p rating point . Th pot ntial for instability 

and p fr m hi ntr 11 r a oth r operating points is due to the 

mbin d with an invariant controller. Solu-pi 

wi b p 

m 

th 

h n nlin ar approa h uft r from the fact that 

mpli at d nd th th ory i not so well developed, 

nd t poor r p rformanc than might other-

t ombin th b n fits of a multiple­

wh r th tructure of the con­

pr viou multiple-model sch mes, 

d igning eparate controllers for 

an ptimi ation across the whole 

d on tandard optimal con-

in and polynomial form. The 

n in 11 n approximat d by p rforming the cost 

minimi a i n a nit 

v t r t rm and minimi u ' in 

D rm in r du funh r 

b 

al ri hm r 'ult th tu , 

an w r. 

Ig ri hm i xt nd 

wh r restated in matrix-

t 

olution. This matrix-vector 

ontroller i r stricted to 

at th correct 

olution. Thus, an iterative 

lut ion to produc the next 

by ta king matri e for 
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mpu in quar olution across the whole set. 

At hi algorithm i introduced by using plant 

nUn fr m inpu - utput data to add to the "stack" of ma­

ptimi ti n ip rform d th previous identified model 

par 

I 

u 

r i a uall ' 

h la Thi adaptive multiple-model 

~ atur of th restricted-structure con­

r quir d to produce gains for PI 

p. Th full-order on troll er is 3rd order, 

t he fr qu ncy responses between 

h no h 61t r i ignor d in order to keep the 

to avoid numerical errors due to the 

in lud in h 

th notch occurs at above the 

p r pon of th restricted-structure 

ontroll r when the notch filter is 

in h m d 1. Without a notch in the plant, the 

r nly m r in 11 in~ rior to th full-order control. 

r 2 

uar al ri thm i d tailed , befor a full DP example 

imulation from Chapter 2 is used, but 

nl appli d to th surge velocity loop. 

P nttin n-Koivo method in Chap­

with th :Maciejowski technique. 

I' r tak J1 fr m hr r pr ntati p rating points, and the 

~ ur h m cl .I u ' ' par m t 

h hip • ('ut . , r 1600 ond with aIm r wav di turbances 

han in hap r 2 ur i n wh n th hip h ading points well 

wa fr m h dir ti n f th in id 11 wa . Th p rD rmane of the restricted-
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valu t d for ariou probability weightings on each 

wor t when the identified model 

ul lin ari ation from three represen-

a oun. th probability weighting on 

• h p rforman gradually improves to a peak 

qu I 1, xhi it p 

a ,where the identified model 

r r p r~ rman than when the probability is 

li \' d tha th t hniqu pr nt d in thi Chapter provides a com­

an 

giv 

h r 

in bili du 

piu a p rf rman 

i n kn wl dg fr 

m 

thi 

flaw in hi 

m 

b talH h ,d. 

h 

f dap iv and mul iple-mod 1 optimal controller designs 

mpl 

to adapt to hanging system param­

th pr ent controll r depends upon 

r a wid range of operating points with 

multiple-model adaptive controller 

pr vid a rtain amount of confidence 

f fix d known model in the optimisation, 

h in orporation of system identifica­

The r tricted structure of 

n and transparency of the 

i al ontrol laws. Thus, the 

f thi hapt r wa t propo a n w kind of adaptive con-

ing h m ,and also to apply 

m. 

u i. la k f tabili r r bu tn proofs for the multiple 

f th r tri d- tru tur algorithm n eds to 

ta ili a i n ugg t d a an approach to 
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th fir pr bl rn, and mpiri al "id n ugg t that onverg nce is likely to be 

a ur d if uitabl pr dur an b foun . E tabli hing these two results would 

a l daptive ontroller, which could be 

fur h r impr ting r ali probabilit w ightings for the fixed models 

in 

u 

I i hat a gain h duling example could be 

ntr 11 r in hi Chapt r a there are similarities 

in hat a t f lin ari d models is required in both 



Chapt r 5 

Restrict d-Structure 

Multipl -Model Adaptive 

Predict iv Control 

In thi hapt r, lin or quadratic Gau ian predictive control (LQGPC) theory 

imtlar mann r to Chapter 4 yielding a restricted-structure 

adaptiv pr di tiv con roll r. Th problem tatement involves a multi-step cost 

fun ction wh r ih crib d in tate- pace with stochastic disturbance 

n optimi ation i performed over the future 

in a tandard LQG form. An approximation 

mod and a re trict d- tructure solution across multiple 

II onlin optim' aUon i performed acros a set of several 

,d 'ltiji mod I to produce an adaptive algorithm. 

t agam tll hIp DP control problem, aLLowing comparisons to be 

drawn b tw n p dlc It and non-predictiv controller . Successful simulation 

r sult ar pr. ut d and analy d at th end of the Chapter and it is found that 

to th 

mod l 

th pr dtctiv on roll r oulp rforn th tandard LQG controller of Chapter 4 

wh nth -lgnal ppro.rimat filter d white noi . 

177 
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5.1 
. 

r u Ion 

In h luti n t n LQG optimal control problem was 

d oul b p rformed acros a set of mul-

f r d ru tur . ~ore recently, the LQG 

in b n applied to polynomial-

lin ar quadrati Gaussian predictive 

(L rimbl rimbl (1995) . The state-space so-

in rimbl (1996) and was xtended to 

ur ~ rm in rimbI (2001a). In thi Chapter, th restricted-

tru will b case, 

in hap 

in 

ignal 

hip D probl m for comparison. 

appr hand h aim f hi hapt r into context, it is in-

und f pr i ti ontrol. Th u e of prediction 

ba k Wi n r (1949) who showed how to 

ignal gi n a urr nt observation of that 

h pr i tion i optimal in th en se that a mean 

d. Iu ion of th problem was considered 

pi ut minu 

nd, int 

I alman (196Gb) who offered the 

ignals u ing the now familiar 

f pr di tion in ontrol th ory was the 

futur. h 

Ign. 

ontroller ontains 

plant output is ef­

ffi t i to remove the 

r di i n wru funh r utili ' in th minimum arian (~) r gulator aIgo-

rithm f . str "m (1 - ) ~ r t wh r th m an square output 



179 

rf r I minimi ' in h fu ur . Th introduction of input and ref-

rm d minimum variance (G YlV) 

imi 

m d I 

h riz n hat alway ' b 

h riz n ntr I. h 

pr bl m r aqua ra i 

\\' hr p (1975). lthough th e algorithms use a 

h ignal the fir t example of mod-

ntr I (~IP ), known a mod I predictive heuristic 

al. (197 ). The ommon features of 

n raIl quadratic, ost function is min­

traj tory a plant model and predictions 

p imal ontrol ignal. The plant inputs 

approa h are predicted over a finite 

im t p - Thi i known as "receding­

olution of a least squar s 

( P) pr bl m for constrained YlPC. Con-

r 0 h r ontrol techniques. These ad­

p rator traighforward extension 

ulti ari t or at th onstraints, and ability to 

cl a1 wi h d d-tim nd n nminimum ph , haracteri tics. 

. rl ~1 Il ri hm w impr d up n in th DYlC method of Cutler 

and am r and van Cauwenberghe 

(1 1) t until Clark et al. (1987) 

a nonmininum-pha e, open-loop 

un abl I lan f unkn wn rd r wi h tim -d la. This g n rali ed predictive 

nd wi h input on traint in Tsang and 

lark (1 in Camacho (1993). GPC 

b n xt nd d from the poly-

n mial (1993). This was not 

h fir xam ~1 rl xampl b ing Li t al. (1989) and 
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Ri k r (1 h ta pa r lati ly r cent in this regard. In fact , 

fi t P or impulse response data, fol-

r p nomial approa h, but it is the state-space 

n id r n ral in ~aci jowski (2002) for example, 

it in lud n n tu rally d ribe multivariable systems. 

LQ WB in r du d in rimbl (1990) in an attempt to combine the stabil-

m 

ti n 

and in 

rmini 

and in uitiv unin f pol nomial LQG with the futur reference 

pr di 

ir traj 

f 11 r ar inv t igated, t he first using the 

etpoint values, and the sec-

nminimum ph 

t. For an xample plant with large 

hara t ri tic improv d output response is 

P \. r tal1dar L G. In Grimble (1995), the cost func-

hat u din GPC but the solution again 

ach t p in the cost function , a differ-

h pr dict d control action, unlike in 

mpari on. The stability and robustness 

am p imal ontroller. This time, the output 

uperior to a non-predictive 

h problem can be stat d in matrix-

al pr di tOl', o that the constrained 

h di advantage of both LQGPC 

in th pot ntial numerical problems of 

and quati ns a o iat d with polynomials, 

i ual i fil r d whit noi e rather than a known 

try. 

lit x lu iv 1 with lin ar plant descrip-

i fl ' , U in vita l ' n nlin r y t m ar now b ing xplor d , in Gattu and 
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Zafi ri u (1992) 

(199) nd I uvari 

t 1. (1995) B mporad t a1. (1997) , Gawthrop et a1. 

m d 1 wi h a n nlin 

lin r 1 

n nlin ar pr rammin 

m cl 1. wh r 

r nd a n ur I n 

nn n (Ed .) (2001) for example. The most el­

impl to r place the linear prediction 

h of thi i that optimisation convex-

QP ar r dundant and it is necessary to exploit 

to find th optimal control signal. For 

Lagrang multipliers and a nonlinear 

al. (2000) u a fea ible path reduced gra-

im t th durati n f an optimi ation or v n if termination will 

mat h \ 11 \Vi h h ru 

p rD rman \Vi h n nlin 

h unr liabili ty for on-line predictive con-

lin ar mod I will not produce good Mp,C 

varying lin ar plant. 

t pr i al to impl ment YIPC for a nonlinear plant 

u ing lin ar ppr xim i n. u taL (1992) d cribe the response of a heart 

mul ipl -m 

d 

di 

lin 

h r th r than 

ar ia utput to inputs of dopamine and a 

ntroll r is based on GPC and the 

h YIYI . Cm thod of Athans et a1. (1977) 

al. (199 ) d crib a multiple-model pre­

air raft arri r landing manoeuvre 

wit hing and tuning ideas from Narendra and 

h lin ar mod 1 closest to the present 

in aim i 0 pr du fault-tolerant MPC in the 

Huzm zan and YIa i jaw ki (1998) use a quasi 

il 

m 

parameters depend on 

ariabl . Again the emphasis is 

n fau l d t ti 11, wh r failuf adju t in the YIPC algori thm. 
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Th 

obt in d i h r fr zin 

u d in on of two ways, where predictions are 

p r m t rs at on point for the whole horizon, or 

up a ing h a ording to th ystem state. The results 

pot nt ially yield higher performance. ha 

In thi n ri uti n i mad to th field of adaptive control in 

h f rm fa mul il l m d 1 r adaptive predictive controller, 

hapt r 4. gain , the multiple models and 

adap i 11 ar u d t d I with plant un r ainty with a restricted structure 

rib 

pJi . bl 

p imi a ion 0 ur a ro the whole set of linear 

h n f r n individual m d 1 in th manner of Yu et al. (1992) and 

lyn mi 1 L 

al. (2002) pre nt GPC controllers with 

mu b f fir t-ord r-plus-delay form, and PID 

ond-ord r-plu -delay form. This is not 

ur m hod in thi Chapt r. 8unan et al. (2002) 

ntr 11 r wh reby recursive least squares 

tability proof is given in the pres-

f r a par i ular of 8180 nonlinear systems. No 

daptiv pr i t iv ntroll r in this Chapter, but it ap-

n l1 lin ar plant ov r a rang of operating points. 

a h, rid f tat - pa e and polynomial LQGPC, 

pa 

tat - pace optimisation is carried 

ml Hu - 1 

pr 1 m \Vi h ut pr di tion , olved using polynomial 

h th r ' b hind thi appr a h i n w d v lop d beginning with a 

pr bl m. 



5.2. 183 

5.2 Pr ntrol problem formulation 

In a n-pr di 1\' P imal ntr I probl m it i standard practice 

r 

nt t ra king rror and control input 

h pr dictiv problem definition, the 

fu tur valu of tracking rror and 

m wi th whit noi e input signals, the 

p rf rman ind' t b minimi d an b d fin d in the tim domain as in 

rimbl (2 Ib): 

J = , { iim 2~ T Jt } 
t=-T 

/I, 

J, -
) - 1 

4 { .} i 

ali d 

Qj and J' n I n 

5.2.1 

h Yh(') and u(.) -j 

im 

H,,-l 

)(rh(t + j) - Yh(t + j) )2 + L Rju(t + j)2 (5.1) 
j=O 

xp at i n op rator and Yh and rh are gener­

in . cl \. r 

rror and control weightings, 

of j ' . 

in (5 .1) ar ontain d in the linear, time­

ntation giv n below: 

(5.2) 

(5.3) 

(5.4) 

ntr I inpu u(t) E RI di turban ~m (t) E JR, obser-

n z",(t) E Rm, utpu n i 'm(t) E Rm nd g n rali d output Yh E Rm. 
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in r du in a n raJ" u put i that Hm i able to co t a linear combination 

f ta in additi n th a u I plant utput. 

Having tabli h cl lh plan uati n an timator is required to predict the 

in~ rr d u pu ~ r j t p ah . Thi an b deriv d by repeatedly shifting (5.4) 

£ rward in tirn 

at d b I w: 

= 

Yh(t + 1) 

Yh(t + -) 
H -, -

T{ Ifp 
J~m m 

11 11, -1 B H Ifp -2B m- rn m rn- m m 

11". III 

III tII 

quation obtained. The estimator 

0 

0 

u= 

u(t) 

u(t + 1) 

u(t+ Hu- 1) 

o 

o 

';m(t) 

,W = 
';m(t + 1) 

(5.5) 

11 111" 1 
m r·m 

1I, - 2D 
m m IImDm ';m(t + Hp - 1) 

wh r u(t + j) is um au th input do not appear 

. fun ti n. hav dimen ions a follows: Yh E 

E mll, Uf. 
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5.2.2 cl 1 

b ain d from a parate linear, time-invariant, 

at ps d scribed analogously to the 

plan 

Xr(H,.)(t + 1) = r r(Hp)(t) + Dr~r(t) (5.6) 

(5.7) 

(5.8) 

Th a Ir(Jlp)(t) E In, dri"in whi noi input ~r(t) E JR, output zr(t) E JRm 

rh(t) E am .. I 1 ov[vr(t), Vr(T)] = Rf08tT > 0 and 

V[~r(t) ~r(T)l = tT' 

. v ri bl ar in r du cl ' 

{t + 1 t + 2 ... , t + Hp - 1} , further state 

r(Hp)(t). The tate equation hence created 

i : 

r(JI,,)(t+ 1) r 0 Xr( Hp) (t) Dr 

r( JI,, -1) (t + 1) Hr Xr( Hp-l)(t) 0 

= J + 0 ~r(t) 

,,(2) (t + 1) Xr(2) (t) 

Xr(1)(t + 1) I 0 Xr(l) (t) 0 

In(t + 1) = nIn(t) + DR~r(t) (5.9) 

.. r(t = [ r ... (5.10) 
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rm in (-.9) nd (5.10) ar int rpreted in the obvious man-

n r. 

Th v h . wr n way up to u a r D ren e. Hence, to give the 

am Yh , h D 11 win ma rix- tor product is formed: 

Th (t + 1) 0 I Xr( Hp)(t) 

T,, (t + _) I 0 Xr(Hp-1)(t) 

= (5.11) 

rh(t + IIp - 1) I 0 0 Xr(2) (t) 

rh (t + IIp ) IIr 0 0 Xr(l)(t) 

Rh = HR R(t) (5.12) 

5.2.3 1 m d 1 

al r 5.1 an b r pr nt d in state-space form by 

u in n nl. r d tat \. r X (t} = [ R(t) m(t)] T E lR(mHp+n) X 1: 

. '(t + 1) = A.X(t) + Bu(t) + D~(t) (5.14) 

[ 
Zr( t ) ] = [ R 
-In (t) 

o ] X ( t) + [ Vr ( t) ] 
m Vm(t ) 

(5.15) 

Z(t) = X(t) + m(t) (5.16) 



5.2. P 187 

nand ar gi Cll = [CR 0] E Rm x (mH" +n) , 

21 = [ Cm le'" (m ll, 0) , D u = [ ~R ] E IR'"H,+o, and D12 = [ ;m ] E 

fun i n m ri 

~,( t 

§ .. (t) 

u(l) 

5.2. 

ri 

lat r in h d finition of the system transfer 

v,(t) 

+ 
z,(t) 

·h 
• 

+ 

-K 

G n rator 

ipulation 

m d . np 1 11 ' in a t rm wh r th optimal control crite­

nin - = diag{Q l . .. Qu,, } it = diag{Ro , ... RHu-d , 

J, nb ' t cl m r . imply in rm f matri 

(5.17) 



5.2. PR 188 

ing h d ni i n in (-. - ) an (5.12) th r D r ne rror can be stated as: 

= Rh - h - [HR -H] (t) - GU - NW 

= [IX (t) + GU + lfr (5.18) 

wh r iI = [lIr -1/ ] -= - " nd ~V = -NW. 

Su i u in (5 .1 ) int (-.17) < nd xp nding th matrix product, the cost (5.1) 

b m: 

wh r : 

rm ut id 

whi 

u(t) in 

(5.20) 

r . k t \ JpO = E { lim 21T t WTQW } , is indepen-
T-+ t= -T 

n r 1 inpu , . Thi follows from the fact that future 

nn t b pr di t d h ne W an have no infiu­

tim t. 

n r 1 riterion can be simplified by noting 

uir d ~ r th ~ dba k ontrol law. Therefore, par­

u(t} and UI = [ u(t + 1) ... u(t + Hu _ 1) ] T 

his r ul in by p r ili nin nd if in a ordan e with U: 
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wb r R22 = diag{R , ... RH.-d· Tb d finition of Rc and Gc can now be 

in rm f b parti iti n : 

D n in ummand in (5. 19) with l et) and u ing t he new terms in (5.21) and 

(5.22): 

l et) = XT eX + uT RclU + 2 TGclu 

+ ( rr R 2 f + 2uT Rc3Uf + 2XT Gc2Uf ) (5.23) 

~ fin th minimum f J(t) wi h r f th gradient of l(t) is required: 

(5 .24) 

lu i n hi gradi nt i zero. Equating (5.24) with 

f = -RC2(R~u(t) + G~X(t)) (5.25) 

ub (".2") int (-.2) liminat Uf 1 aving let) in the desired form: 

wh r Qc = - r2 c2 ("2' Rc = R 1 - Rc3 R;'} R~ Gc = GCl - Gc2 R;2l R~ and 

Qc E R(JllJlp n) (m Jl,. n) Rc E RI I n - c E jR(m Hp+n)xl 
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rol problem solution 

t ri rion (5 .1) wa manipulated to provide an 

y t m matri e . Al 0 , the solution to the 

for th tor of future controls. Thus, a 

b n r at d u h that the current state 

w ight d in the tim domain. In order to 

find h minimum 

d main v r i 

t t r r ri t d- truct ure controller, a frequency 

a olu ion. Thu , using Parseval 's relation: 

Jp = {Jiln f- '_~T XT (t)(j,X(t) + uT(t) il",,(t) + 2XT (t)G,,,(t) } 

= 21 . f tro { c .':X(2-1) + 2Gc<I>uX(z-l) + Rc<I>uu(z- l)} dz (5 .27) 
~ z 

I~I-I 

h t tal J = Jp + JpO . H nob gin th solving the frequency 

dom in pr bl m, xpr <I>uu and <I>u ' in t rms of the various ex-

rnal inpu b 1 w. 

U in 

r la i n hip: 

wh r 

f (-.1 ), it i r igh forward to obtain the following 

• ,(;-1) _ cl>(; - I)Bu(Z-I) + <I>(z-I )D~(Z-l ) 

= lru(_ - 1) + 11 T~T(Z-l) + Wd~m(Z-I ) (5.28) 

If. ( 1 ) ( I ) -1 ( / -1 ) -1 -I A- -1 -I 'J'': - = .. -. = - Z Z = P Z 

W(:-I) = ~B = .-;1_-1 B = -;1 Bp = B1pA1pl 

11 r{': t) = ~ 11 = -;1 .. - 1 Dll 

11'd( - 1) = '" - -- 1 -1 - 'It 12 - • p'" 12 

(5.29) 



5.3. 191 

ub i utin (-.2) illt C. l ), brain: 

':rn(.:- I) = lru (~ -I) + tl d~m(z- l ) + Vm(Z-I ) (5.30) 

Z,.(,: - I) = tr,.~,. (.:-I) + V,.(Z-l ) (5.31) 

wh r 

It' - 21 <1>8 = -1 8 B A-I 
P P = Ip l p 

11'r \I <1>Dl1 = -1 - rp rp (5.32) 

trd - 21 <I> 12 = -le 
dp dp 

h ntr 1 wi h a in 1 d f fr d m i : 

an r um n imil r t th in hapt r Jp may be minimised with 

IC h d rh' i n i r h an ma b found in Appendix C. 

ummari 

• D' 
rp rp - I" (' (5.34) 

(5.35) 

w r ul ling 

(5.36) 

(5.37) 
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and w filt rin ph n in 

_~ -!h ' D' + - FI D C' - 92 Ip dp p Ip = 12 dpZ (5 .38) 

- !h IlI D' - IFI R A* - 92 ;: Ip dp - 1- Ip = 11 pZ (5.39) 

r i. th n: 

(5.40) 

h 1 11(' 1 t 
W r r = \, \p 'HI- I GC E jRlxmHp+n HC E lrblxl 

l p lp' lp lp A 

Ep E pi xlTIlI,. " {p E 

n int r 0 tin pr p rty f th ontroller order does not nec-

aril with 1 n th n d pr di tion and input horizons. The Qc and Gc 

ma ri 

nin inpu h ril 

unal 

ar alt r d dim n ionally by length­

nand pol nomial order of the spectral 

thi not that AlP Adp and Cdp are 

hang d, but the polyno­

Ip Cdp and unchanged order of 

I m nand Ap gain unity elements 

whi h fir 1 Y .' tra I m nt in Ffp and Ftp' Thu th Diophantine 

qUe in ' luti n. han with h riL n bu n t th polynomial order. 

In mr 1\ r , th . l r u tur r '- po } , I 21 n Bl c i u h that th order of 

rminan f (_. p /\'/1 11 + BKe), whi h ~ rm h d nominator of J( i 

un lu ng d y r di t i n ( nd ntr 1 h riz n. f ur } i aft cted in som 
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mann r b. th 

will illu, tr d I r in 

5.4 ri 1 

ptim.l 

d in qu. ti 

rmin th 

ra i nnl fun ti n .. In 

ha qua i n ( . -1 ) 

ur. h 

will n ain l 

minimi 
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han n in th fr quency domain. This 

ri hm for restricted-structure 

i ti \' ptimal ontrol problem simply requires 

a PI 

ord r of th controller is then 

nd th tructur i a matrix of 

ontrollaw, it is necessary 

to h paramet rs of the given 

ha d tail d in Section 4.4, and 

Yla.kin appr pri t lib ti uti n in ua i n ( .31) as in equation (C .38), 

in: 

d 

_ lI f,,(l I I\r ' IKII - I\ c , f ,ll d)( pK d + Bpl n) - l Ddp 

_ (LI /-:n - L1 1\'II)( L· l\'l + L4K d )- 1 Ddp (5.41) 

, = - p: l {l l\fI. pi :.p)-I = (Z. -p+ f I 1 21) - 1 L l = Hfp[I + K cSfB]' 

L2 = Jl1p Kr ,1',1, = Bp, I = Ap cud K i h matrix fra tion: 

(5.42) 

} l e llll 
P' , 

= dwg{l - Z-l } and 1 = I. 

din lI-lin ar in }{p and 1\", . m anin ha ( .3 ) i difficult to minimise 

dir tt,. 11 w \"r. f n i r th", luti 11 i p ibl a in hap r if th values 
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f p and K, in th cl n minat r f Td ar a urn d known. It is possible to 

wi h 1 

hi nnl 

ntr 11 r III In h mul i ariabl but the examples dealt 

. In h t nin Lnl = L1Ddp/(L3Kn + L4 Kd) and 

m lin ar in } n: 

(5.43) 

ti n ( . 7) nd h r ri t d- tru tur solution is identi-

Ln2 a and Td+ in tead of Tt. Hence, 

daptiv r tricted-structure pre-

Ai ri hm ap i r ri t d- tructure control algorithm) . 

1. fin (num r of ft qu llCY point) Wl ... , w NI (number of fixed 

mod I.), m cl (mod 1 probabiliti ) 

2. / ni ialt I\p = K, = 1 (arbt rory hoic) 

9. fin ( .. -I) 0" , I(Z-I) 

4· omput r ( .. -1 n .. = 1{ 0(.:-1) + } , 1 (Z-I) 

r- Om1)u( /\d (.::-I) = 0(.::-1) 

. 1 ' 'or J = 0 I 

(a) ol I for th or' cp) and Ddpj , and the Diophantine equa-

(b) 1) ). L J LUI} and Ln2j • 

() 'or all ch n fi ' al ulat Fj { -jwT) ) L j { -jwT) ). 
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(d) mbl AJ = 

7. timat cu nAp. Bp . . lp, BIp , • dp and Cdp polynomials by calculation 

from. th td n tft d parnm r of a recur iv l a t quares algorithm. 

p. 6(a) 0 (d) for h id ntified polynomial. 

ack h i\ I + 1 A and b ma ric to form _ and Q 

10. alcul(lt 

11 . If h co .. t . Iow r tll 11 tll p viou co t repeat teps 8 to 10 using the new 

On. th nl I,. p.o ontroll r gain to compute the feedback con-

troll r J\nr(.: - I) = Kp 0(;:-1)+1\, l(Z-I) and} (Z-l ) = Knr(Z-l)/Kdr(z- l) . 

12. Implc m n con roll r an f dback loop and go back to step 7. 

5.5 ri al difficulties 

h a1 r rithlll al rror u d by doubl precision 

ri hm ti in ~1 b. t\. .'pl£ in sdi r in ion 4. 5. Thu it is prudent to 

mad to r duc th order 

implifi wh r hi uld b don with limited 

ut m . 

5. li ic ship positioning 

In im p lyn mial d rip i n wa riv d for the surge 

d 1. f 11 w a r p at of that xample 

r . tri t d· tr\1 tur nt r 11 r for ompari on and 
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5.6. in 1 hip xample 

lly n in ontinuou -time state-space, see 

(2. ~), it i trai htfon ard to tat the n c ssary system 

ma ri ' ~r hi. .' mpl " n p r tin poin wh r Uc = Uo = 2mj s: 

m= A = 

i Id in 

h pr di 

whi hi 

r 

pu 

h 

fun 

x 1 = 1 E = 7.60 X 10- 5 (5.44) 

~ r . mplil1 p ri d f 1 nd: 

1 \ -5 _ 
In = -(( - l )B = 7.57x lO ,Cm = C = 1, Dm = 7.57xlO 5 

(5.45) 

( ~_I) = lr (~-l) = 7.57 x 1O-
5
z-

1 

9\' - - 1 - 0.993z-1 (5.46) 

n na urall in lude th integral action 

ntr 11 r. 

lution i to introdu e a fictitiou inte­

n rId ign h n take th integrator out and 

tion 4.6 that the wind and 

ar I pr .'im t d ' uni arian whit noi e passing through 

(5.47) 

cl " np i n with in u di tur an do not permit thi transfer 

n b impl m nt d 0 that : 

III = . Brn -[ 
. 2- ] _ [0. 25{7.57 x 10- 5

) ] 

1 1 7.57 X 10- 5 

III = [0 1], m = [ . 1( 25 + 1) ] = [ 0.0199 ] (5.48) 
1 0.0100 
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Thus: 

(5.49) 

Th in r du i n f a fi titi u in gra r 1 quivalent to weighting Llu in the 

fune i n [, th r than u. lth u h i w uld t ill be necessary to include an 

int 

In 

ua i 

h r ri 

Y1 1 b 

h ap 

in ra r in 

n : [ 

ti n 4. : 

1 

int gral action in the controller. 

onvolv d with the error and input 

olution, 0 it is not clear that 

abl with u h an approach. 

highlighted in Section 4.5 when Wr 

( n [in rat r r = 0.990, is used instead of the 

(5 .50) 

(5.51) 

II n' , wh 11 lfp = 2, iJu = - : 

1 - . 0.: 1 

- 1 1 
p = 

o 
1 - 1. 3_- 1 

_,:.-l 

o 
o 

7.51 X 1O-5Z-1 

7.57 X 1O-5Z-1 

(5.52) 
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1p = 1 - 2. : - 1 + 2.97z- 2 
- 0.9 3z-3 

o 
o 

Jp = 
-. -1 x 1 - ;-1 - 0.000150z-2 + 7.43 X 1O- 5z-3 

7. -7 x 1 -Sz-l - 7.49 X 1O- 5z-2 

198 

(5.53) 

dp = 1- 2. z-I+_. 7:. - - - Z-. dp = 0.0100z-1+O.000100z-2- O.0099z-3 

(5.54) 

L rr r, ntr I w i h in and utpu noi ovariance be: 

. Ro = 0.01 RI = 0, Rfl = 10- 4 (5.55) 

I . IIrn = m. th th u ual plan output i penali ed. Increasing Ql 

th n r 11 r gain throughout the frequency 

r it i int re ting to note that Q2 

all n th lution v n with extreme values . 

. R/l. nd d r a e the gain throughout the 

lid \ i \' a, ut ar i ularl at high fr quenci s. 

in quati n: (- . 1) (nd ( . -) 'j Id : 

('P = .11 _ -1 + .290z-2 - O.0899z-3 

dp - .1 ... -1 + . 139z-2 - O.00383z-3 (5 .56) 

h ph utin qu 



5.6. 

I 
Ip -

II' -

T 

GI -1p -
12~ + . 

o 
o 

- 0.0197 

.t Z-I - 0.000593z- 2 - 0.0421 
T T 

- ~." .:-1+3. 1~z-2 28.7 

.1 ,:-1 + .137z- 2 

- 2-.2 Z-2 

- 2 . .t 

Gc -, Ip-

0.681 

- 281 

- 31.6 

199 

II IP = - .111, I1{p = - (5.57) 

!\ = 

= (5.58) 

r wh 11 th fi f th plant and moved into the 

b 

b 

!\ =------------ (5.59) 

! ri hm it i important to note that a 

mu! ip! tat m nt of the PI restricted 

i i u int grator i r mov d from the plant. 

thi: in ' Iv , mul iplyin 1 n in L nl and Ln2 and aloin C¥o and C¥l 

ntroll r tru ture ther for 

m I and th D t rm b corn s P when th 

r J r J11 \' 1 fr III lh pI Ht c: nd pia d in ontroll r. 
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h r ri t d- ' ru tur a1 rithm i x ut d for a PI controller where N = 15, 

Wl = 1 ar logarithmically spaced. The 

in. wi h .r = ( /\p. /\.) = (1, 1) th initial guess, and Table 5.1 

f th I a minimum after four iterations where 

Jo. i aJ u1 d u in lu of x in the denominator of Lnl 

nd L n2 · 

ab! - .1: - ' ru tur algorithm iterations 

x = (Kp } .) Co t Jo 

(1 , 1) 

1 (2 6016 , 22 . 6171) 2.69907 x 106 

2 (22 .t . 162 , 229.2553) 3.25219 

(22 .5 91 . 229.23029) 3.23177 

.J 1.5 7 , 229.23031) 3.23171 

70 . 229.2302 ) 3.23173 

, iner . n h fifth it r i n. h n th algorithm eases. Clearly, the 

i\' . th fi nal au only th decimal plac~s 

han n pr du 

in x [r t ps to converge de-

ri ru tur . However, giv n a 

ran h t ofth full-order ontroller 

in d gr of fre dom, the 

al ri bm lution. 

h r .. 1 ri t d- ru \If 

5z- 1 

----~- -----------1 - Z- l 
(5.60) 
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ml ari n b \\' n th B d plot of J( and J(r wher th 

id nt i I up 0 0.5rad/ . . bove this frequency 

htly th n ) r II fP with r p t to the re tricted 

d rman i aIm identical in the two ca e . 

Bode Diagram 

10 ' 
F~oncy (radlsec) 

f full rd r and PI tru tur ontroll r 

plant d ription a th on-

r fr qu n 0 curr d at below 

Ilw n h fl I m mp ri n b tw n th Bod plot of 

K ( 1)( \\'11 )(.:-1). J\ rl- -I)(H 1))(;-1). J\(,::-I)H (Z-l ) and} r(Z-l )W(z-l ). 
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Bode Diagram 

- Full order with notch 
- Restricted structure with notch 
- Full order no notch 
- Rostricted structure no notch 

o 

40~--------------~--------~--~~------~~~~~--~--~ 

ur 

11 1 , th fl qu 

whi h pint h (1\11 

'pO[1din 

f h (.:-1) All 11\ (.-1). 

to 1 

FrO(lUoncy (rad/sec) 

p n-1 Op Bod plot 

imilar ~ r all four plot up to 2 x lO-lrad/ S, at 

i ur 5. 5.5 and 5.6 show the corre­

f tV(Z-l ) and the tep responses 
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Bode Diagram 

,o~----~--------------~.-----~--------~~--~-r----------~-. 

10 ' 

ur - .-1: 

10 

\U 

Frequency (red/sec) 

cl-I p Bod plot 

30 
TIme I Secs 

p 

- Full order with notch 
- Restricted structure with notch 
- Full orde r no notch 
- Restricted structure no notch 

40 50 

pr pon e 

60 
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~~-------r--------'--------'--------'---------'--------' 

~ 1000 

! 
500 

! 
0 

- 500 

- 1000 
0 10 

igur 

111) mn with h' r 

rm::. r gl '.It r 

-- Full ord r WIth notch 
R tncted structure wIth notch 

-- Full ord r no notch 
-- R tncted structure no notch 

20 30 
Time I Secs 

40 

p Uv pr pan 

ti n -1 .. 1, th t P r pan 

50 60 

are poorer in 

t im and I a tion de pite attempt to 

imp!' \' h t lining III h Cl xplain, although 

input i a tep although the t h r HI h 

th ry Ipu)at flit 'f tion for LQG and LQGPC. 

Ab , th' 11. y an in gra r ma a ount for the dif-

. th inpu in n 6u rath r than u . Thu in 

1 n t tri tl omparable between th 

w nlt n III tha th pr ntr 1 horiz n 

ar loth h pr di f th ontroll r i bar I x-

I I It I. :.. h \\' Hp and IIu influ 11 ame exampl 

nun cl \I f I If" '30 {\tI\ IIu = -. IIp i n d mu h mar than Hu th 
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it i not worth increasing matrix 

11 d d t Hu' In h pr viou a e, it was observed 

differ nce to the controller, but 

r J t 

lnlnl and vi intuitiv ly reasonable. Again, an 

in plan utput n nd th gain throughout the 

\" , ut par i ularl at high frequencies. 

nd u pu noi varianc b 

J = 1 \ RJ = . 5 Rfl = 10- 4 (5.61) 

ain /If11 = 1/1 • , w •• p' Bp. B1P nd h Diophantin quation solutions 

h pr di t ion h rizon and are too large to sensibly 

Iltr 11 r ord r i unchang d , as tated earlier. The 

(5 .62) 

wh n h fi iti u. f th plant and moved into the con­

ri thm i Id : hr . rie d-. tru tur 

]\r = :.. 
1 2 2 30 - 2690z- 1 

+ =------1 - Z- I 1 - Z-l 
(5.63) 

af r si . i r tin .. mpari n b tw n th Bode plots of K 

cl l I ar that th controller with long r ( n r' 

t ra n: lat 

ru ur 

ain nd high r high frequen y gain. This 

r pr p rli onl in an mall r int gral gain in the restricted­

ntr 11 r. 
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110 

10 

Ut 

Bode 0; gram 

FullOrtler 
Aeslrtcted Structure 

10 ' 
FAlQUcncy (radlsec) 

f full rd r and PI tru tur controllers 

rr 'P ndin 
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18 ~-------r--------~-------'------~=C========~======~ -- Full order with notch 

18 

10 20 

ur 

30 
Time I Secs 

-- Restricted structure with notch 
-- Full order no notch 
-- Restricted structure no notch 

40 50 

cl-I p t pr pan 

60 

~~------r-------~------'--------r-------.-------. 

- 500 

- - Full order wi th notch 
R tricted s tructure with notch 

-- Full order no notch 
R tocted s tructure no notch 

-10000~--------~'0~------~~------~3O~--------~40~--------5~O--------~60 
n m I Secs 

cl-l P U\ ' 
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n 

an nly 

rsh t i 

u ur 

5. rm ' f cl vi 

impr m n 

ur ' may a 

5.6.2 In 

In 

mul ipl -m 

ur 5. 

HIP POSITIONING 208 

mall r in all a than in Figure 5.5, and the 

h fil r i in lud d , thus there is a perfor­

i ti n an ontrol horizons. Of course, the 

n m I during th optimisation, so a true 

t withou a notch filter. Although 

ttling time i slightly longer. The 

lightl more fficient than in Figure 

valu , but the overall performance 

rizon . . gain it is believed that the 

optimi ation and a st p in the above 

m hip identification 

algorithm wa detail d for use in the 

will b r peated for the predic­

am y t m identification algorithm, 

0 1, bl and I p ram t in rp rat d into the state-space system 

drip i 11 ~ 11 W.: 

wh r dl i. h 

5 .. 

m nt 

, 1 ut 

n r 

r . ri d-~tnl tur d. ptiy 

_ [ ] D _ [d1 ( -a1 + cd ] 
m- 0 1 m-

d1 

(5.64) 

f th • imati n rr r. 

III hi n i almo t id ntical to that in S c-

loop i to be ontrolled by the 

ntr II r. Trap, th urge po ition 
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\Va ' ntroller designed using the tech­

~ r 1 00 econd, wi th initial reference 

ondition (Uc , f3c) = (1,00
). The 

niqu in ha t r 2. 

hip i ' b for turning into the current, 

nd. This manoeuvre produces a 

a.xi from tLo = Uc cos (rr 13) = 0.5 to 

tLo = to (X, Y \lJ) = (1,0,00
) to test 

p rating point. Aft r 1000 seconds, the 

,(3 ) = (3, 00
) on 1400 seconds, then 

r main: (' n tnut until th nd f th imula i n. 

h muilipl m cl i cl four linear mod Is to represent 

h p int , wh r j E {1 2 3,4} i the model index for 

h . mntri : i\" n in u ti n ( •. :2), (5.3) (5. ) and (5.7) r tated below: 

H J = (1 

h m tri 

as in th I sin 

(5.65) 

b'r - I n' _ d1j(1 + ljZ- l ) Z - l W . _ Z-l 

(l IJ':: I}( i - .::-1 ), dj - (1 + al]z-l)( l - Z-l ) r) - (1- ArjZ-l ) 
(5.66) 

r til1l -in\'ari nt f r j E {1 - } and th param ters are obtain d 

ti n 5 .. 1, ~ r lin ari d gV(Z- l ) at Uo = ami s, 

uo = 1.5111/ nd Uo = m/ . pan th range of v 10 i­

ampling p riod i 1 econd. The d in th imul ti n. in 

id n ifi I p r m t r. , 0 , • b1 • 11 nd dll, r u d t mpl t th et of model 
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in h ptimi. ti n. 

h pram t r I i '. t t 1 and dl i to .0175 for th time-invariant models, 

unt r din th imulation. Table 5.2 shows 

h j. h(' nit! s f h 

I ' rl mial param ter 

J Uo 0 1) blJ lj d1j 

1 1 x 10- 5 1 0.0175 

:2 x 10- 5 1 0.0175 

1 0.0175 

RLSID RLSID 

rr r, nlr I \\. i lltin and utpu n ovari an ar: 

J = 1 ,RJ = .05 Rn = 10- 4 
(5.67) 

wh r j is h im , t P in th pr i ti n and ntrol horizons, not th model 

i ur LLlO p r ray th 

in t .1. 

w i hl 

wi h th 

.1, 

ndard u put i p nali d. 

f th adaptiv pr di tive ontroll r. The 

~ rg t ing fa tor of ). = 0.95 and th 

am r a on a given in Sec­

in th imulati n ar the am as in 

tabli h th prop rti of th ontrol 

run th imulat ion with an a ort-

nd in r a ing b 0.1 for a h imulation run 

uall ' am n th fix d mod Is it i po ibl 
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f h adap ati n. 

-. 1 

-. 1 
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quation (5.1) for each proba­

ignor d , th graph in Figure 

\' r u id ntified-model weighting. Figure 

qual for th pur multiple-model ca e, 

t ur at P4 = 0.9 and interestingly is 

hi h pur ad I h' . luti n, p., = 1. 

7.95 

79 

7.85 

78 
S a: .. 
;j 7.75 

>j 
cC 77 
0 
""l. 
> 
rd!7 5 

fiT 

0 .1 

\lr -.1 

h f 110\\,111 

:-'111111 1 I 11 . r 

1 

pm. mt'\ 1 

03 
p 

. . ............ " ..... 

0ptlmlsation cost value I 

. . , .. :- ..... 

04 0 .5 0 .6 0.7 0 .8 0 .9 
bohty .ght.n9 of Id ntified model, P4 

\ . r ~ ll id ntifi m d 1 w ight 

fir t 200 econds of the 

nt 1' II l' f1' m h P4 = 0 a e. Thi is because the 

in imat d (a1,b 1, 1) = (0 0, 0) and, 

fairl qui kl to en ibl value the Cl 

nd . Figur 5.11 how how th 

imula i n. 
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2 ~----~-----'------'------'------'------'------'-----~ 

1 S 

00 600 800 1000 1200 1400 1600 
T1me/ Secs 

ur -.11: m param t r 

· iur ;. 12.lIId ;. 1 hwth 

" \ Ilr -.Uti 'l itl . lit \(\rh t 

und 

tail f h at and bl timat after 200 cond. 

h r tri 

5.16 

and < • lut v 1 iti in th urg dir ction. 
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0.975 

J 097 

I- -a, I 

600 800 1000 1200 1400 1600 
nme l Secs 

nr -. 1:": n rninator paramet r 

4 

l - b,1 

900 1000 1200 1400 1600 
n m I S c 

ur' -. 1 ' urn ra r param t r 
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h a ling lurin th il1l1l1. i n i am 

v r u X po ition. The hip 

d pi d in Figur 4.20. 

2~------r-----~-------'-------'-------'-------'-------' 

'5 

-x 

o 

-02 0 0 .2 0 .4 0 .6 
S", 'I Position Y I Metres 

III - 1 \. rh ad vi \\" f imula hip po ition 

.7 n 

dal ti \ pr di 

I h., h' I ,·\k. III h J\ p run 

ha e 

hapt r 4. Onc mor 

to rough in the plot of 

n h } i gain and th al 111 and \\ \. 

paral1l1't I'r 1 n 

that h' 1 

111 

[(i in plot m to follow } p 

m from th fact 

ut £ r a plant augm n d 

I fr III tlu plant aft r h 

o that 

a PI 
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, wh 11 th num rat r run, bl i mall larger P and D gains are 

pr . n' I an vi \' r a. In this way, both gains follow 

n 0\. hi would al 0 xplain the poorly damped 

nd ". int gral action would have been 

cl ira I . 

rnflti\ ,t ~'U in quation (5.1) which would give equiv-

ul :. r t intr du dynami \ igh ing a in Grimble (1995), pro-

du in a III r (' III pi .' tral factor and Diophantine 

quati po ibl to approximate this 

In 

and 

ri 

an in r 1·1. tA. 

o. 1111, bu 

mpJ ed for the restricted structure 

~ r fu ur w rk ugg sted by this situation is to 

n t multi- t pot with dynamic weights. Also 

in 

in 

lution wa given, prompting another 

ri t d- tructure controller would be 

find an approximation to the cost in 

h plant input, outputs and states. 

pon for the single model exam-

i n .6.1, in rm f gr at r overshoot, settling time 

£ r thi wa that the th ory actually 

hence th results are not 

i i v r int r ting to note that the error be­

a tandard deviation of O.0196m/ s, 

andard d viation of Figure 4.18 is O.0224m/ s, 

wi h XT tandard deviation in Figure 5.15 

rr 'P nding alu for Figur 4.16 being 121Tonnes, 

m an radial rror in Figur 5.18 i 

m in i ur .1. h b xplanation for this is that the 
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h pr 
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bili . " as in 
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Iy a pr .·ima h filter d white noi e in the optimisa­

n wabl to outp rform the standard LQG 

111 r tin i ' U l' ardin 1'0 bu tn ,performance and sta-

h fa ha h b t p rforman e i een for P4 = 0.9 

h mul ipl -m d 1 adapti ontroll r gives a combina-

f ,dapth' and mul ipl -mod 1 optimal control designs in 

p d rmin ontroll r i for the pure adaptive 

l' ion i mor ensitive to parame­

non-pr di tiv ver ion. Figure 

= 1. The variation is clearly 

mu ·h In r f l' P4 = 0.9 hen e it i reasonable to 

(' n lud t ha hI. r. pid fiu lIati 11 a lIall \ or n p rformance. 

000 

3000 

2SOO 

~ 
2000 

1SOO 

1000 

SOO 

00 00 600 800 1000 
Time I S cs 

1200 1400 1600 

1Ir'-.1 I p ram l' wh n P4 = 1 
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ti n in ntr 11 rain for P4 = 0.9 and P4 = 1 in the 

n th r han in thi Chapter, supporting 

h pr di i\" n itiv to parameter variations . 

• J1 C r thi i. 11 t kn wn. alth u h po ibl xplanation is that any er­

m id n ifi i n i r pa at ~ rward through the prediction horizon. 

1-1 n tryin t ntr 1 plan whi h how mismatch with the 

nl)' nt. but 

n in 

\i uld 

pari ' n with in 

h duI 1 pr di ti\ 

5.8 

hi 

f p :ibl ill a1 ility. 

f th tlrr 11 

ilit '. th di u ion of imultaneous stabili-

ppJi th ugge tion that a proof of 

ri thm would be desirable. Further­

r ali ti pr babiliti to ach of the lin ar models 

d tail in hapter 4 also. The idea of com­

uld ain b int r ting although in this case, a 

in ): u t al. (1992) would be appropriate. 

du in th 

uly. 

pt f lin ar quadratic Gaussian pre­

and Id LQG where predi ted future 

o t function. A synopsis of 

(~PC) was then giv n , in order 

h motivation for an extension to 

i , a in Chapt r 4, to at­

b n fits and removes the 

T be p cifi an adap­

t m param ter at the expen e 

timate 

mul t ipl -mod I optimal ontrol! r 
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f t ility \" r a \Vi rang of operating points with 

11 r I p~ r m 

multiple-model adaptiv ontroller is 

nfid n in tability, due to the ffect 

u \Vi h in r a ed performance due to 

r , Th fa t that the controller is re­

h pot ntiall interesting properties of 

id a y impl mentation, and 

and noi covariance is r adily 

furth r motivation for the exten-

is to compar results 

wi h h n l1-pr li iv \" i n in hapt r , 

h futur 

an in 

d rit 

an 

D rm and ll1inil1li 

t r ' , 

lu i n, whi h i, 

final d 

addr 'S J in 

inin th ,ill 

in h 

'cri p i 11 J r \' n l 

in pa with the plant and ref-

r in hi ~ rm, 

"in th t in a form wh r only the current error 

onv rted to a polynomial 

ion u ing th usual pectral factor 

olution ha mu h in ommon 

appr ximat d by a matrix-vector 

controller parame­

mor give the multiple model 

param t r to produ the 

hip DP probl m also 

m alt rations befor ex am­

rporat dynami ost w ights 

lu ti n but it i desirabl to in lude 

n nt d with an int grator 0 that low 

p d la built into th tat - pa de­

fr m king h am D rm a in hapt r 4, 0 
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.. dditi nil ', h num ri al fragility of Ylatlab does not al­

the pole is moved to 0.990. 

pr di tion and input horizons are 

ptimi ation t rminates after five 

third-ord r full-order controller. It 

tru tur PD so that the additional 

III \ d fr m th plan d rip ion aft r the optimisation. The 

al h ugh not a good as the standard 

ing th ontrol weighting and de­

the frequency pec­

i hl ' ~ r th fir t tim tep of the pr dictions have 

I n ti th r w ightings. The solution 

utput n , wh r an in r a e produces a d crease in 

on­

high fr qu ncy gain. This eems 

t d riva i a tion giv predi tion of future 

a hi h fr qu n i . The error and ontrol 

th fu ur hav mor influ ne on the solution' 

lightly better with 

ar still inferior to the 

ha thi i du p ifi ation of a 

h a 

in p rformance 

b lW J1 th full · r I r nd th r ' tri t - ru ur ntr 11 r. 
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h ppli Ati n f th id ntifi pI n param t r to th tate-space model is de­

ail cl b ~ r Cl full 

fr 

pr tiv 

ne r. P 

I' l11 • t net 

a st . IJ 11 

fl 

in Chapter 4. The 3 degree of 

again but the multiple-model adaptive 

1 it loop. The other velocity loops 

m th din Chapt r 2, and the position loop 

w ki t hniqu. Lin arised models are taken 

pint , and th fourth model uses parame­

hip manoeuvre and disturbances 

h p rforman e of th restricted-PI-structure 

\ ightings on each linear model. 

i worst for the pur adap­

n at P4 = 0.9. Thus, it is concluded 

n fhing from incr ased robustness due 

ptiv 

pram t r \'Clri 

hapt r 4 is a lack of stability 

b n fit i conjectured. The 

i apparently du to sensitivity of the 

and plant-model mi match. This is 

ain in th P4 = 1 exampl . 

IltI' II r in 

xampl i improv d p rformanee 

rror tandard d viation 

r at r with tandard LQG, but the 

h b t xplanation for this is that the 

whi noi in th optimisation fairly 

mpI wh r th r £ r nee employ d i 

i b tt r xpl it d. A ignificant 

ad. pti p L P r 11 1 ad 

tri t d- trueture 

r p r£ rman than quival nt LQG ontrol. 
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h flaw in thi t hniqu, in dditi n to th lack of stability or robustness proofs 

ri hm i. an inability t addr 

of th r strict d-structure algo­

unlik many other YIPC controllers. 

k ~ r an approximation to the cost in terms 

plan inpu output and states. Hopefully, 

on trained minimisation. 

fin rporating dynamic weights into 

that th augm nt d plant is not required and 

h inpu w i htin i truly n u, r tb r han It tiv lyon Llu. As with Chapter 

bili ati n tb rv i d a an approach to the stability 

\ ability \\' i 

a ut pr di 

n wi 11 th r . lilt. in hi 

in that • t 

ntroll r could be used for compar­

ar similarities between the two 

r quir d in both cases. 



Ch pt 6 

Mult iv • 
1 1 Sandwich 

Nonli Sy tern Control from 

Ti -v r • 
1 g Systems Theory 

Thi hap r con. ,d r' h control of multivariable nonlinear "sandwich" sys­

t m I 011. 1 iag of a /in or d c t -tim dynamic block with input and output 

nonlm or fune ion. Th olu Ion of a time-varying linear optimal polynomial 

n d. whIch involv time-varying equivalents of spectral 

fa e on. ahon and Dlophon ine uations. The andwicll nonlinear plant is ma­

mpulo d lfl 0 tim -(.'01' ittg fONnat by a uming that the nonlinear functions are 

in a 1)0' lcui r rotronal fonll. By ft zing th time-varying description at each 

amplw.g &r 'tan, Ih injinU - tm probl m b com tractable hence a solution 

is obtain d by calcut ting th controll r onlin u ing the nonlinearity-dependent 

polynoTmol . TI i con roll r 'unpl 0 impl m nt and a 2 x 2 ystem example 

is mwl . ul ' d mon trating that th achievable performance 

ts up ' rlOr to Cl fir d liu r con roll r . 

.. 
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hav b n dealt with by designing the 

pint ( hapt r 2) or by optimising 

<I. and 5). In both cases, a Taylor 

, t m i u d allowing mature and well­

appli d. Th pre-eminence of linear 

ingl prin ipl that of superposition, 

n wo input to the operator, Ul and 

(6.1) 

f math mati al ystems theory, but 

upporting theory is 

im -invariant systems de cribed 

b i not 0 in the nonlinear case. 

In olv th dynami equations of 

a n n1in r ... l Ill, h n 

Jar: III i n. 

ut a 

g n rally applicable design 

nl approximate or r strict d 

h hniqu c vailabl to d al with nonlinear 

nppr xima into nonIin aritie , such as the 

. cri in mn h mati all int n iv m thods such as 

m tri .' n!in r rHr I th ry and Li bra k t . 

n ral fi nd th lu ion of nonIin ar dynami 

abilit . Th d cribing fun tion 

u Iy in dift r nt untri during th 1940 
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m h d f ap r xima ing h r pons of nonlinear func­

id 1 inpu . utput f th fun t ion i represented by a Fourier 

run at t th fundam n a1 fr qu n y terms. This is justified 

low pa s, so high frequen­

) nonlinearity, a single 

an amplitud -dependent gain, the 

th output sinusoid from the 

, th n b th fundamental Fourier series 

in d n both amplitude and frequency, 

•• yqui ribing function and linear 

plant i ' th n a 1 t ura I \Vh n limit y les will occur. The 

tr 

(1 

with a n 

r arly . 

nd th 

And p . in 

rit ri 

f\r kl1 WI1 ' Ly pUll \, '. Hr 

(1 2) but unku wn In It \\" l un il 

ir 

ad d nonlinearity and linear 

but ha b n us d widely in indus-

mall Gain Theorem, see Zames 

(1966b). E entially, the Small 

t dba k loop are all stable and the 

than on , the clos d loop will 

Iin ar tran £ r function cascaded 

n nIin arity belongs to a particular 

\Vh n th Nyqui t plot of the linear 

ntr d on the real axis 

anal ing nonlin ar yst m stability 

d , d v lop d from Lyapunov 

u. f h IIldir t m h cl ud in 

dir t m t hod i generally 

d p nd on hawing that 



227 

phy. i al 'Y In i ' alw~ y b ing di ipated. The method can be 

ppli cl t 

t illu. tr t 

L apulI " flln ti n. ", 

d finit , r 11 inu u. in I. th 

ath' d finit . 

n . \1. 

inN:! th r h n . 

in or man nd l' 

n h r w lI-kll wu 

plan 

aIt 1 '1 Sbifyin 

and 1 

wh 

11 

rcl r 

. wit hin ntr 11 Jr. hi 

n rgy is not defined , but 

f Lyapunov theory in general. A 

I cted that is positive­

= 0, and 0 that the change 

fun tion may be difficult, but with a 

a good andidate. The method is 

in~ rmation on performance can be 

fun tion ould indicate sta­

m unt f im to ttle. Some progress 

L apunov D ign has been made 

), h w \' rand h problem of robustness is ad­

n. . in Kh lil (1992). 

ing nd-ord r ystems only, is phase-

In r' (1 92). Thi method pro eeds 

again t on another on a graph 

are stationary. This 

n nlin ar quation at the fixed points 

rr p nding Ja obian matrix. Knowing 

in mall r gion around the fixed points 

drawback of using 

nal i , it i not easy to u for 

\\In ariabl tru ture sliding-mode 

tkin (1 2) r Bdward and Spurgeon (1998) 

b wit hing betwe n gain in 

n a parti ular urfa . Th tate 

hi trail im und r h influ n of the 

hlli u h n uit ful but t h witching 
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an • it ti 11, ld th ign i rath r involved. 

h applirnli 11 fr . \lit in dift r n ial tr ha I d to the powerful but com­

mplifi d by Su man and Jurdjevic 

han 

and 

, h n th r 

st In • 

zz 

n \V rk 

ti n 

\: i h 

Illllnnn cl 

(1972). 

r} ha\'i ur, kn WI1 

with n nlin 

f n nlin r 

nfortunat ly, the heavy mathe­

b yond the grasp of the aver­

rath r more pragmatic use of 

f £ dba k on a nonlinear system to 

hnique is that it is only 

tability is not assured 

l r dYll mi ,anal gou to linear nonminimum phase 

In I'(' pr uen} n nlin ar ntr chniqu ar N ural Control and 

ntr 1. al with t h application of a neural 

1I i n of N ural Control is found in 

ural C ntrol i bas d on th ability 

ry n nUn ar hara t ri tic, which can then 

a n nlin ar plant in ome way. Fuzzy Con­

III h et ripti n f bum n h uri t i knowl dge and r a oning 

h 

nd In k 

nd h un (2 lab rat a normal "crisp" s t 

and ry lem nt not within 

. In a fuzzy ' t, the lem nts hav 

Id" and " hot' . U ing th e 

h n p ibl t build an " If-Th n ' 

nal to appl und r the ur-



r n 

in 

with ut 

n a ail 

- rili al 

iv nh 

I r . if Ii t. , 

t hniq\1 

U' d a ' th th 

im - aryin 

im -inv ri I1t I lYl1 

and . 

qui 

cl main r . \lit. r 

, ri ) ti n. h w \' r. 

f Fuzz 

ntr 11 r, th 

nd a 

di 
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ontrol are that expert knowledge 

rall op ration can be understood 

ra ting plant can be controlled 

ar that th tandard analysis 

and tability margins, are 

n th human to cov r every possible 

rul . Fuzz ontrol would not be suitable for 

f 

mp\ • . 

II\' lu i n i 

r nu 1 ar pow r station, for example. 

d with nonlinear control, ither 

mpl x mathematics or lack of 

to pr nt a nonlinear control 

with approximations intro­

nt th olution of a linear 

hi i an xt n ion to the optimal 

ra (1979). The analy is 

i quite well under tood 

in t ad th valuable prop rty 

a on qu n ,the fr quency 

long r hold removing a great 

vantag of a tim -varying de­

rib a non linear y tern as a 

In h 1111 \ \ryin luti n i adapt d to th p cial 

ndwl h" n nlin ar plant i r pr nt d 

b !in ar . y. t 111 WI h III I 1 lnd utpu n nlin ri i th out r andwich'. 



230 

hi r pr : uta ion nRttlr. I x i n of th Hammerstein model , a linear 

fri klru h, h 

b k 

mbin 0 with a n n1ln 

w rk 

k, Tawar and Tao (2003), deals exclu­

nlin wh re the common sensor 

d ad-zon , hysteresis , saturation, 

ontrol used throughout the 

im inn r I op and a ontinuous-time outer loop, 

an I th n nlin ar effect. The authors 

unkn wn n nlin nty. no < n ural 

an adaptive inv r e for an 

ntr II ruing n twork to represent the 

n nlin nrit. < 110 a 

r Ih hyl rid 

ar utili ed to illustrate the ef­

qu ntly friction compensation 

andwi h cl b twe n two linear dynamic 

bl r ~ nowi h". wh r 

ntr 1 (:\1 . \ ) 

ntr 1 \\'h n u, in 

In h 11 n-Iin 

ba k lin ari ation. Control of sandwich 

xampl of gun turret 

h. . ain, imulation tudies demon trate suc­

t m ontrol techniqu s. 

n d b a fun tion of th input multi­

r -pr ntation allow a plant 

a nm. f, r fun i n m trix tha v n with tim due to the 

fr m h 11 nlin r m 

r quit.' th 

it i. 

im yi 1I 

th 

n mial in th time-varying the­

im -varying polynomials arising 

tim -varying olution actually 

t tm k \' ri tIll . in h tl nlin riti ' , pr mp in 

omputed online 

mpari on with adaptive or 
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im , t . 

tri t ly n ither, as the plant 

I ted from a pre-computed 

omputed at time, t - 1, for use 

h lItpu n nUn ari i 

. up ri r fix ign, and dir ctions for further 

iv n In 

li ontrol problem formu-

r tim var i familiar, for example 

h mul i ariabl y t m shown in Figure 

.1 n b writ! n in p lyn mi 1 ~ rm, h " \' r a : 

yet) - (It' u et) + d(t) 

_ Wet, .: - l)u(t) + d(t) 

_ . l (t, .:- 1)- 1 (t Z- l)U(t) + d(t) (6.2) 

(6.3) 



6.2. 

(6.4) 

(t) = r(t) - y(t) (6.5) 

u(t) = (Co )(t) = Co(t z- l)e(t) (6.6) 

wh r Z-l i h uni -d lay p rator, ith th property z- lx(t) = x(t - 1). Note 

, wh r u(t) E jRl y(t) E ]Rm, «(t) E ]Rm and ~(t) E jRm . 

«(t) and ~(t) ar • wi th u 10 of g nerality, to be uncorrelated white 

f unit rian nd z r m an . 

( I) 1 ,Cl 

onlroller 

.1 u(t) 
o(I;Z ) ~-'-'-~ 

Plant 

Disturbance 

+ 
met) + 

i ur .1: Tim var ing tem regulator 

get) 

d(t) 

yet) 

m cl rip i n i imilar to h tim -invariant case, the only difference 

ran f r fun ti n ma ri liV and Co are functions of time. In the 

fun ion would tak the form: 

1 T 
J = rlim {2 · { T(t )Hr Hq (t) + uT(t)H; Hru(t)}} (6.7) 

I=-T 

Th im - aryin an 1 hi i pr vid d in Grimble and Johnson (1988): 
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1 T 
J = iim {2TE{ (Hq )T(t)(Hq )(t) + (Hru)T(t)(Hru)(t)}} (6.8) 

I=-T 

wh r IIq nd II,. ar ia nal d nami w ighting operators in Z-l . The operator 

Hq i h \\' i h in 

in t ra r m y 

6.3 

ti 

m output and will often be rational so that an 

. In hi 

ring linear control problem solu-

pr d fr m hi p iut. th nota ion to be us d must be explained. The inner 

r du f w \' 

T 

< x, y >T= L xT (t)y(t) (6.9) 
t=-T 

In h in nit tim 

1 T 
<:r y >= f~m 2T L xT(t)y(t ) 

t=-T 

(6.10) 

Wih thi nt<tin, fin in h xp tation in (6.8) can be written: 

IT =< Hq ,Hq >T + < H,.u , Hru >T (6.11) 

itu in u i n ( .2) an (6 .5) into (6.11) gives: 

Ir - < ]Jqf - J/qlt u - Hqd Hqr - HqWu - Hqd >T + < Hru, Hru >T 

= < Hql - /IqH u /Iql - HqH 'U >T + < Hru, Hru >T (6.12) 

wh r I = r - d. It i h wn in. pp ndix D that: 



234 

< x(t) (Zu)(t) >T < X(t) , Z(t , Z- l)U(t) >T 

=< (Z· X)( t), U(t) >T = < Z*(t , Z- l )X(t), U(t) >T (6 .13) 

adj int p ra r Z (t Z-l ) = ZT(t , z). Therefore: 

IT = < u,( ll ' lJ;HqH + H; Hr)u >T - < !,H;HqWu >T 

- < U, II • H; Hq! >T + < ! , H;Hq! >T (6.14) 

L t ) e· l e = W · H; IIqH' + H;Hr = M *QcvV + Rc, where Qc = H;Hq and Rc = 

II; Hr' h n, d flnin ) = Dc i 1 and HqW = BIAi l produces the "operator 

p tra! fa t r u ti n: 

(6.15) 

Th qu ta i n m rk ar u d 0 ignif th fact that, although the expression 

f a and invariant p ctral factor equation, this inter­

ime-var ing behaviour. 

xpr n may 

IT =< U Yc· )' t1 >T - < j , QcH U >T - < u W *Qc! >T + < !, Qc! >T (6.16) 

whi hi 

u in 

IT - < ) u - l e - In *Qc! Ycu - Yc· - lW *Qc! >T 

+ < j ( c - Q W {Yc*l c)- lW *Qc)! >T (6.17) 

ntr ! 

u r ' r urn nt . The second inner product is inde­

i n, 'U and i f no further importance to the cost 
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minimi a i n. h fi inn r pr du t r quir further manipulation, as given 

b I w: 

) ·U- ) ~· -I 1t'. cl - ) cu-~·-1W·Qc(Wu+e) 

- Dc l1u - D~-l A~W· H;Hq(Wu + e) 

- Dc 11u- D~-1B;Hq(Wu+e) (6.18) 

ral fa tor into the above yields: 

) 11 - } ~. -I ll · · cl = D;-l (DcDc - B ; BdA11u - D;-1 B ; Hqe 

= D~-I(A1Rcu - B ;Hqe) (6.19) 

ral f t r i n in h olution below. To derive it, first define J = 
r - d = } J~ = ;-1 DJe wh r e i z r m an whit noise with unity covariance. 

Fr m n (19 ) 4>yy{Z- l) = W{Z-l )<I>uu(Z-l )W*(Z- l) when 

Y(Z-l ) = 1\ (Z-I)U{Z-I). 

u ti u in 

l i } J = HaW; + WrWr* 

~ DJDj - CaC~ + EE* 

r i phan in quations" : 

in qunti n ( .1 ) bt in: 

(6.20) 

(6.21) 

(6.22) 
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= (/Io -I u _ 
I oDr} Hq ) - D~-1 z9 Fo(A2Dj21 Hqe + B3Djiu) 

(/Io -I oD,i Hq ) - Dc -1 z9 FoD,I(Ae + Bu) = I U-

= (/Io ttl- oDJi Hq ) - D~- 1 Z9 FoD,l Af 

= (IIo -I ll _ 
I 

D - I H ) - D*-l 9 F. D- 1 AA- 1 D o f2 q c Z 0 f c l e (6.23) 

u in ,lA =. 2Dji Hq Djl B = B3 D'31
. 

ni, m anin that the above expression can be split 

in tw mpon nt : 

R urnin qua i n ( .17), IT an n w b 'pr ed: 

Ir = < ~I - (/>2, (/>1 - 4>2 >T 

+ < f (Q - Q W(Yc*Yc)- IW*Qc)J >T (6.25) 

i utin thi ' k int th t fun tion , (6.8), and taking advantage of the 

- )im {-/-E {Ir}} 

= { < <PI 4>1 > + < 4>2, 4>2 >} + Tl (6.26) 

. {< f ( c 

th ost minimisation. This also 

appli . t th nd inn r pr du 
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2 - {< <n, 92 > } 

= {< .-lgRD-l 
c ~ 0 / 

in nl ' th inn r pr o t. Hence, the optimal control law 

d rmill by in th fi inn r produ t to zero. This produces: 

(6.28) 

In ummary, h tim \'aryin n r 1 pr bl m involves solving an "operator spec-

ra) fa r' nd (\ ru 

an \V 

v j h 0 f mall 

6. N -li 

rat fa t r qua ion: 

phan in ua ion 

:;-g ~ o+Fo 2=Z- 9B;Dj2 

:;-gD~ lIo - FoB3 = z-9A~RcD/3 

ain Go and Ho in (6.28). 

r r 

(6.29) 

(6.30) 

(6.31) 

(6.32) 

im aryin lin < r . t m ~ rmula ion in S tion 6.2 retains a desirable 

f tim im riant lin ar ' / m nam ly up rposition at a given instant 

n n nlin 

rib om nonlin ar systems, a particular 

kn wn a ' andwich" systems. Suppose 

b a lin ar blo k G(Z-l ), "sandwiched" 

tin n th input and output as in Figure 6.2. 
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~(t) 

Wiz·l ) 

d(t) 

(il) 
m.(t) 

.rim.) 

+ 
yet) met) 

ur ndwi h" y m wi h input and output non-linearities 

im < ryin ripti n f hi orr ponding to quation (6.2), is: 

yet) = (Wu)(t) + d(t) = F (G(Z- l).rl(U(t))) + d(t) 

= !r(t, ,:-I)U(t) + d(t) = lf2(mg(t))G(z-l )h(u(t))]u(t) + d(t) (6.33) 

umin h JI nlin r fun ti n t kn wn and of th form: 

(/g( t) = .r1(U(t)) = h(u(t))u(t) 

met} = .r2(111g(t)) h(mg(t))mg(t) 

(6.34) 

(6.35) 

wh r h i din n 1. n ti n i abl to describe a range of static 

mm n1 in luding d adzone, aturation backlash, and d 

h wis nonlinearities. Some care 

it i P ibl D r th nonlin arity to give a non-zero 

m limit ar r quir d on hand 12, as 

d In Il.'trat cl in th . imul ti n la r. 

h n ll-Iin r input 1 m n • f l. i a fun i n of th urrent ontrol i~put. How-

ptim 1 

hu ' , th 

u(t) ignal i unknown until after the 

ump i n i mad that u varies sufficiently 

n im t and t - 1, yielding: 
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y(t) = Ih{mg{t)) (Z-I) f l(U(t - 1)) ]u(t ) + d(t) (6.36) 

I inn imil r umption for .r2(mg ) as there is a delay 

pin (.::-1 

finin (.:-1) = ..1g(.::-1 )-1 Bg{Z-I ) h time-varying plant transfer function 

m 

W(t _-I) _ . (t , z-l)-lB(t Z-l) 

- h(mg(t)) g(Z-l )-l Bg(Z-I)h(u(t - 1)) (6.37) 

Ha in arriv cl at th p im 1 tim ar ing olution and stated a sandwich non-

Jin ar \'aryin ~ rm. it r main to b en how this technique can 

(' n r I pr hi m in pra i . Th ' operator spectral factor" and 

op ra r uati n in quation (6.29) (6.31) and (6.32) are time-

r in , mul iVRria 

im 

qu \' n if th r 

r nd r hi 

' urn hat h 

arri ut . 

w n id rh\\' th 

quation derived from an infinite-

lution ould only be found over a finite 

and practical, it is necessary to 

thin tant in t ime when the optimisation is 

nd Diophantine quations in the earlier 

ump ion about the nonlinear plant. In 

lh 111 n Ilqll = B1 11 \ a mad. Substituting (6.37) into 

hi qun i 11, tin: 
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allin that I1q nd h. r nal and froz n not unreasonable for slow 

ariati 11. in mg• /Iq nd 12 an mmu to obtain: 

hi ' p in, h ri ht prim ~ rm f h w ighted linear plant model is intro­

u d: 

and lib. tilllt illt 

(6.40) 

u ti n ( .39), produ ing n w d finitions of Bl and AI: 

8 1(1,,:-1 ) = !2(mg(t)) B19 (z-1 ) 

. 1(1, ,:-1) = h(u(t - 1)t1Alg(Z-1 ) 

(6.41) 

(6.42) 

11 n tr 1ft r" u ti n (6.29) £ llow : 

C' (' - i Bl +. i Rc· 1 

= Bjgf2(mg)!2(mg)Blg + Aig1~(utlRch(u) -lAlg (6.43) 

ral fa t 

,Dj= d d+ EE* (6.44) 

al b ugh th lIm) ti n j. mad that D, = d = E = I , in order to simplify 

i ph tHin 

In n .,itw -;t - 2D'2
1 Hq and D,l B = B3D,l- Sub­

\' and r m m ring th a umption that Hq and 12 ti IIling .\ and fr 11\ ( 

mmute': 



6.4. 

D- l 
I 

B - 1 
q 

D- 1 
I 

1 - 1 B - 1 
9 2 q 

D- 1 
I B - l 1-1 

9 q 2 

D- 1 B- 11-1 
- I 9 q q 2 

B -;t - D-;tBg/t 

umin hat q = J nd d finin 2 = 9 q and B3 = Bg therefore: 
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(6.45) 

(6.46) 

(6.47) 

( . 1) and (. ) pr lu 

Al B l , DI2 and DI3 into equations 

quation ' for the non-linear system: 

- 1 " .. c = z-gB~gf;h 

:, - 1 "lIo - oBg = z-g ~gf;-1 Rcf l- 1 

p n sub, tituti n int (.2) th 

u= - f -1 H - 1G l - 1A- 1 
0-1 002 q 

(6.48) 

(6.49) 

(6.50) 

In summnr " tb n n-Iill ar ntr 1 pr bl m in olv olving "spectral factors": 

I i = d d + EE* (6.52) 

and w • 1 ph ntin' u8ti n 

~ -I • 
.. f' 0 (6.53) 
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~-g • u _ C' B - - 9 * j *( )-1R j *( )- 1 .. n o cO 9 - .. 19 1 U c 1 U (6.54) 

b ain Go and Ho in (6.50). The assumption 

i\' n in tant of t ime allows the "spectral factor" 

o b olved by the normal method for 

n u ar lowl varying these assumptions are not 

ha d = · = I nd. I 

olu tion is simplified by the assumption 

• C = (1 - z-I )1 this is quite reasonable as the 

and di urban m in grat d white noise. 

11 x mple 

mllltivariabl imula i n xampl it i informative to consider the effect 

n 0 in h er hanging iI and h · For this, a single-input 

mpl i , wh r the linear plant transfer function, 

-I _ ( .. -l )-IB (Z- l) _ z-1 (1 + 0.95z-
1) 

( .. ) - • 9 .. !J - (1 - 0.8z-1)(1- 0.9z-1) 

h di 

h rr r od 

Wd(:;-l) -

= ll'r{--I) = 

- 1 _ 1 
q (1 - z-1 )(1 - z) 

(6.55) 

(6.56) 

(6.57) 

(6.58) 
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Th \ ht l!in r pi n mo 1 i : 

= B -1 - lB B A- 1 
q q 9 9 = 19 19 

1 + 0.95z- l 

= (1 - z-1 ) (1 - 0.8z-1)(1 - 0.9z-1 ) 
(6.59) 

and h !in r ntr 11 r, fr m qua ion (6.50) i : 

= 

h pr n ~ r 

- H - 1G A-I 0- 0 0 q 

0.5 1 - 0.779z- 1 + 0.278z- 2 

(1- z- I)(1 + 0.186z-1) 
(6.60) 

of a fixed linear part cascaded with an 

in f h n nlin ari i I1 and 12. Pr ezing" the time-varying linear 

mpl p to p rform the controller optimisation 

d n nlin ar plant but note that Go and Ho do not 

\\'i h 11 nd h. 11 illu rat thi Figur 6.3 shows the frequency 

pha la 

lar , ncl 

m 

m r in 

un limi d f' will 

imul i 11 _-ampl 

.4 h w h fr qu n y re ponse of W Co for different 

g n rat d for h when 11 = 1. When one 

rall gain rise, but the controller is more 

oppo it is seen when one of the I's is 

I s are simultaneously small 

d plot in Figur 6.4, it can be seen that the 

in 11. Th r fore a closed-loop system using 

h p r will b m r pron to oscillation or instability when 

hi h gain r gion. The cons quences of this and of 

furth r lat r with r fer nce to the multivariable 
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It (12 = 1) 

\\' 0 wit h cliff r nt It (12 = 1) 
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6.4.2 n r 11 r gorithm 

In h imul i n f 11 (u(t -1)) and !2(mg (t)) are calculated at 

p, t - 1. h \ lu , mg(t), i in fact pr dieted based on the linear plant 

(Z-I), valu ofmg ug and it. The values of it and!2 are 

n nlin ar 

(6.54) and th solutions are then used in the 

~ Howing nonlin ar control algorithm for sandwich 

Algorithm .. 1 ( onlin ar control algorithm) 

1. D fin 9 and Bg (lin ar plant) A1g and B Ig (weighted linear plant) , Ac, 

d and ' (di turbanc and r Jerence models), Aq and Bq (error weighting), 

and J/ r (input w ighting). Calculate D /. 

2. D fin th nonlin ar junction .rl(U) and .r2(m9)· 

9. At tirn t, caicuiat I1 = .rl/U ba ed on u(t - 1). 

4. diet mg(t) using linear plant model G, and previous values of mg, ug 

and h. 

5. alculat h = .1'2/ mg b d on prediction of mg (t). 

6. 01 th "'p tral factor' and 'Diophantine equations" using these values 

of /1 and h· 

7. omput th 0' roll r from the Diophantine equations" solutions. 

Apply h ontroll r 0 tll plant. 

9. R p a.t ,t p 3 to . 
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6.5 Multivariable simulation example 

Due to the numerical problems with :v1atlab highlighted in Section 4.5 , it is not 

possible to apply the technique in this Chapter to the ship DP problem. Added 

to the fac t that there is no output nonlinearity associated with ship DP either, 

the simulation example in this Section is therefore chosen to be a significantly 

cross-coupled 2 x 2 system with deadzone nonlinearities on both inputs and back­

lash nonlinearities on both outputs. This system description has applications 

to mechanical systems. Deadzone is often used to represent friction , and back­

lash occurs in mechanical gears, as covered in Lewis et al. (2002). A thorough 

survey of controlling mechanical systems with backlash appears in Nordin and 

Gutman (2002) . 

The linear plant transfer function, G(Z-l) , is: 

[ 

O.5Z-1 O.l Z- I
] 

A (Z- l) - lB (Z- l) = (1 - 0.9z I ) (1 - 0.9z I) 
9 9 O.l z-I O.3z-1 

(1-O.8z 1) (1 - 0.8z 1) 

where 

- 1 [ (1 - O.9z-
1
) 0 ] ( - 1) [ O.5z-

1 
Ag(Z ) = , Bg Z = 

o (1 - O.8z- 1) O.1z-1 

The disturbance and reference models are: 

Wd( Z- l) = Ac(Z- l )- lCd(Z- l) 

(6.61) 

O.1 z-
1 

] 

O.3z-1 

= W
r
(Z- l) A

c
(Z- l) - lE(z- l) = [ (1_~_I ) ~] _1 

o (1 -z- 1) 

(6.62) 

where 
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The error and control weightings are: 

Q = H . H = A·-1B·B A-I = [ (l -z ;)(I-Z) 0 ] (6.63) 
c qq q qQq 1 

o (l-z J)(I-z) 

[ 

0.25(1 - z-l )(l - z) 0 ] (6.64) 
Rc = H; Hr = 1)( ) o 0.25(1 - z- 1 - z 

where 

A = ,Bq - I, Hr -l 
(1 - Z-l ) 0 1 - _[ 0.5(1 - Z-l) 

q 0 (1 - Z-l) 0 

The weighted linear plant model is: 

where 

r 0.211z-1 0.0397z-1 1 
l 0.0474z-1 0.134z-1 j 

r 
0.418(1- 0.908z-1)(1 - Z-l) 

0.0188(1 - Z-l ) 

-0.016(1 - Z-l ) 1 
0.450(1- 0.908z-1)(1- 0.794z-1

) 

The linear controller, from equation (6.50), is: 
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Co = H01GoA; 1 

= 
[ 

1.9(1 - 0.61z-1)(1 - 0.21z-1) -0.39(1 - 0.66z-1)(1 + 0.012z-1) ] 

- 0.26(1 - O. 74z-1)(1 + 0.025z-1 ) 2.3(1 - 0.60z-1)(1 - 0.14z-1) 

(1 - z-1)(1 - 0.224z-1)(1 - 0.130z- 1) 

(6.66) 

The input nonlinearities are both deadzones with the following equation: 

u(t) - U 

ug(t) = F1 (u(t)) = u(t) + U 

o 

u(t) 2: U 

u(t) ~ u 
lu(t)1 < U 

(6.67) 

where th deadzone widths are 2U = [0.4 0.6 r. Figure 6.5 illustrates the 

d adzone characteristic. 

F ,(u(t» 

-u 
u u(t) 

Figur 6.5: Deadzone nonlinearity 

Th ou put nonlin ariti ar both ba kla h with th following equation: 

m(t) F2(mg(t)) 

mg(t) -

mg(t) + , 

m(t - 1) 

~mg(t) > 0 and mg(t) - > m(t - 1) 

~mg(t) < 0 and mg(t) + V < m(t - 1) (6.6 ) 

oth rwi 
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where t:.mg(t) = mg(t)-mg(t-1) and the backlash widths are 2V = [0.1 0.2] T. 

Figure 6.6 illustrates the backlash characteristic. 

<--) 

Figure 6.6: Backlash nonlin arity 

Step 1 and 2 of Algorithm 6.4.2 are now complete, but b fore performing th 

onlin calculations, a di cus ion of some salient points for the simulation. 

In r ality, th ignal ug(t) and mg(t) are unmeasurable, hence the algorithm re­

li s on a curat knowledge of F1 F2 and the linear plant dynamics, although it 

may be the ase that onl u(t) and y(t) are measured. Zhu (2002) has r ently 

d crib d tirnation of th andwi h nonlinear sy tern in Figur 6.2 using a I a t 

quar algorithm. The fun tions F1 and F2 ar approximated with cubic splin 

and th probl m i to timat paramet r of the splin and the lin ar block 

G(Z- 1) to r pr nt th total nonlin ar y t m. The focus of this Chapter i 

on th p rforman e of th ontroll r rather than syst m identification, hence th 

irnulation actuall in orporat perfe t knowl dg of th nonlineariti and th 

lin ar blo k to al ulat 11 and h. However, it i a urn d that, in prin ipl 

it would b p ibl to find hand 12 u ing th algorithm of Zhu (2002) or on 

imilar. Thi would b an in r ting direction for further work. 
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When the nonlinearity inputs are far removed from zero, for both deadzone and 

backlash, the nonlinearity functions 11 and 12 remain close to unity. This doe 

not produce a challenging control problem, therefore the reference value in the 

simulation is chos n to be zero, as this involve operating heavily in the nonlinear 

region. Thus, it i po ible for 11 to be equal to zero or take on very small val­

u s, which tends to produce poor control. The controller, "spectral factor" and 

" Diophantine quations" contain 11-1 terms, which can clearly approach infinity. 

Hence a limit i impos d given by the inequality, !I 2:: 0.7, which was determin d 

mpirically. Examining th backlash nonlinearity, it is po sible for 12 to range 

from zero to infinity, 0 the extreme values are constrained by th inequality 

0.7 ::; 12 ::; 1.3, again d termined empirically. Th e constraints ar quite evere 

but it is found that a wider range of values leads to "jittery" control and poor 

performan e. 

To furth r und r tand why unr tricted!I and h produc poor ontrol it i n -

ary to r call th approximations made in th nonlinear control algorithm. Ea h 

polynomi I term in th ontrol" pectral factor " and "Diophantine quation ' i 
J 

a polynomial in the unit-d la operator, Z-1 acting on functions of tim , !I and 

h. How ver, in ord r to implify the olution, it is earli r a umed that !I and 

12 ar "froz n' at the in tant in tim of the optimi ation. Thus it is d irabl to 

k p x itation of h plant to a minimum in order to avoid greatly violating th 

"fr zing' a umption. ot unr asonably a controller gain whi h i larg would 

b on id r d x iting for th sy t m but wh n this gain 0 illates the excitation 

b om 

to pr du 

vigorou. nd irabl , th ontroll r in thi Chapt r i liable 

xa I that kind of b haviour for th following r a ons. 

In p t Figur 6.5 and 6.6 and not that 11 and h ar gradi nt of lin fr m th 

rigin t th p ition n h nonlin arit b au h = Fdu and h = F2/mg. 

Th r for , mall u will produ mall 11 and mall mg may produ ith r 
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very small or very large h. The controller gain in quation (6.50) will grow a h 
or h decreases, producing exciting plant inputs that are unwanted for this con­

troller. Additionally, the nature of the backlash means that 12 can very rapidly 

o cillate betwe n large and small values, producing oscillatory gain and unwanted 

extra plant excitation. Thus the solution adopted in this example is to restrict 

it and h within limit as shown in Figure 6.13. This i not the mo t legant 

of olutions but nevertheless the nonlinear controller is able to produce higher 

performan control than a fixed linear controller, a demonstrat d in the Figure 

below. 

A b tter olution to thi problem would be to olve the "spectral factor and 

' Diophantine quation ' in their true difference quation form. An interesting 

idea for further work would be to inv tigat whether the limits can b widened 

or r moved altogether u ing this kind of solution. In Grimbl and :Martin (2003) 

th differ n equation have been sol v d for a 8180 first order state-spa e y­

t m with input nonlinearity. The result in Grimble and :Martin (2003) r lyon 

th fa t that the plant i 8180 and first order, however 0 another chl:~Jleng for 

furth r work would b to extend the approach to high order system and maybe 

find a g n ral olution for a particular class of nonlinearity. 

Th initial ondition for the output i mg(O) = [1 1] T in order to provid a 

tra king r pon wh n th r ference is zero. Th di turbance inputs, 6 (t) and 

6(t) ar normall di tribut d random ignal of tandard deviation (] = 0.02. 

Th imulation run for 70 ond and th r ults give a omparison betw n the 

m th d pr ented in ction 6.4 and a linear controll r design ba ed on G(Z-l ) 

al n u ing th \ igh ing in quation (6.63) and (6.64). Figur 6.7 and 6.9 

t h for tb nonlinear and th fix d lin ar ontroll rand 

Figur 6. and 6.10 d pi t h additi di turban e on a h output. Th am 

di turban i u d for th lin ar and nonlin ar on troll r imulation . 
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111 ch lin ar nd nonlinear cases, with 
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6.6 Discussion 

Table 6.1 shows the simulation results for the different controllers. The reference 

is zero for both output, m aning that the error signals are simply -Yl and -Y2. 

Table 6.1: Comparison of simulation results 

Yl Ugl Y2 Ug2 

arianc (nonlinear control) 0.0554 0.0297 0.0487 0.0536 

Variance (linear control) 0.0592 0.0343 0.0531 0.0637 

Th non-linear controller ha achiev d th highly desirable result of both lower 

error and ontrol input variances compared to a linear controller. Additionally, 

du to the non linear nature of the ystem, it is not true that th error varianc 

in the linear case can be reduced by simply increa ing the gain of the linear 

ontroll r. If th input w ight is reduced to: 

[ 

0.1(1- Z-l ) 0 ] 
Hr= 

o 0.1(1 - Z-l) 

and th imulation i run on e more the r ults with an unchanged nonlin ar 

n roll r r giv n in Tabl 6.2. 

Tabl 6.2: omparison of imulation r suIts 

Yl Ugl Y2 Ug2 

arian (nonlin ar ontrol) 0.0566 0.0324 0.0494 0.0504 

arian (lin ar ontrol) 0.0623 0.0962 0.0529 0.1593 

Th lin ar ntr I inpu arian h xp t cl but th r 
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little change in Y2, and Y1 has actually increased. Conversely, if the input weight 

is raised to: 

it seems reasonable to predict the input variance to decrease and the error vari­

ance to increase. In fact, the system becomes unstable with the linear controller. 

These re ults suggest that the nonlinear control is truly superior and it is not sim­

ply a matter of tuning to produce comparable performance. Simulations using 

nonlinearities other than deadzone and backlash have produced similarly positive 

re ult , thus it i concluded that this technique has potential for p rformance 

improvem nt with a variety of multivariable nonlinear plants. 

Ther ar di advantag s not seen in these results however, temming from the 

a umption of a frozen" plant at ea h sampl step. This assumption requires 

that It and h are lowly varying, so that the solutions of the "spectral factor' , 
and" Diophantine equations" are close to the true solutions - That would require 

quation in the shift .operator, Z-l, and knowledge of past and future 

signal variation. Al 0 th commutation of Hq and 12 in equations (6.39) and 

(6.45) r li on lowl varying h to avoid this operation b oming nons nsical. 

Th non-lin ar r ult in Figure 6.7, 6.9, 6.11 and 6.12 ar known to d terio-

rat t m bandwidth or the disturbance variance increases or a the 

d adzon and ba klash width d rease. The explanation for this is that in each 

non-lin ariti ar x it d mor . Ther fore, 11 and h vary rapidly and 

th on tant or lowly-varying h(mg) and h(u) is completely vi-

la ontrol p rformance degradation. Of course if the d adzone 

and ba kl h nonlin ariti ar op rating with large inputs th ir behaviour i 

r lati I lin ar and it nd h ar both approximat ly equal to one. In thi as 
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there is almost no approximation in the theory, but this is to be expected as the 

plant is behaving almost like a fixed linear system. Thus, in order to realise the 

potential of the nonlinear controller in this Chapter, the system must be required 

to operate slowly and predominantly in the nonlinear region. This technique is 

therefore probably suited to slow ch mical processes, or even to ship DP if the 

numerical is ues with Ylatlab can be overcome. 

Figure 6.13 hows that 12 remains constant at the limits for several seconds at 

a time and 11 remains constant at the lower limit for most of the simulation. 

Obviously this situation is not ideal, as it would be desirable to allow hand 12 

to take whatever value is necessary to describe the nonlinear behaviour. How­

ev r, wid ning the range of the 1's simply increases the excitation in the ystem, 

I ading to p rformance degradation for the reasons given above. Al 0, as noted in 

S ction 6.4.1 the tability margins of the controller are eroded with iner asing 11 

or 12 giving furth r rea on to restrict the value of the 1's. If the system becomes 

marginally tabl or somewhat oscillatory, then the 1's will be excited further 

I ading to mor xtreme values of hand 12, rendering the system impossibl to 

tabili ati factoril . 

An int r ting id a for furth r work, therefor , would be to investigate whether 

th limit an b wid ned or r moved altogether when the "spectral factor" and 

'Diophantin quation ar solved a difference equations. In an xtension to 

thi hapt r Grimble and Ylartin (2003), these difference equations have b n 

olv d £ r a I fir t order state-space system with input nonlinearity. How-

r aturation was mplo ed in that work and it has been found that limit are 

no n ar for u h a nonlin arity, ven with the controller from this Chapter. 

(With r gard 0 a uration th t hnique in thi Chapter is not particularly uc­

ful. Th pr bl m i that a th nonlinearity become increasingly saturat d 

h ontroll rain in r whi h imply pushe further into aturation. With 
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"smooth" saturation, there is a slight performance advantage, but with "hard" 

saturation, it is better to simply use an anti-windup mechanism). The results in 

Grimble and 11artin (2003) rely on the fact that the plant is 8180 and first order, 

thus a challenge for further work would be to extend the approach to higher order 

systems and maybe to find a general solution for a particular class of nonlinearity. 

Another idea for further work come from the fact that the simulation incorpo­

rate perfect knowledge of the nonlinearities and the linear block to calculate h 

and 12. Cl arly this will have considerable bearing on the robustness and per­

formance of a practical algorithm. Thus, it would b of interest to investigate 

various e timator for hand 12, including the idea by Zhu (2002) highlighted 

earlier. It is pos ible that poor estimation will cancel any advantage gained by 

use of th nonlinear algorithm, hence placing further importance on the need to 

d velop th differ nce equation approach mentioned above. 

6.7 Conclusions 

Thi Chapter began by drawing attention to the superposition principle of lin-

ar y t m and the on equ nc of its failure for non linear ystems. Th lack 

of g n ral olution of nonlinear differential and difference quations leads to a 

pau ity of anal i and control de ign procedures. Th existing techniques involve 

approximation u h a with De cribing Functions or Fuzzy Control, complex 

math mati al th or uch a Geom tri Control, or do not yield obvious de ign 

t of L apunov theory. Hence, th stated aim of the Chapter 

w nlin ar control d ign t chniqu that is both pra tical and 

with a rigorou th or i al foundation, where inevitably some approximation ar 

in r du d. Th main ontribution of th Chapter wa to demonstrat that th 

d ign t hniqu appli abl to a multivariabl nonlinear "sandwi h" y t m 

and that n impr m nt r a fix d !in ar ontroller is po sible. 
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The nonlinear controller is built on a foundation of time-varying control , in which 

the plant and controller are stated as multivariable transfer functions in the de­

lay operator, Z-l and time, t, with fixed reference and disturbance model . The 

co t function employed i analogous to a normal stochastic LQG cost, except 

that th weightings and weighted signals are combined into a time-varying form. 

Th solution to the optimal polynomial problem follows, but in the time domain 

rather than the frequency domain normally employed for polynomial LQG. The 

fr qu ncy domain is not uch a useful concept for time-varying systems but the 

olution does involve a kind of "spectral factor" and two "Diophantine equa­

tion ' . The e expre ion cannot be interpreted in the usual manner, but i 

natural to adopt the terminology from tim -invariant control. 

Aft r deriving the olution to the time-varying control problem, a part icular type 

of nonlinear sy tern w then defined and manipulated into time-varying form. 

Thi nonlin ar tern i known as a "sandwich" system b cause it consists of a 

lin ar d nami block andwiched between input and output nonlineariti . To 

fa ilitat manipulation of the sandwich system into time-varying form the non­

lin ar fun tion w re xpre d a the product of a function of the input , f(x (t)) 

and th input it If x(t). Thi form is able to represent many common tatic and 

dynami nonlin ariti s with the exception b ing tho e with non-zero output for 

a z ro input. In pra ti thi i not a problem as limits are later plac d on th 

valu of f. Th pol nomial r pr entation of th nonlinear system wa then ub-

titu d into th olution f the time-varying optimal control problem with two 

a ump ion being mad to r nd r the final solution tractabl . Firstly th input 

n nlin arit wa urn d to be a function of the pr viou input, u(t -1) 0 that 

th urr nt ontrol ignal wa not requir d befor it had b en calculat d. Thi 

umpti n i r onabl for lowl -varying u. S ondly, at any giv n ampl tep 

all 

qua ion 

nomial ar froz n' 0 the" p ctral fa tor" and "Diophantine 

an b 01 d u ing tandard time-invariant t chniqu . 
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A short S1S0 example was presented to show that the controller does not simply 

consist of a fixed linear time-invariant controller cascaded with inverse of the 

nonlinearity, as it fir t appears. It is seen that larg 1's cause the controller to 

be have more phase lead with lower gain and vice versa for small f s. The fact 

that thi behaviour appears from rigorous theory with some reasonable approxi­

mations introduced build confidence in the approach, and supports the assertion 

that th controller i more sophisticated than simple nonlinearity inversion. As a 

rul of thumb, phase lead and lower controller gain increase the stability margin 

phase lag and higher gain decrease stability margins. Hence, the controller i 

exhibiting de irable frequency domain properties as a result of this th ory. That 

i when the nonlin arity gain i high and liable to destabilise the cIo d-loop the 

control! r act in a tabilising manner. When the nonlinearity gaiI'. is low, the on­

troll r pu he up the gain to improve speed of response without risking in tability. 

An algorithm for th overall ontrol of a multivariable nonlin ar sandwich 

tated where the valu for il and 12 nonlinearities are inferr d from ped ct 

knowledg of th plant behaviour. Such knowl dge is unrealisti ' but demon­

trat th pot ntial of th controller without th complication of any estimation 

or id ntifi ation. A imulation xample, using a cross-coupled 2-input 2-output 

y t m with d adzon on the input and backla h at the output , i pr ent d 

wh r th r ~ r nc ignal i zero in order to excite both nonlinearitie. It is 

n ar to limit th magnitude of th nonlinear fun tions, il and 12 how ver 

th ontrol b come ' jittery" and the p rformance is poor. This r stric-

t n 1 r quir d 0 that rapidly hanging ignals do not appear, th r by violating 

th a umption of a ' froz nil plant. If th signal are suffici ntly slowly-changing 

th n h plant polynomial ar 10 enough to a "frozen" stat for the variou 

appr xima ion to b mall. 

Th r ult f h imulation d monstrat d that improv d control i po ibl in 
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comparison with a fixed time-invariant linear controller. The non-linear control 

yields output error and control input variances that are smaller than with fixed 

linear control, provided that the signals within the system are slowly-varying. 

Also, the results were not based on superior tuning in the nonlinear case, as a 

de rase in input weighting on the linear controller produces larger input vari­

anc but no improvement in error variance. An increase in input weighting only 

result in instability with a linear controller. H nee, the nonlinear technique i 

genuin ly uperior. 

Th re are two ideas for further work. The first is to treat the "sp ctral fac­

tor" and ' Diophantine equations" as difference quations, rather than making 

th approximation of a 'frozen" plant. This ha been attempted in Grimble and 

Ylartin (2003) for th fir t-ord r S1S0 case, but clearly would be more useful if 

high ord r or multivariable systems could be addre sed. This idea would also 

r quir r liable pr diction of the system variables a few step in advance which 

I ad onto the e ond idea for further work. Th simulation works with perfect 

knowl dg of the nonlin arities and linear block when calculating Jh and 12. P r­

£ t knowl dg i impo ibl of ourse, so an investigation of plant e timator i 

ntial if th nonlin ar te hniqu is to b truly practical. Identification of non-

lin ar andwich t m ha attracted some control engineering inter st howev r 

o it i nvi ag d that u h an e timator may be available or will be d velop d. 



Chapter 7 

Conclusions and Further Work 

7.1 Summary of the thesis 

Thi th i has investigated the application of several new and existing techniques 

to marin and nonlin ar systems. The particular marine problem is dynamic po­

sitioning (DP) where the aim is to regulate the position and heading of a essel 

by using dire tional thrusters. The environmental disturbances at sea are pow r­

ful hen drilling and offioading ships require effective control to
J 

avoid potential 

a cident . Th main difficulties in the DP problem are that ship motion behaves 

nonlin arly in r pon e to thru ter forces, the various degrees of freedom are 

ro -coupl d th thru ter mu t not att mpt to cancel high power zero mean 

wav for and mu t not aturate. 

Par of h r arch onduct d for this th sis has entailed exploring methods for 

d ling with om of thes difficulties, as follows. Multivariable cross-coupling 

h b n alt with u ing a t of t chniques to quickly produce a PID design for 

h DP v 10 ity and po ition loops. In this cas , nonlinearities ar not xplicitly 

ar applied to a lineari ation of the hip at an op­

ra ing poin. at h fil t r ar u ed to attenuate th high power z ro mean wave 

r quiring th 10 i y loop to pro due nough phas margin to off t he 

264 
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filter phase lag. Thruster saturation is avoided by adjusting the controller gains 

to fall within the rated thruster force for high sea disturbances. 

The nonlinearities ar later dealt with using a multiple model optimisation ap­

proach. This approach is based on a polynomial LQG control solution using 

spectral factor and Diophantine equations, that has been approximated to give 

a suboptimal restricted structure controller. The matrix-based suboptimal solu­

tion allows the optimisation to be carried out across several models at once, hence 

thi i exploited in conjunction with linearisations of the nonlinear ship model. 

Sev ral fixed representations of the ship dynamics are in luded in the set with an 

RLS id ntified model, to produce an online adaptive controller. This is applied 

to the urg axis velocity loop only, as the algorithm is numerically incapable 

of dealing with multivariable or high order transfer functions. Not h filters are 

includ d but are not explicit in the ship model in order to again keep he transfer 

fun tion order low. This is not a problem, however, as the controller bandwidth 

i d ign d to b lower than the notch frequency. Thruster saturation is a oid d 

by tuning th weights to give restricted structure PI gains similar to those in the 

multivariabl tudy. 

Th basi adaptiv multiple model controller is further developed for the LQGPC 

a wh r a tocha ti r f ren e generator is included and a multi-step cost 

fun tion i to b minimi d. The problem is initially posed in state-space be­

for an op imi ation is performed over future input signals, leaving the cost in 

a mor tand rd LQG form. sing a polynomial description of th system le­

m nt llow th olution to b giv n in terms of pectral factors and Diophantin 

ub-optimal approximation is made onc again which per-

mit n tru ti n of another adaptive multiple mod I controller. The ship urg 

axi 10 i loop xampl i then rep at d for comparison with the earli r LQG 

ntr 11 r. 
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One Chapter of this thesis is concerned with an identification problem related 

to DP. Neural networks have seen little application to marine vessel dynamics 

identification and have never been considered for describing a coupled ship sys­

tem. The relevant dynamics are highly nonlinear and coupled, thus a universal 

approximator such as a neural network seems suitable for the task. In this thesis, 

a multilayer perceptron network is trained firstly with data from a coupled-ship 

simulation to test the feasibility of the approach. The results are good, hence 

further training is carried out using data supplied by ~itsubishi Heavy Indus­

tries from a 1/50th scale model. The available data is for several different wave 

heights thus network training is performed to examine performance when the 

data is corrupted by disturbances of differing magnitudes of force. 

Th remaining component of research in this thesis examines a novel approach 

to ontrol of multivariable nonlinear systems. The derivation of the controller 

d pend upon the theory of time-varying systems, which permits a non linear 

plant to be d scribed as a succession of linear systems from one sampling in tant 

to th n xt. A pol nomial time-varying optimal control problem ' solved befor 

andwich" form of nonlin ar plant description. This consists of a 

lin ar tran £ r function with input and output nonlinearities of a particular input­

d p nd nt form. Th andwi h system is then stated in polynomial form and 

sub tituted into the time-varying optimal control solution. Given the as umption 

that th t m and nonlinearities vary slowly, the result is a suboptimal nonlinear 

ontroll r. It i imple to alculate online, as the r levant expressions are of 

imilar form to time-invariant spectral factors and Diophantine equations but 

with a diffi r nt interpr tation. It is not pos ible to apply th algorithm to th 

hip probl m it i numeri ally fragile but a first order 2 x 2 exampl with 

d adzon inpu and backla h output is pr ented instead. 
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7.2 Conel usions 

The ship DP problem i multivariable in nature due to coupling between surge, 

way and yaw directions of movement, whilst the mathematical model may not 

be known. The problem of rapid preliminary tuning has never previou ly be n 

addre ed whilst taking these factors into account, hence a research contribution 

i made in hapter 2 by examining four methods for rapid tuning of a multivari­

abl PID controller. 

Th e model-free m thods are intended to straightforwardly produce an initial 

controller de ign ba ed on step tests or application of sinusoidal input at a single 

fr quency. Although a mod I was used for simulation it is not difficult to appl 

th e t t in r ality where no model is known. When the four methods w re 

appli d to the lin ari ed ship model at an operating point, the Davison m thod 

prov d to be oflittl u e, a the ship model in qu stion poss ss s fr quency domain 

chara t ri ti uch that th technique cannot be appli d. Penttinen and Koivo 

~ a iejow ki and th ombined approaches how ver, produce control h m 

with a f w hort 

Th P ntinn n-Koivo te hnique provides d coupling at very low and very high fre­

th YIa i jow ki method provide approximate d coupling at th ho en 

bandwidth wh r th ombin d m thod de oupl s at the selected bandwidth 

and . Th control sch me onsists of velocity and po ition 

f dba k loop tun d in that ord r. Th controll rs wer easily adju ted to meet 

d ign rit ria of tability p ed of response, di turbance rejection, d coupling 

and a idan of a tuator aturation. From simulation r ults, it wa onc1ud d 

hat u ing th P nttin n-J oi 0 m thod in th v 10 ity loop and YIaci jow ki 

m th d in h po ition loop provid the be t performance, by a mall margin 

nl lthough wi h lightl mor tuning. 
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The main flaw of the e design methods is the dependence on a point where d -

coupling can take place in the frequency range of interest. The Davison method 

is of no use where integrators are present in the plant, and the Pentinnen-Koivo 

method requires that high fr quency motions are desirable in a system. Yla­

ciejowski' approach can produce decoupling through a large range offrequencies 

but election of the wrong bandwidth can result in trong interaction between one 

or more of the system mode , and therefore an ineffective control system. 

Th main advantage of these design approaches is the sp ed and ase with which 

an ~ ctive multivariable PID controller can be produced. Th advantage to 

indu try is that money can be saved on de ign effor , and also on commi ion­

ing tim . A b nefit for acad mics is that a YlIMO PID controller can asily be 

obtained when making comparisons with more advanced t chniques. Of cour e, 

further fine-tuning of 'ndividualloops can take place after using th e m thod 

but th initial de ign can serve as a useful starting point. 

Ylultivariable PID de ign in Chapter 2 are applicable at only on operating point 

and th r i potential for instability and poor performance from thi controll r 

a oth r op rating point . This is due to th effect of changing plant dynami 

mbin d with an invariant ontroll r. The idea d veloped in Chapter 4 wa to 

ombin h b n fit of a multiple-model and adaptive controller into on cheme, 

wh r th tru tur of the ontroll r is r trict d to a particular form. Unlike 

pr viou multipl -mod I ch me the technique in Chapter 4 do s not in olve 

d igning ontrollers for each model in the et, but in tead perform an 

op imi ation a ro th whol t. 

Th adaptiv multipl -mod I ontroll r i appli d to th hip DP problem from 

hap r 2 bu fir t a ingl model xample i detail d to illu trate feature of th 

r tri t d- ru ur een that only four it ration ar r quir d to 
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produce gains for PI control of the ship's surge velocity loop. The full-order con­

troller is 3rd order, whereas the PI controller is only 1st order, yet the frequency 

responses between DC and O.lrad/ s are identical. The notch filter is ignored in 

order to keep the plant model order low. This is desirable to avoid numerical 

errors du to the use of 64 bit arithmetic, and is justifiable because the notch 

occurs at above the crossover frequency. Fortuitously, the step response of the 

restricted-structure controller is actually superior to the optimal controller when 

the notch filter is included in the plant but not in the model. Without a notch 

in the plant the restricted-structure response is only marginally inferior to the 

full-order control. 

A full DP xample i described, where the 3 degree of freedom simulation from 

Chapter 2 is used but the adaptive multiple-model controller is only applied to 

th urge velocity loop. The other velocity loops take gains from the Penttinen­

Koivo method in Chapter 2, and the position loop gains are produced with the 

Ylaci jow ki technique. The performance of the restricted-PI-structure controller 

evaluat d for various probability weightings on each linear model. It is ob-

rv d that p rformance is worst when the identified model is not included in the 

optimi ation and only lineari ations from three representative operating points 

ar tak n into a count. A the probability weighting on the identified model is 

h p rformanc gradually improves to a peak when the probability is 

0.9. Th pur adaptiv 

xhibit poor r p rforman 

as , where the identified model probability quals I, 

than wh n the probability is 0.7, 0.8 or 0.9. 

a th xp n 

timat of th 

hat th techniqu pres nted in Chapter 4 provides a combination 

of adaptiv and multiple-model optimal controller designs in one 

ontroll r is able to adapt to changing system paramet rs 

of po ibl in tability, as the present controller depends upon an 

urr nt plant model only. A multiple-model optimal controller 
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gives gr at r assurance of stability over a wide range of operating points with 

the expense of conservative performance. A multiple-model adaptive controller 

is intermediate to these two schemes. It provides a certain amount of confidence 

in stability, due to the weighted effect of fixed known models in the optimisation, 

plus a performance enhancement due to the incorporation of system identifica­

tion knowledge from one sample point to the next. The restricted structure of 

the control law provides simplicity of implementation, and transparency of the 

olution to those acquainted with much-used classical control laws. Thus, the 

main contribution of Chapter 4 is to propose a new kind of adaptive controller 

which combine the benefits of existing control scheme, and also to apply this 

to the ship DP problem. 

The LQGPC problem in Chapter 5 has much in common with the Chapter pre­

ceding it where the co t is approximated by a matrix-vector form and minimised 

with respect to the re tricted-structure controller parameters. Stacking matri-

e for ach linear model once more gives the multiple model solution, which i 

augm nted with on-line identified parameters to produce the fin I adaptive algo­

rithm. The xample dealt with is the ship DP problem also addr ssed in Chapter 

ary to make some alterations before examining the single mod I 

ase. LQGPC do not incorporate dynamic cost weights without increasing the 

ompl xity f th olution, but it is desirable to include integral action. The 

plant i th r for augm nted with an int grator, so that low fr quency rrors are 

penali d. Th one- tep d lay built into the state-spa e description prevent the 

di turban from aking th ame form as in Chapter 4, so a delay is tolerat d. 

dditionall th numerical fragility of :\1atlab does not allow the reference model 

to in lud an int grator h nc the pole is moved to 0.990. 

A ingl mod 1 xampl i detail d where the pr diction and input horizon ar 

both tw r trict d tru tur optimisation terminate after fi e 
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iterations giving PI gains to approximate a third-order full-order controller. It 

is necessary to in fact make the controller structure PD, so that the additional 

integrator can be moved from the plant description after the optimisation. The 

do ed-loop performance is satisfactory, although not as good as the standard 

LQG case in Chapter 4. It is noted that increasing the control weighting and de­

creasing the input weighting increases controller gain across the frequency spec­

trum and vice versa. The w ights for the first time step of the predictions have 

gr atest effect, with very little noticed for the other weightings. The solution 

i al 0 quite sensitive to output noise, where an increase produces a decrease in 

controller gain at all fr quencies. 

Thi initial single model example is followed by a repeat with longer prediction 

and input horizon 30 steps and 5 steps respectively. The main e~ ct on the con­

troller is to r duce 10 frequency gain and raise high frequency gain. Thi seems 

rea on able when it is observed that derivative action giv s prediction of future 

rror in a ense and, significantly, acts at high frequencies. The error and ontrol 

w ighting for veral teps into the futur hav more infiuenc ' on the solution 

than in the previou xample and the overall performance is slightly better with 

longer horizon . Notably the do ed-Ioop step responses are till inferior to the 

tandard LQG as but it i believed that this is due to the specification of a 

random r D r nc in the optimi ation, but the actual use of a st p in the example . 

. I 0 for both ingl mod 1 xampl s, there is very little difference in performance 

b tw n th full-ord rand th r tricted-structure controller. 

A full DP xample i in stigat d as in Chapter 4, using the 3 degr e of fr edom 

imula ion from Chapt r 2 where the multipl -model adaptiv pr dictive con­

a pli d to the surg velocit loop. Th other v locity loops tak gain 

from th P n in n-1 oivo method in Chapter 2, and the position loop gains are 

pr du d with th ~a i jow ki t chniqu . Linearis d mod Is ar tak n from thr e 
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repr entative operating points, and the fourth model uses parameters identified 

with recursive least squar s. The ship manoeuvre and disturbances are the same 

a in Chapter 4, and the performance of the r stricted-PI-structure controller 

evaluated for various probability weightings on each linear model. nlike in 

Chapter 4 it is ob erved that performance is worst for the pure adaptive case but 

again best performance is seen at P4 = 0.9. Thus, it is conclud d that the adaptive 

controller is inde d exhibiting better performance than the pure multiple-mod 1 

ca e whil t pre umably benefiting from increased robustne s due to the fixed 

lin ar models. A flaw mentioned in Chapter 4 is a lack of stability or robustness 

proof so at pre ent the robustness benefit is conjectured. The poor performance 

in th pur adaptive ca e is apparently due to sensitivity of the pr dictive con­

troller to param ter variations and plant-model mismatch. This is supported by 

the gr at variation in PI gains in the P4 = 1 example. 

On very po itive outcome from the full DP example is improved performance 

over th standard LQG controller in Chapter 4. The error standard d viation 

of th ontrolled ab olut velo ity i 14.3% gr at er with tandard LQG but h 

ontrol action is only 6.9% maller. The best xplanation for thi i that the 

r £ r n e ignal approximate the filtered white nois in the optimisation fairly 

w 11 in contrast with th ingl model examples wher the refer n e emplo ed i 

a t p. H n th pr di tive nature of LQGPC is better exploited. A ignificant 

ontribution of Chapt r 5 i th refore a demon tration that r stricted- tructur 

adaptiv LQGPC can I ad to b tter performance than equival nt LQG ontrol. 

t wh n modelling marin vessels for DP, th problem has b n ap­

d ri ing a implifi d model and finding the relevant paramet rs ap­

or with mor ophi tication by u ing an xtend d Kalman filt r. 

ural n w rk ar a v luable t hniqu for approximating nonlin ar, multi­

riabl fun tion h n a multila er p r eptron £ dforward n twork ha b n 
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studied in Chapter 3 for identifying ship dynamics of a coupled FPSO and shuttle 

tanker. The main contribution is to demonstrate that the network could learn 

and generalise the dynamics from real data provided by a ~itsubishi Heavy In­

dustries 1/50th scale model. 

The coupled ships were modelled in Simulink using the equations from Chapter 

2 plus additional forces from the turret, hawser and tug boat. Data from this 

simulation was then used to check the viability of using a neural network for 

the problem. With normalised data, it was discovered that the dynamics were 

learnt well and generalised from the small training set to the complete validation 

s t. Integrating to generate velocity and position signals also demon trated that 

the network was successful in learning, although a filter was required to remove 

steady-state offs t. The non-DC performance was otherwise encouraging, so it 

wa po ible to progress to using real data from ?v1itsubishi's scale model. 

H r input and output signals were as in the simulation case, but with th ad­

dition of wave h ight a an input. The first network training pr cedure was on­

du t d with data from a till environm nt , that is with no waves applied. Again 

u ing normali d data, the network outputs were found to match the data with 

littl rror. FUrther training with a wave height of two m tr s yielded acceptable 

r ult , but with four metr wave height, the errors were not insignificant. The 

network wa al 0 train d u ing all of the data togeth r from the previous thr e 

b for b ing validat d with data from three metr way height. In thi 

a the re ult w r of poor quality. lnde d, any attempt to train the network 

wi h mor han on data set at a time r suIted in significant errors yen for 

valida ion wi h a data t u ed in training. 

Th main advantag of th n ural network approach is that it is not n ce ary 

tru ture of th quation of motion or to identify parti ular 
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parameters. The multivariable character of the problem does not present a dif­

ficulty either, as the interconnected nature of the network is well-suited to cope 

with this. The ship is simply an input-output mapping which can behave in a 

highly non linear manner with no loss of accuracy in signal reproduction. 

The aim of Chapter 6 was to investigate a nonlinear control design technique 

that is both practical and with a rigorous theoretical foundation, although where 

inevitably some approximations are introduced. The main contribution of the 

Chapter was to demonstrate that the design technique is applicable to a mu 1-

tivariable nonlinear "sandwich" system, and that an improvement over a fixed 

lin ar ontroller is po sible. 

A hort SIS example was presented to show that the controller does not imply 

on ist of a fix d linear time-invariant controller cascad d with in rses of the 

nonlin arity a it first appears. It is s en that large I's ause the controller to 

b hav more phase lead with lower gain and vice versa fo small I's. Th fact 

that thi behaviour appears from rigorous theory with some reasonable approxi­

mation introduced build confid nc in the approach, and supports the a sertion 

that th ontroller i more sophisticated than simple nonlinearity inversion. As a 

rul of thumb, pha e 1 ad and lower controller gain increase the stability margin, 

pha lag and higher gain d crease stability margins. Hence the controll r is 

xhibiting d irabl fr qu ncy domain properti s as a result of this theory. That 

i , wh n th nonlin arit gain is high and liable to destabilise the closed-loop th 

n roll rat in a tabili ing manner. When the nonlinearity gain is low, the con­

roll r pu h up th gain to improve sp ed of r sponse without risking instability. 

imulation xampl was xamined using a cro s-coupl d 2-input 2-output y­

m wi h d adzon on th input and ba klash at the output wh r the r ferenc 

i nal i z r in ord r to x ite both nonlinearities. It was n c ssary to limit th 



7.3. SUGGESTIO. S FOR FURTHER WORK 275 

magnitude of the nonlinear functions, 11 and 12, however, otherwise the control 

become "j ittery" and the performance is poor. This restriction was required 0 

that rapidly changing ignals do not appear, thereby violating the assumption of 

a "frozen' plant. If the signals are sufficiently slowly-changing, then the plant 

polynomials are clo e enough to a " frozen" state for the various approximation 

to b mall. 

The r ults of the simulation demonstrated that improved control is po ible in 

om pari on with a fixed time-invariant lin ar controller. The non-linear control 

yi lds output rror and control input variances that are smaller than with fix d 

linear ontrol provid d that the signals within the sy tern are slowly-varying. 

Al 0 the result were not based on superior tuning in the n nlinear case as a 

d r as in input weighting on the linear controller produces larger input variance 

but no improv ment in error variance. An increa e in input weighting only re ults 

in in tability with a lin ar controller. Hence, the nonlinear technique i g nu in ly 

up rior. 

7.3 Suggestions for further work 

In ord r to xtend th work of Chapter 2, it would be int resting to try alt r­

n ti bandwidth for h elocity loop and to xperiment mor with th alar 

tuning gains. It i on ivabl that the control sy t m p rformance with th hip 

xampl ould b improv d with experim ntation. Another extension would be 

t try a larg numb r of op rating points to onfirm the wide applicability of h 

t hniqu h n to apply gain heduling as the overall control scheme. 

In h pt r 3 i w found that approxima ing mor than one data et imultane-

ou I do no app ar to b a ily a hievabl . A further work veral network 

uld bud on for a h likel op rating point, with ach n twork rain d 
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extensively using data from each point. Ship motion could be produced by one 

network corresponding to the present operating condition, or from a weighted sum 

of the various network outputs. A further, less fundamental flaw is the transfor­

mation from acceleration outputs to earth-fixed velocity and position signals. It 

may be nec ssary to use a different process in production of the tank test data, 

and to take care in the use of integrators for velocity and position signals. 

Stability and robustnes proofs for multiple models and convergence of the restricted­

structur algorithm would be valuable directions for advancing the work in Chap-

t r 4. Simultaneous stabili ation theory is suggested as an approach to the fir t 

probl m and empirical evidence suggests that convergence is likely to be assured 

if a uitabl procedure can be found. Establishing these two ~esults would also 

r inforc th perceived a~vantages of the adaptive controller, which could be fur­

ther improv d by allocating realistic probability weightings for the fixed models 

in ome manner. It is also suggested that a gain scheduling example could be 

u ed for comparison with the controller in Chapter 4, as there are similarities 

b tw en the two approache in that a set of linearised models isJrequired in both 

a 

Th ugg tion r levant to Chapter 4 also apply to Chapter 5, but it is further 

not d that h pr dictive ontroller does not address constraints, unlike many 

oth r:vIP controller. A uggestion for futur work i to look for an approx­

o t in terms of both the controller gains and the plant inpu t, 

output and tat . Hop fully a QP solv r could then be employ d to p rform 

th on rain d minimi ation. Another sugg stion is to look for a method of in-

orpora ing d nami w ight into th restricted-structure solution, so that th 

augm nt d plant i not r quired and the input weighting is truly on u, rather 

than it tiv 1 n ~u. 
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Regarding Chapter 6, there are two ideas for further work. The first is to treat 

the" spectral factors" and " Diophantine equations" as difference equations rather 

than making the approximation of a "frozen" plant. This has been attempted 

in Grimble and YIartin (2003) for the first-order 8I80 case, but clearly would 

be more useful if high order or multivariable systems could be addressed. This 

idea would also require reliable prediction of the system variables a few steps in 

advance, which leads onto the second idea for further work. The simulation works 

with perfect knowledge of the nonlinearities and linear block when calculating it 
and h. Perfect knowledge is impossible, of course, so an investigation of plant 

estimators is es ential if the nonlinear technique is to be truly practical. Iden­

tification of non linear sandwich systems has attracted some control engineering 

interest , however so it is envisaged that such an estimator may be available or 

will be developed. 
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Appendix A 

N omenclat ure 

Acronym 

ARYlA 

BLT 

Corn 

DYlC 

D A 

DOF 

DP 

FPSO 

GYl 

G SC 

GPC 

Hoo 

IYlC 

I . 

LYl 

LQG 

Ab breviations 

Denotes 

Auto Regressive Yloving Average 

Biggest Log Tuning 

Combin d 

Dynamic Ylatrix Control 

Direct Nyquist Array 

D gre Of Fr edom 

Dynamic Positioning 

Floating Production, Storage and Offioading 

Generali d Ylinimum Variance 

Generali d Nyquist Stability Criterion 

G n rah d Predictive Control 

H Infinity 

Internal Ylodel Control 

In r e Nyqui t Array 

Lo al Ylodel N tworks 

Lin ar Quadrati Gaussian 
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Acronym Denotes 

LQGPC Linear Quadratic Gaussian Predictive Control 

LPV Linear Parameter Varying 

:Mac :M aciejowski 

~tJHI :Mitsubishi Heavy Industries 

:MI:MO :Multi-Input :Multi-Output 

:MLP :Multi Layer Perceptron 

:M:MAC :Multiple :Model Adaptive Control 

:MPC :Model-based Predictive Control 

:MPHC :Model Predictive Heuristic Control 

:MR.AC :Model Reference Adaptive Control 

:MSE YIean Square Error 

YISO YIean Square Output 

:MV YIinimum Variance 

NLP Non Linear Programming 

PID Proportional, Integral , Derivative 
.J 

P-K Penttinen-Koivo 

QFT Quantitative Feedback Theory 

QP Quadratic Programming 

RBF Radial Ba is Function 

RLS R cursive Least Squares 

S1SO Single-Input Single-Output 

SS Simultaneous Stabili ation 

TF Than fer Function 

TIT Two-Input Two-Output 

Z-N Zi gler-Nichols 



Symbols 

Symbol Denotes 

a J uron output 

Q Vector of neuron outputs from a layer 

a i Amplitude of wave component 

a Ai Amplitude of fluctuating wind component 

a l Plant denominator coefficient 

A State matrix, Jacobian matrix of partial derivative 

A Plant denominator polynomial 

Total system state matrix 

Ship lateral wind area 

Ship transver e wind area 

Ac Reference denominator polynomial matrix 

Adp Di turbance denominator matrix 

Ay Linear transfer function block denominator matrix 

Plant model tate matrix 

Plant denominator matrix 

Aq Error weighting denominator term 

Ar Input weighting denominator term 

Ar R ference model state matrix 

Arp Re£ rence d nominator matrix 

R Reference generation stat matrix 

D nominator matrix of w ight d plant 

J 

A 1g D nominator matrix of w ight d linear TF block 

b Bia t rm 

Q tor of bia t rm 

bl Plant num rator 0 ffi ient 

B (Total S t m) Input matrix 

Value 

5040m 2 

880m 2 
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Symbol 

B 

B9 

Bm 

Bp 

Bq 

Brp 

Bl 

B19 

f 

Cl 

C 

C 

Cd 

Cdp 

Cm 

Cr 

Cn 

CWD(/-LW) 

Co 

COd 

CO! 

COn 

COr 

Cll C21 

d 

d 

d 

si 

Denotes 

Plant numerator polynomial 

Linear transfer function block numerator matrix 

Plant model input matrix 

Plant num rator matrix 

Dynami error weighting numerator 

Reference numerator matrix 

umerator matrix of weighted plant 

umerator matrix of weighted linear TF block 

Vector of current velocites relative to ship body 

Di turbance numerator co fficient 

Output matrix 

Total system output matrix 

Di turbance numerator polynomial 

Di turbanc numerator matrix 

Plant model output matrix 

Re£ rence mod I output matrix 

Reference generation output matrix 

Wave drifting force coefficients 

Controll r 

ontroil r denominator polynomial 

Full-ord r ontroller 

Controller num rator polynomial 

R trict d tru ture contrail r 

Total st m output matrix partition 

hip draught 

Di tane from FPSO st rn to huttl r tanker bow 

Di turbane ignal 
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Value 

14.6m 



Symbol Denotes Value 

dta Distance from ship turret to anchoring 

dto Distance from ship turret to body coordinate origin 29.75m 

d1 Amplitude of estimation error 

D Total system disturbance input matrix 

Dc, Dcp 

Dc 

Ddp 

DJ 

Dm 

Dr 

DR 

D ll , D12 

x 

y 

III 

E 

E 

E 

E 

E[.] 

Control spectral factor 

" Operator spectral factor" 

Disturbance spectral factor 

Filter spectral factor 

Plant model disturbance input matrix 

R ference model disturbance input matrix 

Reference generation disturbance input matrix 

Total ystem disturbance input matrix partition 

Error signal 

Vector of position error relative to ship body 

Surge position error 

Sway position error 

Heading po ition error 

Disturbance input matrix 

Reference numerator polynomial 

G neralised output error 

ector of po ition errors relativ to earth 

Expectation 

Position error in earth X coordinate 

Po ition rror in earth Y coordinate 

H ading po ition rror 

A tivation function 

ignal b tw en r fer nand disturban 

I ration function in term of ~ 
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Symbol 

f (J1w) 

fl ) f2 

FR 

Fo 

Ftp 

Ftp 

:F1) :F2 

gv 

G 

G 

G 

Denotes 

Wave exciting force coefficient 

onlinear functions 

Position reference filter 

(Operator) Diophantine equation solution 

Regulating Diophantine equation solution 

Filtering Diophantine equation solution 

Nonlinear functions 

Gravitational constant 

Sway accel ration function in terms of ~ 

SISO ship TF from disturbances to ship velocity 

SISO hip TF from thruster force to ship velocity 

Plant transfer function 

Estimator input matrix 

Linear transfer function block 

:\11:\10 ship TF from disturbances to ship velocit ies 
J 

:\11:\10 ship TF from thruster forces to ship velocities 

(Operator) Diophantine equation olution 

R gulating Diophantine equation solution 

Filt ring Diophantine equation olution 

Yaw ace leration fun tion in term of £ 

E timator tate matrix 

G n rali ed plant output matrix 

Pr diction horizon 

Hq D nami rror w ighting 

Hr G n rali d re£ rence matrix 

Hr D nami input weighting 

Hu Input horizon 

HR matrix 
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Value 

9.8mj 2 



Symbol Denotes 

Ho (Operator) Diophantine equation solution 

H fp Regulating Diophantine equation solution 

H{p Filtering Diophantine equation solution 

t Wind component index, Row index, Neuron input index 

I Identity matrix 

I Summand of infinite-time cost 

IT Summand over time 2T 

J 

Ship moment of inertia 

Imaginary number 

J Column index, Cable index, ~ultiple model index 

J Prediction tep index 

J Value of co t function 

Jcsl Co t function causal on controller 

Jk Co t of kth training error 

Jmin ~inimum co t 

Jp Co t d pendent on ontrol input signal, u 

Jpo Co t indep nd nt of control input vector, U 

Jt Co t at tim t 

Ship add d moment of inertia 

Jo Approximat d co t in restricted tructure calculation 

JOj Approximated co t of jth mod I 

k Data et ind x 

kd calar derivativ gain 

ki S alar int gral gain 

kp S alar proportional gain 

} Con roll r tran ~ r fun tion 

Kd ~a rix d rivativ gain 

} d Con troll r d nominator 
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Value 

73~Tm 

Ff 

21~Tm 



Symbol Denotes 

K i YIatrix integral gain 

Kn Controller numerator 

Kp YIatrix proportional gain 

Kr Restricted structure controller 

K p Controller transfer function matrix in position loop 

K v Controller transfer function matrix in v locity loop 

Row index 

Number of input 

L Ship length 

Le 

L FPSO 

L ST 

m 

Cable length 

Length of FPSO 

Length of shuttle tanker 

Ship ma 

m Wave component index 

m Number of inputs 

m Di turbance-free output 

Input to output nonlinearity 

Surge added mas 

Sway add d ma 

M Con tant real gain matrix 

M Control sensitivity function 

n Wav omponent index, Notch filter tran D r function 

n aft r umming junction, Number of n uron input 

n tate 

n 

N 

aft r umming junction 

Diagonal matrix of not h filter transD r fun tion 

Yaw mom nt 
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Value 

1714m 

256m 

230m 

12400T 

727T 

8290T 
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Symbol Denotes Value 

N Number of fluctuating wind components 

N Number of frequency points 

N Estimator disturbance input matrix 

N hws FPSO Yloment on FPSO due to hawser 

N hwsST Yloment on shuttle tanker due to hawser 

r Hydrodynamic derivative -0.0339 

rr Hydrodynamic derivative -0.0372 

N trt Yaw moment on FPSO due to turret 

N tug Yaw moment on shuttle tanker due to tugboat 

N v Hydrodynamic derivative -0.1495 
~ 

N vr Hydrodynamic d rivative 0.1486 

N vv Hydrodynamic derivative 0.0727 

N A Yaw wind moment 

NF Combined moment due to thrusters, turret 

hawser and tugboat 
J 

H Yaw hydrodynamic moment 

NT Yaw thruster moment 

N' T Initial guess at N TO for search algorithm 

NT{FP 0 ) Yaw moment on FPSO 

N T ( T ) Yaw mom nt on shuttle tanker 

N T O Yaw thru ter moment at operating point 

Nw Yaw wave moment 

P S alar tuning parameter, Neuron input 

E Y, ctor of n uron inputs to a layer 

E ctor of neuron inputs 

Pj Probability of jth model 

p Diagonal matrix of model probabiliti 

qc Error weighting 



Symbol Denotes 

T Tabs 

T 

b.T 

TO 

R 

R 

R 

R1J 

lR 

v 

Number of input/output pairs 

State weighting 

'Diagonal matrix of weights on predicted error signal 

Error weighting 

Error weighting j steps ahead 

Error weighting numerator 

Proce s noi e covariance 

Yaw rate 

Reference signal 

Change in T from operating point, TO 

Input weighting 

Generali ed reference signal 

Yaw rate at operating point 

Input weighting 

ector of position references relative to arth 

Diagonal matrix of weights on predicted input signal 

Input weighting 

Refer nee model output noise ovarianc 

Plant mod I output noise covariance 

\ tor of r f rence signal 

Input weighting j step ahead 

Input weighting numerator 

:Mea urem nt noi ovarianc 

Set of real numb rs 

Lapla tran form ompl x number 

elo ity loop sen itivity function 

Sen itivit fun tion 

matrix 
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Value 



Symbol Denotes 

Sv Velocity loop sensitivity matrix 

T 

T 

T 

TB E 

T E B 

Tj 

Tp 

Tx 

Ty 

Tv 

Tl T2 

Tl+, T: 

T
1
- , T

d
-

U 

U 

Y 

Y 

~u 

U abs 

Number of neurons in >.th layer 

Time, Sample instant 

kth desired target output 

Velocity loop complementary sensitivity function 

Haw er tension 

Sample time 

Transformation 

Transformation from ship body to earth coordinates 

Tran formation from earth to ship body coordinat 

Tension in j th cable 

Position loop complementary sensitivity matrix 

T n ion X component 

T nsion Y component 

V locity loop complementary sensitivity matrix 

Control independent cost elem nts 

Stable integrand 

nstable integrand 

Surg velocity relativ to ship body 

Input ignal 

V tor of inputs, V ctor of thruster fore s 

e tor of input at dift r nt time steps 

Chang in U from operating point, Uo 

Surg velocity relative to earth 

10 it of urrent in negativ urge dir tion 

utput from input nonlinearity 

Surg r lativ wind velocity 

Flu uating wind v 10 ity 

J 

306 

Value 



Symbol Denotes 

Uv Velocity loop control sensitivity function 

Uo Surge velocity relative to ship body at operating point 

U Ship tran lational velocity vector magnitude 

U Vector of predicted plant inputs 

U Half-width of deadzone 

Uf Vector of future input vectors 

U A Wind velocity relative to earth 

UAO \\ ind velocity average relative to earth 

Uc YIagnitude of current velocity 

Up Position loop control sensitivity matrix 

Uv Velocity loop control sensitivity matrix 

v Sway velocity relative to hip body 

v YIeasurement noi e signal 

.0.v Change in v from op rating point, Vo 

Vabs Sway velocity relative to earth 

Vc locity of current in negative sway dir ction 

Vrn Plant model output noise ignal 

Vr R ference model output disturbance signal 

VA Sway relative wind velo ity 

Vv locity loop control ensitivity function 

Vo Sway velocity relative to ship body at operating point 

Half-width of backlash 

YIagnitude of r lativ wind velocity v ctor 

Po ition loop control en itivit matrix 

10 ity loop ontrol sensitivity matrix 

w N uron weighting 

w Pro e noi v tor 

tu 
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Value 



Symbol Denotes 

W Yfatrix of neuron weights 

W Plant transfer function 

W Vector of future plant input disturbance signals 

HI Transfer function from input to total tate vector 

Wd Disturbance transfer function 

Wd Transfer function from disturbance to total state vector 

Wr Reference transfer function 

H/r Transfer function from reference to total state vector 

x State vector 

x Vector of restricted structure controller gains 

~ Ship velocity vector (or change in) relative to ship body 

~ Vector of model data for RLS 

x State stimate 

Xm Plant model tate vector 

Re£ rence model state 

V ctor of r ference model state 

x Po ition in earth coordinate ystem, Surge force 

X Stacked vector of ~'s 

X Total stem tat vector 

XhwsFPSO Force on FPSO due to hawser 

X hws T For e on shuttl tank r due to hawser 

Hydrodynamic derivativ 

Surge force on FPSO du to turr t 

X tug Surge force on shuttl tanker due to tugboat 

H drodynami derivative 

H drod nami derivativ 

Hydrod namic derivative 

Surge wind for 

J 
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Value 

-0.0194 

0.126 

-0.0664 

-0.0057 



Symbol Denotes 

X F Combined surge force due to thrusters, turret , 

hawser and tugboat 

X FP SO FPSO position relative to earth 

X H Surge hydrodynamic force 

X R Reference position in earth coordinate system 

X ST Shuttle tanker position relative to earth 

X T Surge thruster force 

X~ Initial guess at X TO for search algorithm 

XT(FPSO ) Surge thruster force on FPSO 

XT(ST) Surge thruster force on shuttle tanker 

XTO Surge thruster force at operating point 

X w Surge wave force 

y Output signal 

Jf. Vector of ship velocities relative to earth 

Y Vector of position coordinates r lativc to earth
J 

Yh Generalised output signal 

Y Po ition in earth coordinate system, Sway force 

Yh tor of predicted generali ed plant outputs 

YhwsFP 0 Force on FPSO due to hawser 

YhwsST Force on shuttl tank r due to hawser 

H drodynamic derivative 

Hydrodynamic d rivative 

}~r t Sway fore on FPSO due to turret 

rtug Swa fore on huttle tanker du to tugboat 

H drod namic derivative 

Hydrodynami derivativ 

H drodynami derivativ 

} A Swa wind for 

Value 

0.0659 

0.102 

-0.218 

-0.391 

-0.908 
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Symbol Denotes 

YF Combined sway force due to thrusters, turret, 

hawser and tugboat 

YFPSO 

YH 

YR 

YST 

YT 

y:' 
T 

YT(FPSO ) 

YT ( T ) 

YTO 

Yw 

FPSO position relative to earth 

Sway hydrodynamic force 

Reference position in earth coordinate system 

Shuttle tanker position relative to earth 

Sway thruster force 

Initial guess at YTO for search algorithm 

Sway thruster force on FPSO 

Sway thruster force on shuttle tanker 

Sway thruster force at operating point 

Sway wav force 

Vector of ship body velocities, heading and thru ter fore 

~ vector operating point 

Zm Plant model observation signal 

Reference model output signal 

Z-l nit delay operator, Complex number 

Z Total stem output vector 

Z S t of integer 

(3A Incident angle of wind 

(3 In ident angl of current 

(3w Incident angle of wave 

6 Scalar tuning param ter 

6 ural network d Ita term for change in J with n 

6t'T 

alar tuning param ter 

timation rror ba ed on previou data 

J 
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Value 



Symbol Denotes 

Phase angle of fluctuating wind component 

Phase angle of wave component 

Phase angle of wave exciting forc 

White noise source 

Learning rate 

Angle 

Hawser angle 

Angle of cable from turret to anchoring 

Diagonal matrix of angles 

Vector of model coefficients for RLS 

E timate of e 

Wave number of wave component, K i = W[ I 9 

Neural network layer index 

Forgetting factor 

Number of n twork layers 

J.LA Relative wind direction 

J.Lc Angle of ship velocity vector r lative to ship body 

J.Lw • ngle between incident wave and ship h ading 

~ Whit noise ource 

~ ( ormalised) Estimation error 

~ Total y tern disturbanc v tor 

~m Plant model di turbance signal 

~r Refer nce mod I di turbanc input ignal 

Value 

J 

p Water density l.02T 1m3 
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PA • ir den ity O.00125T 1m3 

~ e Error pow r pectrum 

~ f f and di urban pow r p trum 

<l>uu 
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Symbol Denotes Value 

\lI Ship heading angle 

\lI FPSO FPSO heading angle 

\lI R Reference ship heading angle 

\liST Shuttle tanker heading angle 

W Frequency 

WAi Frequency of fluctuating wind component 

Wb Bandwidth frequency 

w· , Frequency of wave component 

wn 1 otch frequency 

{.} Sequence 

{.,., .} Set 

* Convolution operator 

11· 11 Norm 

< .,. > Inner product 



Appendix B 

Linear Ship Model 

To design linear controllers for an operating point of a nonlinear system, a linear 

model i r quired which adequately describes the particular operating region. The 

partial derivatives corresponding to the linearisation of the ship model in Section 

2.2.6 are given below. 

Surge axis partial derivatives 
J 

8j = -pLdXuuluol = -0.00372Iuol (B.l) 
8u m+mx 

8j l pLd(2X Vo + LX ro) 
_ = 2 vv vr = -0.2S1ro - O.000169vo (B.2) 
8v m+mx 

8j ~pL2d(2LXrrro + Xvrvo) 
-8 = = -O.2S1vo - 37.6ro (B.3) 

r m+mx 

8j 
8XT 

__ 1_ = 7.60 x 10- 5 

m+mx 

Sway axis partial derivatives (I'll - f3 I < 1r /4) 

89 
8u 

~pLd(Yvvouo + LYrrouo) 
(m + my)Uo 

- O.00204vouo/Uo + O.158rouo/Uo 
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(B.4) 

(B.5) 
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og ~pLd(Yv(2v5 + u6) + 2Yvvlvo lUo + LYrrovo + LYvrlro lUo) 
= ov (m + my)Uo 

= -0.00204(2v6 + u6)/Uo - 0.01701vo l + 0. 158rovo/Uo - 0.9391ro l (B.6) 

or m+my 
= 0.158Uo + 1261rol ± 0.939vo (B.7) 

og = 1 = 4.83 X 10- 5 
oYT m+my 

(B.8) 

Sway axis partial derivatives (I'll - ,Bc I ~ 7r/4) 

og 
ov = 

og 
ou 

0.35pLdUo(vocOS(J.LC) - 2uosin(J.Lc)) + ~pL2dYrrouo 
(m + my)Uo 

- 0.00658(vocos(J.LC) - 2.96uosin(J.Lc)) + 0.158rouo/Uo 

J 

(B.9) 

- O.35pLdUo(uocos(J.LC) + 2vosin(J.Lc)) + ~pL2d(Yrrovo + Yvrlro lUo) 

(m + my)Uo 
= - O.00658( Uo 0 (J.Lc) + 2.96vosin(J.Lc)) + O.158rovo/Uo - O.9391ro l 

(B.10) 

og ~pL2d(YrUo + 2LYrrlrol ± Yvrvo) 
= or m+my 
= 0.158Uo + 1261rol ± 0.939vo (B.ll) 

og _ 1 = 4.83 X 10- 5 
C)} T m+my 

(B.12) 
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Yaw axis partial derivatives (I'll - ,Bc I < 7r /4 ) 

ah ~pL2d(Nvvouo + LNrrouo) 
= au (Izz + }zz )Uo 
= - 0.0000782vouo /Uo - 0.00456rouo/Uo (B.13) 

ah _ ~pL2d(Nv(2v5 + u~) + 2Nvv \vo\Uo + LNrrovo + LNvrlro\Uo) 
av - (Izz + }zz )Uo 

= -0.0000782(2v~ + u~)jUo + 0.0000765\vo\ - 0.00456rovojUo + 0.01981ro l 

(B.14) 

ah ~p£3d(NrUo + 2LNrrlrol ± Nvrvo) 
= ar Izz + }zz 
= - 0.00456Uo - 2.57\ro\ ± 0.0198vo (B.15) 

ah 1 -8 
- I } = 1.06 x 10 

aNT zz + zz 
(B. 16) 

Yaw axis partial deri vati yes ( \ 'lI - ,Bc \ ~ 7r j 4) 

ah = 0.lpL2dUo(vocos(2J.Lc) - uosin(2J.Lc)) + ~pL3dNrrouo 
au (Izz + }zZ}Uo 

= 0.000105(voco (2J.Lc) - uosin(2J.Lc)) - 0.00456rouo/Uo (B.17) 

ah _ - 0.lpL2dUo(uocos(2J.Lc) + vosin(2J.Lc)) + ~pL3d(Nrrovo + Nvr \ro \Uo) 
av - (Izz + }zz )Uo 

= - 0.000105(uoco (2J.Lc) + vosin(2J.Lc)) - 0.00456rovojUo + 0.0198\ro \ 

(B.18) 

ah ~pL3d(NrUo + 2LNrr \ro\ ± Nvrvo) 
= ar I zz + Jzz 
= - 0.00456Uo - 2.57\ro\ ± 0.0198vo (B.19) 
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ah 1 
aN = I + J = 1.06 X 10-

8 

T zz zz 
(B.20) 



Appendix C 

Cost Minimisation for Chapter 5 

Substituting (5 .30) into (5.33): 

U(Z-l) = -K(WU(Z-l) + Wd~m(z-l )) - K Vm(Z-l) 

= S(-KWd~m(z-l ) - KVm(Z-l)) (C.1) 

where sensitivity function S = (I + KWtl. J 

Sub tituting (C.1) into (5.28) : 

X(Z-l ) - W(-SKWd~m(Z- l) - SKVm(Z- l)) + Wr~r(Z-l ) + Wd~m(z-l ) 

- Wr~r(z- l) + (I - WMC2dWd~m(z-1 ) - WMVm (Z-l ) (C.2) 

where M = SIC 

From Grimble and Johnson (1988) <I>yy(Z- l) = W(z- l ) <I>uu(z-l )W*(Z-l ) wh n 

Y(Z-l ) = W(Z-l )U(z-l ). Th d ir d power spectra term an now b defin d a : 

<I> ' , = XX* - (WMC21 - I)WdW;(C;lM*W* - I) 

+ MlrW; + WMR/1M*W* 
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(C.3) 
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<I>uu = uu* = SKWdW;K*S* + SKR/lK*S* (C.4) 

Expand and simplify to obtain: 

<I> x x VVMWdW;fvf*VV* - VVdW;M*VV* - VVMWd VV; 

+ HfdVV; + VVrVVr* + VVMRJ1M*VV* (C.6) 

<I>ux = MWdW;M*VV* - MWdVV; + MRJ1M*lV* (C. ) 

Th integrand in (5.27) denoted l c becom : 

l c tra {Qc<I>xX(Z-l) + 2Cc<I>uX(Z-1) + Rc<I>uu(Z-l)} 

= trace{Qc(VVMWdW;M*VV* - VVdW;M*VV* - VVMWdVV; + VVdVV; 

+ vVrVV; + vVMRJ1M*VV*) + 2Cc(MWdW;M*Hr - MWdVV; 

+ MRJ1M*VV*) + RcM(WdW; + RJ1)M* } 

tra {MM d1tV;M*(HrQcVV + Rc + VV·Cc + C;VV) 

+ MRflM*(VV*QcVV + Rc + VV·Cc + C;VV) - MWdVV;(QcVV + Cc) 

- (VV*Q; + C;)VVdW;M*} +tra {Qc(VVrVVr* + VVdH;)} (C.9) 

T implify thi xpr ion th following sp tral fa tor ar d fin d: 



so that: 

l e trace{MYdYd* M*Ye*Ye - MWdW;Qw - Q~WdW;M*} 

+ trace{Qe(WrW; + WdW;)} 
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(C.11) 

(C. 12) 

where Qw = QeW + Gc. Following a conventional completing-the-square argu­

ment, the integrand may be rewritten: 

l e = trace{(YcMYd - Ye*-lQ~WdW;Yd*-l )(Yd*M*Ye* - Yd- lWdW;QwYe-l )} 

- trace {Ye*-lQ~WdW;y;-lYd-1WdW;QwYe-l - Qc(WrW; + WdW;)} 

(C.13) 

where lco is indep ndent of the control law. Before the cost can be minimised, 
J 

Td7 J must be split into stable and unstable parts. This is achiev d using two 

Diophantine equations, but first Td must be expanded using the polynomials 

defined earlier. 

(C.14) 

y.-1 Q-. W: W · y *-l 
c w d d d 

(C.15) 

Sub tituting the Diophantine quation: 

- gID* GC + Fe A- - (B-· Q- + A-* C-* ) - 91 
Z ep Ip Ip P - Ip C Ip c Z (C.16) 

into (C.15) Td ma th refor b d not d a : 
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Td YcMYd - Yc* -1 Q~WdW;Yd*-1 

(DcvAIP1 M A;1 D dp - D ;;1 (.8;pQc + A~pG;)A;1 Z-l D12C~pD~;1) 

(D A--1MA- 1D (Gc A--1 + 91 D*- 1FC ) -1 D C* D*-1) cv 1p p dp - 1p P Z cp 1p Z 12 dp dp 

(D A" -lMA-1 D GC A--1 -J D C* D *-1 CV-"11p P dp - 1p P Z 12 dp dp 

- 91 D *-1 F c -1 D C* D *-1 ) Z CV 1pZ 12 dp dp 

Substituting in a furth r Diophantine equation: 

- 92Gf D * + A- Ff D C* - 92 Z Jp dp P 1p = 12 dp Z 

produces: 

Td (D A--1 MA- ID GC A--1 -l (Cf D * A- F! 92)D*-1 cp 1p P dp - 1p P Z 1p dp + p 1pZ dp 

- Z91 D *-1 F C Z-1 D C* D *- l) cv 1p 12 dp dp 

(D A-- IMA-ID GC A--1 -lC! cv 1p p dp - 1p P Z 1p 

- GC Z-1 F! Z92 D *-1 - Z91 D *-l F C Z- l D C* D *-l) 
1p 1p dp cp Ip 12 dp dp 

[D A--1MA- 1D Cc A-- l - lC! 1 cv 1p P dp - 1p P Z 1p 

- {D*-1 (D* Cc Z-l F! Z92 + Z91 F C Z- l D C* )D*-1 } cv cv 1p 1p 1p 12 dp dp 

(C.l7) 

(C.l8) 

(C.l9) 

Th above xpre si on i hence split into two parts wh r Td = Tt - Td-. The 

tabl part is Tt in quare bra kets and the un table part, Td-, is in curly bracket . 

Earli r, Y1 wa d fined as M = (I + ICW)-l}. Noting that (I + KW)K = 

K(I+WK),iti also possible to tateM=K(I+WK) - 1. Hen M+MWK= 

} => MA;1Ap + MA;IBpK = K , leading to MA;l = K(Ap + BpK) -l . The 

stabl t rm can now be xpr d as: 



T + 
d [D A- - IMA-ID GC A- - 1 - IGI 1 cp Ip P dp - Ip P Z Ip 

DcpAIPl K(Ap + BpK) -1 D dp 

- G~pA;I Z- IC{pDdPl(Ap + BpK)(Ap + BpK) - IDdp 
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(DcpAIPl K - G~pA;1 z- IG{pDdpl (Ap + BpK))(Ap + BpK) -1 D dp 

((D A-- l GC A--1 - IGI D - 1 B )K cp Ip - Ip P Z Ip dp P 

- G~pA;1 z- I C{pDdp
1 Ap)(Ap + BpKt1 D dp (C.20) 

Y1ultiplying Diophantine equation (C.16) by Blp , and a further Diophantine equa­

tion: 

- 9 I D· HC FC B- - (A-· R- + B- · C- ) - 91 
Z cp Ip - Ip P - Ip C Ip C Z (C.21) 

by Alp and adding, obtain the control implied equation: 

D~C~pBIP + D~pHfpAIP 

=? D~(C~pBIP + HfpAIP) 

=? C~pBIP + HfpAIP 

(B~pQc + A~pG;)BIP + (A~pRc + B~pGc)A IP 

B;/JcBIP + A~pG~BIP + Ai,)lcAl~ + B~pGcA lp 

(C .22) 

Sub tituting (C.22) into (C.20), th first two terms b come: 

D A-- l Cc A-- 1 - ICI D - 1B cp Ip - Ip P Z Ip dp P 

(CC B- A--1 H C GC A--1 - IGI D - 1B ) 
Ip Ip Ip + Ip - Ip P Z Ip dp p (C.23) 

(CC B- A--1 + H C Cc A--1 - ICI D - 1B ) Ip Ip Ip Ip - Ip P Z Ip dp P 

G~pA;I(BpAlp - z- IC{pDdp
1 ApBIP)AIPI + Hfp 

Gc A-- l(A- Cl D - 1A C - 1)B- A--1 + l.TC 
- Ip P p - Ip dp P 21 Z Ip Ip n Ip 

C C A-- l(I cl D - 1A C - IA--1)B- H C 
Ip p - Ip dp P 21 Z p P + Ip (C .24) 



322 

Ylultiplying Diophantine equation (C. IS) by C21' , where Cd1' = C21' D12, and a 

further Diophantine equation: 

- 92HI D * C -IFI - R A* -92 Z 11' d1' - 21 Z 11' - 11 1'Z 

by Ap and adding, obtain the filtering implied equation: 

C21'G{pD~1' + A1'H {1'D~p 
- I I => (C21'C 11' + ApHl1')D'd1' 

- I I => C21'G11' + A1'HI1' 

C2pD12Cdp + A1'RI1A; 

Cd1'Cd1' + Ad1'RflAd1' 

Dd1' 

(C.25) 

(C.26) 

Using (C.26) and the fact that C21' = A1'C21 Z-1 Apt, the bracketed term in (C.24) 

may be written as: 

(I - C{1'Dd1'1 A1'C21 Z- 1 A;l) 

(I - C{1'(C21'C{1' + A1'H{pt1 A1'C21 Z-1 A;I) J 

I - I I - 1 -(I - Cl1'(C21'G11' + A1'H11') C21' ) 

(I - C{1'(H{1'- 1 A;lC21'C{1' + I)-I H{1'- 1A;lC21' ) (C.27) 

(I - C{1'D'd1'1 A1'C21 Z -
1 A;l) 

(I Cl (HI- 1A- IC- Cl I) - lHI- 1A- 1C- ) - 11' 11' l' 21' 11' + 11' l' 21' 

(I (Cl HI- IA - IC- I) - lCI HI- 1A- 1C- ) - 11' 11' l' 21' + 11' Ip P 2p 

(C{1'H{1'- l A;lc21' + I) - I((C{1'H{1'-1 A;lC21' + I) - C{1'H{1'- l A;lC21' ) 

(I + G{1'H{1'- l A;IC21't
1 (C.2S) 

Sub tituting back into (C.24) obtain: 



D A--l Cc A-- l -lCI D - lB cp Ip - Ip P Z Ip dp P 

cc A-- l(l Cl HI-1A-1C- )-l B- H C 

Ip p + Ip Jp P 2p P + Ip 

From (C.26): 

Cl HI-IA-IC- GI Cl HI-1 A-lA lo{1 
lp lp p 2p Ip + Ip Ip P pI. lp Cl HI-lA-I D 

Ip lp p dp 

=? (G{pH{p-1 A;lC2P + I)C{p Cl HI-lA-I D 
Ip Ip p dp 
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(C.29) 

(C.30) 

=? C{pDdpl Ap (1 + Cl Hf- 1 A-I t )-lCf Hf- l 
Ip lp P 2p Ip Ip 

Substituting both (C.29) and (C.30) into (C.20), the final expr ssion is: 

T+ 
d [D A--IMA-I D Cc A-- I -IC/ l cp Ip p dp - Ip P Z lp 

((DcpAlpl - C~pA;l z- lG{pDdpl Bp)K 

- C~pA;l z-IC{pDdp
l Ap)(Ap + BpK) - l Ddp 

((C~pA;l(I + C{pH{p- l A; lC2Pt 1 Bp + Hfp)K 

- C~pA;lz-l (I + C{pH{p- IA;IC2PtIC{pH{p-l)(Ap + BpKtlDdp 

H fp((I + Hf;;IC~pA;I (I + C{pH{p-1 A;IC2P)- 1 Bp)K - Hf;IC~pA;1 Z-l 

(I + G{pH{;1 A;lC2PtIC{pH{p-l )(Ap + BpK)-l D dp (C.31) 

R call that th integrand may be written as: 

To minimise th omplex int gral of l c, it must first b not d that th ro -terms 

int grat to zero allowing (5.27) to b tated a : 

1 f { + +* T - -* } 1 dz Jp = -. trae Td Td + d Td - cO-
2~J Z 

(C.33) 

Izl=l 
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The Td- and lcO terms are independent of the controller choice, hence the optimal 

control problem reduces to minimising: 

J+ = _1_ f trace{T+T +*} dz 
d 2n'j d d Z 

(C.34 ) 

Iz l= 1 

which i achieved when Tt = O. The minimum cost is therefore: 

1 f dz Jm in = -2' trace{Td- Td- *} - IcO-
n] z 

(C.35) 

Iz l= 1 

The expression for the optimal controller is derived by setting (C.31) equal to 

zero. Therefore: 

Hence: 

K (I + Hf;IG~pA;I(I + G{pH{p- 1 A;1C2Pt 1 Bpt1 

H C
-
1Gc A- 1z-1(1 + GI HI- lA- le )- IGI HI- I 

lp lp P 1p 1p P 2p lp lp 

(C.36) 

(C.37) 

Defining Kc = Hf; 1 G~p, Kfl = G{pH[p- 1 and noting that C2p = ApC21 z-1 A;1 

and B = zBp: 

K - (1 + K cA;1(I + K/ IC21 Z- l A;1) - 1 Bp) - 1KcA;1z-1(1 +} flC21 Z-1 A;lt l Kfl 

_ (I + K c(zAp + KflC21 )- 1 Btl} c(zAp + K fl C21 t 1 Kfl (C.38) 

(C.39) 



Further, note that (I + (zAp + KJl C2d-1 BKe) 

KflC21 ) + EKe), giving: 

K 
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(C.40) 



Appendix D 

Adjoint Operator in Chapter 6 

For time-invariant discrete-time systems, the output may be calculated from the 

convolution sum: 

t 

y(t) = L w(t - T)U(T) = W(Z- l)U(t) (D.l) 
1'=-00 

where y(t) is the system output, w(t - T) is the system impulse re ponse and 

U(T ) is th sy tern input. For a time-varying ystem, the impuls Ir sponse doe 

not depend only upon the time laps d from the input at T to the pr ent tim , 

t. Hence, th convolution sum becom s: 

t 

y(t) = L w(t, T)U(T) = (Wu)(t) = W(t, Z-l )U(t) (D.2) 
1'=-00 

Ther fore the inner product: 

T t 

< x(t) (Vl u)(t) >T= L xT(t) L w(t T)U(T) (D.3) 
t=-T 1'=-T 

rnt r hanging th ord r of summation: 

T T 

< x(t) (Vl u)(t) >T= L [2:: wT(t, T)x(t)f U(T) (DA) 
1'=-T 1= 1' 

th n hanging th variabl of summation: 
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T T 

< x(t), (vVu)(t) >T 2:: [2:: WT(T, t)X(T)r U(t) 
t= -T r=t 

= < (W * X)(t), U(t) >T (0.5) 

In the limit as T ~ 00, (W*x)(t) = 2:~t WT(T, t)X(T) = WT(t, z)x(t), thu 

proving the re ult in equation (6.13). 


