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Abstract

This thesis reports on experimental and numerical investigations of the radiation pro-

duced via ultra-intense laser-solid interactions. Laser intensities in the range 1018−1024

Wcm−2 are explored, enabling these interactions to be investigated at current laser fa-

cilities (at the lower end of this intensity range), and predictions to be made about the

properties of the emitted radiation, which will be measured at upcoming multi-petawatt

laser facilities (for which intensities exceeding 1023 Wcm−2 should be accessible). The

associated laser fields have sufficiently strong magnitudes that quantum electrodynam-

ics (QED) effects play a significant role in the interaction. There are two key effects

which will be considered within the context of this thesis. The first is prolific production

of high energy radiation from electrons that are accelerated by the laser fields. This

radiation emission is necessarily accompanied by a back-reaction, or radiation reaction

(RR) force. The second key effect is the production of electron-positron pairs, from

the interaction of the high energy radiation with the laser fields. These QED effects

will, in turn, impact relativistic plasma physics processes, enabling insight to be gained

into interactions in the QED-plasma regime. Ion acceleration will be influenced, as

well as the production of radiation, which may enable the realisation of ultra-bright

radiation sources (with brightness ∼ 1024 ph·s−1·mm−2·mrad−2·(0.1% bandwidth)−1)

from laser-solid interactions. Exploiting these QED effects will enable exotic states

of matter, such as electron-positron pair-plasmas, to be produced in the laboratory

enabling, for example, the study of fundamental astrophysical phenomena.

The results presented in this thesis form three distinct studies. The first investigates

the process of relativistic self-induced transparency (RSIT) during the interaction of an

ultra-intense laser pulse (1020 Wcm−2) with an ultra-thin foil target (which is tens of

nanometers thick). RSIT is a plasma physics process which is predicted to be heavily

influenced by QED effects. During this investigation of RSIT, it was found that the
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light detected at the rear of ultra-thin foil targets is converted into higher order spatial

modes, at both the laser frequency and its second harmonic. It is found that it is

possible to produce a radially polarised mode, of high intensity (∼1018 Wcm−2). Such

a mode has applications in the efficient acceleration of electrons and positrons, and

in the generation of radiation sources which are optimised in terms of their average

photon energy and beam divergence. It is highly difficult to generate these modes at

high intensity, using conventional solid-state optics, given their damage thresholds.

The second study is a numerical and analytical investigation of the effects of RSIT

and RR on the acceleration of thin foil targets (hundreds of nanometers thick) in-

teracting with ultra-intense laser pulses (1023 Wcm−2). It is demonstrated that the

magnitude of the RR force is sensitive to the target thickness, thus indicating that it

may be possible to control the properties of the emitted radiation, and the partition

of laser energy between the plasma species, at upcoming laser facilities. For targets in

which the magnitude of the RR force is weak, the emitted radiation is nearly isotropic,

whereas for strong RR, distinct peaks appear in the photon angular distribution. Given

that the magnitude of the RR force is also reduced by early onset RSIT, it will be possi-

ble to diagnose this process via changes in the radiation distribution, at upcoming laser

facilities. In this study, an analytical model was developed which, for the first time,

describes the target velocity in the light sail regime of radiation pressure acceleration,

under the influence of the RR force. The predictions of this model, in terms of the

target velocity and the photon conversion efficiency, are found to be in good agreement

with numerical simulations.

The final study proposes a multi-stage scheme for the investigation of non-linear

pair-production, utilising a laser-solid interaction. By employing numerical modelling,

it is demonstrated that this set-up enables an enhancement in the number and energy

of positrons produced during ultra-intense laser-solid interactions, compared to con-

ventional experimental set-ups. The first stage is the generation and optimisation of a

γ-ray beam (in terms of the average photon energy and divergence half-angle) from an

ultra-intense (1023 Wcm−2) laser-solid interaction. In the second stage, this beam inter-

acts with dual counter-propagating laser pulses, inducing non-linear pair-production. It

is shown that a significant number of positrons are produced by employing this scheme,

with an anisotropic energy-angle distribution. This study will assist in the design of

future experiments aiming to generate QED plasmas in the laboratory.
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author in collaboration with Dr Rémi Capdessus. The author played a lead role in the

writing and preparation of the corresponding publications.

vi



Publications

Publications directly resulting from the research presented in this the-

sis

1. Modelling the effects of the radiation reaction force on the interaction

of thin foils with ultra-intense laser fields

M. J. Duff, R. Capdessus, D. Del Sorbo, C. P. Ridgers, M. King and P. McKenna,

Plasma Physics and Controlled Fusion, 60, 064006 (2018)

2. Multi-stage scheme for non-linear Breit-Wheeler pair-production util-

ising ultra-intense laser-solid interactions

M. J. Duff, R. Capdessus, C. P. Ridgers and P. McKenna, Plasma Physics and

Controlled Fusion, 61, 094001 (2019)

3. Tunable high power laser mode conversion in relativistic plasma

M. J. Duff, R. Wilson, M. King, B. Gonzalez-Izquierdo, R. J. Gray, A. Higginson,

S. D. R. Williamson, Z. E. Davidson, R. Capdessus, N. Booth, S. Hawkes, D.

Neely and P. McKenna, Under review (2019)

Additional publications resulting from this PhD work

4. Experimental evidence of radiation reaction in the collision of a high-

intensity laser pulse with a laser-wakefield accelerated electron beam

J. M. Cole, K. T. Behm, E. Gerstmayr, T. G. Blackburn, J. C. Wood, C. D.

Baird, M. J. Duff, C. Harvey, A. Ilderton, A. S. Joglekar, K. Krushelnick, S.

Kushel, M. Marklund, P. McKenna, C. D. Murphy, K. Poder, C. P. Ridgers, G.

M. Samarin, G. Sarri, D. R. Symes, A. G. R. Thomas, J. Warwick, M. Zepf, Z.

Najmudin and S. P. D. Mangles, Physical Review X, 8, 011020 (2018)



5. Experimental signatures of the quantum nature of radiation reaction

in the field of an ultraintense laser

K. Poder, M. Tamburini, G. Sarri, A. Di Piazza, S. Kuschel, C. D. Baird, K.

Behm, S. Bohlen, J. M. Cole, D. J. Corvan, M. J. Duff, E. Gerstmayr, C.

H. Keitel, K. Krushelnick, S. P. D. Mangles, P. McKenna, C. D. Murphy, Z.

Najmudin, C. P. Ridgers, G. M. Samarin, D. R. Symes, A. G. R. Thomas, J.

Warwick and M. Zepf, Physical Review X, 8, 031004 (2018)

6. Relativistic Doppler-boosted γ-rays in High Fields

R. Capdessus, M. King, D. Del Dorbo, M. J. Duff, C. P. Ridgers and P.

McKenna, Scientific Reports, 8, 9155 (2018)

7. Efficient ion acceleration and dense electron-positron plasma creation

in ultra-high intensity laser-solid interactions

D. Del Sorbo, D. R. Blackman, R. Capdessus, K. Small, C. Slade-Lowther, W.

Luo, M. J. Duff, A. P. L. Robinson, P. McKenna, Z. M. Sheng, J. Pasley and

C. P. Ridgers, New Journal of Physics, 20, 033014 (2018)

8. A spectrometer for ultrashort gamma-ray pulses with photon energies

greater than 10 MeV

K. T. Behm, J. M. Cole, A. S. Joglekar, E. Gerstmayr, J. C. Wood, C. D. Baird, T.

G. Blackburn, M. J. Duff, C. Harvey, A. Ilderton, S. Kuschel, S. P. D. Mangles,

M. Marklund, P. McKenna, C. D. Murphy, Z. Najmudin, K. Poder, C. P. Ridgers,

G. Sarri, G. M. Samarin, D. R. Symes, J. Warwick, M. Zepf, K. Krushelnick and

A. G. R. Thomas, Review of Scientific Instruments, 89, 113303 (2018)

Conference proceedings

9. Modelling the effect of the radiation reaction force on the acceleration

of ultra-thin foils

M. J. Duff, R. Capdessus, D. Del Sorbo, C. P. Ridgers, M. King and P. McKenna,

Proceedings of SPIE, 10241 (2017)

10. Ion acceleration with radiation pressure in quantum electrodynamic

regimes

D. Del Sorbo, D. R. Blackman, R. Capdessus, K. Small, C. Slade-Lowther, W.



Luo, M. J. Duff, A. P. L. Robinson, P. McKenna, Z. M. Sheng, J. Pasley and

C. P. Ridgers, Proceedings of SPIE, 10241 (2017)



Contents

1 Introduction 1

1.1 Why laser-solid interactions? . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 QED effects in laser-solid interactions . . . . . . . . . . . . . . . . . . . 6

1.3 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2 Theory I: Single electron motion in electromagnetic fields 12

2.1 Classical electrodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2 Radiation from accelerating charges . . . . . . . . . . . . . . . . . . . . 24

2.3 Radiation reaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.4 Pair-production mechanisms in ultra-intense laser-

plasma interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3 Theory II: Collective electron dynamics in ultra-intense laser-plasma

interactions 47

3.1 Plasma as a state of matter . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.2 Propagation of electromagnetic waves in plasma . . . . . . . . . . . . . . 57

3.3 Coupling of laser energy to plasma species . . . . . . . . . . . . . . . . . 60

3.4 Plasma based ion acceleration mechanisms . . . . . . . . . . . . . . . . . 64

3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4 Methodology 74

4.1 High power laser technology . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.2 Experimental Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.3 PIC simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

x



5 Relativistic transparency and mode conversion 103

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

5.2 Review of relevant literature: polarisation shifts in anisotropic plasmas . 106

5.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.4 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

5.5 Ruling out temperature anisotropy . . . . . . . . . . . . . . . . . . . . . 128

5.6 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

5.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

6 Modelling the effects of the radiation reaction force 148

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

6.2 Modelling radiation losses in the LS regime . . . . . . . . . . . . . . . . 152

6.3 Numerical simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

7 Multi-stage scheme for non-linear Breit-Wheeler pair-production 186

7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186

7.2 Simulation parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

7.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

7.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218

8 Conclusions and Future Work 221

8.1 Relativistic transparency and mode conversion in intense laser-foil inter-

actions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221

8.2 Modelling the effects of the radiation reaction force on the interaction of

ultra-intense laser pulses with thin foils . . . . . . . . . . . . . . . . . . 224

8.3 Multi-stage scheme for non-linear Breit-Wheeler pair-production utilis-

ing ultra-intense laser-solid interactions . . . . . . . . . . . . . . . . . . 226

8.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 228

A Appendix 229

A.1 Relativistic electrodynamics . . . . . . . . . . . . . . . . . . . . . . . . . 229

A.2 Transverse ElectroMagnetic (TEM) modes . . . . . . . . . . . . . . . . . 230

A.3 Monte-Carlo parameter fitting . . . . . . . . . . . . . . . . . . . . . . . . 231

Bibliography 234

xi



List of Figures

2.1 The polarisation ellipse . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.2 Representation of elliptical, linear and circular polarisations in the po-

larisation ellipse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.3 Single electron motion in a linearly polarised plane wave . . . . . . . . . 21

2.4 Illustration of the ponderomotive force . . . . . . . . . . . . . . . . . . . 22

2.5 Illustration of the generation of radiation from an accelerating charge . 25

2.6 The classical and quantum synchrotron functions, plotted for a range of

χe values . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.7 Illustration of an electron trajectory under the influence of RR . . . . . 32

2.8 Feynman diagrams representing the Bethe-Heitler and trident pair-production

mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.1 Illustrations of two collisionless absorption mechanisms . . . . . . . . . . 62

3.2 Cartoon illustrating the process of light sail acceleration . . . . . . . . . 67

3.3 Cartoon illustrating the double layered laser-piston . . . . . . . . . . . . 71

3.4 Simulation result demonstrating the acceleration of ions in the laser-

piston regime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.1 Schematic diagram illustrating the process of chirped pulse amplification

(CPA) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.2 A schematic of the OPCPA process . . . . . . . . . . . . . . . . . . . . . 78

4.3 Plot of the temporal intensity contrast ratio as a function of time, com-

paring the ideal case (blue) and the case for a typical high power laser

pulse (red). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.4 A schematic of the C3 scheme which may enable the generation of Ex-

awatt laser pulses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

xii
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Chapter 1

Introduction

Since the discovery of the laser by Theodore Maiman, in 1960 [1], it has proved an

invaluable tool in the exploration of high energy density physics (HEDP). Research into

HEDP encompasses multiple branches of physics, including plasma physics, nuclear

and particle physics, condensed matter physics, and astrophysics. In the context of

this thesis, the high energy density system under investigation is the dense, hot plasma

formed via the interaction of an ultra-intense laser pulse with a solid target. To illustrate

why this constitutes a HEDP environment, consider the definition provided in Ref. [2]

which states that a threshold energy density ≥ 107 Jcm−2, is required. The laser pulses

considered in this thesis have intensities ranging between 1020 and 1024 Wcm−2, whilst

the current achievable intensity frontier sits at ∼ 1022 Wcm−2 [3]. In addition, these

laser pulses have ultra-short duration, of approximately tens of femtoseconds. Taking

the example of a pulse at the current intensity frontier, this amounts to delivering

an energy density of 30 × 107 Jcm−2, well above the threshold which classifies HEDP

phenomena.

Harnessing the physics which occurs at such high energy densities may enable a wide

range of potential applications to be realised, such as the development of an abundant

source of energy via the process of nuclear fusion. In addition, studies of HEDP may

lead to enhanced understanding of aspects of theoretical physics, including the processes

which occur in extreme astrophysical phenomena (such as the propagation of shocks

from protogalactic structures [4] and generation of cosmic rays [5]), and the theory

of non-linear quantum electrodynamics (QED). With lasers at the current intensity

frontier, it is possible to explore both of these topics in the laboratory.

1



Chapter 1 – Introduction

1.1 Why laser-solid interactions?

Laser-solid interactions represent a rich sub-field of HEDP, which developed rapidly in

the intervening years since the discovery of the laser. The advent of sub-picosecond

laser pulses in the late 1960s subsequently led to the observation of a wide range of

exotic phenomena within laser-solid interactions. These included; the self-generation of

strong magnetic fields, ionisation mechanisms, electron and ion acceleration, neutron

production, and the generation of radiation in the form of X-rays, γ-rays, high har-

monics and THz emission. It is the process of radiation generation during laser-solid

interactions which is of most interest in this thesis.

The dynamics of laser-solid interactions have proved to be highly complex, given

that different phenomena emerge at different times throughout the interaction, and

these phenomena are further dependent on both the laser and target parameters. Take,

for example, the coupling of laser energy to the target. There are multiple mechanisms

by which this coupling can occur, depending on the incident laser intensity and target

density. In addition, the dominant mechanism may switch during the interaction,

depending on the temporal profile of the laser. Nevertheless, the aim of this introduction

section is to give the reader an overview of the key processes which occur during laser-

solid interactions, and which will be discussed in more detail throughout this thesis.

A good starting point is to build up the interaction from scratch. Laser-solid ex-

periments tend to employ metal targets, such as aluminium foils, due to their ease of

manufacture and durability. During the first few cycles of the laser interacting with

the foil, the intense laser fields cause ionisation of the target front surface, producing

a dense plasma. The thermal pressure within the plasma causes it to expand, result-

ing in an exponentially decreasing density profile. The spatial extent of the density

gradient is known as the scale length, and is an important parameter in determining

the dominant mechanism by which the laser energy is coupled into the plasma. The

laser then penetrates into the expanding plasma, until it reaches the so-called ‘critical

density’. Here, the number density of electrons within the plasma is sufficiently high to

reflect the laser pulse, preventing it from propagating any further. There is, however, a

short region beyond the critical density, over which the laser fields decay in amplitude

exponentially. This is known as the skin depth, and again plays a crucial role in the

interaction dynamics. For example, if the target is compressed by the laser to a thick-
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ness less than the skin depth, then laser light may appear at the target rear, impacting

the dynamics of electrons accelerated through the target.

The interplay between the effects of the scale length, skin depth, and critical density,

on the propagation of the laser pulse necessarily lead to a wide range of behaviour. In

early laser-solid interactions, employing nanosecond long laser pulses, the increased

heating time resulted in long scale lengths, and deposition of the laser energy at, or

below, the critical density [6]. In subsequent years, emerging technologies led to a

decrease in the laser pulse duration [7, 8]. A consequence of this development was

shorter scale lengths, enabling the laser to interact with the peak target density. It

was then discovered that the laser resonantly excites electron oscillations around the

critical density; some of these electrons are subsequently pushed into the skin depth,

where the restoring force of the laser is weaker, enabling them to propagate deep into

the plasma [9–12]. This leads to a bulk transfer of laser energy to dense regions of the

plasma, which previously could not be accessed with long pulse lasers.

This coupling of laser energy to the plasma species generates a population of en-

ergetic electrons, whose temperature scales as a function of the laser irradiance, ILλ
2
L,

which is the product of the laser intensity (IL) and wavelength (λL) [13, 14]. These hot

electrons were at the fore-front of laser-plasma interactions for many years, due to their

potential application in the fast ignition approach to inertial confinement fusion. Due

to the high energy, and therefore low collisional cross-section of these electrons, it was

believed they could be applied to penetrate deep into a compressed hydrogenic target,

heating it to the required temperature of ∼10 keV necessary to ignite thermonuclear

fusion [15, 16]. The acceleration of hot electrons through solid targets induces ion accel-

eration, by mechanisms such as the target normal sheath acceleration (TNSA) scheme,

which has been studied extensively in Refs. [15, 17–19]. In this scheme, a fraction

of the hot electrons reach the target rear and subsequently escape, thus leaving a net

positive charge. This leads to an accumulation of electrons at the target rear to screen

the positive charge, establishing a strong electrostatic sheath field, with a magnitude

of TVm−1 [20]. This is sufficient, not only to ionise the target rear surface, but also to

accelerate ions. These ions are emitted in a highly laminar beam with a wide energy

spread [21, 22]. In addition, the spatial distribution of the sheath field means that its

magnitude peaks along the laser axis [23, 24]. Thus, the highest energy ions are emitted

along the laser axis (the target normal direction), whilst the ion beam as a whole has an
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energy-dependent divergence. The maximum ion energy achievable using TNSA scales

with the square root of the laser irradiance [14], thus it is predicted that ion energies in

excess of hundreds of MeV will be generated at upcoming multi-petawatt (PW) laser

facilities.

The focus of this thesis is the production of radiation in laser-solid interactions. For

the intensities at which TNSA is the dominant ion acceleration mechanism (1018−1022

Wcm−2), this radiation may be generated in the form of high harmonics, coherent

synchrotron emission, or terahertz (THz) emission. The interaction of relativistic pi-

cosecond (ps) duration pulses with solid targets has demonstrated the generation of

XUV and X-ray harmonic radiation, via the relativistic oscillating mirror process [25–

28]. Here, the relatively long ps-scale pulse induces a scale length, such that the laser

can then drive oscillations at the critical density. The laser light reflecting off this

‘oscillating mirror’ is strongly Doppler-shifted, leading to the generation of high order

harmonics & 100th order, which for a 1054 nm laser corresponds to XUV emission

[29, 30]. In the case of ultra-short scale lengths, it has been demonstrated that XUV

radiation is produced via the process of coherent synchrotron emission [31]. This is

caused by the acceleration of nanobunches of electrons through the target, produc-

ing a synchrotron-like harmonic spectrum. Finally, the generation of THz radiation,

which falls in the frequency range between microwaves and IR in the electromagnetic

spectrum, has been demonstrated from laser-solid interactions. This radiation has ap-

plications in homeland security, as well as for probing the internal structure of crystals,

and as a non-invasive medical imaging technique. There is still debate as to the ex-

act mechanism by which this radiation is produced in laser-solid interactions, however

proposed mechanisms include: low frequency emission due to lateral electron trans-

port along the target surface [32, 33], emission caused by the ponderomotively induced

space-charge force [34] and coherent emission from electrons accelerated through the

target rear surface [35, 36]. Later chapters of this thesis will demonstrate the genera-

tion of radiation in the form of higher order transverse electromagnetic modes, at the

laser frequency and second harmonic frequency, caused by electron bunches accelerated

through a thin foil target.

A promising development in the field of laser-solid interactions is the prospect of

directly accelerating targets via radiation pressure from ultra-intense laser pulses. As

early as 1966, it was proposed that radiation pressure from a laser could be used to
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drive a ‘sail’ to relativistic velocities, offering a means of interstellar transport [37]. It

was later discovered that the equation of motion describing such a sail can be applied

to the field of laser-solid interactions [38]. There has been substantial interest in us-

ing radiation pressure to accelerate ions in recent years, due to the high mechanical

efficiency of such a process, and the prospect of generating quasi-monoenergetic ion

bunches, which have applications in proton oncology [39] and radiography [40, 41].

In addition, it is predicted that the maximum ion energy in the regime of radiation

pressure acceleration (RPA) scales with the laser irradiance, as opposed to the square

root of the irradiance as is the case for TNSA. To-date, signatures of RPA have been

observed in laser-solid interactions, but for this to become the dominant acceleration

mechanism it is necessary to suppress the expansion of the target via the coupling of

laser energy to the plasma electrons [42]. The direct acceleration of ions via radiation

pressure requires intensities exceeding 1024 Wcm−2. At current intensities, the ions

are accelerated in the electrostatic fields generated as a result of the electrons being

preferentially accelerated by the laser. If RPA is to become the dominant ion acceler-

ation mechanism however, intensities beyond the current frontier will be required. For

example, the threshold intensity at which RPA dominates over TNSA is predicted in

Ref. [43] to be ≥ 1023 Wcm−2.

The discussion thus far has only considered interactions in which the solid target

remains opaque to the laser throughout the entirety of the interaction. With the advent

of relativistic laser pulses, it has become possible for the target to undergo a process

known as relativistic self-induced transparency [44–48]. In this case, a combination of

relativistic electron motion in the laser fields, and heating of the target during irradi-

ation with an ultra-intense laser pulse, causes a region of plasma within the focal spot

of the laser to become transparent to the laser light. The transmitted laser light may

then influence the motion of electrons accelerated through the target, enabling some

degree of control over the charge contained within the electron bunch, as well as its

dynamics [49]. Transparency has become an active area of research in recent years,

due to its implications for ion acceleration. It is predicted that this process will limit

the efficiency of RPA, given that the laser will penetrate into the target and interact

with electrons in the bulk, as opposed to reflecting off the target surface and driving

it via radiation pressure. This direct interaction of the laser with the bulk electrons

may, however, lead to additional ion acceleration mechanisms which are enhanced by
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the process of transparency, such as those described in Refs. [50–53]. The onset of

transparency during laser-solid interactions is a recurring theme within this thesis. As

higher laser intensities are achieved, it will be possible for targets which are initially

extremely dense (with electron number density hundreds of times greater than the

critical density) to undergo transparency. In addition, this process is predicted to be

strongly influenced by quantum electrodynamics (QED) effects [54] for laser intensities

≥ 1022 Wcm−2. An aim of this thesis is therefore to investigate transparency effects at

currently available laser intensities, and to predict how these effects will be impacted

by QED at upcoming laser facilities.

1.2 QED effects in laser-solid interactions

At the intensities for which RPA becomes the dominant ion acceleration mechanism,

the theory of QED predicts that the emission of high energy radiation will begin to

influence the collective electron dynamics within the system. There are two main QED

processes which must be considered in the context of laser-plasma interactions; the first

is the emission of high energy radiation by accelerating electrons, which is necessarily

accompanied by a back-reaction force. The second effect is the production of electron-

positron pairs via the interaction of this high energy radiation with either the strong

laser fields, or the Coulomb fields from the nuclei of targets with a high mass number.

There are two important questions which must now be addressed; when do these QED

effects become important, and what is their impact on the laser-plasma interaction?

1.2.1 When do QED effects become important?

To answer this first question, it is necessary to introduce the concept of the QED critical

field (sometimes called the Schwinger field, after Julian Schwinger, one of the founding

fathers of QED) [55]. This is the field strength at which QED becomes non-linear; the

energy density associated with such a field is strong enough to pull electron-positron

pairs from the vacuum. This fundamentally changes the properties of the vacuum, such

that electromagnetic waves propagating through it may be scattered. This also marks

the point at which perturbation theory is predicted to break down, and marks a frontier

of our current knowledge of theoretical physics. A simple estimate of the magnitude of

the Schwinger field is obtained by equating the work done by the electromagnetic field,
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over a distance equal to the Compton wavelength, λ̄c = ~/mec, to the rest mass of the

electron, mec
2:

ESch =
m2
ec

3

e~
= 1.6× 1016 Vcm−1 (1.1)

Equivalently, this can be stated in terms of an intensity, as follows:

ISch =
1

2
ε0cE

2
Sch = 4.6× 1029 Wcm−2 (1.2)

As discussed, the current intensity frontier sits at around 1022 Wcm−2, with upcoming

laser facilities expected to achieve focused intensities of ∼1023 Wcm−2 within the next

few years, and facilities in the distant future planning to produce peak intensities around

1025 Wcm−2. Even the highest planned intensities are thus four orders of magnitude

below the Schwinger limit, which raises the question of why it is important to study

QED effects at the present time.

It has been demonstrated that lasers operating at the current intensity frontier can

accelerate electrons up to GeV energies, via the process of laser wakefield acceleration

[56, 57]. If these are then collided in a head-on geometry with an ultra-intense laser

pulse, the magnitude of the electric field in the electron rest frame is Doppler-shifted,

such that the electron experiences a boosted intensity. The importance of QED effects

are therefore expressed in terms of a Lorentz invariant parameter, χe, which measures

the ratio of the magnitude of the electric field in the electron rest frame, to that of the

Schwinger field. For a head-on collision between a relativistic electron beam (where

the electron energy γemec
2 is characterised by the electron Lorentz factor, γe) and an

ultra-intense laser pulse, this parameter is expressed in practical units as:

χe ∼ 0.1

(
γemec

2

500 MeV

)(
IL

1021 Wcm−2

)1/2

(1.3)

Therefore, during the interaction of a 5 GeV electron beam with a laser pulse at the

current intensity frontier, the electric field experienced in the electron rest frame will be

the same order of magnitude as the Schwinger field. In principle, it is therefore possible

to study non-linear QED effects at present laser facilities. In reality, conducting such

an experiment is a difficult task. Both the accelerated electron beam and the colliding

laser pulse experience temporal and spatial fluctuations, making it difficult to optimise

the overlap between the two, and therefore to maximise the amplitude of QED effects.
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A similar effect can be exploited during laser-solid interactions, in order to boost

the electric field strength of the laser in the electron rest frame. During the interaction

with an initially highly overdense target, the leading edge of an ultra-intense laser pulse

is reflected from the target surface, producing a standing wave as it interferes with the

remainder of the incoming pulse. Electrons oscillating in this standing wave experience

an enhanced intensity, increasing the probability of observing QED effects. In general,

higher laser intensities than are available at present are required to observe QED effects

in laser-solid interactions, given that the electrons are not accelerated to GeV energies

as is the case for beam-beam interactions.

1.2.2 Why are QED effects important in laser-solid interactions?

Having demonstrated that QED effects are important in laser-plasma interactions at

the current intensity frontier, it is fitting to discuss the impact of these effects on the

plasma dynamics. The immediate consequence of electron oscillations in ultra-intense

laser fields is the generation of prolific synchrotron-like radiation. This is emitted in

the form of high energy photons, which carry away a significant fraction of the electron

energy. As a result of photon emission, a back-reaction force acts on the electron, so-

called ‘radiation reaction’ (RR). Numerical studies have demonstrated that RR leads

to enhanced coupling of the laser energy into high energy radiation. For example, in

Refs. [58, 59] it is predicted that 10% of the laser energy will be converted in to γ-ray

radiation during the interaction of a laser pulse at an intensity of 4×1023 Wcm−2 with

thick aluminium foils, which are likely to be employed on experimental campaigns.

This enhanced radiation production comes at the cost of a lower laser-to-ion energy

conversion efficiency [60, 61], which may in turn limit the efficiency of laser-induced

ion acceleration mechanisms, such as RPA. For thick targets, RR is known to reduce

the target velocity, a result which was demonstrated in Refs. [62, 63]. Thus RR is

predicted to slow the scaling of the maximum ion energy with increasing laser intensity

in the RPA regime. This has important consequences for proposed applications of ion

acceleration, such as proton oncology, which requires ion energies in the range 200-250

MeV [64].

The radiation produced in ultra-intense laser-solid interactions is typically of high

enough energy to induce electron-positron pair-production. To-date, pair-production

has been observed via the scattering of such high energy photons off the Coulomb
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fields of high-Z nuclei. It will be possible to probe more fundamental pair-production

mechanisms at upcoming laser facilities, in which the high energy γ-ray photons in-

teract directly with the laser fields. Pair-production means that the laser energy is

increasingly coupled to electrons and positrons, again reducing the laser-to-ion energy

conversion efficiency. In Ref. [58], it is predicted that at a laser intensity of 1024

Wcm−2, up to 40% of the laser energy is converted to γ-rays, with a further 10% con-

verted into electron-positron pairs. The impact of pair-production on ion acceleration

mechanisms within thick targets was demonstrated theoretically in Ref. [65] and later

demonstrated numerically in Ref. [66]. These studies suggest that the production of

a dense pair-plasma at the laser-target interface shields the target from the peak laser

fields, therefore reducing the efficiency of ion acceleration. It is proposed that the

ion energy is reduced by up to 50% for an incident intensity of 5 × 1024 Wcm−2 [66].

There is also the possibility that the electron-positron pairs produced in laser-solid

interactions will emit further high energy photons as they are accelerated in the laser

fields, which then trigger additional pair-production events. This process is known

as an electromagnetic cascade, and is perhaps the most troubling QED effect for the

future development of ultra-intense laser pulses. This process may place a limit on

the maximum achievable intensity, given that it is predicted to rapidly deplete a laser

pulse with intensity approaching the Schwinger limit, and can be seeded from a single

electron accelerated within the fields of an ultra-intense laser pulse [67].

1.2.3 Applications of QED processes in laser-solid interactions

Potential applications of the aforementioned QED processes which occur in laser-solid

interactions are discussed in this final section. Whilst the enhanced coupling of laser en-

ergy to high energy radiation is detrimental to ion acceleration mechanisms, it opens up

a range of new applications for ultra-intense laser-solid interactions. The synchrotron-

like radiation emitted during such interactions is in the form of a compact beam, with

an opening angle inversely proportional to the Lorentz factor of the radiating electrons.

The divergence of such a beam can be further reduced through the application of strong,

self-generated magnetic fields within the target, such that a divergence half-angle ≤10◦

may be achieved (an idea which is explored further in chapter 7). In addition, the

average energy of photons within the emitted γ-ray beam may be enhanced via the

relativistic Doppler effect, which can be tuned via the choice of laser and target param-
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eters. Thus laser-solid interactions can be employed to generate sources of radiation

with a brightness of ∼1024 ph·s−1·mm−2·mrad−2·(0.1% bandwidth)−1 [68, 69]. This

brightness is comparable to conventional synchrotron sources, however the average

photon energy (∼10 MeV) is an order of magnitude higher. It is possible that the radi-

ation generated via laser-solid interactions could edge in on the territory of conventional

synchrotron sources, with potential applications including: macro-molecular imaging,

structural analysis of stress and strain in materials, and non-destructive probing of

palaeontological and archaeological samples [70].

These bright γ-ray beams can also be exploited to investigate pair-production mech-

anisms. Whilst pair-production is, again, detrimental to the efficiency of ion accelera-

tion, it is a research topic of great importance in the fields of theoretical physics and

astrophysics, for example. The collision of two of the aforementioned γ-ray beams, at a

high angle of incidence, may enable the first observation of pair-production via the lin-

ear Breit-Wheeler process [71, 72], which is important in the dynamics of active galactic

nuclei, stellar winds, and pulsars. Alternatively, the interaction of such a γ-ray beam

with counter-propagating laser pulses may generate electron-positron plasmas with a

sufficiently high density that collective effects can be observed, thus enabling labora-

tory astrophysics experiments to be conducted [4, 73]. Such experiments may aim to

address fundamental questions in astrophysics, such as determining the mechanism by

which γ-ray bursts occur in neutral electron-positron plasmas, and investigating the

generation of cosmic rays from Fermi acceleration within such a plasma [5].

1.3 Thesis outline

The unifying theme of this thesis is the generation of radiation via laser-solid interac-

tions. The results of both experimental and numerical investigations of the properties

of this radiation are presented. These studies cover a range of laser intensities and

target thicknesses; from experimental investigations at current laser intensities (1020

Wcm−2) with ultra-thin foils, through to numerical studies of the interaction of ultra-

intense laser pulses (≥ 1023 Wcm−2) with micron thick slabs of plasma. The structure

of this thesis is as follows:

• Chapter 2 - Explores the dynamics of a single electron moving in an electro-

magnetic field, including QED effects such as RR and pair-production.
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• Chapter 3 - Investigates the collective electron dynamics, and the propagation

of electromagnetic waves, within a plasma.

• Chapter 4 - The experimental and numerical tools employed to obtain the data

presented in this thesis are described, along with a review of the technology which

will enable upcoming, ultra high intensity laser facilities to be realised.

• Chapter 5 - The first results chapter of this thesis details experimental and

numerical investigations of relativistic transparency and mode conversion in the

light detected at the rear of ultra-thin foils, interacting with laser pulses at in-

tensities of ∼1020 Wcm−2. The key result of this chapter is the demonstration of

high intensity, radially polarised mode generation, at the laser second harmonic

frequency.

• Chapter 6 - A numerical and analytical investigation of RR and relativistic

transparency effects during the acceleration of thin-foil targets, at intensities of

1023 Wcm−2, is presented. It is found that the magnitude of the RR force is

highly sensitive to the target thickness, such that the properties of the emitted

radiation, and the target dynamics, may be controlled.

• Chapter 7 - The properties of the radiation emitted via the interaction of

an ultra-intense laser pulse with a thick plasma slab are explored, leading to the

generation of a compact γ-ray beam. This beam then interacts with dual counter-

propagating laser pulses, in various geometric configurations, to induce non-linear

pair-production. This two-stage interaction scheme is demonstrated to produce a

higher number of positrons, with an anisotropic energy-angle distribution, com-

pared to conventional configurations.

• Chapter 8 - Finally, the results of chapters 5, 6 and 7 are summarised, and

potential future work is discussed, including the possibility of experimentally

testing the predictions of chapters 6 and 7 at upcoming multi-PW laser facilities.
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Chapter 2

Theory: Single electron motion

in electromagnetic fields

2.1 Classical electrodynamics

Describing ultra-intense laser-plasma interactions, in terms of the collective electron

dynamics within the electromagnetic fields of a laser is a difficult task. It is often more

informative to first consider the relatively simple case of a single electron moving in

an electromagnetic plane wave, which will be the focus of this chapter. The relevant

equations are then Maxwell’s equations, which describe the generation of electric and

magnetic fields from sources of charges and current density, and the Lorentz force equa-

tion of motion, which describes the motion of a charged particle in an electromagnetic

field. The starting point is to write down Maxwell’s equations, as follows:

∇ ·E =
ρ

ε0
(2.1)

∇ ·B = 0 (2.2)

∇×E = −∂B

∂t
(2.3)

∇×B = µ0j + µ0ε0
∂E

∂t
(2.4)

First, Eqn. (2.1) describes the generation of an electric field from a source of charge

density, ρ, where ε0 is the vacuum permittivity. Eqn. (2.2) represents the conservation

of magnetic flux, whilst Eqn. (2.3) describes the relation between spatially varying

electric fields and temporally varying magnetic fields. Finally Eqn. (2.4) shows how
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electric current leads to the generation of magnetic fields, where µ0 is the vacuum

permeability.

The motion of a charged particle in an electromagnetic field is described by the

Lorentz force equation of motion, which is written:

dp

dt
= q(E + v ×B) (2.5)

where v and q denote the velocity and the charge of the particle, respectively. The

momentum is given by p = γmev, where me is the mass (in this case the electron

mass), γ = (1 − β2)−1/2 is the Lorentz factor, and β = v/c is the velocity normalised

to the speed of light. From Eqn. (2.5), the v × B term can be neglected in the case

where v � c, such that the electron undergoes oscillations in the direction of the electric

field. The v ×B force introduces a drift term to the electron motion, which becomes

significant as v → c, and is described in detail in section 2.1.2.

Maxwell’s equations can be reformulated as a wave equation, whose solutions are

electromagnetic waves which propagate at a characteristic speed, c = (ε0µ0)−1/2, which

also turns out to be the speed of light. This can be shown by taking the curl of Eqn.

(2.3), as follows:

∇× (∇×E) = − ∂

∂t
(∇×B) (2.6)

∇(∇ ·E)−∇2E = − ∂

∂t
(∇×B) (2.7)

To obtain solutions for waves propagating in vacuum, it is assumed that there is no

charge or current density. Substitution of Eqns. (2.1) and (2.4) into the above expres-

sion yields the following wave equation:

∇2E =
1

c2

∂2E

∂t2
(2.8)

This equation may be solved using the method of characteristics, such that the general

solution (in 1D) is a superposition of functions of the form f(x, t) = f(x±ct), traveling

in the positive and negative directions. A particular solution to Eqn. (2.8) is the plane

wave. This is a monochromatic wave (i.e. composed of a single frequency), whose

amplitude is described by sinusoidal oscillations, and whose wave fronts are infinite,
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parallel planes. A 3D plane wave solution may be written as follows:

E(r, t) = E0 cos(k · r− ωt− ψ) (2.9)

where r is the Cartesian position vector and E0 is the amplitude of the wave. The

direction of wave propagation is defined by the wave vector, k, whose magnitude is given

by |k| = 2π/λ. The angular frequency of the wave is ω, the wavelength is λ, and the

term ψ is a phase shift. It is typically easier to manipulate the plane wave solutions by

expressing them using the polar representation. This produces the following solutions

to Maxwell’s equations (in Fourier space), which describe the propagation of electric

and magnetic waves in vacuum:

E(r, t) = E0 exp[i(k · r− ωt− ψ)] (2.10)

B(r, t) = B0 exp[i(k · r− ωt− ψ)] (2.11)

In the above expressions, the amplitudes of the fields are related to the real parts of

E(r, t) and B(r, t). From the plane wave solutions, it is possible to determine the

relative orientation and magnitudes of the electric and magnetic fields. Substituting

the plane wave solutions into Maxwell’s equations (in vacuum) yields:

ik ·E = 0 and ik ·B = 0 (2.12)

ik×B =
−iω
c2

E ⇒ |B| = |E|
c

(2.13)

where the wave vector is expressed in terms of the unit normal vector, such that k =

kn̂. From Eqn. (2.12) it is clear that the electric and magnetic fields are mutually

perpendicular, and also perpendicular to the direction of wave propagation, whilst

Eqn. (2.13) indicates that the magnitude of the magnetic field is weaker than that of

the electric field, by a factor c.

Finally, it is useful to define the intensity of an electromagnetic wave, which is

given by the Poynting vector, S(r, t) = E ×B/µ0. This vector describes the intensity

in terms of the instantaneous values of the electric and magnetic fields, which, in the

case of a laser pulse, vary sinusoidally over a laser period. It is therefore more useful

to average the Poynting vector over a laser cycle, which provides the average intensity.
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Substituting the real parts of Eqns. (2.10) and (2.11) into the Poynting vector yields:

|S(r, t)| = |E0|2

µ0c
cos2(k · r− ωt− ψ) (2.14)

Averaging this over a laser cycle, 〈cos2(x)〉 = 1
2π

∫ 2π
0 cos2(x)dx = 1/2,yields 〈|S|〉 =

IL = ε0cE
2
0/2, where IL is the laser intensity. The magnitude of the electric field is

typically normalised using the parameter a0, defined as follows:

a0 =
eE

mecω
∼ vosc

c
(2.15)

where vosc is the velocity of electron oscillations in the laser field. The relation a0 ∼

vosc/c only holds for non-relativistic motion, where the contribution from the v × B

force is negligible. From this relation, however, it is immediately clear that the electron

motion becomes relativistic when a0 ≥ 1. This condition can be re-stated as:

a0 =
e

mecω

(
2IL
ε0c

)1/2

∼ 0.85

(
ILλ

2[Wcm−2µm2]

1.37× 1018

)1/2

≥ 1 (2.16)

The above condition defines a threshold irradiance (ILλ
2), beyond which the electron

motion becomes relativistic. The threshold also depends on the incident laser polarisa-

tion; for linear polarisation, averaging over a laser period results in a reduction of the

a0 value by a factor
√

2 compared to circular polarisation.

2.1.1 Polarisation of plane waves

A key property of light which can, for example, be used to infer information about

laser-plasma interactions, is the polarisation. The aim of chapter 5 is to measure the

polarisation state of the light detected at the rear of ultra-thin foil targets, whilst the

influence of polarisation on high-field physics effects, such as radiation reaction and

pair-production, is explored in chapters 6 and 7. It is therefore necessary to introduce

the concept of polarisation in this section, and describe how it affects the motion of

electrons.

The polarisation of a plane wave describes the orientation of the electric field oscil-

lations. Light is considered to be polarised if the electric field oscillations are confined

to the same plane during propagation of the wave. On the other hand, for unpolarised

light the electric field oscillates in many different directions, and can thus be considered
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a superposition of many randomly oriented polarised waves. The total electric field vec-

tor for an unpolarised wave therefore changes direction (outwith the polarisation plane)

rapidly throughout the course of its propagation. To describe the polarisation state of

light, consider an orthogonal basis, in which the wave vector is aligned with the x axis.

It follows from Eqn. (2.12) that the electric field only has components in the y-z plane,

the so-called ‘polarisation plane’. For any point along the wave propagation direction,

the total electric field is then composed of two orthogonal components, described as

follows:

E(r, t) = E0,y cos(φ+ φy)ŷ + E0,z cos(φ+ φz)ẑ (2.17)

where φ = k · r−ωt is the phase, and φy−φz describes the difference in phase between

the two components of the electric field. The amplitudes of these two components are

given by E0,y, E0,z, and are related by the following trigonometric identity (for more

details see Ref. [74]):

sin2(φy − φz) =

(
Ey
E0,y

)2

+

(
Ez
E0,z

)2

− 2

(
Ey
E0,y

)(
Ez
E0,z

)
cos(φy − φz) (2.18)

where Ey = E0,y cos(φ + φy), with Ez defined in the same way. The polarised wave is

then described by two key parameters; the ratio of the magnitudes of the two electric

field components, and their relative phase. From Eqn. (2.18), it can be seen that the

total electric field vector traces out an ellipse in the polarisation plane, the so-called

‘polarisation ellipse’. The polarisation state is then quantified by the ratio of the semi-

minor to the semi-major axis (which is related to the ratio of the magnitudes of the

electric field components), and the angle between the semi-major axis and one of the

axes in the polarisation plane. This ellipse is illustrated in Fig. 2.1.

In general, the semi-minor and semi-major axes of the polarisation ellipse will be

rotated through some angle, θ, with respect to the axes of the polarisation plane. In

this case, it is useful to express the electric field components with respect to the rotated

co-ordinates (y′ and z′), as shown in Eqns. (2.19) and (2.20), below.

Ey = E′y cos θ − E′z sin θ (2.19)

Ez = E′y sin θ + E′z cos θ (2.20)

The rotation angle can subsequently be expressed in terms of the ratio of the amplitudes

16
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E0,z

E(X,t)

Figure 2.1: Representation of polarised light using the polarisation ellipse. The key parameters
of the ellipse are related to the ratio of the magnitudes of the two electric field components in
the polarisation plane, and their relative phase.

of the field components, α = E0,y/E0,z, such that tan 2θ = cos(φy − φz) tan 2α. Any

polarisation state which can be visualised using the aforementioned ellipse is referred

to as elliptically polarised, however there are two special cases which are frequently

referred to in this thesis. The first is linear polarisation, in which (φy − φz) = 0 or

nπ. The elliptical relationship described by Eqn. (2.18) then becomes linear, and the

characteristic angles are related by θ = α. Thus the electric field vector oscillates purely

along the semi-major axis of the ellipse, as illustrated in Fig. 2.2 (b). The second case

of interest is when the magnitude of the two electric field components are equal, and

the relative phase between these components is (φy − φz) = nπ/2. The total electric

field vector therefore traces out a circle in the polarisation plane, leading to circular

polarisation. Again, this is illustrated in Fig. 2.2 (c).

2.1.2 Single electron motion in a plane wave

It is now possible to describe the motion of a single electron oscillating in a polarised,

electromagnetic plane wave, propagating along the positive x axis. The motion is de-

scribed by a combination of the Lorentz force equation (Eqn. (2.5)) and the relativistic
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� /2

Elliptical Linear Circular

Figure 2.2: Illustration of elliptical polarisation (a), and two special cases, linear (b) and cir-
cular (c) polarisations. The representation of these states is additionally illustrated using the
polarisation ellipse.

energy equation, which is obtained by taking the scalar product of Eqn. (2.5) with the

electron velocity.
1

2

d

dt
(γmev

2) = −e(v ·E) (2.21)

The electric field in which the electron oscillates is described in terms of the vector

potential, as follows:

A = (0, δa0 cosφ, (1− δ2)1/2a0 sinφ) (2.22)

where a0 = eE/mecω is the normalised amplitude of the laser vector potential, and δ

is a term which describes the polarisation state, such that δ = 0 corresponds to linear

polarisation along the z axis, δ = ±1 corresponds to linear polarisation in the y axis,

and δ = ±1/
√

2 describes the circular right and left handed polariation states. The

symbol φ denotes the phase.

The electromagnetic fields are expressed in terms of the vector potential, such that

E = −∂A/∂t and B = ∇ × A. It is also important to note that in the proceeding

analysis, the momenta are normalised, such that p ≡ |p|/mec, and the vector potential

is similarly normalised to A ≡ e|A|/mec. Following the method presented in Ref. [6],

the first step in determining the electron motion is to decompose the Lorentz force

and energy equations into the longitudinal (along the x axis) and transverse (in the
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y-z plane) components. Such a decomposition is useful as it enables the motion in

the polarisation plane to be decoupled from the motion along the wave propagation

direction. Starting with the transverse equation, the magnetic field components are:

B =

(
0,−∂Az

∂x
,
∂Ay
∂x

)
(2.23)

Leading to the following expression for the transverse Lorentz force:

dp⊥
dt

=
∂A

∂t
− vx

∂Ay
∂x
− vx

∂Az
∂x

(2.24)

Integrating this equation provides the first constant of motion, p⊥ − A = c1. Subse-

quently, the second constant of motion is obtained by simultaneously solving the energy

and longitudinal Lorentz force equations. These are written as follows:

dγ

dt
= −vy

∂Ay
∂t
− vz

∂Az
∂t

(2.25)

dp‖

dt
= vy

∂Ay
∂x

+ vz
∂Az
∂x

(2.26)

dγ

dt
−
dp‖

dt
= −vy

(
∂Ay
∂t

+
∂Ay
∂x

)
− vz

(
∂Az
∂t

+
∂Az
∂x

)
(2.27)

Subtracting Eqn. (2.26) from (2.25) yields Eqn. (2.27), above. Given that the electric

field is a plane wave propagating along the x direction, it follows that (x − ct) is

a constant, and the right hand side of Eqn. (2.27) vanishes. This enables the second

constant of motion to be determined by integrating the left hand side, such that γ−p‖ =

c2. Using the definition of the normalised relativistic momentum, γ2 = 1 + p2
⊥ + p2

‖,

this relation may be re-written:

p‖ =
1− c2

2 + p2
⊥

2c2
(2.28)

To evaluate the trajectory of the electron, in the laboratory frame of reference, the

constants of motion are first determined by the initial conditions. It is assumed that

the particles start from rest, such that c1 = 0 and c2 = 1. The set of equations

describing the momenta, in the laboratory frame of reference (denoted by subscript
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lab), are as follows:

px,lab =
a2

0

4
(1 + cos 2φ(2δ2 − 1)) (2.29)

py,lab = δa0 cosφ (2.30)

pz,lab = (1− δ2)1/2a0 sinφ (2.31)

which can be integrated to yield expressions for the electron trajectory in the laboratory

frame of reference.

xlab =
a2

0

4

[
φ+ (2δ2 − 1)

sin 2φ

2

]
(2.32)

ylab = δa0 sinφ (2.33)

zlab = −(1− δ2)1/2a0 cosφ (2.34)

There are a number of interesting points to note about the above sets of equations. First

examining the set of equations describing the momenta, it is clear that the longitudinal

momentum is proportional to a2
0, whilst the transverse momentum is proportional to

a0. Looking to the equations which describe the electron trajectory, Eqn. (2.32) shows

that the electron motion in the longitudinal plane oscillates at twice the frequency of

the motion in the polarisation plane. Another interesting feature of this equation is

that it has a non-oscillatory component. This term is proportional to φ, and therefore

grows with time, leading to a drift of the electron along the propagation direction. The

trajectory described by the above equations is plotted in Fig. 2.3 for increasing values

of the electric field strength (normalised to a0). The electric field in Fig. 2.3 is linearly

polarised in the y direction, however it is clear that the same motion arises in the x-z

plane if the electric field is instead linearly polarised in the z axis.

Since the electron position drifts in the laboratory frame of reference, it is often

convenient to evaluate the electron motion in its rest frame. To achieve this, the

longitudinal momentum is set to zero and the drift motion necessarily vanishes; this

amounts to setting p‖ = 0 in Eqn. (2.28), and c1 = 0, such that the second constant of

motion becomes c2 = 1+A2. From this expression, the vector potential is averaged over

a laser period, so the oscillating terms may be simplified to 〈cos2 φ〉 = 1/2. It is then

assumed that, since the electric field is linearly polarised, c2 = γ ∼
√

1 + a2
0/2. This

enables the relation between the longitudinal and transverse momenta to be expressed
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Figure 2.3: Plot of the trajectory of a single electron moving in a linearly polarised plane wave,
in the laboratory frame (left) and the electron rest frame (right). The colours correspond to a0
values of 0.5 (blue), 1 (orange) and 5 (yellow). Note that due to the normalisation used in the
left hand plot, the trends appear to reverse between the two reference frames.

as:

p‖ =
p2
⊥ − a2

0/2

2γ
(2.35)

The trajectories in the rest frame (denoted by a subscript, rest) are then obtained by

integrating Eqn. (2.35), producing the following set of equations:

xrest =

(
δ2 − 1

2

)
a2

0

4γ2
sin 2φ (2.36)

yrest =
a0

γ
sinφ (2.37)

zrest = −a0

γ
(1− δ2)1/2 cosφ (2.38)

For the case of a linearly polarised electric field, such that δ = 1, the trajectory in the

electron rest frame is the well-known figure-of-eight trajectory, which drives oscillations

along the propagation direction, at twice the wave frequency. This is illustrated in Fig.

2.3 for a range of a0 values. If the plane wave is instead circularly polarised, the

trajectory in the rest frame is simply a circular orbit.
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Figure 2.4: Plot of the spatial intensity distribution of a fundamental Gaussian (TEM00) mode,
normalised to its maximum value. (b) Illustration of the ponderomotive force exerted by the
TEM00 mode. The arrows indicate the magnitude and direction of the ponderomotive force,
which pushes electrons from regions of high to low intensity.

2.1.3 The ponderomotive force

The preceeding section detailed the motion of a single electron in an electromagnetic

plane wave. However, the electric fields associated with realistic laser pulses have finite

spatial and temporal profiles, which give rise to steep gradients in the intensity [75–

78]. These gradients are particularly important in the case of tight focusing, and short

(femtosecond duration) laser pulses, leading to the rapid ejection of electrons from the

laser focal spot. The effects of these gradients in the spatial distribution of the laser

intensity will be explored in this section.

During the interaction of a single electron with a spatially homogeneous plane wave,

the electron will oscillate in the plane of the electric field, always returning to its starting

position at the end of the wave cycle. In this configuration, it is not possible for the

electron to gain net energy from the laser [79, 80]. However, if the laser electric field is

spatially inhomogeneous, the situation is very different. During the initial interaction,

the electron oscillates in the polarisation plane, where the ponderomotive force pushes it

into a region of lower intensity. At this position, when the laser fields reverse direction,

the restoring force on the electron is weaker than it was at its starting position, due to

the spatial gradient in the electric field. The electron therefore does not return to its

starting position, and can gain net energy from the laser pulse. This effect accumulates

over the course of many laser cycles, with the electron being pushed into regions of
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progressively weaker field strength, resulting in an overall drift of the electron out of

the laser focal spot, where the fields are strongest.

It has been proposed that the ponderomotive force can be employed as an electron

acceleration mechanism, as opposed to merely inducing a drift in the electron velocity.

For example, in Ref. [81] it is demonstrated that the component of the ponderomotive

force along the laser propagation direction drives electrons from the focal spot, such

that they can gain net energy from the laser. For an a0 ≥ 1, energy gains of ≥MeV

can be realised. However, this study assumes that the Rayleigh range of the laser is

much larger than the focal spot size, therefore enabling the effect of a changing beam

waist to be neglected. In Ref. [82], an additional case is considered in which the focal

spot is comparable in size to the laser wavelength. This leads to the same MeV gain in

electron energy, which is found to scale linearly with a0 for a0 ≥ 2. The ponderomotive

force can be therefore be employed as an acceleration mechanism, such that tightly

focused laser pulses may generate MeV electrons in a forwards directed beam.

In the non-relativistic case, the average energy associated with an electron oscillat-

ing in a laser field, over the course of a laser period, is the so-called ‘quiver potential’,

written as follows:

Up =
1

2
mev

2
osc =

e2

2meω2
L

〈E2〉 (2.39)

where vosc = eE/meωL is the velocity of electron oscillations in the laser electric field

and ωL is the laser frequency. An expression for the ponderomotive force is then

obtained by taking the gradient of the quiver potential:

Fp = − e2

2meω2
L

〈∇E ·E〉 = − e2

4meω2
L

〈∇E2〉 (2.40)

The above expression demonstrates that the ponderomotive force is independent of the

sign of the charge, however it is inversely proportional to the mass of the particle under

consideration, and is therefore much weaker for ions compared to electrons. It is also

important to note that Eqn. (2.40) does not take into account the motion which arises

due to the influence of the magnetic field on the electron, and is therefore restricted to

the non-relativistic regime. In the relativistic formulation, the ponderomotive potential

is written Up = mec
2〈γ〉. This leads to the following expression for the relativistic
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ponderomotive force [6, 83–85]:

Fp = −dUp
dt

= −mec
2∇γ (2.41)

A consequence of the drift acquired by a relativistic electron is that it has components

of its motion in the longitudinal and transverse directions, resulting in the ejection

of the electron from the laser focal spot at an angle with respect to the propagation

direction of the laser. This ejection angle is obtained from energy conservation, as

follows. The relativistic kinetic energy of the electron when it leaves the focal spot is

Ek = (γ − 1)mec
2, which is equal to the kinetic energy imparted to the electron via

interaction with n photons of the laser, with energy ~ωL. In the longitudinal direction,

this yields:

p‖ = n~ωL/c = (γ − 1)mec (2.42)

Then, using the condition derived in Eqn. (2.28), the ejection angle is calculated as

follows:

tan θ =
p⊥
p‖

=

√
2

γ − 1
(2.43)

Given that the average electron Lorentz factor is related to the temporal intensity profile

of the laser, both the ponderomotive force and the ejection angle also have a temporal

dependence. An illustration of the ponderomotive force is provided in Fig. 2.4, in which

the spatial intensity profile of a Gaussian pulse is plotted in panel (a). The arrows in

panel (b) indicate the magnitude and direction of the resulting ponderomotive force; it

is clear that an electron initially located at the origin will be pushed towards regions

of weaker fields.

2.2 Radiation from accelerating charges

It is well established that the acceleration of charged particles leads to the generation

of radiation [86, 87]. Perhaps the first demonstration of this principle was the discovery

of X-rays from electrons accelerated through evacuated glass tubes (or Crookes tubes,

which will be discussed again in the context of the discovery of plasmas) by Rontgen in

1895 [88]. The generation of radiation from accelerating charges has many applications,

from the broadcasting of radio waves in the case of low energy radiation, to the probing

of the structure of matter using synchrotron radiation, in the case of high energy
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Figure 2.5: Illustration of the generation of radiation from an accelerating charge. Initially at
rest, the field lines extend radially outwards from the charge. As the charge accelerates during
a time interval ∆t, the field lines which are at a distance greater than c∆t remain unchanged.
The discontinuity in the field lines produces a tangential component of the electric field, and
leads to the emission of radiation. Adapted from Ref. [91].

radiation.

A rigorous mathematical description of this process is typically obtained using the

method prescribed by Liénard and Wiechart [89, 90], in which the fields associated

with an accelerating point charge, with some motion relative to a distant observer, are

expressed in terms of retarded potentials (see, for example, Ref. [86]). A less rigor-

ous, but more intuitive description is provided in this section, following the arguments

provided in Ref. [91].

The starting point here is to consider a charged particle, initially at rest. The

electric field lines extend radially outwards from the location of the charge, with the

magnitude of the field at some radial distance r given by Er = q/4πε0r
2. If the charge

now accelerates over a time interval, ∆t such that it gains a velocity ∆v, a pulse of

electromagnetic radiation will be generated. The field lines move along with the charge,

however the information that the charge has accelerated (and hence that the field lines

have moved) can only propagate out to a distance c∆t. At distances greater than this,

the field lines remain unperturbed, corresponding to the configuration of the charge at

rest. The field lines must be continuous, in which case there will be some region in

which they are perturbed, as seen in Fig. 2.5. Since the field lines are bent, in a region

of radial extent c∆t, there will be components of the electric field in both the radial

and tangential directions, denoted Er and Et, respectively. The ratio of the fields is as
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follows:
Et
Er

=
t∆v sin θ

c∆t
=
r|a| sin θ

c2
(2.44)

where |a| is the magnitude of the acceleration and t = r/c. The angle θ is the angle

between the observer and the direction of acceleration. The tangential field is then

obtained by substituting the radial field into the above expression, yielding:

Et =
q|a| sin θ
4πε0rc2

(2.45)

The temporal variation of the tangential field as the charge continues to accelerate

leads to the generation of a magnetic field in the perpendicular direction. This pro-

duction of electromagnetic radiation has an associated energy flux, described by the

Poynting vector. The magnitude of the Poynting vector is |S| = |E × B/µ0|, where

the relevant field components are Et and B⊥ = Et/c. The magnitude of the Poynting

vector describes the flux of electromagnetic energy through an area r2dΩ subtending a

solid angle, dΩ, at a distance r along the radial direction. The associated power of the

emitted radiation, Pγ , is written:

Pγr
2dΩ =

q2|a|2 sin2 θ

16π2ε0c3r2
r2dΩ (2.46)

where, to be explicit, Pγ is associated with a loss of energy by the electron. It is then

possible to obtain the total radiated power by integrating over the area, subtended by

solid angle dΩ, and associated with the change θ → θ+dθ. In this case dΩ = 2π sin θdθ,

such that:

Pγ =

∫ 2π

0

q2|a|2 sin2 θ

16π2ε0c3
2π sin θdθ =

q2|a|2

6πε0c3
(2.47)

The total radiated power is a Lorentz invariant parameter. The covariant expression of

Eqn. (2.47) is then obtained by replacing the acceleration vector with the corresponding

4-vector (see appendix for more details). The square of the 4-acceleration is invariant

under a Lorentz transformation, meaning that it does not depend on the observer’s

frame of reference. The square of the 4-acceleration in the observer’s reference frame,

a2, is equated with the same quantity in the rest frame of the charge, s2, (in which it

is assumed the zeroth component is negligibly small) as follows:

− s2 =

(
v · a
c

)2

γ8 −
[
γ2a +

(
v · a
c2

)
γ4v

]2

(2.48)
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which yields the result:

s2 = γ4

(
a2 + γ2

(
v · a
c

)2)
(2.49)

Finally, replacing a2 with s2 in Eqn. (2.47) (i.e. substituting in the square of the

4-acceleration in the rest frame of the charge), and noting that aµ = dvµ/dτ , gives the

covariant formulation of the radiated power [92]:

Pγ =
q2

6πε0c3

(
dvµ

dτ
· dv

µ

dτ

)
(2.50)

=
q2

6πε0c3
γ4

(
a2 + γ2

(
v · a
c

)2)
(2.51)

2.2.1 Radiation from a charge accelerating in a constant magnetic

field

The radiation of most interest in this thesis is the synchrotron radiation generated

by charged particles accelerating in magnetic fields (see section 4.3.3 for details on

why synchrotron radiation is dominant over Bremsstrahlung radiation in simulations

of laser-plasma interactions). To describe the generation of synchrotron radiation, it

is easiest to start from the simple case of a charge accelerating in a constant magnetic

field [86, 91]. The relativistic equation of motion is written:

d

dt
(γmev) = q(v ×B) (2.52)

meγ
dv

dt
+mev

(
v · a
c

)
γ3 = q(v ×B) (2.53)

To obtain the second equation, the relativistic momentum is differentiated via the prod-

uct rule, and the following result substituted: dγ
dt = (v · a/c)γ3. During the motion of

a charge in a constant magnetic field, the velocity and acceleration are always perpen-

dicular, and so the second term on the left of Eqn. (2.53) vanishes. The equation of

motion can then be separated into its perpendicular and transverse components:

meγ
dv‖

dt
= qvB cos θp = 0 (2.54)

meγ
dv⊥
dt

= qvB sin θp = qv⊥B (2.55)

Here, θp = arctan(v‖/v⊥) is the pitch angle, i.e. the angle between the particle velocity

and the magnetic field [91]. From Eqn. (2.54), it is clear that the charge moves along
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the magnetic field direction with a constant velocity. In the perpendicular direction,

Eqn. (2.55) shows that the charge accelerates as it completes circular orbits around

the magnetic field line. The radius of this orbit is obtained by equating dv⊥/dt with

the centripetal acceleration, yielding the Larmor radius, rL = γmev⊥/qB. The total

motion of the charge is then a helical path, centered around the magnetic field direction.

To obtain the radiated power in this case, it is necessary to decompose the square

of the 4-acceleration into its parallel and perpendicular components, as follows:

a2 + γ2(v · a)2 = |a‖|2 + |a⊥|2 + γ2(va‖/c)
2 (2.56)

= |a⊥|2 + |a‖|2γ2 (2.57)

If there is no parallel acceleration (as in the case of Eqn. (2.54)), then the expression

for the synchrotron radiated power is obtained by substituting a⊥ = q|v|B sin θp/meγ

into Eqn. (2.47). The radiated power is then written:

Pγ =
q4γ2B2

6πε0c3m2
e

v2 sin2 θp (2.58)

There are a few important points to note about the emission of synchrotron radiation.

Due to the sin2 θp term in the expression for the radiated power, the distribution of

the radiated power in the rest frame of the accelerating charge is in the form of a

symmetric dipole. In the context of electron acceleration in ultra-intense laser fields,

the electrons acquire relativistic velocities, and so a Lorentz transformation must be

applied to view the radiation in the reference frame of the observer. This transformation

means the radiation experiences a significant relativistic aberration, in which case it

appears beam-like in the frame of the observer. The radiation is viewed when the

velocity of the electron points along the line of sight of the observer, such that it is

contained within a cone of opening angle θ ∼ 1/γ, and thus it appears as a brief pulse.

2.2.2 The synchrotron radiation spectrum

Deriving the spectrum of the synchrotron radiation emitted from a charged particle is a

task which requires a more rigorous approach than the quantitative description provided

in the previous section. Full details of the derivation of the synchrotron spectrum are

provided, for example, in Refs. [86, 93]. Here, the key aspects of the spectrum will be

highlighted.
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In theoretical descriptions of laser-plasma interactions, it is common practice to

assume that the laser field can be treated as a constant, static background field, over

the time scale of the radiation emission. Under this assumption, it is possible to take the

background field to be a static magnetic field [94–97]. The advantage of this approach

is that the rate of photon emission from an electron radiating in such a field is well

known within the context of astrophysics. As such, the synchrotron spectrum can be

obtained by first considering the rate of photon emission from an electron accelerating

in a constant magnetic field, which is given in Refs. [65, 98] as:

d2Nγ

dχγdt
=

√
3αc

λc

cE

B

F (χe, χγ)

χγ
(2.59)

where α is the fine structure constant and λc is the Compton wavelength. The param-

eters χe and χγ parameterise the electron and photon energies, respectively, and are

described in detail in section 2.3.2. The most important aspect for this discussion is

the function, F (χe, χγ), the so-called ‘quantum synchrotron function’, which describes

the shape of the radiated photon spectrum. This function is defined in Refs. [98, 99]

and written as follows:

F (χe, χγ) =
4χ2

γ

χ2
e

yK2/3(y) +

(
1− 2χe

χγ

)
y

∫ ∞
y

K5/3(x)dx (2.60)

where y = 4χγ/[3χe(χe−2χγ)] and K denotes a Bessel function of the second kind. The

quantum synchrotron function only has values when 0<χγ<χe/2, which is equivalent to

the condition that the energy of the emitted photon must be less than the energy of the

radiating electron. This can be seen more clearly by stating that, assuming the photon

is emitted along the direction of the electron momentum, the quantum parameters are

related as follows: χe ∼ χγ~ωγ/γmec
2. The aforementioned restriction on the energy of

the emitted photon leads to a hard cut-off in the energy spectrum, which is illustrated

in Fig. 2.6.

In the above discussion, the quantum nature of the photon spectrum is considered,

i.e. the radiation is assumed to be composed of a finite number of photons. If instead, a

large number of incoherent photons are emitted, it is possible to describe the radiation

using a semi-classical description, in which the radiating electron emits a large number

of photons in a continuous process. The semi-classical regime applies when χγ � χe<1,
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Figure 2.6: Illustration of the classical and quantum synchrotron functions, for a range of χe
values. The red curve is the classical synchrotron function, plotted for a radiating electron with
χe = 1. The blue curve is the quantum synchrotron function for the same χe value. Finally,
the green curve is the quantum synchrotron function for an electron with χe = 10.

such that the classical synchrotron function may be approximated as [98]:

Fcl = yc

∫ ∞
yc

K5/3(x)dx (2.61)

where yc ≡ ω
ωcr

, such that ωcr is the critical frequency (or peak) of the spectrum.

This is related to the frequency of electron oscillations in the laser field (ωr) or, in

this equivalent geometry, the frequency of the electron oscillations in the constant

background magnetic field, such that ωr = |pe × FL|/p2
e and FL is the Lorentz force.

The critical and rotation frequencies are related by ωcr = (3/2)ωrγ
2
e . Thus the semi-

classical synchrotron function may be written:

Fcl =
2

3

ω|p|2

γ3
e |p× FL|

∫ ∞
ω/ωcr

K5/3(x)dx (2.62)

The semi-classical synchrotron function predicts higher photon energies than the quan-

tum function, given that there is no cut-off in energy. These differences are illustrated

in Fig. 2.6, for various energy values of the radiating electron, and their consequences

will be discussed further in section 2.3.2. For classical descriptions of the radiation

it makes sense to consider the spectral intensity of the emitted radiation, as opposed

to the number of photons emitted into a given energy range as in Eqn. (2.59). The

intensity of the synchrotron radiation emitted by a single electron, per unit frequency
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and solid angle, denoted by Iγ , is given by:

dIγ
dωdΩ

=
Pγ
ωcr

δ

(
Ω− pe

|pe|

)
Fcl (2.63)

The delta function in Eqn. (2.63) ensures that the synchrotron radiation is emitted

into a narrow cone, pointing along the direction of the electron momentum, with an

opening angle of ∼ 1/γ, as was discussed in the previous section. Finally, the term Pγ

is the radiated power from a single electron, which is written:

Pγ =
2αc

3λ̄c
mec

2χ2
e (2.64)

2.3 Radiation reaction

It has been demonstrated in section 2.1.2 that the motion of an electron in an electro-

magnetic field is described by the Lorentz force equation of motion, Eqn. (2.5). Whilst

the acceleration of charged particles within an electromagnetic field has been shown

to generate radiation, the Lorentz force equation of motion does not account for the

radiated power of the electron, which is expected to affect its trajectory. The loss of

energy as a result of radiation emission may be interpreted, in the classical framework,

as a back-reaction (or friction) force acting on the electron. Note that the terminology

‘back-reaction’ refers to the fact that the radiation emitted by the electron subsequently

affects its own motion. This back-reaction force is referred to as the radiation reaction

(RR) force [86, 100, 101] throughout this thesis.

Obtaining an equation of motion for a radiating electron, which self-consistently

accounts for the loss of energy via photon emission, remains an outstanding problem

in electrodynamics [102–104]. Whilst many such equations have been posed over the

years, many of these predict unphysical behaviour, or fail to account for the quantum

nature of photon emission. In this section, a brief history of the equations of motion

which attempt to describe RR are presented; from the first formulation by Dirac [100],

through to the widely accepted Landau-Lifshitz equation [101]. Excellent review articles

on RR can be found in Refs. [104, 105].
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Figure 2.7: Illustration of the trajectory of an electron in a constant magnetic field, comparing
the cases with no RR (black), classical RR (red) and quantum RR (blue). The small curved
lines indicate the emission of photons.

2.3.1 The classical radiation reaction force

First, consider the dynamics of an electron in an ultra-intense laser field, such that

a0 � 1. In this case, the photon formation length (the spatial extent of the region in

which radiation is produced, given by `photon ∼ λL/a0) is assumed to be small relative

to the laser wavelength [65, 106, 107]. As discussed, the emission of radiation leads

to the exertion of a back-reaction, or RR force, on the electron. Its trajectory then

depends on both the Lorentz force, and the RR force, as follows [104]:

mea = −e(Eext + v ×Bext) + FRR (2.65)

where Eext,Bext refer to the external electromagnetic fields, in this case associated with

the laser, and FRR is the RR force. For now, only the non-relativistic formulation is

considered.

The RR force term can be evaluated by applying the principle of energy conser-

vation, i.e. the total power radiated by an electron over a given time interval must

be equal to the work done by the RR force. The electron radiated power is given by

Pγ = meτr|a|2, where τr = e2/6πε0mec
3 ∼ 6.2×10−24 s is the radiation time, a param-

eter which corresponds to 2/3 the time it takes for light to cross the classical electron

radius. Energy conservation leads to the following equation:

∫ t1

t0

FRR · vdt = −
∫ t1

t0

Pγdt (2.66)
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Substituting the above expression for Pγ , and integrating the right hand side, yields

the following expression:

−meτr

∫ t1

t0

dv

dt
· dv
dt
dt = −meτr

[
dv

dt
· v
]t1
t0

+meτr

∫ t1

t0

da

dt
· vdt (2.67)

If it is then assumed that the motion is periodic, for example, evaluated at the start

and end of the interaction with an electromagnetic wave, then the first term on the

right vanishes and Eqns. (2.66) and (2.67) are combined to give:

∫ t1

t0

(
FRR −meτr

da

dt

)
· vdt = 0 (2.68)

From the above it is clear that FRR = meτr
da
dt . This leads to a non-relativistic formula-

tion of the electron motion, known as the Lorentz-Abraham equation [108, 109], given

below.

mea = −e(Eext + v ×Bext) +meτr
da

dt
(2.69)

As discussed in Refs. [104, 105], the fact that the classical RR force depends on the time

derivative of the acceleration (or the third order derivative of the electron position),

leads to two interesting cases of unphysical behaviour, known as runaway solutions and

pre-acceleration. For example, in the absence of external fields, Eqn. (2.69) becomes:

mea = meτr
da

dt
(2.70)

which has a solution of a(t) = a(t0) exp(t/τr). This solution grows exponentially on

a time scale of 10−24 s, even in the absence of any external fields to accelerate the

electron; clearly this is unphysical behaviour, known as a runaway solution.

Alternatively, it is possible to solve Eqn. (2.69) using an integrating factor. Multi-

plying this equation through by the factor exp(−t/τr) yields the following differential

equation [102, 104]:

d

dt

[
a exp(−t/τr)

]
= −Fext exp(−t/τr) (2.71)

a = −exp(t/τr)

meτr

∫ t1

t0

Fext exp(−t′/τr)dt′ (2.72)

In which the boundary condition a(t0) → 0 as t0 → ∞ is assumed. Finally, a change
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of variable to s = (t′ − t)/τ enables the above equation to be written as:

a(t) =
1

me

∫ ∞
0

Fext(sτr + t) exp(−s)ds (2.73)

Eqn. (2.73) again demonstrates unphysical behaviour in the Lorentz-Abraham equa-

tion; the acceleration of the electron at some time, t, depends on the force exerted on

it from some future time, t+ sτr. In the upcoming sections, alternative models which

aim to remove the unphysical behaviour inherent in Eqn. (2.69), will be explored.

The Lorentz-Abraham-Dirac (LAD) equation

The LAD equation is the relativistic generalisation of Eqn. (2.69) and was the first co-

variant description of RR. This was derived by Dirac in 1938 [100] under the assumption

of energy conservation. To obtain this equation the velocity and acceleration vectors

in Eqn. (2.69) are replaced with 4-vectors, such that v → vµ and v · v → −vµvµ (see

the appendix for more details). In addition, the 4-velocity satisfies the normalisation

vµv
µ = c2, which upon differentiating twice with the chain rule, yields the following

relation: v̇µv̇µ = −vµv̈µ. The Lorentz force equation is generalised by re-writing in

terms of the electromagnetic tensor, Fµν , such that a first attempt at the equation of

motion becomes:

me
dvµ

dτ
=
e

c
Fµνvν +meτrv̈

µ (2.74)

The above equation is unphysical in the same way as the non-relativistic version in

Eqn. (2.69). To see why this is the case, it is necessary to multiply through by vµ, to

obtain:
1

2

d

dτ
vµv

µ =
e

mec
Fµνvµvν + τrvµv̈

µ (2.75)

The left hand side of Eqn. (2.75) equals zero due to the normalisation condition, whilst

the first term on the right vanishes due to the fact that it is the product of a symmetric

and anti-symmetric tensor. The equation is therefore unphysical, given that the term

vµv̈
µ 6= 0. A quick fix is to simply subtract the non-vanishing term so that Eqn. (2.75)

satisfies the normalisation condition. The term which is subtracted must then vanish

in the non-relativistic limit; dimensional analysis shows that the additional term is
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therefore τrv
µvν v̈

ν/c2 = −τrvµv̇ν v̇ν/c2. The corrected LAD equation is then:

me
dvµ

dτ
=
e

c
Fµνvν +meτr

(
v̈µ − vµ

c2
v̇ν v̇

ν

)
(2.76)

The above equation contains the same problems as the non-relativistic formalism in

Eqn. (2.69); the v̈µ term represents a third order derivative of position, which as

discussed earlier leads to runaway solutions and pre-acceleration.

The Landau-Lifshitz equation

To remove the unphysical behaviour inherent in the LAD equation, it is necessary

to reduce the order of the equation, i.e. to eliminate the third order derivative of

the electron position. This is achieved by assuming that the magnitude of the Lorentz

force, evaluated in the reference frame of the accelerating electron, is much weaker than

that of the RR force. In this case, mea = Fext + FRR ∼ Fext = −e(Eext + v ×Bext).

Re-injecting this into the right hand side of Eqn. (2.69) gives:

mea = Fext −meτr
d

dt

[
e

me
(Eext + v ×Bext)

]
(2.77)

= Fext − τre
[
dEext

dt
+ v × dBext

dt
+ Bext ×

dv

dt

]
(2.78)

= Fext − τre
[
dEext

dt
+ v × dBext

dt
+

Bext

me
× Fext

]
(2.79)

where higher order terms which scale as τ2
r are assumed negligibly small and therefore

are omitted. The above equation is the non-relativistic Landau-Lifshitz equation. The

relativistic generalisation is obtained from (2.76) by expressing the acceleration as fol-

lows: v̇µ = e
me
Fµνvν ,. The derivative of the acceleration with respect to the proper

time is then written:

v̈µ =
e

me
(Fµν v̇

ν + Ḟµνv
ν) (2.80)

=
e

me
vγ∂γF

µ
νv
ν +

(
e

me

)2

FµνF
ν
γv
γ (2.81)

Substituting this term into Eqn. (2.76) yields the following result:

me
dvµ

dτ
=
e

c
Fµνvν +meτr

(
e

me
vγ∂γF

µ
ν v

ν +
e2

m2
e

FµνF
ν
γv
γ +

vµ

c2
v̇ν v̇

ν

)
(2.82)
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known as the Landau-Lifshitz (LL) equation, which is regarded as the most correct,

and widely used, equation of motion for a point-like radiating electron, provided the

magnitude of the RR force is sufficiently weak. It does not suffer from the same

unphysical solutions as the LAD equation, and has been demonstrated to be consistent

with the classical limit of strong field QED [110, 111]. In addition, it has been shown

in Ref. [112] that the set of solutions to the LL equation also includes all physical

solutions to the LAD equation.

For the purposes of modelling the RR force analytically in later chapters of this

thesis, it is possible to approximate the LL equation by keeping the dominant term

proportional to a2
0γ

2, as outlined in Ref. [113]. In this case, the LL equation can be

expressed in 3-vector form, as follows:

dp

dt
= FL + FRR (2.83)

where FRR = −Pγβ/c is an approximation of the RR force, which is assumed to be

oriented in the direction opposite to the radiating electron’s momentum. Here Pγ is

the single electron radiated power, which was previously defined in Eqn. (2.64).

It is important to note that the classical description of RR provided by the LL equa-

tion is valid provided that the electromagnetic field under consideration has a magnitude

less than the classical critical field, Ecr = ESch/α, where ESch is the Schwinger field (as

described in section 1.2.1) and α is the fine structure constant. Given that α ∼ 1/137,

the classical critical field actually imposes a less stringent condition on the magnitude

of the fields which can be considered within the classical framework. To derive the

magnitude of the classical critical field, the work done by this field, over a distance

equal to the classical electron radius (re ∼ 10−15 m) is equated to the electron rest

mass. Given that this distance is much less than the equivalent characteristic length

in QED, which is the Compton wavelength, it follows that the classical critical field is

stronger than the equivalent field in QED, the Schwinger field. However, whilst the LL

equation is predicted to be valid up to the classical critical field strength, it is restricted

by the fact that it neglects quantum aspects of RR, which will be discussed in section

2.3.2.

36



Chapter 2 – Theory I: Single electron motion in electromagnetic fields

2.3.2 Quantum aspects of radiation reaction

The LL equation described in Eqn. (2.82) is a classical interpretation of RR, and

therefore neglects QED effects which can impact the electron dynamics [114]. In this

section, these relevant effects will be investigated, as well as the threshold at which

they become important.

The importance of quantum effects can be parameterised by two Lorentz invariant

quantities, χe and χγ , which are referred to in this thesis as the electron and photon

quantum parameters, respectively. The electron quantum parameter is expressed as

follows:

χe =
γe

eESch

√
F2
L − (FL · βe)2 =

γe
ESch

|E⊥ + v ×B| (2.84)

where ESch = m2
ec

3/e~ is the Schwinger field (defined in section 1.2.1), FL is the

Lorentz force and E⊥ is the electric field perpendicular to the electron velocity. The

parameter χe therefore describes the magnitude of the electric field experienced by the

electron, in its rest frame, relative to that of the Schwinger field. In general, as χe & 0.1,

the stochastic nature of photon emission becomes important [114], whilst higher order

QED effects such as pair-production become important for χe ∼ 1.

Analogously, the photon quantum factor is defined as follows:

χγ =
~ω

2mec2

|E⊥ + k̂γ × cB|
ESch

(2.85)

where E⊥ is the electric field in the direction perpendicular to the unit wave vector,

k̂γ , which describes the direction of photon propagation.

These quantum parameters can be used to calculate the rate of QED processes in

terms of Lorentz invariants. In general, there are other Lorentz invariants which can

be calculated, however in this thesis the weak field approximation is assumed such that

the only relevant parameters for evaluating the rate of QED processes are χe and χγ .

This assumption is outlined in Refs. [65, 106] and is generally considered to be valid for

ultra-intense laser fields in which E/ESch<10−3. The reasoning behind this assumption

is that, if the laser field can be considered to be a constant background field on the

time scale of the QED processes involved in the interaction, then the rates of these

processes depend only on the local χe and χγ values. In addition, the configuration in

which the rates of the QED processes (i.e. photon emission and pair-production) are

calculated is interchangeable with any other configuration which has the same values
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of the quantum parameters, χe and χγ . This enables the rates of photon-emission and

pair-production to be calculated for the case of a constant background magnetic field,

as discussed in section 2.2.2

It is now possible to investigate the electron dynamics in the case where quantum

effects become important, i.e. a regime in which χe & 0.1. The move from classical to

quantum RR means that the stochastic nature of the emitted radiation becomes sig-

nificant, and must be taken into account [58, 114–118]. In the classical description, the

RR force acts on the radiating electron continuously during its motion, analogously to

a friction force. In the quantum description, there is a probability of photon emission

occurring at all points along the electron trajectory. When this emission occurs, the

electron experiences an instantaneous recoil force, causing a discontinuity in its trajec-

tory. The electron path is then considered to be ‘smooth’ (i.e. continuous) in between

instances of photon emission [119]. This description is semi-classical, as the concept of

a trajectory in quantum mechanics is replaced by the path-integral formulation. How-

ever, the semi-classical behaviour associated with stochastic photon emission can be

considered to approximate the electron dynamics. The stochastic recoil force exerted

on the radiating electron is the quantum equivalent of the RR force [58, 115, 120]. The

differences between the classical and quantum descriptions of RR are illustrated in Fig.

2.7.

There are two key quantum effects which impact the electron dynamics. The first is

known as the straggling effect, which enables electrons to penetrate into regions of high

fields which they could not reach classically [116, 121–123]. For example, in the classical

description, an electron radiates continuously, at all points on its trajectory. It may then

lose all of its kinetic energy to photon emission and become reflected by the laser field.

If the photon emission process is now stochastic, there is a probability that the electron

will not emit a photon until it has reached the most intense region of the field. In this

case, a higher energy photon will be emitted than would be predicted classically. This

effect has been reported to boost the rate of pair-production in QED-PIC simulations

[113, 116], for focused laser intensities ≤ 1024 Wcm−2 (for intensities greater than this

threshold, the average photon energies are sufficiently high that they can produce large

numbers of electron-positron pairs without assistance from the straggling effect).

The second important quantum effect arises due to a cut-off in the photon energy

spectrum in the quantum case relative to that of the classical case. In the quantum
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description, it is not possible for a radiating electron to emit a photon with energy

higher than the kinetic energy of the electron, whereas this is possible in the classical

description (since there are no restrictions on the frequency of photons which can

be emitted). This difference is observed in the classical and quantum synchrotron

functions, as illustrated in Fig. 2.6. In addition, the classical synchrotron function

neglects photon spin and polarisation effects, which also enable the photons emitted to

have a higher energy than the electron from which they were radiated [124, 125]. Since

it is the emission of such high energy photons which impart the greatest RR force on

the electron, the amplitude of the electron radiated power, and therefore the magnitude

of the RR force, is overestimated in the classical description compared to the quantum

description.

It is possible to construct a semi-classical description of the RR force by modifying

the LL equation (Eqn. (2.82)) to account for the hard cut-off in the photon energy.

This is achieved by scaling the electron radiated power by the so-called ‘Gaunt factor’,

g(χe), defined as follows [58, 98, 120]:

g(χe) =
3
√

3

2πχ2
e

∫ χe/2

0
F (χe, χγ)dχγ (2.86)

where F (χe, χγ) is the quantum synchrotron function [98], introduced in section 2.2.2.

Eqn. (2.86) may be approximated as follows: g(χe) ∼ [1 + 4.8(1 + χe) ln(1 + 1.7χe) +

2.44χ2
e]
−2/3 [65, 126]. This approximation demonstrates that even for only moderate

values of χe ∼ 0.1, the Gaunt factor is 0.66, and so the magnitude of the radiated power

is reduced by a third relative to the classical description. A consequence is that it should

be possible to observe quantum aspects of RR using current laser systems [107, 117, 127–

129], given that even fields which are significantly weaker than the Schwinger field will

produce non-negligible quantum effects.

2.3.3 Experimental observations of radiation reaction

It is important to note that experimental signatures of RR can be observed using current

laser systems, which operate at focused intensities of approximately 1020 Wcm−2. Two

recent experimental campaigns at the Astra-Gemini laser system have demonstrated

RR effects during the collision of a relativistic electron beam with an ultra-intense

counter-propagating laser, as detailed in Refs. [130, 131]. The counter-propagating
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geometry employed in these experiments boosts the magnitude of the electric field in

the electron reference frame, up to ∼ 25% of ESch. As demonstrated in Eqn. (2.86),

this is sufficient not only to induce RR, but also to trigger the onset of stochastic effects.

In the aforementioned experiments, GeV electron beams were generated via the

interaction of one of the dual Astra-Gemini lasers with a gas jet/cell. This interaction

produces a low density plasma, through which the electrons are accelerated by the

process of laser wakefield acceleration. On exiting the gas jet, these relativistic elec-

trons were collided with the second Astra-Gemini laser, tightly focused using an F/2

parabola. At the point of overlap, the laser a0 was calculated to be ≈ 10, sufficiently

high intensity to observe RR.

In both experiments, a combination of an electron spectrometer and a Cesium-

Iodide (CsI) array were employed to obtain measurements of the electron and γ-ray

spectra [132]. Using these diagnostics, RR is evidenced by a reduction in the electron

energy, which coincides with a high flux of γ-rays on the CsI detector. RR is a funda-

mental process which is present in every collision between the electron beam and the

counter-propagating laser pulse. However, it may not be observed on every shot, due

to spatial and temporal drifts in the electron beam. These reduce the overlap between

the electron beam and the laser at the collision point, reducing the magnitude of RR

effects below the threshold which can be detected. The difficulties in achieving spatial

and temporal overlap in such a set-up are detailed in Ref. [133].

Despite the technical challenges, both experiments observed a significant reduction

in the electron energy, with a reported decrease of 30% in the peak energy in Ref. [131].

This was correlated with a high flux of γ-rays; in Ref. [130] these were observed to

have a characteristic energy >30 MeV, which should impart a moderate RR force on

the emitting electrons. Interestingly, both studies concluded that the electron energy

loss was more consistent with a quantum description of RR, compared to a classical

description. The quantum model referred to in these studies is the LL equation, scaled

by the Gaunt factor to approximate quantum aspects of the photon emission process.

This means that even at currently achievable laser intensities, it is possible to see the

breakdown of the LL equation. In addition, Ref. [131] discusses the disparity between

the experimental results and QED-PIC simulations, hinting that the constant cross

fields approximation (CCFA) employed in these simulations may also breakdown. The

next generation of ultra-intense laser systems will enable quantum RR to be probed
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further, and may shed light on physics beyond the CCFA approximation and the LL

model of electron motion.

2.4 Pair-production mechanisms in ultra-intense laser-

plasma interactions

Thus far, the generation of radiation from accelerating charges, and the accompanying

RR force, has been described in detail. Another important QED process which must

be considered is the possibility of the emitted radiation producing electron-positron

pairs. As χe ∼ 1, it is possible for electron-positron pairs to be formed from the

vacuum, in a process known as Schwinger pair-production [55, 134]. These pairs may

be accelerated by the laser fields, subsequently depleting the energy of the pulse. It has

been proposed in Ref. [67] that the process of Schwinger pair-production may place a

fundamental limit on the maximum achievable laser intensities. However, the current

intensity frontier is seven orders of magnitude below the Schwinger limit; given that the

probability of Schwinger pair-production decreases exponentially for intensities below

this limit, it will not be possible to observe this process for some time [113].

There are however pair-production mechanisms which can be observed at current

laser intensities. These do not involving pulling pairs from the vacuum, but rather arise

from the interaction of high energy photons with the Coulomb fields of high-Z nuclei,

or via non-linear interactions with multiple photons from the laser. The dominant

pair-production mechanisms at current laser intensities will be detailed in this section.

2.4.1 The Bethe-Heitler and trident processes

Recent experiments have demonstrated the possibility of generating electron-positron

pairs via the Bethe-Heitler and single photon trident processes. These processes are

written explicitly below, with first order Feynman diagrams provided in Figs. 2.8 (a)

and (b).

ωγ + Z → Z + e+ + e− Bethe-Heitler (2.87)

e− + Z → Z + e+ + 2e− trident (2.88)
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Figure 2.8: Feynman diagrams representing two pair-production mechanisms. (a) The Bethe-
Heitler process occurs in two stages; an electron first interacts with the Coulomb field of an ion,
producing a Bremsstrahlung photon (a real photon) which decays into an electron-positron pair.
(b) In the trident process, a virtual photon decays in the Coulomb field of the ions, or within
the laser field, to produce an electron-positron pair.

where ωγ represents a photon and Z is the atomic number of the scattering nucleus.

In the Bethe-Heitler process, hard photons (typically associated with Bremsstrahlung

radiation) scatter off the Coulomb field of high-Z nuclei, producing electron-positron

pairs [135, 136]. Pair-production is more likely to occur in the Coulomb field of a nucleus

compared to occurring in vacuum since there are more ways in which the hard photon

can partition its energy, for example, via excitation of the nucleus. This process has

been experimentally verified in Refs. [73, 137] during intense laser-solid interactions.

In Ref. [73], the experimental set-up involved first generating a relativistic electron

beam via the process of wakefield acceleration. This beam was then collided with a

solid Pb target, producing high energy Bremsstrahlung photons. The photons then

scatter off the Pb nuclei in the target, generating a dense, neutral, electron-positron

plasma. This study is particularly significant, as it marks the first time in which a

sufficiently high density of electron-positron pairs was produced (npos ∼ 1015 cm−3),

thus enabling collective effects within such a plasma to be observed. These pair plasmas

are important for laboratory astrophysics experiments, and may enable questions, such

as how γ-ray bursts are generated, to finally be answered.

Laser induced pair-production may also occur via the trident process, in which

an energetic electron (with energy ≥2mec
2) scatters off a high-Z nucleus, producing

a virtual photon, which subsequently decays into an electron-positron pair [96, 138].

There are many definitions of this process in the literature, for example, the process

can occur in the field of the laser as opposed to the Coulomb field of the nucleus.
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The trident process has been observed to some degree, in that it contributed to the

positrons produced in the well-cited SLAC E144 experiment [139, 140]. It is difficult to

experimentally isolate positrons which come from the trident process, as the probability

of pair-production is lower than that of the Bethe-Heitler process for the targets which

are typically employed experimentally. The probability of trident pair-production, Pt,

is proportional to the number of ions within the target material (which the energetic

electrons scatter off), the target thickness, d, and the trident process cross-section,

which is estimated in Ref. [141] to be proportional to Z2. This gives a probability Pt ∝

niZ
2d [142]. The probability for Bethe-Heitler pair-production (PBH) is the product of

the probabilities of first generating a Bremsstrahlung photon, and this photon decaying

into an electron-positron pair [142]. These two probabilities are functions of the ion

density, the target thickness and Z2, such that the total probability is PBH ∝ n2
iZ

4d2.

This expression demonstrates that the Bethe-Heitler process is the dominant pair-

production mechanism for ultra-intense laser interactions with thick, high-Z targets.

2.4.2 The linear and non-linear Breit-Wheeler processes

The previously described processes detail pair-production in the presence of high-Z nu-

clei. The aim of upcoming laser facilities is to investigate fundamental QED processes,

such as pair-production via photon-photon collisions (i.e. without the intermediate

step of interacting with the Coulomb fields in a solid target). A common experimental

set-up for such an interaction involves generating a low divergence, high energy beam

of photons and colliding this with a counter-propagating laser (for example, the dual

pulse interaction scheme proposed in chapter 7). In such an interaction, the dominant

pair-production mechanism is the non-linear Breit-Wheeler process, described below

[106, 143–145].

ωγ + nωL → e+ + e− (2.89)

Here, ωγ represents a photon emitted by a radiating electron or within a γ-ray beam,

whilst ωL represents a laser photon. It can be seen that the non-linearity in the process

arises due to both the high energy of the probe photon (the γ-ray photons produced

via ultra-intense laser solid interactions typically have an average energy ∼ 10 MeV),

and the fact that this probe photon interacts with n photons of the laser, due to the

high photon flux within the focal spot.
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The non-linear Breit-Wheeler process was famously observed during the SLAC E144

experiment, in which a beam of electrons was accelerated to 46.6 GeV in a linac, before

colliding with a relativistic laser pulse [139, 146]. The interaction of multiple photons

of the laser with the hard photons radiated by the accelerated electrons then produced

a small number (∼100) of positrons via the non-linear Breit-Wheeler process. Exotic

schemes have been proposed to observe this process during laser-solid interactions. For

example, in Ref. [147] a set-up is presented in which two counter-propagating ultra-

intense laser pulses each interact with a thin foil. As the foil becomes transparent to

the laser, both the laser light and the accelerated electrons are transmitted through,

and collide with the species from the second foil. This scheme predicts a large number

of pairs (∼ 1.6× 1010 per shot, with a density of ∼ 2.5× 1022 cm−3) can be generated

using achievable laser intensities of 1023 Wcm−2.

There is also a linear Breit-Wheeler process, which describes the production of an

electron-positron pair through the interaction of a probe photon with a single photon

from the laser (or equivalently, the interaction of two high energy photons) [148]. This

is a QED process of the lowest order (i.e. represented by a Feynman diagram with two

vertices) which is predicted to be prevalent in extreme astrophysical environments such

as pulsars and the accretion discs around active galactic nuclei. Despite the importance

of this process, it has yet to be observed experimentally, due to two challenges. The first

is that during the interaction of a γ-ray beam with an ultra-intense laser pulse (which

is necessary to generate the high energy photons), the large flux of photons means

that the non-linear process is much more likely to occur. Even during the collision

of two high energy γ-ray beams, another challenge which must be overcome is that

to achieve a non-negligible cross-section requires the head-on interaction of two high

energy photons, with an energy threshold given by [71, 72, 149]:

E1E2>
2m2

ec
4

1− cosφ
(2.90)

where E1 and E2 are the energies of the interacting photons and φ is the angle between

the colliding light sources. To illustrate the difficulty in observing this process exper-

imentally, consider the interaction of a typically achievable γ-ray beam, with average

photon energy ∼10 MeV, colliding head on (φ=180◦) with an ultra-intense laser pulse.

Whilst the photons in the γ-ray beam have energies much greater than the rest mass
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of the electron, the laser photons have an energy ∼keV, such that Eqn. (2.90) is barely

satisfied.

A number of schemes have been proposed to observe this process. In Refs. [71, 72] it

is suggested that two laser-solid interactions can be used to produce multi-MeV photon

sources, which are collided at a high angle of incidence. Such schemes are predicted

to produce 104 pairs, at achievable laser intensities ∼ 1023 Wcm−2. Alternatively, Ref.

[150] proposes interacting a γ-ray beam, generated via a laser-solid interaction, with

the black body radiation produced in a laser heated hohlraum.

2.4.3 Pair-production cascades

The acceleration of electrons in ultra-intense laser fields also leads to the exciting

prospect of pair-production via an electromagnetic cascade. A fascinating aspect of

cascade pair production is that it can be triggered by a single electron, with an initially

low energy, as it accelerates in the laser fields. In this process, an accelerated electron

emits high energy photons, which decay into electron-positron pairs in the presence of

the laser fields. These electrons and positrons are subsequently accelerated by the laser,

radiating more high energy photons in the process. These photons then decay into more

electron-positron pairs, triggering a runaway reaction known as an electromagnetic cas-

cade [67, 128, 151–153]. It is predicted that this process could completely deplete the

energy of ultra-intense laser pulses which have intensities close to the Schwinger limit

[67].

Determining the conditions necessary for an electromagnetic cascade is an area

of extensive research, due to concern that this process could present a fundamental

limit to the laser intensities which can be achieved. Ref. [152] has observed a cascade

from a single electron positioned at the focal spot of two counter-propagating, circularly

polarised laser pulses, each with an intensity of 1024 Wcm−2. The complete depletion of

two colliding pulses is predicted to occur at an intensity of 6×1026 Wcm−2 in Ref. [67].

An important point to note in this study is that the rate of cascade pair production

was found to depend on the amount of time that the seeded electron-positron pairs

spend in the focal spot of the laser, thus it may be possible to reduce the magnitude

of this process by moving to short duration, tightly focused pulses.
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2.5 Conclusions

The focus of this chapter has been to describe the dynamics of a single electron in

an electromagnetic wave, such as that of a laser pulse. Starting from the Lorentz

force equation of motion, the electron trajectory, in both the laboratory and electron

rest frame, was derived. It was further demonstrated that the acceleration of an elec-

tron leads to the generation of electromagnetic radiation. Specifically, the properties

of synchrotron radiation, such as its angular dependence and energy spectrum, were

discussed.

For sufficiently strong electromagnetic fields, the energy lost by the electron in the

form of radiation leads to the action of a back-reaction (or RR) force on the electron.

A number of equations of motion for a radiating electron were compared, with par-

ticular focus on the LL equation, since this is adapted for the analysis presented in

chapter 6 of this thesis. Upcoming laser facilities will achieve sufficiently high laser

intensities that quantum aspects of RR, such as stochastic photon emission, will be

observed. The impact of these quantum effects on the electron dynamics was explored

in section 2.3.2, along with a brief discussion on the possibility of observing such effects

experimentally. A particularly important QED process, which will be investigated in

chapter 7, is electron-positron pair-production. A number of pair-production processes

were discussed in this chapter, along with proposed experiments for the generation of

electron-positron pairs via photon-photon interactions, which will finally be possible

utilising upcoming laser systems.
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Chapter 3

Theory II: Collective electron

dynamics in ultra-intense

laser-plasma interactions

The previous chapter provided a description of the motion of a single electron in a plane

wave, including the generation of high energy radiation and the onset of QED effects.

In this chapter, the investigation will be extended in order to describe the interaction

of an intense laser pulse with a quasi-neutral system of many charged particles, i.e.

a plasma. The collective dynamics of the particles within such a system lead to in-

teresting plasma physics effects, such as quasi-neutrality and wave propagation, which

will be explored in detail. For the ultra-intense pulses considered in this thesis, rela-

tivistic effects also impact the collective electron dynamics enabling, for example, the

propagation of laser pulses through plasmas which are opaque in the non-relativistic

regime. This phenomenon, known as relativistic transparency, is of particular impor-

tance in chapters 5 and 6 of this thesis, in which it leads to the generation of transverse

electromagnetic modes, and impacts the magnitude of the RR force.

3.1 Plasma as a state of matter

The plasma state (often referred to as ‘the fourth state of matter’) was first observed

by William Crookes in 1879, by passing a strong electric current through a partially

evacuated glass tube. The name ‘plasma’ was later coined by Irving Langmuir to

describe this state, given its analogy with plasma in the blood. In everyday life, the
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plasmas which are typically encountered can be broadly divided into the categories of

naturally or artificially occurring. Natural plasmas are observed in weather phenomena,

such as lightning, St Elmo’s fire, and the Aurora Borealis. Artificial plasmas tend to

have technological applications, such as neon signs and television displays. Less well

known applications of plasmas include energy generation via nuclear fusion [14, 154,

155], rocket propulsion [156], etching of electrical components [157, 158], and as an

optical medium which can be used to control the properties of light [159–161].

Plasma is produced by ionising a gas, therefore generating a complex state of matter

in which it is assumed the number of positive and negative charges are equal. The

feature which makes a plasma distinct to an ionised gas, is that a plasma is dominated

by collective behaviour, arising due to long-range electrostatic interactions between the

constituent charges. It is clear then, that not every ionised gas constitutes a plasma.

In general, there are three conditions which must be satisfied for an ionised gas to be

classified as a plasma. These are:

• L� λD - The dimensions of the plasma (L) must exceed the Debye length (λD),

the distance over which the plasma is considered to be electrically neutral.

• N = (4/3)πλ3
D � 1 - There must be a sufficiently large number of particles

contained within the sphere, whose radius is equal to the Debye length, in order

to screen out any changes in electrostatic potential within the plasma.

• ωp>ωcoll - The characteristic frequency (ωp, the so-called ‘plasma frequency’), at

which density perturbations within the plasma oscillate, must be greater than the

frequency of collisions between the electrons and neutral particles, ωcoll.

A final point to note is that the plasmas considered in this thesis are collisionless. This

means that the interactions between charged species within the plasma are dominated

by long-range electrostatic forces, as opposed to binary collisions. More rigorously, a

collisionless plasma refers to the condition that the average distance a particle travels

between collisions, the mean free path, is much greater than the dimensions of the

plasma. The aforementioned conditions, which differentiate between a plasma and an

ionised gas, will be explored further in this chapter.
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3.1.1 The Debye length and quasi-neutrality

A distinguishing feature of a plasma is a property known as quasi-neutrality, namely

that a plasma is electrically neutral when viewed over distances greater than a char-

acteristic length, known as the Debye length. This feature is typically described by

considering the addition of a positive charge to the plasma. The electrons within the

plasma respond quickly to the change in electrostatic potential, arranging themselves in

a ‘cloud’ around the charge, which shields its potential from the rest of the plasma. In

contrast, the much heavier ions are unable to respond quickly to the change in electro-

static potential, and so remain static on the time scales over which the electrons screen

the charge. Given that the electrons have a temperature associated with their thermal

motion, they oscillate about their positions around the charge, and so its potential can

‘leak’ through the electron cloud. The magnitude of the potential decays exponentially

over a characteristic distance, known as the Debye length.

Following the arguments described in Ref. [162], an expression for the Debye length

is obtained by considering a 1D model in which a test charge, with an electrostatic

potential φ, is introduced to a plasma containing equal numbers of positive and negative

charges. The charge balance within the plasma is described by Poisson’s equation:

∇2φ =
e

ε0
(ne − ni) (3.1)

Given that the ions remain static over the time scale of the electron motion, it is as-

sumed that the ion density, ni = n, remains constant throughout the interaction. The

electron density is described by a Boltzmann distribution, such that ne = n exp(eφ/kBT ).

Substituting this term into Eqn. (3.1) yields:

d2φ

dx2
=
ne

ε0

(
exp(eφ/kBT )− 1

)
(3.2)

If it is assumed that the electrostatic potential is small, such that eφ � kBT , the

exponential term may be approximated as exp(x) = 1 + x +O(x2), and Eqn. (3.2) is

re-written:
d2φ

dx2
=
ne2

ε0

eφ

kBT
≡ φ

λ2
D

(3.3)
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A solution to Eqn. (3.3) is obtained by converting to polar co-ordinates, which yields:

φ =
φ0

r
exp(−|x|/kBT ) (3.4)

where φ0 = e/4πε0 is a constant of integration, associated with the ‘bare’ Coulomb

potential of the charge introduced to the plasma [163]. From this solution, the Debye

length (λD) is a characteristic distance over which the magnitude of the electrostatic

potential decreases exponentially. It is therefore the distance over which charge is

screened within the plasma. This length is described as:

λD =

√
ε0kBT

ne2
(3.5)

There are two key dependencies within the expression for the Debye length. The

first is that it is proportional to the square root of the electron temperature. As this

temperature increases, the electron thermal oscillations increase in amplitude, shielding

the test charge less effectively and enabling more of the electrostatic potential to leak

into the plasma. The second key dependence is on the electron number density. As

this parameter increases, the larger number of electrons are able to screen the charge

more efficiently, over a smaller distance.

The plasma is then electrically neutral over distances greater than the Debye length,

a condition known as quasi-neutrality. Thus, for an ionised gas to behave like a plasma,

the system must have dimensions greater than the Debye length. It is also necessary

that there are a sufficient number of particles, N , within the Debye length (or, in 3D,

within the Debye sphere) to effectively screen any changes in the electrostatic potential,

i.e. N = (4/3)πλ3
D � 1.

3.1.2 Plasma kinetic theory

The most complete description of a plasma is obtained using kinetic theory, which

aims to describe the macroscopic properties of a plasma by accounting for the motion

of every particle within it [164, 165]. The starting point for such a description is in

terms of a density functional, N = N(x,v, t), which describes the set of all locations

of a single particle in 6D phase space. Generalising to a system of N particles, the
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number density in phase space is given by:

N(x,v, t) = ΣN
k=1δ(x−Xk)δ(v −Vk) (3.6)

where Xk,Vk are the position and velocity co-ordinates of particle k, and δ is the Dirac

delta function, which takes a non-zero value only when x = Xk and v = Vk. Note

that for a system of multiple species, labelled by index s (such as a plasma composed

of electrons and ions), the density functional must be defined for each species in turn.

The evolution of the density functional is given by a continuity equation, known as the

Klimontovich equation [166]. This equation assumes that the number of particles are

conserved (i.e. no collisions which act as sources and sinks), and is written as follows:

∂Ns

∂t
+ v · ∇Ns +

qs
m

(Em + v ×Bm) · ∇vNs = 0 (3.7)

where qs is the charge of the species and ∇v is the gradient with respect to the velocity

vector. Eqn. (3.7) provides a completely self-consistent description of the plasma, since

the velocity is defined as Vk = dXk/dt and dVk/dt is determined by the Lorentz force

(and can be generalised to include the RR force, as per Eqn. (2.83)). The electric and

magnetic fields which appear in Eqn. (3.7) are the microscopic fields, obtained from

the total charge and current densities, which are defined below.

ρ(x, t)m = Σsqs

∫
Ns(x,v, t)dv (3.8)

j(x, t)m = Σsqs

∫
vNs(x,v, t)dv (3.9)

where m denotes a microscopic property. The Klimontovich equation is exact, in that it

describes the position and velocity of every particle in the system at every time. This

provides much more information than is necessary, given that only the macroscopic

properties of the plasma are of interest. As such, this equation is no easier to solve

than an N-body problem.

A way around this cumbersome equation is to define a distribution function for

each species, fs = fs(x,v, t), which counts the number of particles located in a volume

∆x∆v of phase space, centered on a co-ordinate (x,v), at a given time. The number of

particles located within this finite volume of phase space can vary with time, leading to
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fluctuations in the electromagnetic fields. These fluctuations are described as follows:

Ns(x,v, t) = fs(x,v, t) + δNs(x,v, t) (3.10)

where the distribution function is related to the density functional by averaging over

phase space, as follows: fs(x,v, t) = 〈Ns(x,v, t)〉. The electric field is Em = E + δE,

(similarly for the B field), where the E term is the ‘smooth’ field associated with the

averaged number of particles within the phase space volume. These quantities are

then substituted back into Eqn. (3.7), and an ensemble average is taken. This means

averaging over all configurations which give the same distribution, i.e. averaging over

the degenerate configurations which give the same number of particles within a given

phase space volume. This leads to the following kinetic equation:

∂fs
∂t

+ v · ∇fs +
q

m
(E + v ×B) · ∇vfs = − q

m
〈(δE + v × δB) · ∇vδN〉 (3.11)

where 〈〉 denotes an ensemble average, and this process eliminates the fluctuating com-

ponents of the fields, i.e. 〈δE〉=0. The right hand side of Eqn. (3.11) describes the

discrete, particle-like nature of the plasma, and therefore describes the effect of colli-

sions between the constituent particles. In the context of high intensity laser-plasma

interactions, it is typically sufficient to neglect the collision terms; the right hand side

of Eqn. (3.11) then vanishes and is commonly referred to as the Vlasov equation.

Whilst the Klimontovich equation provides the exact description of the motion of

particles within the plasma it provides too much information and is not practically

solvable. Instead, the Vlasov equation (Eqn. (3.11)) equation provides a kinetic de-

scription of the plasma through the evolution of the distribution functions describing

averaged quantities. Whilst this reduces the complexity of the description, the distribu-

tion function is not a quantity which is easily measurable. In the next section, an even

simpler model will be introduced, which is remarkably useful in terms of describing the

plasma in terms of experimentally measurable quantities.

3.1.3 The fluid model

A way of working through the problems inherent in the kinetic equation is to take

averages (or so-called ‘moments’) of the Vlasov equation. This enables the plasma

to be described in terms of equations which relate to macroscopic variables, such as
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pressure, temperature and density. Such quantities are experimentally measurable and

therefore provide a more concise description of the plasma (compared to Eqn. (3.11)),

referred to as the fluid description [162, 163]. The starting point for this approach is

to write down the equation which describes the evolution of the distribution function

(assuming for now only one plasma species). In the absence of collisions, this equation

is the Vlasov equation, written:

∂f

∂t
+ (v · ∇)f +

1

m
(F · ∇v)f = 0 (3.12)

where ∇v = (∂/∂vx, ∂/∂vy, ∂/∂vz) and F is the Lorentz force. The kth moment of the

distribution is computed by multiplying the distribution function through by k factors

of v and integrating over the velocity co-ordinates. As an example, the first moment

is described below:

nu =

∫
vf(x,v, t)dv (3.13)

where n is the number density and u(x,t) is the flow velocity of the plasma as a whole,

whereas v(x, t) is the velocity of a single particle within the plasma. Following the

steps outlined in Ref. [162], taking the first moment of the Vlasov equation yields a

continuity equation:
∂n

∂t
+∇ · (nu) = 0 (3.14)

where the above equation is a statement of particle conservation. Repeating this process

for the second moment of the Vlasov equation yields an expression for force balance:

mn

(
∂u

∂t
+ (u · ∇)u

)
= −∇P + nq(E + v ×B) (3.15)

where it is necessary to introduce the pressure tensor, P . It can be seen that taking

higher order moments of the Vlasov equation generates an equation for a fluid variable,

which subsequently depends on the next moment. For example, the continuity equation

describes the number density, but it requires the introduction of a new quantity, the

flow. Similarly, the second moment of the Vlasov equation describes the flow, but it

now depends on the pressure. In order to obtain a self-consistent description, it is then

necessary to close the set of equations, in this case by describing the pressure without

introducing a new moment. In the plasma fluid model, this is achieved by applying

the ideal gas law, pV γ = C, where C and γ are constants. If the plasma behaves
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adiabatically, this ideal gas law may be expressed as [163, 167]:

(
∂

∂t
+ u · ∇

)
ρn−γ = 0 (3.16)

The set of Eqns. (3.14), (3.15) and (3.16), combined with Maxwell’s equations, enables

macroscopic properties of the plasma to be determined. In practical applications, the

fluid is composed of a species of ions and electrons, each of which is described by a

distribution function. Maxwell’s equations are then defined in the usual way, with the

charge and current densities obtained by summing over the charged species, s ∈ [e, i]

as follows:

ρ = Σsqs

∫
fs(x,v, t)dv (3.17)

j = Σsqs

∫
vfs(x,v, t)dv (3.18)

Whilst the fluid equations produce a less complex description of a plasma, compared to

the kinetic equation, this approach is still difficult to apply given that the set of equa-

tions are coupled and represent non-linear behaviour. For many practical applications,

it is necessary to first linearise the set of equations, which will be detailed in the next

section.

3.1.4 The plasma frequency

It has been discussed previously that a distinguishing feature of a plasma, as opposed

to an ionised gas, is that it facilitates collective behaviour. A key example is the

propagation of waves at a characteristic frequency, known as the plasma frequency. The

interaction of an intense laser pulse with a plasma drives perturbations in the electron

density. A population of electrons within the plasma then responds to the electric

field associated with the density perturbations (arising from a charge imbalance within

the plasma). Through Poisson’s equation, the density and frequency of the electron

oscillations can be related to the amplitude of the electric field, by assuming that the

ions remain static. To derive an expression for the plasma frequency, the typical starting

point is to consider the displacement of a volume of electrons driven, for example, by

the ponderomotive force of the laser. The perturbation in density produces a charge

imbalance, and therefore an electrostatic restoring force, which pulls the displaced
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volume of electrons back to their equilibrium position. As this volume accelerates, it

gains inertia, and overshoots the equilibrium. This leads to oscillations of the electron

population at the characteristic plasma frequency.

It is possible to obtain the expression for the plasma frequency by employing a

fluid model, in which the plasma is composed of an electron and ion population (i.e. a

two-fluid model). Again, the key assumption is that the ions remain static on the time

scale of the electron oscillations. Perturbed fluid quantities, for example the density,

are expressed in terms of an equilibrium value plus a perturbation, as shown in Eqn.

(3.19) below. The perturbations may be written as a linear combination of sine and

cosine waves, which accounts for any temporal dependence of the perturbed quantities.

These are known as harmonic perturbations, and are expressed in Eqn. (3.20), below.

ne ≈ n(0)
e + n(1)

e (3.19)

n(1)
e = n(0)

e exp(−iωt) exp(ik · x) (3.20)

To derive the plasma frequency it is sufficient to work in a 1D geometry, such that

the spatial derivative of a fluid quantity becomes: ∇ → ikx, and temporal derivatives

become ∂/∂t → −iω. It is further assumed that the perturbation terms are small

compared to the equilibrium values, such that the product of two perturbation terms

is negligibly small; this is known as linearisation. Applying the above assumptions to

Eqns. (3.14) and (3.15), and applying Gauss’ law, leads to the following set of linearised

equations:

−iωn(1)
e = −in(0)

e kxu
(1)
x (3.21)

ωmeu
(1)
x = −ieE(1)

x (3.22)

ikxE
(1)
x =

−e
ε0
n(1)
e (3.23)

The plasma frequency describes the frequency at which the electron density perturba-

tions oscillate. This is obtained by first rearranging Eqn. (3.22) for u
(1)
x and substituting

this into Eqn. (3.21). From here, the electric field is eliminated by rearranging Eqn.

(3.23) for E
(1)
x and substituting this back into Eqn. (3.21). This leads to the following

expression: (
1− n

(0)
e e2

meε0ω2

)
n(1)
e = 0⇒ ω ≡ ωp =

√
nee2

meε0
(3.24)
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where ωp is the plasma frequency, as defined for electrons. The ion plasma frequency

is obtained by replacing ne=Zni and me=mi. This frequency is much smaller than the

electron plasma frequency, due to the much higher ion mass, and is therefore ignored

in many practical applications.

It was previously described that, for a plasma to exhibit collective behaviour, the

plasma frequency must be greater than the frequency of electron collisions with neutral

species within the plasma. The collision frequency is the inverse of the average time

between collisions, τcoll, estimated as follows:

τcoll =
1

vthn
1/3
e

=

√
me

2kBTe

1

n
1/3
e

(3.25)

where vth =
√

2kBTe/me is the electron thermal velocity, and ne is the electron number

density, which is assumed to approximately equal the number density of the neutral

species. Given that ωp>ωcoll, and substituting the expression for the plasma frequency

(Eqn. 3.24), the following condition can be derived which describes whether collective

effects are dominant within the plasma:

Γ =

√
e2

2ε0kBTe
n1/6
e >1 (3.26)

Assuming that the electon density is approximately ne = 1028 m−3, which is typical of

laser-solid interactions employing thin aluminium foils, and that the bulk electrons in

the target remain cold (relative to the population of fast electrons with energy ∼1 MeV)

such that kBTe ∼ 10 eV, the parameter Γ = 1.4. This demonstrates that for the laser-

solid interactions considered within this thesis, the electron dynamics are dominated

by collective behaviour, and can be considered to be collisionless. From Eqn. (3.26),

the collective behaviour is lost in the case of high temperature electrons in the target

bulk (which occur during prolonged interaction with an ultra-intense laser pulse) and

low electron density (for example, in laser-gas experiments or targets which undergo

thermal expansion in a picosecond length laser pulse).
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3.2 Propagation of electromagnetic waves in plasma

3.2.1 The plasma dispersion relation

The propagation of a laser pulse into a plasma can drive electron currents, which

then act as a source of electromagnetic waves within the plasma. The relationship

between the frequency and the wave vector of these electromagnetic waves is given by

the dispersion relation. Assuming that the plasma is collisionless, i.e. that the average

distance between electron-ion collisions is much greater than the dimensions of the

plasma, the dispersion relation is written:

ω2 = c2k2 + ω2
p (3.27)

From the above expression, it is possible to define the group and phase velocities of

waves propagating through the plasma, as follows:

vg =
dω

dk
=

c2√
c2 + ω2

p/k
2

(3.28)

vp =
ω

k
=
√
c2 + ω2

p/k
2 (3.29)

The group and phase velocities are thus related by the expression c2 = vgvp. From

Eqns. (3.28) and (3.29), the refractive index can be derived, which describes how fast

the wave propagates in vacuum, relative to how fast it propagates through the plasma.

Assuming there are no dissipative effects, the refractive index is expressed in terms of

the phase velocity as follows:

η =
c

vp
=

√
1−

(
ωp
ω

)2

(3.30)

Eqn. (3.30) demonstrates that for light with a frequency less than the plasma frequency,

the refractive index becomes imaginary, and the incident light is attenuated by the

plasma. As the light interacts with the plasma, it drives perturbations in the electron

density. However, if the incident light has a frequency less than the plasma frequency,

the electrons are able to respond quickly enough to the perturbations to cancel them

out, such that the associated wave cannot propagate.

Laser light at a frequency ωL can therefore only propagate up to a critical density,
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nc, at which point the plasma frequency will equal that of the incident light. The

critical density is defined as follows:

nc =
meε0ω

2
L

e2
(3.31)

The refractive index in Eqn. (3.30) can be re-written in terms of the ratio of the electron

density to that of the critical density, yielding η =
√

1− ne/nc, in which case it is clear

that the refractive index becomes imaginary for plasmas with density exceeding the

critical value. It is possible to classify a plasma as being overdense or underdense,

depending on whether the electron density of the plasma is greater than, or less than,

the critical density. The results chapters of this thesis will focus on plasmas produced

via laser-solid interactions, which are initially highly overdense, but which become near

critical density during the interaction. Whilst laser light may only propagate as far

as the critical density surface in an overdense plasma, there is additionally a short

region beyond the critical surface, over which the magnitude of the laser field decays

exponentially (to 1/e of the peak value). This region is called the plasma skin depth,

and is defined as `s = c/ωp [168].

3.2.2 Relativistic self-induced transparency

In the previous section, it was demonstrated that laser light at a frequency ωL cannot

penetrate much further than the critical density. However, the definition of the critical

density in Eqn. (3.31), highlights an interesting phenomenon in relativistic laser-plasma

interactions, known as relativistic transparency. As the a0 of the laser pulse increases,

the electron oscillations in the laser fields increase in magnitude, as does the electron

Lorentz factor. For a linearly polarised laser pulse, these quantities are related by

γe ∼
√

1 + a2
0/2. The relativistic motion of an electron in an intense laser field means

its mass increases by a factor γe, thus increasing the critical density defined in Eqn.

(3.31). The relativistic critical density (n′e) is related to the non-relativistic expression

as follows: n′c = γenc. This increase in the critical density means that the laser can

penetrate deeper into the plasma, and it is therefore more transparent than the non-

relativistic prediction.

This transparency occurs when the electron density drops to a value ne ≤ γenc.

There are then two ways by which this phenomenon can occur; via an increase in the
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electron Lorentz factor due to relativistic oscillations in the laser pulse, or by expansion

of the target due to heating by the laser, causing a reduction in the electron density.

Under experimental conditions, it is a combination of these effects which enable the

target to go transparent, hence the process is referred to as relativistic self-induced

transparency (RSIT).

For the discussion which follows, it is assumed that the laser has a Gaussian tempo-

ral intensity profile, which is typically true for the laser pulses employed experimentally.

This temporal profile also means that the laser a0 varies throughout the interaction,

along with the γe value, therefore influencing the degree of transparency. As the laser

rising edge interacts with the target, the surface is ionised. For laser-foil interactions,

this produces an initially overdense plasma, in which thermal pressure causes it to

expand into the vacuum. The number density of the plasma decreases exponentially

with distance from the target surface. This plasma may then undergo RSIT by two

different mechanisms, depending on whether the target thickness is comparable to, or

much greater than, the plasma skin depth.

In the case of a thick target, whose dimensions exceed the plasma skin depth (i.e.

`� `s), the rising edge of the laser pulse is reflected from the overdense plasma when

it encounters the critical density. As the intensity increases, the plasma electrons are

pushed into the skin depth, forming a compressed layer of electrons. This results in

a density increase within the skin depth, which prevents the target undergoing trans-

parency at this point in the interaction [169]. The process of RSIT happens much later,

around the peak of the pulse, at which point the Lorentz factor is sufficiently high, and

the target has expanded to such a degree, that the condition for transparency is satis-

fied.

The process of RSIT is different in the case of thin targets [38, 47], where the intense

laser radiation pressure may compress the target thickness to less than the skin depth

[45]. Given that the relativistically corrected skin depth, `′s =
√
γe`s, has a dependence

on the Lorentz factor, this process also occurs around the peak of the pulse. Skin depth

transparency has been described via an analytical model in Ref. [170], in which the

condition for the onset of this process is defined in terms of the areal density, ξ, as

follows:

a0 ∼ ξ = π
ne
nc

`

λL
(3.32)

Investigations of the effects of RSIT on ion acceleration have motivated many recent
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studies. RSIT is expected to place a limitation on the maximum ion energies which can

be achieved during pure radiation pressure acceleration, in which the radiation pressure

exerted by the laser pulse is sufficient to drive the target to high velocities. It is clear

that such an acceleration process requires that the target remain overdense throughout

the interaction; if RSIT occurs at some point then the laser pulse will interact directly

with the electrons in the target bulk, rather than reflecting off the target critical surface,

therefore reducing the ion acceleration efficiency. However, studies of RSIT have also

indicated that this direct interaction of the laser with the plasma electrons can enhance

additional acceleration mechanisms, such as the break-out afterburner [50, 171], and

transparency enhanced acceleration schemes [51–53].

3.3 Coupling of laser energy to plasma species

In this section, the mechanisms by which energy from the laser can be coupled to

species within the plasma will be investigated. It is discussed in Ref. [6] that laser

energy absorption is a complex topic, given that it typically is not the result of a single

mechanism. Rather, the absorption mechanism may vary throughout the interaction,

with the dominant mechanism depending on the laser parameters, such as intensity

and pulse duration, as well as target parameters such as the electron density. Another

key parameter on which the absorption depends is the spatial extent of the density

gradient, the so-called ‘scale length’.

As discussed in section 3.2.2, the interaction of the laser rising edge with the surface

of an initially overdense target leads to rapid ionisation and the formation of a dense

plasma. The thermal pressure within this plasma causes it to expand, at a speed

approximately equal to the ion acoustic velocity, cs.

cs =

√
Z∗kBTe
mi

(3.33)

Here, Z∗ is the effective charge state, kB is the Boltzmann constant and mi is the

ion mass. If the plasma is assumed to expand isothermally during heating by the laser

[172, 173], then the density will drop off with an exponential profile over a characteristic

distance known as the scale length, L = csτL, where τL is the pulse duration.

The dominant absorption mechanism depends on whether the plasma is collisional

or collisionless, a classification which again is related to the scale length. Collisionless
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plasmas are typically associated with a short scale length. On the contrary, plasmas

with a long scale length, such as those heated with long nanosecond or picosecond du-

ration laser pulses, tend to be collisional. In the context of this thesis, only collisionless

plasmas will be considered. This is due to the fact that the electron-ion collision fre-

quency scales as T
−3/2
e [85]; since the electrons are strongly heated during interaction

with an ultra-intense laser pulse, the electron-ion collision frequency, and therefore the

role of collisions, is negligible for the laser parameters under consideration in this thesis.

3.3.1 Collisionless heating mechanisms

Resonance absorption

The resonance absorption mechanism occurs when an intense, linearly polarised laser

pulse interacts with an overdense target at an oblique angle of incidence (with respect

to the density gradient) [9–12]. As previously discussed, this intensity is sufficiently

high to ionise the target surface, generating an expanding plasma with a density profile

characterised by a scale length. Due to the oblique angle of incidence, and the linear

polarisation, there will be a higher density on one side of the pulse compared to the

other, as it propagates into the plasma. From Eqn. (3.30), it is clear that this means the

refractive index differs on either side of the pulse, causing its path to curve. Complete

reflection of the pulse occurs at a lower density for an obliquely incident laser pulse,

compared to one which propagates at zero degrees (which is reflected at the critical

density). The critical density for a laser pulse at an oblique angle of incidence is

obtained as follows. The dispersion relation in Eqn. (3.27) must be modified to account

for the fact that the wave vector now has components in the x and y directions:

ω2 = c2(k2
x + k2

y) + ω2
p (3.34)

It is then assumed that the deflection in the y direction is small, such that ky =

(ω/c) sin θ is approximately constant, with θ the angle of incidence. Similarly, the

wave is assumed to be approximately parallel to the x direction, in which case kx =

(ω/c) cos θ=0. This leads to the following modified dispersion relation:

ω2
p = ω2(1− sin2 θ) = ω2 cos2 θ (3.35)
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Figure 3.1: Illustrations of two collisionless absorption mechanisms. (a) Resonance absorption
occurs for a plasma with sufficiently long scale length, irradiated at oblique incidence. (b) For
much shorter scale lengths, vosc/ωL>L, vacuum heating is the dominant absorption mechanism.
The vacuum heating process is represented at two times in the interaction, t1 and t2, where
t2>t1.

which yields the critical density for an obliquely incident pulse, nob, by substituting

ωp/ω = ne/nc, such that nob = nc cos2 θ. In this expression, nc is the previously defined

critical density for a pulse incident at zero degrees. The incident laser pulse is then

reflected when it encounters a density of nob, such that the laser electric field will point

along the density gradient of the plasma, exciting a plasma wave. The oscillations of

this wave propagate beyond the critical density surface, driving electron motion beyond

the restoring force of the laser and enabling a net transfer of energy to the plasma bulk.

This mechanism is illustrated in Fig. 3.1 (a).

Resonance absorption becomes the dominant heating mechanism when the scale

length is sufficiently long, i.e. L>vosc/ωL, and the intensity is in the range 1012 − 1017

Wcm−2. Beyond this intensity, relativistic effects become important, and alternative

heating mechanisms such as j×B heating dominate the interaction.

Vacuum heating

If the scale length is small (i.e. when L<vosc/ωL), an alternative heating mechanism

known as vacuum heating, or ‘not so resonant’ absorption, becomes more efficient

than the mechanism described in the previous section [174]. This vacuum heating

becomes the dominant heating mechanism for a linearly p polarised laser interacting

with a highly overdense target (with a sharp density gradient), at an oblique angle of

incidence. Again, the laser is reflected when it encounters a density of nob, at which

point the electric field points along the direction of the density gradient.
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During the first half wave cycle, electrons are pulled out of the plasma into the

vacuum. When the field reverses direction in the second half cycle, these electrons are

re-injected into the plasma, with an energy equal to the ponderomotive potential (Eqn.

(2.39)). These electrons propagate into the target beyond the critical density, where

the restoring force of the laser pulse is weak, such that there is a net energy transfer

to the plasma. A schematic of this process is provided in Fig. 3.1 (b) for two times

in the interaction, t1 and t2, such that t2>t1. The seminal paper on this mechanism,

Ref. [174], predicts that vacuum heating becomes the dominant heating mechanism

at an intensity of 1016 Wcm−2 (for a λL=1 µm laser), interacting with a sufficiently

short scale length. The fraction of energy absorbed by vacuum heating is inversely

proportional to the cosine of the angle of incidence, with respect to target normal.

This highlights that this mechanism is most efficient when θ ∼ 90◦.

j×B heating

For relativistic laser pulses, in which IL≥1018 Wcm−2 (at a wavelength λL=1 µm), the

v ×B component of the Lorentz force equation becomes comparable in magnitude to

the electric field component. As described in section 2.1.2, this drives electron motion

at a frequency of 2ωL along the laser propagation direction, in the form of a figure-of-

eight trajectory in the average rest frame. The ponderomotive force associated with

such motion may be expressed as [175]:

Fp = − e2

4meω2
L

∇〈E2〉
(

1− 1− ε
1 + ε

cos 2ωLt

)
x̂ (3.36)

where ε is the degree of ellipticity of the laser polarisation, and x̂ is the propagation

direction. The first term in Eqn. (3.36) is the (non-relativistic) ponderomotive force

term which was introduced in section 2.1.3, which pushes electrons from regions of high

to low laser intensity. It is the second term which is of most interest for electron heating

and which describes the acceleration of electron bunches, at a frequency of 2ωL, into

the target. This process may accelerate electrons beyond the plasma critical density,

where the laser fields decay in amplitude exponentially. The weaker restoring force on

the electrons in this region enables them to propagate deeper into the target, again

resulting in a net energy transfer to the plasma.

The second term in Eqn. (3.36) exhibits a strong dependence on the polarisation
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of the laser pulse. For example, employing circular polarisation, in which ε=1, causes

this oscillating component of the ponderomotive force to vanish. Consequently, the

degree of target expansion decreases, enabling the generation of a strong electrostatic

field within the target. As will be discussed in section 3.4, it is this field which is

responsible for accelerating the ions, and so circular polarisation is generally beneficial

for ion acceleration.

Given that the focus of this thesis is the interaction of ultra-intense laser pulses

(≥1020 Wcm−2) with overdense targets, at normal incidence, j × B heating is the

dominant absorption mechanism.

3.4 Plasma based ion acceleration mechanisms

High-intensity laser-plasma interactions open up the exciting new possibility of directly

accelerating solid targets to high velocities, using laser radiation pressure. As early as

1924, it was first proposed that radiation pressure from the Sun could be used to drive

a sail, thus enabling interstellar transport [176]. This idea was developed theoretically

by Marx in 1966 [37], in which the method of propulsion was instead a laser. Major

interest was fueled in this potential method of transport, due to the prediction that the

mechanical efficiency of such a system (i.e. the ratio of the energy of the ‘sail’ to that

of the driving laser) tends to unity as the velocity of the sail approaches the speed of

light [37, 177].

The principle of radiation pressure acceleration (RPA) can be described via a semi-

classical argument, by considering the flux of momentum imparted to a solid target as

it interacts with photons (in this case, photons of intense laser light). In this simplified

description, the target is assumed to be rigid and completely reflecting, such that the

incident light cannot be transmitted or absorbed, nor can it deform the surface of the

target. These assumptions clearly break down for realistic laser-solid interactions, a

caveat which will be discussed in detail in chapter 6. The number of photons incident

on the target is an invariant quantity, however the photon energy depends on the frame

of reference. In the laboratory frame, in which the target is boosted to velocities close

to the speed of light, the reflected light will be Doppler-shifted to lower frequencies,

and therefore lower energies. The relation between the frequency of the incident and
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reflected photons is as follows:

ωr = ωi
1− β
1 + β

(3.37)

where β = v/c is the target velocity normalised to the speed of light. The difference

in energy between the incident and transmitted light is then imparted to the target,

causing it to accelerate. Thus, the mechanical efficiency of this process, ηm, may be

written:

ηm =
2β

1 + β
(3.38)

It is then clear that in the ultra-relativistic regime, in which β → 1, that the mechanical

efficiency also tends to unity. This means that all of the incident laser energy can be

used to accelerate the target.

Achieving ion acceleration via RPA is thus extremely desirable for experimentalists,

as it may offer a means of producing ions with energies of hundreds of MeV [43, 178].

Theoretically, it is possible to access the RPA regime with current laser systems; for

example in Ref. [179] it is stated that a 1 PW, 1 ps duration laser pulse could accelerate

bunches of carbon ions to 0.8c. However, the above argument makes many limiting

assumptions, the main issue being the assumption that the target behaves as a perfectly

reflecting mirror. In reality this is not the case, since a typical overdense, solid target can

still transmit laser light via the process of RSIT or skin depth transparency. The target

may also absorb some of the laser light, coupling this into the heating of electrons, and

the subsequent expansion of the plasma. Ref. [179] also assumes that the laser pulse has

a step-like temporal profile; this inhibits the formation of a pre-plasma and enhances the

efficiency of the acceleration process. Realistic laser pulses have a Gaussian temporal

profile, and contain pre-pulses, which cause the target to pre-expand before the peak

of the pulse arrives. This again leads to electron heating, and ion acceleration via the

process of target normal sheath acceleration (TNSA). This has been studied extensively

(see, for example, Refs. [15, 17–19]), and it is known that the maximum ion energy

for this process scales with the square root of the laser irradiance. In the coming

sections, it will be shown that the maximum ion energy during RPA scales with the

laser irradiance, i.e. it exhibits a faster scaling than for TNSA. Whilst it is favourable

then to operate in the RPA regime of ion acceleration, it has been calculated that

intensities ≥1023 Wcm−2 are required before this becomes the dominant acceleration

mechanism.
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For RPA to become the dominant acceleration mechanism at currently achievable

laser intensities, it is necessary to suppress the process of TNSA. One method by which

this may occur is by employing circularly polarised laser pulses [180–182] to reduce the

degree of target expansion. However, using circular polarisation raises an additional

problem of target surface deformation. The Gaussian spatial profile of the pulse can

deform the target surface, driving enhanced resonance absorption, which occurs due to

the oblique angle of incidence between the laser field and the plasma density gradient.

This is an even larger problem in the case of tight focusing, due to steep spatial gradients

in the laser electric field, and is predicted to limit the efficiency of RPA in the case of

the high intensities achieved by low F -number optics [183].

The process of RPA is broadly classified into two regimes, depending on the target

thickness. Thin targets, with thickness only slightly greater than the plasma skin

depth, are accelerated in the light sail regime of RPA. For targets in which ` � `s,

acceleration occurs in the hole boring regime. Both will be described in the upcoming

sections, whilst QED effects in these regimes are discussed in detail in chapters 6 and

7.

3.4.1 Radiation pressure acceleration: Light sail

The light sail regime occurs for targets with a thickness ` ∼ `s. Experimentally, sig-

natures of light sail acceleration have been observed for target thicknesses of 10 nm,

interacting with laser pulses of intensity 3 × 1020 Wcm−2 [184]. This regime of RPA

is highly favourable for ion acceleration, due to the prediction of high ion energies,

emitted with a quasi-monoenergetic energy spectrum [38, 185].

The process of light sail acceleration is detailed in Refs. [38, 170, 185, 186] and

summarised here as follows. As the laser pulse interacts with the front surface of the

target, ponderomotive acceleration of the electrons drives them into the plasma skin

depth. This produces a highly overdense layer of electrons known as the sail, which is

driven forwards by laser radiation pressure. Since the ponderomotive force is inversely

proportional to the mass of the accelerated species, it acts much more strongly on the

electrons compared to the ions. For this reason, the ions are typically considered to be

stationary on the time scale of electron ponderomotive acceleration. The separation of

the accelerated electrons and the stationary ions leads to the formation of a region of

depleted electron density, and the generation of an electrostatic field. The ions located
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Figure 3.2: Cartoon illustrating the process of light sail acceleration. Ions within the target
skin depth are accelerated as part of the sail, whereas the ion population located in the charge
depletion zone, the so-called ‘tail’, is accelerated by space-charge effects. Adapted from Ref.
[170].

within this depletion zone form a population known as the tail. Given the charge

imbalance in the tail, these ions are accelerated by their own space-charge via a process

known as Coulomb explosion [187].

Meanwhile, the compression of the electron sail proceeds until the electrostatic pres-

sure within this layer balances the ponderomotive push of the laser. When equilibrium

is achieved, the sail is driven efficiently by radiation pressure, such that ions within

this region are pulled along at the light sail velocity, βt. Since all of these ions origi-

nate from the same localised region, i.e. within the sail, they have approximately the

same energy, and produce the desired highly peaked energy spectrum. It is important

to note that the ions accelerated by their own space-charge are also present in the

spectrum, leading to a pedestal-like feature; the entire spectrum is thus referred to as

quasi-monoenergetic. The dynamics of the light sail process are illustrated in Fig. 3.2.

The equation of motion for a target undergoing light sail acceleration is derived

as follows. The radiation pressure due to a laser of intensity IL and frequency ωL

incident on a rigid target is given by Prad = 2RI ′L/c, where R ≡ R(ω′) is the reflection

coefficient of the target in its rest frame, denoted with a prime. In the target rest frame,
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the equation of motion is expressed in terms of the radiation pressure, as follows:

d

dt
(γtβt) =

2I ′LR(ω′)

c2

S

Mt
(3.39)

where γt = (1 − β2
t )−1/2 is the target Lorentz factor and βt is the light sail velocity

normalised to the speed of light. Here, Mt is the total target mass and S is the target

surface area, such that the mass per unit surface area can be replaced with the areal

density, ρ`. Eqn. (3.39) is then transformed into the laboratory frame by Doppler-

shifting the intensity, such that I ′L = IL(1 − βt)/(1 + βt). This yields the equation of

motion described in Ref. [38]:

d

dt
(γtβt) =

2

ρ`c2
IL(t−X/c)R(ω′)

1− βt
1 + βt

(3.40)

In Eqn. (3.40), dX/dt = βtc, and it is assumed for this case that R = 1. This integral

may then be re-written using separation of variables, as follows:

∫ 1

−1
γ3
t dβt =

∫ t

0

2IL
ρ`c2

1− βt
1 + βt

dt (3.41)

which is solved by a change of variable to the retarded time, φ = t(1−βt), and following

the method outlined in Ref. [177].

∫ 1

−1
γ3
t dβt(1 + βt) =

∫ φ

0

2IL(φ′)

ρ`c2
dφ′ (3.42)

The term on the right of Eqn. (3.42) is referred to as the laser fluence, F =
∫ φ

0 IL(φ′)dφ′,

whilst the left hand side can be solved analytically, yielding the following result for the

light sail velocity [38]:

βt =
(1 + ξ)2 − 1

(1 + ξ)2 + 1
where ξ ≡ ξ(φ) =

2F (φ)

ρ`c2
(3.43)

The time dependence of the light sail velocity is introduced through the expression for

the fluence, which can account for a pulse with any chosen temporal profile. The target

velocity can then be used to determine the ion energy per nucleon, as follows:

Ei(φ) = mic
2 ξ(φ)2

2(ξ(φ) + 1)
(3.44)
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Given that ξ ∼ ILτL for a top-hat pulse (where τL is the pulse duration), it is clear

that the scaling of ion energy with the laser intensity is more favourable in the light

sail regime, compared to that of TNSA (in which Ei ∝
√
ILλL).

The above discussion has focused on the case where the target acts as a perfectly

reflecting mirror, via the assumption that R = 1. For light sail to become the dominant

acceleration mechanism at current laser intensities, it is necessary to employ ultra-

thin foils, of thickness `∼10 nm. These targets are likely to undergo RSIT during

the interaction, which effectively switches off RPA since the laser no longer has a

rigid target to reflect off. The effect of RSIT may be accounted for by expressing the

reflection coefficient, R ≤ 1, as a non-linear function of the target areal density and

the normalised laser intensity. Such a function is derived in Ref. [38], by modelling the

target foil density in terms of a delta function. The reflection coefficient in this case

becomes:

R =

 ζ2/(1 + ζ2), for a0 ≤
√

1 + ζ2

ζ2/a2
0, for a0 ≥

√
1 + ζ2


where ζ = π nenc

`
λL

is the target areal density. In Ref. [38], it is concluded that the

threshold at which RSIT occurs is when ζ ∼ a0. It is further demonstrated that the

effect of the non-linear reflection coefficient on the light sail velocity is significant when

a0>ζ ≈ 1. This condition is typically not satisfied experimentally, given that achieving

ξ ∼ 1 requires nanometer thick foils.

Finally, it is worth noting that different behaviour emerges for targets with thickness

` ≤ `s. This regime is referred to as the ‘leaky light sail’, and has been experimentally

observed in Qiao et al [188]. Here, the laser electric fields do not decay in magnitude

within the target, since the thickness is less than the skin depth. In the most intense

region of the focal spot, the target is transparent to the laser light, and so the electrons

in the target bulk are ponderomotively accelerated by the transmitted laser light. In

addition, the laser fields which appear at the rear then pull electrons from the target

rear surface, causing them to ‘leak’ into the vacuum. For a target made of a single ion

species, this is disastrous in terms of ion acceleration; the electrons are ejected from the

focal spot, rather than being compressed into the skin depth and forming a sail. The

situation is different if the target is composed of multiple ions species, especially if the

target contains a high and low Z component. Qiao et al [188] suggests that the surplus

of electrons from the high Z ions stabilise the low Z species against space-charge effects,
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leading to more stable acceleration than the standard light sail case. It is predicted

that 100 MeV protons can be generated via this scheme, by irradiating nanometer thick

CH targets with a laser pulse at an intensity of 1020 Wcm−2 [188].

3.4.2 Radiation pressure acceleration: Hole boring

The hole boring regime occurs for targets which are much thicker than the skin depth

` � `s [179, 189–193]. In an analogous manner to the light sail regime, the laser

ponderomotive force drives the electrons into the plasma. This leaves a region of

depleted electron density, across which an electrostatic field forms, and subsequently

accelerates the ions. Within the dense layer of electrons, an equilibrium between the

ponderomotive force and electrostatic pressure is established, and the entire layer is

driven forwards by radiation pressure. However, unlike in the light sail regime, the

compressed electron layer is not localised to the rear of the target and is instead driven

into the target bulk at a velocity known as the hole boring velocity. As this layer

propagates into the target, it drives an electrostatic shock, which reflects the ions

downstream. The hole boring regime is then characterised by a double layered structure

of electrons and ions, which is maintained by radiation pressure. This structure is

illustrated in Fig. 3.3, whilst an example from a 1D PIC simulation is provided in Fig.

3.4. In many cases, this structure is referred to as the laser-piston. As pointed out in

Ref. [190, 191], there is a subtle difference between the hole boring and laser-piston

regimes. The laser-piston refers to a specific case in which the laser pulse is completely

reflected from the compressed electron layer, driving a quasi-static structure with an

extremely high Mach number '6.5. For Mach numbers greater than this value, it is

not possible for electrostatic shocks to develop [194], thus it is more correct to refer to

this as the laser-piston regime.

An expression for the piston velocity can be derived by balancing the electromagnetic

and mass momentum flows (assuming a planar geometry). These equations are written

as follows:

(1−R)(1− βp)IL = (γi − 1)Mniβpc
3 (3.45)

(1 +R)(1− βp)
IL
c

= Mc2γiβpβi (3.46)
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Figure 3.3: Cartoon illustrating the double layered laser-piston. Laser radiation pressure drives
the piston structure into the target bulk at a velocity βt, associated with a high Mach number
' 6.5. Adapted from Ref. [190].

where βp is the velocity of the piston which reflects the ions (and which is assumed to

have a quasi-stationary structure), γi = (1− β2
i )−1/2 is the ion Lorentz factor and R is

the reflection coefficient. This set of equations is reduced by expressing the ion Lorentz

factor in terms of the piston velocity, as follows:

γi − 1 =
1 + β2

p

1− β2
p

− 1 =
2β2

p

1− β2
p

(3.47)

The laser intensity may be normalised such that I = αmec
3nca

2
0, where nc is the critical

density and α = 1, 1/2 for circular and linear polarisations, respectively. The energy

and momenta equations are then written:

(1−R)(1− βp) =
2β2

p

1− β3
p

Mni
menca2

0

(3.48)

(1 +R)(1− βp) =
2β2

p

1− β2
p

Mni
menca2

0

(3.49)

The above equations are further simplified by re-writing them in terms of a dimension-

less piston parameter, B, which is defined as follows:

B =

√
nc
ni

me

me + Zmi
a2

0 =
IL
ρc3

(3.50)
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Figure 3.4: Simulation result demonstrating the acceleration of ions in the laser-piston regime.
This piston appears as a localised region of high momentum in the longitudinal phase space
distribution. The target in this case is a 500 nm thick Al foil, interacting with a laser of
intensity 1023 Wcm−2

The velocity is obtained by adding Eqns. (3.48) and (3.49) to eliminate R. This

produces a quadratic equation, with a physical root given in Eqn. (3.51), below.

βp =
B

1 +B
(3.51)

The above equation describes the fully relativisitic piston velocity in the absence of

QED effects. It is important to note that for intensities ≥1023 Wcm−2, a substantial

fraction of the laser energy is converted into radiation. To generalise the above results

to a regime in which QED effects are important, it is therefore necessary to include

the photon energy and momenta in the conservation equations [62, 63]. A detailed

description of QED effects within the hole boring regime is provided in chapter 7.

A key difference between the two regimes of RPA is that the light sail velocity (Eqn.

(3.43)) has an explicit dependence on the target thickness, whilst in the hole boring

regime the target is assumed to be infinite, and so the velocity (Eqn. (3.51)) must be

independent of the target thickness.
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3.5 Conclusions

In this chapter, the collective dynamics of electrons within a plasma have been de-

scribed. The key differences between a plasma and an ionised gas were discussed, along

with the parameters which can be used to classify a plasma, such as the Debye length,

the plasma frequency and the critical density. A number of important processes, such

as wave propagation, laser energy absorption, ion acceleration and transparency, were

also discussed in detail. At ultra-high intensities, these plasma physics processes will

become strongly intertwined with QED effects. Theories investigating the interplay

between these are still in their infancy, and do not completely describe the predicted

phenomena. The research which follows in chapters 6 and 7 may help in this regard, by

probing the energy partition, particle dynamics and pair-production rates in QED plas-

mas (i.e. plasmas in which high energy radiation generation, RR and pair-production

will influence the collective electron dynamics).
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Chapter 4

Methodology

The results presented in this thesis are obtained via a combination of experimental

studies, numerical simulations, and theoretical modelling. The aim of this chapter is

to describe the techniques used, and to tie together the experimental and numerical

aspects. First, a description of the laser technology employed in current high power sys-

tems is provided. This is followed by a specific example, the Astra-Gemini laser system,

which is used to make the measurements presented in chapter 5. Technologies which

will enable the realisation of ultra-high intensity (≥ 1022 Wcm−2), high repetition rate

systems (≥ 10 Hz) will be briefly reviewed, followed by descriptions of two upcoming

multi-petawatt (PW) lasers, namely APOLLON and ELI-NP. These will provide the

ultra-high intensities required to investigate the strong-field QED effects forming the

work explored in chapters 6 and 7. The second part of this chapter will focus on the di-

agnostic techniques used throughout this thesis, including the technique of polarimetry

used extensively in chapter 5. The final part of this chapter is then devoted to numer-

ical tools, namely numerical simulations utilising the particle-in-cell (PIC) approach,

which are employed in all three results chapters. The physics underlying QED-PIC

codes, along with the limitations of this approach, are explored in detail.

4.1 High power laser technology

4.1.1 Current laser technology

From the inception of the laser in the 1960s [1], up until 1985, the peak intensity

achievable by laser systems was limited to ∼1016 Wcm−2, well below the threshold for

relativistic electron motion in the laser fields, which occurs at ≥ 1018 Wcm−2 (for λL=1
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µm). This restriction was imposed by the damage threshold of optics within the sys-

tem, such as the neodymium-glass typically employed as a gain medium (at that time,

however titanium-sapphire (Ti:S) has become a popular gain medium in more recent

years). Propagating pulses with short duration through these optics deposits an energy

fluence which is sufficiently high that it can cause serious damage to the laser chain.

Even for laser pulses with intensities orders of magnitude below the damage thresh-

old, it was found that non-linear optical effects, such as self-focusing (which results in

an enhancement of the peak laser intensity) [78, 195, 196] and self-phase modulation

(which can lead to pulse duration compression) [195, 197] cause the propagating laser

pulses to approach the damage threshold.

The importance of non-linear effects is characterised by the so-called ‘B-integral’, a

parameter which corresponds to the non-linear component of the refractive index, and

is defined as follows:

B =
2π

λL

∫ L

0
n2IL(z)dz (4.1)

where n2IL is the component of the refractive index which depends on the laser intensity,

IL. The dimensionless B-integral defined in Eqn. (4.1) can be considered to be the

additional phase acquired by a laser pulse, propagating over a path length L, through

a medium.

It was the application of the chirped pulse amplification (CPA) technique to laser

systems, in 1985, which finally enabled focused intensities to be pushed into the rela-

tivistic regime [198]. The key principle of CPA is that the pulse is temporally stretched,

from femtoseconds to nanoseconds in duration, before it enters the amplifiers. Since

the energy of the pulse remains approximately constant, temporal stretching reduces

the intensity of the pulse, leading to a reduction in the amplitude of non-linear ef-

fects which previously restricted the peak intensity of high power laser systems. After

amplification, the pulse is re-compressed down to a pulse duration in the range ten

femtoseconds to picoseconds, enabling the generation of short, relativistically-intense

laser pulses.

The stretching of the laser pulse by a factor of 103− 105 is achieved by introducing

group velocity dispersion to the propagating light (for example, by employing a diffrac-

tion grating or prism). This separates the wavelengths of the incident laser light, such

that the shortest wavelengths can be sent along a longer path than the long wavelengths.

This relative delay of the wavelengths (and therefore the frequencies) within the pulse
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is known as chirping, hence the scheme is referred to as chirped pulse amplification.

After amplification, the pulse is compressed again by reversing the group velocity dis-

persion, such that the initial chirping effect is reversed. A schematic diagram of CPA

is provided in Fig. 4.1.

CPA is a technique which is employed routinely in high power laser systems, and

has revolutionised the field of laser-plasma physics. The importance of this work is

reflected by the fact that its pioneers were recently awarded the Nobel Prize in Physics

[199]. It does, however, have limitations. For example, the diffraction gratings typically

used to stretch and compress the laser pulses are still restricted by damage thresholds.

In addition, CPA causes amplification of all the light which passes through the system;

this leads to the amplification of the spontaneous emission which arises during pumping

of the gain medium. This produces so-called ‘amplified spontaneous emission’ (ASE),

which is undesirable as it is incoherent, and reduces the gain within the system. In

addition, ASE reduces the temporal intensity contrast of the laser pulse. This describes

the ratio of the intensity at the peak of the pulse, to the intensity typically at picosecond

and nanosecond scales before and after the peak of the pulse. Typically, the peak is

preceded by a pedestal in the temporal intensity contrast, which arises due to ASE

and uncompensated dispersion. A high level of ASE means the intensity of light in

the pedestal is sufficiently high that it can, for example, induce early heating of ultra-

thin foil targets before the peak of the laser pulse arrives. CPA systems are therefore

restricted by high levels of ASE, and poor contrast, in comparison to the additional

techniques that will be discussed.

To improve the laser temporal intensity contrast, the technique of optical parametric

chirped pulse amplification (OPCPA) is often employed in high power laser systems

[200–202]. This is a non-linear process by which energy is resonantly transferred from

a high-intensity pump beam into a lower frequency signal beam. Energy conservation

leads to the production of a third beam, named the idler, such that the sum of the

frequencies of the idler and the signal beams equals the frequency of the pump beam.

This process is illustrated in Fig. 4.2. The non-linear crystals used in OPCPA schemes

are typically beta-barium borate (BBO) [203], which are employed as they offer high

bandwidth amplification and high damage thresholds, as well as amplification over a

wider range of central wavelengths, compared to the Ti:S crystals typically used in CPA

[200].
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Figure 4.1: Schematic diagram illustrating the process of chirped pulse amplification (CPA).
The laser parameters in this case are similar to those of the Astra-Gemini laser system.

An OPCPA set-up generally includes a diode pumped CPA stage in order to provide

the pump pulse [202]. For example, Fig. 4.2 shows a scheme in which a low energy,

short duration pulse emerging from an oscillator is first temporally stretched and then

split, such that part of the pulse is passed to the OPCPA crystal, whilst the other is

diverted to a CPA stage, for example a Ti:S or Yb-based amplifier. This amplifier is

pumped by a high-repetition rate diode pump laser. The light produced in the CPA

stage is then frequency-doubled, and used in turn to pump the OPCPA crystal [204].

This frequency-doubled pulse acts as the pump beam, which is then used to amplify

the signal beam (i.e. the short pulse generated by the oscillator).

OPCPA has a number of advantages over CPA. Firstly, the amplification only sig-

nificantly occurs when the pump and signal beams are phase matched. Any other light

in the system therefore remains unamplified, thus significantly reducing the level of

ASE. This mechanism also works for a much wider range of wavelengths than CPA

(the only restriction is the range of wavelengths which can be transmitted through the

non-linear crystal). This process is also very efficient; the energy is resonantly trans-

ferred from the pump to the signal and idler beams, without depositing a significant

amount of energy in the crystal as heat. Finally, OPCPA also enables much higher

gain during a single pass, reducing the need for multi-pass and regenerative amplifiers.

The disadvantage of this approach is that, in order to access the required non-linear

effects within the crystal, it is necessary that the pump beam has a high intensity.
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Figure 4.2: A schematic of the OPCPA process (a) The pump and signal pulse overlap within the
OPCPA crystal, amplifying the output signal and generating an idler pulse. (b) An illustration
of a diode pumped CPA stage being used as the pump pulse in an OPCPA amplifier.

This is typically achieved by either focusing the pump beam to a small spot within

the crystal, or by pumping with high energy, hence the necessity of CPA to drive the

OPCPA process. Examples of OPCPA based laser systems include the PHELIX laser

at GSI, Darmstadt, and the Vulcan laser at the Central Laser Facility. Currently this

system operates at 1 PW, however there are plans to upgrade to 10 PW operation

in the future [205]; this demonstrates that OPCPA is an example of high power laser

technology which will enable the next generation of lasers to be realised.

4.1.2 Current laser systems: The Astra-Gemini laser system

The experimental results presented in chapter 5 of this thesis were obtained using the

Astra-Gemini laser system at the Rutherford Appleton Laboratory [206, 207]. This

system is capable of delivering two short, 40 fs laser pulses, with energies of up to 15

J, leading to a peak power of 0.5 PW in each of the laser pulses. These pulses have

a central wavelength of λL=800 nm, with a bandwidth of 40 nm, such that the laser

is in the near-IR region of the electromagnetic spectrum. The system operates with

a repetition rate of one full power shot every 20 seconds. A unique aspect is that it

can be used in a dual beam configuration. This makes it highly applicable for QED

experiments employing beam-beam interactions. For example, one of the beams can be
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focused using a relatively long F -number optic (F/20 to F/40) to generate a relativistic

electron beam, which then collides with the second laser beam, focused to high intensity

with a short F -number optic (∼ F/2) [130, 131]. The dual beam configuration also

enables the exploration of exotic experimental set-ups, such as colliding lasers with

different polarisations, as well as using one of the beams for ultra-fast probing of the

plasma dynamics by frequency doubling, delaying, or temporally stretching the pulse.

Astra-Gemini is an ideal choice of laser for the experimental campaign described in

chapter 5, which measured changes in the polarisation state of light detected at the rear

of ultra-thin foil targets. Intense laser interactions with such foils require a laser with

a high temporal intensity contrast, and short pulse duration, to prevent a significant

degree of target pre-heating before the peak of the pulse arrives. Astra-Gemini has

a temporal intensity contrast ratio of 108 at 5 ps before the peak of the pulse (after

reflecting from dual plasma mirrors, as will be described in section 4.1.3), which is

sufficient to enable ultra-thin foils to be employed.

In common with many high power laser systems, Astra-Gemini uses an oscillator to

generate a low energy seed pulse, which is subsequently amplified using the technique

of chirped pulse amplification (CPA) [198]. The oscillator is composed of a Ti:S crystal,

which is then mode-locked to produce a train of short pulses. Mode-locking is a process

by which a fixed phase is introduced between the longitudinal modes within a laser

cavity. Constructive interference between these modes then produces a short pulse

of light. Mode-locking within the Astra-Gemini oscillator enables a train of 12 fs

duration pulses to be produced, with an average power of 550 mW. These pulses are then

stretched to a duration of ∼500 ps before amplification, in the first stage of the CPA

process. The Astra-Gemini laser uses transmission gratings to stretch the pulses, which

reduce the level of ASE compared to a diffraction grating, therefore producing pulses

with a higher temporal intensity contrast. These are then sent to the pre-amplifier,

which consists of a multi-pass Ti:S crystal, pumped by a green neodymium YLF laser.

The pre-amplifier boosts the energy of the pulses to 800 mJ, and a combination of a

Pockels cell and polarisers are used to cut the pulse train down to a frequency of 10

Hz, with these pulses then being passed to the main amplifier chain.

The stretched pulses then enter a chain of three amplifiers, which increase in size

successively, along with the beam diameter, in order to reduce the fluence below the

damage threshold of the optics. The first amplifier is a 10 mm thick Ti:S crystal,
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pumped on both sides by a frequency-doubled neodymium YAG (Nd:YAG) laser with

an energy of 90 mJ. The pulses pass through the crystal four times, to extract as much

energy as possible, reaching 4 mJ on the final pass. These are then passed through a

spatial filter, and expanded in diameter so they can continue into the next amplifier.

Improvements to the beam quality are achieved by using wedged optics to eliminate

internal reflections. The second amplifier is another multi-pass TiS crystal, this time

pumped with 300 mJ of energy by a frequency-doubled Nd:YAG laser. This amplifier

boosts the pulse energy to 120 mJ, after which it is expanded to a diameter of 18

mm before it enters the third amplifier. The third multi-pass amplifier again uses a

Ti:S crystal, now pumped by four frequency-doubled Nd:YAG lasers, which impart a

maximum energy of 4.5 J to the crystal. In this final Astra amplifier, the energy of

the pulse is boosted to 1.2 J, with the quality of the pulse improved through the use

of another spatial filter, and expanded to a diameter of 31 mm.

At this stage, the pulses are sent to the Gemini amplifiers, in a pulse train operating

at 5 Hz. The energy of the laser can be controlled via a slide in attenuator, enabling

a reduction in the energy by two orders of magnitude if necessary. The pulses which

enter the Gemini chain are split into two paths, each of which is then amplified by a

multi-pass amplifier to an energy of ∼20 J. The final stage in the chain is to then re-

compress the pulse via another transmission grating, which reduces the duration down

to 40 fs. Finally, the alignment of the Astra-Gemini system is maintained through the

application of a series of deformable mirrors, which account for changes in the pointing

and central position of the beam. These deformable mirrors allow for pointing and

wavefront errors, arising from thermal effects due to extended use of the system, to be

controlled.

4.1.3 Future laser technology

As mentioned in section 4.1.1, the invention of CPA enabled a rapid increase in focused

laser intensities, from 1985 onwards. Similarly, the invention of mode-locking, in the

1960s, was the first step towards the development of laser pulses with progressively

shorter duration [7, 8]. Subsequent developments in laser technology (such as mode-

locking via the non-linear Kerr effect [8]) have enabled pulse durations to decrease from

picoseconds, down to tens of femtoseconds. It is proposed that attosecond laser pulses

will be generated at the Extreme Light Infrastructure [208], which have applications in
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ultra-fast imaging, such as probing the dynamics of electrons during chemical reactions.

Decreasing the pulse duration is one method by which ultra-intense laser pulses will be

generated at future laser facilities.

As well as moving towards shorter pulse durations, future laser systems will also

operate at higher repetition rates. In particular, laser pulses with nanosecond duration,

produced at high repetition rates of ≥10 Hz, are required in order to pump the CPA

stages in OPCPA amplifiers. Currently, the repetition rates of laser systems are re-

stricted by the flash lamps which are used to pump the amplifiers. Typical nanosecond

amplifiers driven by flash lamps can achieve repetition rates of only a few shots per

minute for pulses with an energy ∼10 J [209]. In addition to producing low repeti-

tion rates, flash lamps give rise to extremely low electrical-to-optical efficiency, in most

cases <1%. It is therefore crucial that multi-PW laser systems and beyond replace

flash lamp technology with diode pumped solid state lasers, which rely on gain media

such as Nd:YAG. Such systems can achieve higher efficiencies of 10-50%, however there

are numerous technological limitations which must be overcome in order for them to

become widely used. These include a slightly reduced beam quality, and less efficient

harmonic generation, in comparison to flash lamps [209].

The potential for diode pumped laser technology has been demonstrated by the

DiPOLE (Diode Pumped Optical Laser for Experiments) system at the Central Laser

Facility [210], which has delivered 100 J of energy in 10 ns laser pulses, at a repetition

rate of 10 Hz. This has achieved the highest efficiency recorded to-date for a diode

pumped laser, at ∼22.5%. The DiPOLE amplifier consists of four Yb:YAG discs,

placed inside an insulated pressure vessel, through which cryogenic helium is passed.

The amplifier is then pumped by two diode pumped lasers at 940 nm, and produces

amplified light with a central wavelength of 1030 nm. DiPOLE has demonstrated the

technology of high energy, diode pumped lasers, which are extremely likely to be key

components in upcoming multi-PW lasers.

Plasma mirror technology

In addition to increasing the power of laser pulses, the intensity frontier may be pushed

further by employing low F -number (≤ F/1) focusing optics to achieve tight-focusing

conditions, i.e. a focal spot with a size near the diffraction limit of the laser wavelength.

As the peak intensities of multi-PW systems increases, it is also necessary to improve the
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Figure 4.3: Plot of the temporal intensity contrast ratio as a function of time, comparing the
ideal case (blue) and the case for a typical high power laser pulse (red).

temporal intensity contrast of the laser pulse. In this section, the plasma mirror and the

focusing plasma mirror will be discussed, since the latter optic provides an enhancement

of both the peak intensity and the temporal intensity contrast of a high power laser

pulse. This will enable the realisation of laser pulses which could be employed to

experimentally test the QED effects presented in chapters 6 and 7.

As discussed in section 4.1.2, the temporal intensity contrast is the ratio of the peak

laser intensity, to the intensity on the scale of nanoseconds and picoseconds before

or after the peak of the pulse arrives, as illustrated in Fig. 4.3. In a high power

laser system, ASE and uncompensated dispersion together produce a pedestal in the

temporal intensity contrast, a region of intensity at ∼ 1012 Wcm−2, which arrives

nanoseconds before the peak of the pulse. This is undesirable as it leads to heating

of a target before the peak of the laser arrives; in the case of ultra-thin foils, it may

result in the target undergoing significant expansion during interaction with the rising

edge of the laser pulse, such that the peak of the pulse interacts with an underdense

plasma. Typical high power lasers achieve a temporal intensity contrast ratio ranging

from <108 at the 5 ps level, and <1011 at 1 ns in the case of Astra-Gemini, up to

<1012 at 1 ns for lasers such as APOLLON [211], which will be introduced in the

next section. The importance of this parameter becomes clear when considering next

generation facilities such as ELI-NP, which are expected to produce peak intensities

exceeding 1023 Wcm−2. Even with an exceptional contrast, the pedestal will be of the
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order ∼1012 Wcm−2, which when focused onto a target will cause a significant degree

of pre-ionisation and expansion prior to the main pulse.

Experimentally, one method by which the temporal intensity contrast can be im-

proved is by employing a plasma mirror, a tool described in detail in Refs. [212–214].

This is typically a slab of optical quality glass or plastic with an anti-reflective coating

(in order to enhance the transmission in its non-plasma state), which improves the con-

trast by removing the pedestal. The plasma mirror is positioned such that the rising

edge of the laser pulse is below the ionisation threshold of the mirror when it arrives,

and is therefore transmitted. As the rising edge of the laser pulse interacts with the

mirror, it causes the surface to rapidly ionise, producing a dense plasma. The remain-

der of the pulse then reflects off this overdense plasma, continuing on to interact with

the target. The key point is that the pedestal has been suppressed such that the target

is less likely to undergo significant heating during interaction with the rising edge of the

laser pulse. This improvement, however, comes at a cost, since it results in a reduction

in the laser energy which arrives on target. This is because the laser pulse is not only

transmitted through the optic, but is also absorbed and used to ionise the surface of

the plasma mirror. For example, the double plasma mirror set-up employed in chapter

5 reduces the energy arriving on target by ∼52%.

An extension of this idea has been presented in Refs. [215, 216], in which an

ellipsoidally curved, focusing plasma mirror was developed to not only improve the

temporal intensity contrast of the pulse, but also focus it to a focal spot size comparable

to the laser wavelength. In this case, the optic is a plastic slab in the shape of an

ellipsoid. One of the foci of the ellipse is positioned at the focal spot of the laser system

(focused using a conventional off-axis parabola, OAP), enabling re-imaging of the spot

at the second focus, where the target is placed. The re-imaged spot is demagnified

by a factor determined by the parameters of the ellipse; in Ref. [216], this is ∼3x,

for a laser of wavelength λL=1054 nm. The demagnification of the focal spot results

in a significant intensity enhancement, relative to the input focal spot. These optics

are single-use and disposable; this offers a huge advantage over focusing using a solid-

state F/1 optic, which would otherwise be damaged by debris or high intensity back

reflections, as a result of the relatively short focal length. These focusing plasma mirrors

will be crucial at upcoming laser facilities, both for delivering ultra-intense laser pulses,

as well as cleaning the temporal intensity contrast such that ultra-thin foil targets can
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be employed.

4.1.4 Future laser systems

Multi-Petawatt laser systems: APOLLON and ELI-NP

The current generation of PW lasers have enabled the first investigations into QED

effects such as radiation reaction [130, 131], and pair-production via the Bethe-Heitler

process [73, 217]. To further investigate these processes, and to explore higher order

QED effects, it will be necessary to employ multi-PW lasers. For example, the high-field

physics effects described in chapters 6 and 7 are observed at focused laser intensities

of ≥ 1023 Wcm−2. These intensities are expected to be achieved at multi-PW laser

facilities, including APOLLON [211, 218] and ELI-NP [219]. In this section, a brief

description of these facilities, and the expected laser parameters (which are employed in

the simulation studies presented later in this thesis), will be discussed. These systems,

in particular, are explored since they will offer the first means by which the predictions

of chapters 6 and 7 can be tested experimentally.

The first system of interest is APOLLON, located in Saclay, France [211, 218].

The goal of this facility is to produce a 10 PW laser pulse, by delivering 150 J of

energy into an extremely short pulse duration of 15 fs. The resulting intensity will

exceed 2 × 1022 Wcm−2, enabling the generation of intense radiation and relativistic

particles, along with enabling the investigation of QED effects in ultra-intense laser-

plasma interactions. In a similar manner to Astra-Gemini, APOLLON is a multi-beam

laser. In addition to the main 10 PW beamline, this system also aims to deliver a

secondary 1 PW beam for collision experiments, as well as a 20 fs, 10 TW probe

beam, and an uncompressed long pulse beam with nanosecond duration. The features

which make APOLLON unique are that it will produce an exceptionally high temporal

intensity contrast ratio of >1011, enabling the investigation of laser-solid interactions

employing ultra-thin foil targets, and at repetition rates of up to one shot per minute.

These objectives are achieved by increasing the bandwidth of the light to support

ultra-short pulse generation, using spectral-phase control to enhance the contrast, and

limiting the energy after compression to 150 J, to support a short time interval between

shots.

The front end of the APOLLON laser is based on a Ti:S oscillator which produces

laser pulses with at a central wavelength of λL=800 nm [204]. To achieve short pulses,
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the spectrum is necessarily very broad. The pulses from the oscillator are separated

into two components; the part centered on 800 nm is spectrally broadened, and the

spectral-phase is controlled via a Dazzler (i.e. an opto-acoustic device which enables

properties of the pulse, such as the duration, to be varied). These pulses are stretched

to 6 ps in duration, and passed to the OPCPA chain as a signal pulse.

The second component of the pulse from the oscillator, centered on 1030 nm and

with energy on the pJ level, is stretched to 1.5 ns and amplified by diode pumped

Yb-doped amplifiers, before being compressed and frequency-doubled to produce green

light at 515 nm. The output at this stage is a green 12 ps duration pulse, with energy

on the order ∼10 mJ (at a repetition rate of up to 100 Hz), which is then used as the

pump pulse in the OPCPA stage. The OPCPA stage generates a mJ pulse, with the

high bandwidth necessary for the production of 15 fs pulses. These are subsequently

stretched to nanosecond duration and passed to the amplification stage.

APOLLON employs a chain of five multi-pass Ti:S amplifiers to boost the energy

of the pulse to 300 J before the compressor [218]. This requires a significant amount of

pumping energy, especially in the later stages of amplification. The pump lasers used

are Nd:glass amplifiers, which are liquid cooled to enable a shot rate of one full power

shot per minute. Finally these pulses are passed to the compressor, which consists of

four diffraction gratings.

The second multi-PW system referenced in this thesis is ELI-NP. This is one of

four pillars of the Extreme Light Infrastructure (ELI) project, which aims to push the

frontiers of high intensity laser and radiation science [209, 219–222]. The four pillars

have the following objectives; ELI-Beamlines (pillar 1) will investigate the generation

of secondary radiation from ultra-intense laser interactions, ELI-ALPS (pillar 2) aims

to generate high bandwidth, ultra-short attosecond laser pulses, ELI-NP (pillar 3)

aims to combine ultra-intense laser pulses with a high energy gamma-ray source to

probe nuclear physics, and ELI high intensity (pillar 4) aims to produce laser pulses at

intensities up to 1025 Wcm−2. The focus in this thesis is on ELI-NP, as the construction

of this facility is close to completion at the time of writing, and is the most likely source

of the 1023 Wcm−2 intensities necessary for the investigation of the high-field physics

effects which are described in chapters 6 and 7.

The beam architecture of ELI-NP is similar to that of APOLLON, and is described

in detail in Ref. [219]. The front end consists of two identical Ti:S oscillators, producing
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short pulses with a central wavelength of 820 nm, and which are pre-amplified using

the aforementioned OPCPA technique. These pulses are passed to two identical am-

plification arms, which boost the pulses in three stages to 0.1 PW, 1 PW and 10 PW.

At each of these amplification stages, the two beams can be siphoned off to separate

experimental areas for various applications.

All three amplifiers use Ti:S crystals pumped with green light. Amplifiers one and

two produce pulses at a rate of 10 Hz, with compression of the pulse to 25 fs after

each amplification stage. The final amplifier produces 220 J pulses at a rate of one per

minute, which are then compressed down to 20 fs. The two 10 PW pulses produced

at this stage can be directed into a number of experimental areas. The so-called ‘E1’

interaction area enables these beams to be used for nuclear physics experiments, whilst

in the ‘E6’ area these can be used for colliding pulse and QED experiments. A unique

capability of ELI-NP is that the pulses can be interacted with a high energy gamma-ray

beam, for example, to investigate all optical QED set-ups.

The gamma-ray beam at ELI-NP [219, 222] is produced via the interaction of

high energy electrons with a high-repetition rate laser. Two diode pumped lasers

produce 200 mJ pulses at a rate of 100 Hz, which then collide with electrons accel-

erated via a linac. The first stage of the linac produces 300 MeV electrons, which

are collided with the laser to generate up to 3 MeV gamma-ray photons via inverse

Compton scattering (a scattering process in which energy is transferred from the elec-

tron to the photon). Alternatively, these electrons can be passed to a second linac

stage, boosting them to 720 MeV. When these collide with the laser they produce

gamma-rays of up to ∼20 MeV. This gamma-ray source is extremely high energy,

and has an exceptionally high peak brilliance (≥1019 photons·s−1·mm−2·mrad−2·(0.1%

bandwidth)−1) [208, 219]. This is comparable to the peak brightness of conventional

radiation sources, such as undulators, however the average photon energy in the ELI-

NP gamma-ray beam is at least an order of magnitude higher than these conventional

sources [223]. This is highly advantageous for investigating non-linear QED processes,

such as electron-positron pair-production. It should be noted that upcoming light

sources, such as the European XFEL, are predicted to achieve peak brightness ∼ 1033

photons·s−1·mm−2·mrad−2·(0.1% bandwidth)−1 [224].
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Figure 4.4: A schematic of the C3 scheme which may enable the generation of Exawatt laser
pulses, adapted from Ref. [225]. This scheme combines the methods of CPA, OPCPA and
Backwards Raman Amplification.

Exawatt and Zetawatt laser systems

Finally, it is interesting to look much further into the future, towards laser systems

which will produce intensities within a few orders of magnitude of the Schwinger limit

(∼ 1029 Wcm−2). For example, a scheme has been proposed by Gerard Mourou, one of

the pioneers of CPA, for the generation of exawatt (1000 PW) pulses [225, 226]. For such

high energy laser pulses, the energy fluence incident on the diffraction gratings becomes

a limiting factor. To avoid the damage threshold of such components, they must be

built to larger sizes than currently feasible, meaning they will become unrealistically

wieldy and expensive. It is therefore necessary to employ plasma photonics to boost

the intensity, for example by shortening the pulse duration, and resonantly transferring

energy between plasma waves and high energy pump pulses [227, 228].

To reach the exawatt level, it has been proposed that the total energy of a system

like NIF (National Ignition Facility) or LMJ (Laser MégaJoule), which produce 10

kJ-MJ pulses with nanosecond duration, could be compressed down to 10 fs. It is

not possible to achieve this level of compression using CPA or OPCPA alone, since

the diffraction gratings required could be up to 100 m2 and necessarily have a large

bandwidth. Instead, a three stage process based on CPA, OPCPA and Backwards

Raman Amplification (BRA), has been proposed in Ref. [225]. This final process,
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BRA, is a method by which a probe pulse transfers energy to a lower frequency wave

via resonant excitation of a plasma wave [227]. It is not possible to use the process

of BRA on its own to compress the pulse from nanoseconds to tens of femtoseconds

in duration, as such a large step requires that the plasma stay uniform in density

over a distance of 75 cm, which is currently not feasible. The proposed three stage

process, called Cascaded Conversion Compression (or C3) is illustrated in Fig. 4.4, and

described in detail below.

The first stage in the C3 process is the application of CPA to compress a NIF-like

pulse, with a central wavelength λL=1050 nm, at an energy of 30 kJ and 5 ns duration,

down to a pulse duration of 20 ps. The important point here is that this step can be

achieved with currently available diffraction gratings. The resulting pulse is then split

in two, with one component used to pump the OPCPA stage, and the second used to

pump the BRA stage.

Looking now at the OPCPA stage, the source is a 20 fs pulse with a central wave-

length of λL=1250 nm, which has been generated in Ref. [229] using a Cr:Fosterite

oscillator. This pulse enters an OPCPA stage, pumped by frequency-doubled light from

the CPA stage, with an energy of 500 J. The output of the OPCPA stage is then a 20

fs pulse, with an energy of up to 100 J.

Finally, the beam from the OPCPA stage is passed into a uniform density plasma cell

(of density 1025 m−3 and diameter 2.5 cm) to amplify the pulse via the process of BRA.

This driving pulse resonantly transfers energy to the pulse incident on the opposite side

of the cell, which comes from the CPA stage. BRA enables the generation of a 10 kJ,

20 fs pulse at a wavelength of λL=1250 nm, which has a power of the order 1000 PW.

It is proposed that this could then be focused to an intensity of 1026 Wcm−2 using a

low F -number optic, either in the form of a conventional solid state OAP, or a focusing

plasma optic.

4.2 Experimental Methods

4.2.1 Polarimetry

In chapter 5 of this thesis, the technique of polarimetry is employed, to measure the

polarisation state of the light detected at the rear of ultra-thin foil targets. Typically,

polarimetry is used as a technique to probe light passing through a strong magnetic
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field, such as those employed in studies of magnetic confinement fusion [230]. In the

context of laser-plasma interactions, polarimetry enables measurement of the spatial

distribution of the magnetic fields, as well as the charge and current densities, within

an underdense plasma. In general, it is assumed that the change in polarisation (due

to the magnetic fields) can be decomposed into contributions from Faraday rotation, in

which case the polarisation of light propagating parallel to the magnetic field undergoes

a rotation, or from the Cotton-Mouton effect, where the ellipticity of light propagating

perpendicular to the magnetic field, is modified [231, 232]. It should be noted that

in chapter 5, it is discovered that the polarisation state of light detected at the rear

of an ultra-thin foil is not modified by either of these effects, but rather through the

process of mode conversion. Nevertheless, the general technique of polarimetry can be

used to measure the polarisation state. Specifically, the method of Stokes polarimetry is

applied, in which the polarisation state is determined via measurements of the so-called

‘Stokes parameters’, which will be described in this section.

Stokes polarimetry

To interpret the experimental measurements presented in chapter 5, it is necessary to

adopt a description of polarised light which easily enables shifts in the polarisation state

to be quantified. Following the analysis presented in Refs. [230, 233–236], the Stokes

representation will be employed, in which the polarisation state is described in terms of a

four component vector. Each component in this vector is an experimentally measurable

quantity, referred to as a Stokes parameter. The first parameter, S0, describes the total

intensity of the light, whilst the remaining three components describe the difference in

relative intensities of degenerate polarisation states. The term ‘degenerate states’ here

refers to the six states commonly used in polarimetry, these being; linear polarisations

at 0◦, 90◦, 45◦and 135◦ (where the angle is defined as a rotation in the plane orthogonal

to the direction of light propagation), and left and right handed circular polarisations.
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The Stokes parameters are defined as follows:

S0 = I0 + I90 = I ≡ 1 (4.2)

S1 = I0 − I90 = Ip cos 2ψ cos 2χ (4.3)

S2 = I45 − I135 = Ip sin 2ψ cos 2χ (4.4)

S3 = IRCP − ILCP = Ip sin 2χ (4.5)

where I is the total intensity of the light and In is the intensity of light in the degenerate

state ‘n’. Here, p is the degree of polarisation, such that 0≤p≤1, and 2ψ, 2χ are charac-

teristic angles, related to those of the polarisation ellipse introduced in section 2.1.1. In

the context of plasma polarimetry, it is common to assume that the light is completely

polarised and maintains its total degree of polarisation, such that p=1 [230]. In this

case, the reduced Stokes parameters are used such that S0=1. This is the convention

which will be used throughout this thesis. Given that the total degree of polarisation

is constant, the Stokes parameters are related as follows:
√
S2

1 + S2
2 + S2

3/S
2
0 = 1.

From an experimental perspective, a typical set up for measuring the Stokes pa-

rameters involves splitting the light which is under investigation (for example, the light

which appears at the rear of an ultra-thin foil target) into three separate paths, each one

enabling measurement of one of the Stokes parameters. Each path contains a Wollas-

ton prism, with the angles set to 0◦, 45◦ and 0◦, respectively, such that the orthogonal

polarisation states can be separated. In addition, one of the paths should include a

quarter waveplate, enabling the left and right handed circular states to be separated.

This set-up then splits the light into the six degenerate states mentioned previously.

Each pair of degenerate states is then recorded on a camera, with the relative inten-

sity of the states giving a measurement of the corresponding Stokes parameter. The

experimental implementation of such a diagnostic on the Astra-Gemini laser system is

described in detail in chapter 5.

The Stokes parameters may be visualised as co-ordinates in the so-called ‘Poincaré

sphere’, in which they form an orthonormal basis, as illustrated in Fig. 4.5. In this in-

terpretation, changes in the polarisation are seen as rotations of the Stokes vector, such

that its tip moves to a different point on the surface of the Poincaré sphere. Consider

for example linear p polarisation, which is represented by a unit vector pointing along

the positive S1 axis, and whose tip is given by the co-ordinate (1,0,0). A change in the
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Figure 4.5: An illustration of the Poincaré sphere representation of polarised light, and the
angle of linear polarisation (AOLP).

linear polarisation state is then visualised as a rotation of this vector along the equator

of the sphere, whilst a change in the circular polarisation state is a rotation along a

line of latitude. Elliptical polarisation is represented by a Stokes vector whose tip lies

on the unit sphere, but not along the equator or the poles. In this representation, it

is clear that the angles which appear in the definition of the Stokes parameters (2ψ

and 2χ) are the angles of longitude and latitude in the Poincaré sphere. If the degree

of polarisation is not constant, such that p 6=1, then the tip of the Stokes vector need

not lie on the unit sphere. The Stokes parameters can be combined to define an angle,

called the angle of linear polarisation (AOLP), which is used to quantify the magnitude

of shifts between linear polarisation states. The AOLP is defined as follows [234, 235]:

AOLP(◦) =
1

2
arctan

(
S2

S1

)
=

1

2
arctan

(
I45 − I135

I0 − I90

)
(4.6)

For light which is completely polarised in the linear 0◦-90◦ plane, i.e. the linear p

and s states, the AOLP=0◦. For linear polarisation at an angle, the magnitude of the

AOLP increases proportionally with the polarisation angle, up to a maximum value

of 45◦. This angle describes shifts of the linear polarisation state, and for completely

polarised light is equal to the latitude in the Poincaré sphere (see Fig. 4.5).

The Stokes representation is employed in this thesis due to the advantages it offers

over alternatives, such as the Jones representation [230]. For example, the Stokes

parameters are quantities which can be measured directly experimentally, whereas in
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the Jones representation, it is necessary to determine the relative amplitudes of the

orthogonal components of the electric field, and their relative phase, in order to measure

the polarisation state. The Jones description is also limited to completely polarised

light, whereas the Stokes representation can be applied to fully and partially polarised

light, as well as completely unpolarised light.

4.3 PIC simulations

It is increasingly common to employ numerical simulations to complement results ob-

tained from high intensity laser-plasma experiments. Experimental measurements made

via the use of optical diagnostics and cameras, to sample light during an interaction,

are typically temporally integrated. Simulations are then employed to help understand

the physical processes that occur during the interaction, due to the possibility of inter-

rogating the dynamics over a time interval equal to the laser period, and length scales

shorter than the Debye length. For example, results presented in Refs. [52, 53, 237]

have highlighted that the collective dynamics within the plasma change drastically

during the course of an interaction, with different physical processes driving the accel-

eration of charged particles at different times. Experimentally, it is only possible to

infer these complex dynamics from the macroscopic quantities which can be measured,

for example, the time integrated proton energy spectrum and spatial distribution. By

employing numerical simulations however, it is possible to observe these dynamics and

then compare with the experimental measurements. In addition, there is a large param-

eter space which could be probed experimentally but which often is not possible due

to time constraints. Numerical simulations enable the parameter space to be sampled

before the experiment, to isolate the most promising regions, and to therefore guide

the experiment. It is important to note that these numerical modelling techniques have

limitations of their own, and so the development of the field of laser-plasma interactions

relies on a combination of these two approaches.

In this section, one specific approach to the numerical modelling of plasmas will be

described, the Particle-In-Cell (PIC) approach [238]. The general principles underpin-

ning this scheme will be explored, as well as the implementation of novel new physics

such as QED effects. Whilst the simulations in this thesis were run using a specific

code, EPOCH, the overall discussion is general to many PIC codes.
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4.3.1 The numerical approach

The most complete description of a plasma, in principle, is obtained by solving the

coupled equations of motion for every particle within the plasma [166]. There are

two main obstacles associated with this approach. The first is that since the particles

are charged, their motion results in the generation of currents and associated electro-

magnetic fields. The motion of the one particle then generates fields which influence

the motion of the other particles, such that it is difficult to obtain a self-consistent

description of the particle trajectories and fields. The second obstacle is the number

of particles involved. A solid density foil, for example, when fully ionised produces a

plasma with ∼1027 electrons per cubic metre. Even with access to a supercomputer it

not possible to solve the set of equations numerically on a feasible timescale. Typically,

the solution is to employ the kinetic description of a plasma, which was introduced in

section 3.1.2. Rather than describing the particles within a plasma in terms of their

individual equations of motion, the phase space occupied by the particles is discretised

in terms of a distribution function. This is a function of position and velocity, and

describes the probability, at a given time, of locating a particle within a certain volume

of phase space. The evolution of the distribution function, in the absence of collisions,

is described by the Vlasov equation (Eqn. (3.11)). However, given that the distribution

function is a 6D quantity (it has three position and three velocity co-ordinates) solving

the Vlasov equation is also computationally expensive. In addition, the distribution

function is typically localised to a small region of phase space, such that much of the

computational power is wasted on regions of low density plasma, or vacuum.

PIC codes address this problem by sampling the distribution function into finite

elements, called macro-particles [238]. Each macro-particle represents a collection of

particles, and behaves in the same way; their motion is still governed by the Lorentz

force, and they have the same charge-to-mass ratio as the particles they represent. The

macro-particles have no internal degrees of freedom, they cannot rotate and they cannot

change shape. In the absence of collisions, it is also possible for the macro-particles to

move through each other and occupy the same volume in space. The shape with which

the macro-particles are initialised has an influence on how accurate the simulation

results are; generally the smoother the distribution, the better the results. The number

of macro-particles used in the simulation must be chosen to closely approximate the

distribution function. The distribution of macro-particles is determined by the initial
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conditions, which are expressed in the form of fluid moments, such as density and

pressure [238, 239].

The system of equations which describes the motion of the macro-particles and the

associated fields is defined as follows;

dr

dt
= v (4.7)

du

dt
=

q

m
(E + v ×B) (4.8)

where u = γv, such that γ =
(
1 + (uc )2

)1/2
, and:

∂B

∂t
= −∇×E (4.9)

∂E

∂t
= c2∇×B− j

ε0
(4.10)

Note that it is only necessary to include two of Maxwell’s equations; provided that

∇ ·B=0 at the start of the simulation, this condition will be satisfied at all subsequent

times, and charge will be conserved, provided that Gauss’ law is satisfied [239].

To determine the current density, j, the positions of the particles are interpolated

onto a grid. The shape (or weight) of the macro-particle describes the fraction of

the particle located at a given position of the grid. The flux of particles across the

grid determines the current density, from which the electric and magnetic fields are

calculated. These are obtained using the Finite Difference Time Domain (FDTD)

method, which enables both the electric and magnetic fields to be determined at the

same time step. Starting at time step n, the fields are defined as:

En+1/2 −En

∆t/2
= c2∇×Bn − jn

ε0
(4.11)

Bn+1/2 −Bn

∆t/2
= −∇×En+1/2 (4.12)

where ∆t is the size of the time step. These fields are then interpolated to the particle

positions, and re-injected into the equation of motion to push the particles to their new

positions. By interpolating the new positions onto the grid, the current density at the

next time step, jn+1, is determined. This process repeats iteratively, as illustrated in

the flow diagram presented in Fig. 4.6.

The components of the electric and magnetic fields are stored on the vertices and
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Figure 4.6: A flow diagram demonstrating the PIC numerical technique. On the left, the initial
conditions define the particle distribution function, which is sub-sampled into macro-particles.
The EM fields are defined based on the position of the macro-particles on the grid, these fields
are then interpolated onto the particle positions and used to update their positions. The field
positions are calculated on the Yee grid, which is illustrated on the right of the figure.

edges of a Yee grid (illustrated in Fig. 4.6) [240], as opposed to being defined in the

centre of the grid elements. This ensures second order accuracy of the algorithm in

space, meaning that the magnitude of the errors scales with the square of the time step

size.

Finally, the equations of motion for the particles are updated using the leapfrog

algorithm. Since the EM fields are calculated at half time steps, the particle positions

and the current density on the grid are obtained at integer time steps. The Boris

algorithm, described in detail in Ref. [241], is then used to centre the velocity.

4.3.2 Limitations of the PIC approach

Whilst PIC codes can be employed to great effect in numerical studies of laser-plasma

interactions, it is important that they are not treated as a ‘black box’, and that their

limitations are taken into account when analysing results.

A well-reported issue which arises in PIC simulations is numerical heating [238, 242].

This is an artificial effect, which arises when the spatial resolution of the simulations

is not sufficient to resolve the Debye length. In this case, the electric fields are aliased

over adjacent cells, causing the plasma to heat up until the Debye length is resolved.
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One way to minimise the amplitude of this effect is to use smoother shaping functions

to initialise the macro-particles [242], for example, third order interpolating splines.

Before running PIC simulations, it is also important to understand the spatial and

temporal scales which must be resolved in order to obtain meaningful results. In terms

of the temporal resolution, it is necessary to resolve the highest frequency in the system;

as a rule of thumb the size of the time step is related to the spatial resolution of the

grid as follows, ∆tc ≤ ∆x/c [239, 243]. In laser-solid interactions, the frequency which

is typically resolved is the plasma frequency, such that the time step restriction is

∆tp ≤ ω−1
p,e . It is important to note that if strong magnetic fields are present in the

interaction, the gyro-frequency of the particles must also be temporally resolved.

PIC simulations are also susceptible to numerical noise, which scales inversely to

the square of the number of macro-particles per cell in the system. This noise arises

from aliasing of the fields within the cells of the grid, which introduces fluctuations

in the measurement of these fields. This problem can therefore be reduced by using a

sufficiently high number of particles per cell, however it is often difficult to gauge when

this condition is satisfied. One way this can be addressed is through convergence testing.

For a given simulation a gridded quantity, such as the sum of the cell-averaged kinetic

energy for a given species, can be calculated as a function of time. The simulation is

then re-run with a different number of particles per cell, for example, doubling this

number. If the summed kinetic energy is comparable to the previous simulation (say,

to within 20%), then a sufficient degree of convergence has been achieved. It is also

important to note that the EPOCH PIC code used in this thesis conserves momentum,

rather than energy. Whilst in many applications energy will be conserved to a sufficient

degree, this condition should not be assumed, and again depends on the simulation

being initialised with a high enough number of macro-particles per cell.

Finally it is worth noting that, in general, PIC codes ignore collisions, which may

lead to unphysical behaviour when modelling dissipative mechanisms. Recent devel-

opments to EPOCH have enabled collisions to be accounted for by replacing the right

hand side of the Vlasov equation with a Fokker-Planck collision operator, however run-

ning the simulations with this modification included leads to a significant increase in

computation time.
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4.3.3 Implementing QED effects

The simulations presented in this thesis are obtained using EPOCH [239], an open

source, fully-relativistic QED-PIC code. In this section, the implementation of QED

effects within the code is described. A full description of the EPOCH QED module can

be found in Refs. [58, 120, 239].

The first step in the implementation of QED effects in the PIC code is the decoupling

of the radiation and the laser fields, which is achieved by separating the electromagnetic

fields into low and high frequency components. The low frequency fields are associated

with the low energy photons of the laser, which describe a classical, coherent state.

The high frequency radiation is associated with the high energy, synchrotron-like ra-

diation produced by the accelerating charges. This radiation is incoherent such that

the photons do not interact with each other. It is important to note that this as-

sumption of incoherent photons means that certain physical processes cannot currently

be implemented in EPOCH. These include photon-photon scattering and self ampli-

fied spontaneous emission, a process by which a radiating electron interacts with its

radiation and which is crucial for the operation of X-ray free electron lasers [244, 245].

Having separated the laser fields from those of the high energy radiation, the motion

of the electrons (and positrons) is described by the method of Baier and Katkov [246].

These charged particles follow classical trajectories, and move according to the Lorentz

force in the laser fields. At points along their trajectory, the electrons and positrons

experience QED processes, such as photon emission. The momentum of an emitted

photon is assumed to be in the same direction as that of the radiating electron, and is

subsequently subtracted from the electron momentum. This assumption neglects the

fact that the photon is emitted into a narrow forwards facing cone, with a divergence

half-angle of 1/γe. For the laser intensities at which QED effects become important

(i.e. ≥ 1023 Wcm−2), the radiating electons typically have γ ≥100, such that the

divergence half-angle becomes negligibly small. In addition, the implemented QED

routine neglects the energy transferred from the radiating electron to the laser field.

This provides an estimate of the error in the QED-PIC code, and is estimated in Ref.

[116] to be of the order O ∼ 1/γiγy, where γi and γf are the electron Lorentz factor,

before and after photon emission. The electron and positron trajectories are then re-

calculated using the classical equation of motion, whilst the photon follows a ballistic

trajectory.
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Figure 4.7: A schematic demonstrating the key QED processes which may be implemented
in PIC codes. The high and low frequency field components of the electromagnetic fields are
separated, such that the particles only move in the coherent fields of the laser. The particles and
radiation interact via the processes of photon emission and pair-production, which are illustrated
with first order Feynman diagrams. The double lines indicate that the charged particles are
dressed by the background (laser) fields.

The QED module includes two fundamental high-field processes; photon emission

from an accelerating electron (and the associated radiation reaction force) and the

production of electron-positron pairs. In order to calculate the probabilities of these

processes it is necessary to introduce a number of assumptions. The first is that the

photon formation length (the region of space over which photon formation occurs, given

by `photon = λL/a0) is much shorter than the laser wavelength [120]. In this case, the

laser can be treated as a constant background field over the time scale of a given QED

process, whose probability then depends on the constant, local values of the field. This

assumption is typically valid for relativistic interactions, in which a0 �1. Another key

assumption is that when the magnitude of the laser field is much less than that of the

Schwinger field, then the probability of a given process depends only on χe and χγ (see

Eqn. (2.84) and (2.85)), such that the background fields are interchangeable with any

other configuration with the same values of these quantum parameters. In this case, the
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rates of photon emission and pair production are calculated for a constant background

magnetic field, a configuration for which the rates are well known. Note that this is why

the radiation produced in QED-PIC codes is referred to as synchrotron-like radiation;

the radiation produced by the accelerating charged species is calculated as if it were

arising from the motion of that species in a constant magnetic field, i.e. synchrotron

radiation.

The rate of synchrotron emission from a charged particle in a constant magnetic

field is given in Eqn. (4.13) [65, 98, 113], below. It is important to note that this

rate is averaged over the photon spin and polarisation, an approximation which will be

addressed later in this chapter.

dNγ

dt
=

√
3αc

λc

χe
γ
H(χe) (4.13)

In the above equation, α is the fine structure constant, λc is the Compton wavelength,

and H =
∫ χe/2

0 F(χe, χγ)χγdχγ , where F is the quantum synchrotron function (as

described in section 2.2.2). The rate of pair-production from a photon in a constant

magnetic field is expressed as:

dN±
dt

=
2παc

λc

mec
2

hνγ
χγT±(χγ) (4.14)

where T± ∼ 0.16
K2

1/3
(2/3χγ)

χγ
is a function which controls the pair-production rate [58],

and K1/3 is a Bessel function of the second kind [65, 98, 113].

As discussed in the previous section, PIC codes deal with having to simulate a large

number of particles by sampling the distribution function into macro-particles, where

the evolution of the distribution function is described by the Vlasov equation. In the

QED module, two further kinetic equations are introduced, which describe the evolu-

tion of the electron-positron distribution function (described by f±) and the photon

distribution function (described by fγ), in the presence of emission processes. These

equations are written:

∂f±
∂t

+ v · ∇f± + FL,e · ∇pf± =

(
∂f±
∂t

)
QED

(4.15)

∂fγ
∂t

+ cv̂ · ∇fγ =

(
∂fγ
∂t

)
QED

(4.16)
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where FL,e is the Lorentz force and v̂ is the direction of the photon velocity. The QED

rates on the right hand side of the above equations act as sources and sinks of particles

in the distribution function, as opposed to the Vlasov equation which assumes the

distribution function of a given species occupies a constant volume in phase space (in

the absence of collisions). The distribution of macro-particles then samples the kinetic

equations described above.

Stochastic photon emission

In EPOCH, photon emission and radiation reaction are implemented using a semi-

classical approach, in which the stochastic nature of photon emission is approximated

via a Monte-Carlo algorithm. This treatment of photon emission as a stochastic, rather

than a continuous, process accounts for the effect of straggling, described in section

2.3.2. Straggling enables electrons to penetrate into regions of high-fields which they

could not reach classically. In turn, this leads to the emission of higher energy photons

and an enhancement of the pair-production rate relative to the classical predictions

[116, 121].

The Monte-Carlo emission process is described in Refs. [116, 120], and summarised

here as follows. At the start of the simulation, each macro-particle is given a final optical

depth associated with one of the described QED processes. For example, the electrons

are given a final optical depth against photon emission, and photons are given a final

optical depth against pair-production. The initial optical depth for each macro-particle,

τ(t), is set to zero and at every time step is re-calculated by solving the differential

equation: τ(t) =
∫ t

0 λQED(χe(t
′))dt′, where λQED is the rate of the relevant process

[117]. When the optical depth for a given species reaches its pre-assigned final value,

the relevant emission process occurs. The photons, electrons and positrons generated

by the emission process are then added to the simulation as additional macro-particles

[239].

The energy of an emitted photon is defined in terms of its χγ value, which also

depends on the χe of the radiating electron. The cumulative probability, which describes

the probability that the emitted photon has an energy greater than χγ , is randomly

assigned a value between 0 and 1. This probability is defined as Pχγ =
∫ χγ

0
F (χe,χγ)
χγH dχ′γ ,

such that the associated χγ value is obtained by looking up a cumulative probability

table. The momentum of the photon is then subtracted from the radiating electron,
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such that the equation of motion for the electron, which is solved at the next time

step, begins with this reduced value of the momentum. Similarly, for pair-production,

the fraction of the initial photon energy which goes to each particle is defined by first

randomly assigning the cumulative probability of one of the species obtaining a given

fraction of the total energy, then interpolating back to a specific χe.

It is important to take the process of straggling into account, particularly for laser

intensities ≤ 4×1023 Wcm−2 [65, 113, 116]. Above this threshold, the radiated photons

tend to have high enough energy to produce electron-positron pairs in the intense

background field of the laser, without the need for straggling to enhance the pair-

production rate. It has been demonstrated in Ref. [116] that the number of pairs can

be boosted by a factor of five compared to a non-stochastic description, for intensities

below the aforementioned threshold. Given that these photons may then trigger cascade

pair-production, accounting for straggling is extremely important.

Limitations of the QED-PIC approach

It is necessary to understand the limitations of the QED-PIC approach and to determine

the relevant time scales which must be resolved when running simulations. In contrast

to regular PIC simulations, the time scale which must now be resolved is that of the

highest frequency QED process, typically taken as the inverse of the pair-production

rate [239]. The production of copious electron-positron pairs leads to another problem,

the volume of data generated during a simulation. A sufficient number of macro-

particles must be initialised in order to resolve the dynamics of the system and to

eliminate statistical noise, however, throughout the interaction, the production of large

numbers of electron-positron pairs means that the size of the output files will grow

accordingly. A potential solution is to introduce a minimum photon energy of ∼1

MeV, such that photons below this threshold are included in computations but are not

written to the output files.

It is also important to note that EPOCH does not account for spin polarisation

effects, which are described in Refs. [66, 96, 124, 125]. These spin polarisation effects

can cause a reduction in the magnitude of the electron radiated power, and a subse-

quent decrease in the rate of pair-production, by as much as 30% [66]. In addition,

EPOCH only accounts for the lowest order QED processes of photon emission and pair-

production (via the non-linear Breit-Wheeler and trident processes). Whilst these are
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sufficient for the laser and target parameters utilised in this thesis, there are additional

effects which are not included, such as Bremstrahlung emission, which is important

during the interaction of accelerated electrons and high-Z materials at intermediate

intensities ≤ 1022 Wcm−2.

A final consideration is that QED-PIC codes typically apply the constant crossed

fields approximation (CCFA) [97, 247], for example in the calculation of the amplitude

of non-linear Compton scattering. This approximation enables the laser field to be

treated as a constant background field on the time scale of any relevant QED pro-

cesses, and is generally regarded to hold in the case where a0 � 1. The CCFA may not

apply when the laser fields have rapidly varying temporal profiles, for example, when

employing ultra-short pulses. The validity of the CCFA has been questioned recently

due to the lack of agreement between high-field experiments and QED-PIC simulations

[131]. Whilst alternatives to this approach are under development [97, 247], it is im-

portant to keep this limitation in mind when analysing simulations of pair-production,

and putting these in context with experimental results.
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Relativistic transparency and

mode conversion

5.1 Introduction

The aim of this thesis is to investigate the generation of radiation via ultra-intense

laser-solid interactions. The properties of the radiation will provide vital information

about the QED-plasma regime, in which classical plasma physics is strongly intertwined

with QED effects. As discussed in the introduction, signatures of QED have been

observed during the collision of ultra-intense laser pulses (∼ 1020 Wcm−2) with counter-

propagating, relativistic electron beams, produced via the process of laser wakefield

acceleration (LFWA). However, much higher laser intensities (≥ 1023 Wcm−2) are

required to induce QED effects in laser-solid interactions, since the electrons accelerated

within the target acquire lower energies than those produced via LWFA. The QED

processes which occur at these ultra-high intensities are predicted to impact key plasma

physics processes which occur during laser-solid interactions, such as the onset of RSIT

(as described in section 3.2.2). For example, in Ref. [54] it is reported that RR will

slow the onset of RSIT, whilst the production of a dense electron-positron plasma

will prevent the transmission of laser light through targets which would otherwise be

transparent. In this chapter, the process of RSIT will be investigated using currently

available laser intensities (∼ 1020 Wcm−2). This process is of great importance at

current intensities, given its role in ion acceleration mechanisms [51–53, 171], but it

will become even more important at upcoming laser facilities, where the process will

be influenced by QED effects.
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The interaction of a relativistically intense laser pulse with ultra-thin (∼ 10 nm)

foils leads to the generation of a so-called ‘plasma aperture’, as described in detail in

Refs. [49, 248–250]. The intense laser fields drive relativistic electron oscillations, such

that the plasma within the most intense region of the laser focal spot undergoes RSIT,

enabling the laser light to propagate through. It was found in Ref. [49, 248] that the

resulting diffraction pattern in laser light transmitted through the aperture causes the

formation of dense lobes of electrons which escape the target, and whose dynamics

may be controlled via the polarisation of the incident laser pulse. The generation

of a relativistic plasma aperture will also play an important role during ultra-intense

laser-solid interactions. Rather than just the most intense region within the focal spot

undergoing transparency, it will be possible for a large area of the target plasma, which

is initially overdense, to undergo RSIT as a result of enhanced target heating and

expansion. The heating of the electrons via interaction with a relativistically intense

laser pulse can, in itself, lead to interesting plasma physics effects. For example, it

has recently been demonstrated that temperature anisotropy within the plasma can

lead to shifts in the polarisation of the light which it interacts with. This temperature

anisotropy is driven by differences in the degree of electron heating caused by employing

different laser polarisations. This results in temperature gradients in the plasma, in

the plane perpendicular to the laser propagation direction. The plasma then becomes

birefringent, as will be described in section 5.2, such that it behaves in a manner

analogous to an optical polariser or wave plate. The plasma wave plate effect has

been demonstrated via numerical simulations in Refs. [159, 160]. It has also been

demonstrated experimentally during the interaction of an intense laser pulse with a

gas-jet, in Ref. [161].

The plasma polariser and wave plate effects described above represent important

developments in the field of plasma photonics. This is concerned with controlling

the properties of light as it interacts with a plasma. Notable developments in this

field include the amplification [251–253] and compression [254] of intense laser light

propagating through a plasma, which could potentially lead to the generation of ultra-

high power Exawatt laser pulses [225]. For example, the amplification of laser light

can occur via the process of stimulated Raman backscattering, where a long-duration

laser pulse resonantly transfers energy to a short probe pulse by exciting a plasma

wave [253]. Another significant development is the so-called ‘plasma mirror’, which is
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now commonly utilised in high power laser systems to enhance the temporal intensity

contrast of laser pulses generated via CPA [212, 214]. This idea has led, in recent years,

to the concept of the ellipsoidal plasma mirror, which in addition to the aforementioned

temporal intensity contrast enhancement, enables tight focusing of laser pulses without

the need to change the solid state optics in the system [215, 216]. The advantage

of using plasma photonics, as opposed to solid state optics, is that they can handle

a much higher energy fluence. As discussed in section 4.1.1, the damage threshold

of conventional optics is a major limitation in the development of high energy laser

systems, thus plasma photonics will be key in the development of future systems. In

addition, plasma photonics enables smaller optics to be employed (since the size of the

optic is no longer determined by the damage threshold), leading to the realisation of

more compact experimental geometries.

Looking forward, a key aim of the field is to develop plasma photonics effects which

will enable control over the polarisation state of high intensity laser light [180, 181,

255, 256], in addition to the generation of transverse electromagnetic (TEM) modes of

higher order than the Gaussian modes which are typically produced at the focus of these

laser pulses [257]. An example is the radially polarised mode, which has been predicted

to enhance the trapping of particles within the strong gradients in the field structure

[258–263]. The ability to achieve such trapping may lead to more efficient acceleration

of electrons and positrons, and therefore has applications for the production of high

energy radiation sources [264]. In addition, beams of electrons trapped within ultra-

intense, radially polarised pulses may be collided to trigger cascade pair-production

(using the dual pulse interaction scheme proposed in chapter 7), and strong radiative

cooling of the trapped electrons may enable quantum RR to be observed [265, 266].

Thus these higher order TEM modes have applications in the experimental observation

of QED effects.

The aim of this chapter is to investigate relativistic laser-plasma phenomena, which

are predicted to become even more important at upcoming multi-PW facilities, due to

the influence of high-field physics effects. It is discovered that the interaction of an

intense laser pulse with a relativistic plasma aperture, formed via interaction with an

initially overdense solid target, leads to the self-generation of light at both the laser

frequency (ωL) and the second harmonic frequency (2ωL). This light takes the form of

higher order TEM modes, namely a TEM02 in the Ey field, and a TEM11 in the Ez
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field. At the target rear, both the self-generated modes and the laser fields are detected,

such that a superposition state is formed. The polarisation of this superposition state

appears to be rotated with respect to the input polarisation. This leads to an effective

polarisation shift, which is demonstrated both experimentally and numerically. In

addition, when the self-generated mode and the transmitted laser field are of the same

magnitude, the superposition state takes the form of a high intensity, radially polarised

mode at 2ωL. The conversion efficiency of laser light into various higher order TEMs

is demonstrated to depend on the target and laser parameters, such that the proposed

mode conversion mechanism is highly tunable.

5.2 Review of relevant literature: polarisation shifts in

anisotropic plasmas

In this section, a brief review is provided of relevant experimental and numerical in-

vestigations into effects related to RSIT. An interesting starting point is the result

presented in Stark et al [160], which demonstrates that temperature anisotropy within

a layer of plasma ∼8 µm thick (which is thick relative to the ∼10 nm targets presented

in this chapter) can be used to alter the polarisation state of the light which it inter-

acts with. In that study, 3D numerical simulations were utilised to demonstrate that

a weakly overdense plasma can, under certain conditions, act as either a polariser or a

wave plate. First, a circularly polarised, relativistically intense laser pulse was used to

irradiate a thick slab of plasma, in which the electron distribution was initialised with

an anisotropy (in this case a temperature gradient) along one axis in the laser polarisa-

tion plane. This temperature anisotropy leads to changes in the refractive index of the

plasma along the different directions in the polarisation plane, therefore inducing bire-

fringence. The two orthogonal components of the incident circular polarisation then

experience different refractive indices, to the point where one component can be com-

pletely suppressed. The resulting transmitted pulse is then linearly polarised, indicating

that the plasma has behaved analogously to an optical polariser. The so-called ‘plasma

polariser’ effect is a special case, in which the electron temperature anisotropy is cho-

sen to completely suppress one of the polarisation components. The plasma wave plate

effect can be thought of as a generalisation of this idea. It was further demonstrated in

Stark et al [160] that if a plasma containing temperature anisotropy is irradiated with
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light which is linearly polarised at 45◦, then the induced birefringence will again affect

the propagation of the orthogonal polarisation components. The transmitted polari-

sation in this case is elliptical, since both components experience different refractive

indices, but neither one is completely suppressed. Since the incident linear polarisation

is converted into elliptical, this is hence referred to as the plasma wave plate effect.

Another plasma based scheme to control the polarisation of light propagating through

low density plasma was proposed theoretically in Michel et al [159], and subsequently

demonstrated experimentally in Turnbull et al [161]. Here, the anisotropy results from

density perturbations within the plasma, which are controlled by self-phase modula-

tion. In this scheme, a probe pulse and a driving pulse are overlapped in a low density

plasma, produced via interaction with a gas jet, which drives density perturbations

at the beat frequency of the waves. This enables a high degree of control over the

anisotropy within the plasma; in the case of Turnbull et al [161] it was demonstrated

that it is possible to convert initially elliptical polarisation into nearly perfect circular

polarisation by employing this plasma wave plate scheme.

The aforementioned studies have demonstrated that the plasma polariser and wave

plate effects can be used as a diagnostic for anisotropy within a relativistic plasma. This

idea will be developed further in this chapter, with the aim of employing the plasma

wave plate effect to diagnose relativistic effects in thin layers of plasma (produced via

the interaction of an ultra-intense laser pulse with ultra-thin foils). In contrast to the

study presented in Stark et al [160], the plasma is initially overdense, and generally

does not have a uniform density profile, due to enhanced heating in the polarisation

direction. It will also be investigated whether the polarisation state of the light detected

at the rear of the target can be controlled, via the plasma wave plate effect, by varying

the laser and target parameters (such as pulse duration and target thickness). Finally,

the effect of self-generated light within the plasma on the polarisation state of the light

detected at the target rear will be investigated. The work presented in this chapter will

examine whether there are polarisation changes in this light, at ωL and 2ωL, as well as

probing its spatial structure.
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5.3 Methodology

5.3.1 Experimental set-up

The experimental results presented in this chapter were obtained during an experi-

mental campaign which aimed to measure polarisation shifts in laser light propagating

through ultra-thin foil targets. A schematic diagram of the experimental set-up which

was employed is provided in Fig. 5.1, with additional photos of the set-up provided in

Fig. 5.2. The experiment was conducted using the Astra-Gemini laser system at the

Rutherford Appleton Laboratory (described in section 4.1.2). This system delivered

short pulses of linearly p polarised light, with a central wavelength λL=800 nm (with a

bandwidth of 35 nm) and a maximum energy of (3.1± 0.2) J on target (after reflecting

off a double plasma mirror). These laser pulses were focused, using an F/2 off-axis

parabola (OAP), to a focal spot of diameter (3.9 ± 0.7) µm (FWHM) and enclosed

energy ∼30%, which then interacted with the targets at near normal incidence. The

calculated peak intensity for this experiment was (2.8±0.4)×1020 Wcm−2, correspond-

ing to an a0 of approximately 10.

Three parameters were varied during the experiment, these were; target thickness,

pulse duration and input polarisation. For the first of these scans, the targets were

ultra-thin aluminium foils with thickness, `, varied in the range 16-100 nm. The light

transmitted through the target, and generated within it (propagating in the same

direction as the laser), was collected and re-collimated using a secondary F/2 OAP.

This light was then reflected off two wedged mirrors, each with approximately 4%

reflectivity at 800 nm. Reflection off the non-parallel surfaces of the wedged mirrors

reduced the energy of the laser light, such that it could propagate out of the target

chamber to the external diagnostics (i.e. the reduction in energy suppresses non-linear

optical effects, and the possibility of damaging optics). For the second parameter scan,

the pulse duration was varied in the range τL=40-200 fs. This was achieved using a

Dazzler, an opto-acoustic device which enables control over the spectral phase of the

pulse. The energy on target was maintained in the aforementioned range throughout

this scan, such that stretching the pulse duration resulted in a reduction of the intensity

on target. Finally, control over the polarisation state irradiating the target was achieved

via the addition of a half (λL/2) and quarter (λL/4) wave plate, which were placed in

the collimated beam path, prior to the first OAP.
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Figure 5.1: A schematic of the experimental set-up employed in this chapter. The top panel
illustrates the in-chamber set-up, which includes an OAP to focus the laser pulse onto the target,
and a second OAP to collect the light at the target rear. This is reflected off two wedged mirrors,
and directed out to the external Stokes polarimeter diagnostic, as shown in the bottom panel.

109



Chapter 5 – Relativistic transparency and mode conversion

After exiting the target chamber, the collimated light was focused using a lens

with an 80 cm focal length, and periscoped down to the level of the optical bench on

which the external diagnostics were set-up. This light was then passed through a 10×

microscope objective, and focused using a tube lens with a 20 cm focal length. This

formed the object for a final lens, with a focal length of 30 cm, such that the light could

then be passed into the Stokes polarimeter and subsequently imaged.

The Stokes polarimeter first split the propagating light into three paths, such that

the Stokes parameters could be measured. The first component in this diagnostic was

an interference filter, allowing transmission of light at the laser wavelength λL, with a

bandwidth of ±35 nm. The light was then split into three paths by a series of non-

polarising beam-splitter cubes, with 50:50 transmission:reflection for light at λL. A

Wollaston prism was inserted along each of the paths in order to separate the light into

two orthogonal polarisation states. For each of the three paths, the Wollaston angles

were set to 0◦, 45◦and 0◦, with respect to their fast axes, whilst the final path (along

which the Wollaston was set to 0◦) also included an additional λL/4 wave plate after the

Wollaston, in order to separate the left and right handed circular polarisation states.

The Wollaston angles were set using an external rig, composed of a green He:Ne laser,

a linear polariser, a Wollaston prism, and a camera to record the spots. Consider the

case where the Wollastons are set to 0◦. The light from the He:Ne was first polarised

to 0◦, then the Wollaston was rotated until one of the spots attained its maximum

brightness, whilst the other vanished (where each spot is an orthogonal component of

the polarisation state). This condition is met when the angle on the polariser matches

the angle on the Wollaston, and is therefore used to set the angles.

Within the Stokes polarimeter, the orthogonal states which emerged from the Wol-

laston prisms were in the form of two spots of light, which were recorded using an Andor-

Neo camera. These cameras have a chip size of 16.6×14 mm, containing 2560×2160 pix-

els, and a dynamic range of 3× 104. This Stokes polarimeter enables a time-integrated

measurement of the polarisation state of the light transmitted through (and generated

within) the target, at the laser fundamental frequency, ωL. In principle this experimen-

tal set-up also enables the spatial distribution of the collected light to be determined,

however the resolution of the Stokes polarimeter employed on this campaign was too low

to make such a measurement (as demonstrated by the quality of the images presented

in Fig. 5.2 (c) and (d)).
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Figure 5.2: Photos of the experimental set-up. (a) An in-chamber photo of the OAPs used to
focus the laser pulse on to the target and to re-collimate the light which appears at the target
rear. (b) A close up of the Stokes polarimeter, showing the beam paths used to measure the
Stokes parameters. (c) Sample images of the raw data obtained on each of the cameras in the
Stokes polarimeter, for a 16 nm target. The colormap value indicates the background subtracted
number of counts. (d) Images recorded on the Stokes polarimeter cameras for a 35 nm target.
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5.3.2 Modelling the Stokes polarimeter

In order to understand how specific polarisation states propagate through the Stokes

polarimeter, it was necessary to model the diagnostic analytically. To achieve this, the

Stokes representation introduced in section 4.2.1 can be extended to describe the prop-

agation of polarised light through a system of optical components. Each component

can be described by a 4× 4 matrix, a so-called ‘Mueller matrix’. Whilst these matrices

can be easily obtained for common optical components, such as wave plates, Wollas-

ton prisms and polarisers, this is not the case for many of the other optics within the

Stokes polarimeter. These include, for example, the wedged mirrors and target cham-

ber window, which may modify the polarisation state of the propagating light. The

reason this occurs is that the optics act as polarisation dependent attenuators; their

reflectivity changes due to the fact that they are positioned at an angle with respect to

different input polarisations. In principle, Mueller matrices could be derived for these

components if they are first characterised using a spectro-photometer, a device which

measures the relative intensity of light transmitted through (or reflected by) an optic

over a range of wavelengths and incidence angles with respect to the optical surface.

This method is time consuming, as every optical component in the system must be

isolated and analysed. It is also impractical, given that some of the optics are too large

for the available spectro-photometer. In any case, it may not provide complete char-

acterisation of the components since such a technique does not account for non-linear

effects, which may subsequently change the phase of the light during full power shots.

Rather than modelling the system by combining the Mueller matrices for each

component, the matrices which describe the general effects these components have on

the propagating light are combined. This method accounts for the effects of attenuation,

rotation and retardation, which are described by the matrices, Matt, Mrot and Mret, as

follows:

Matt =


p2
x + p2

y p2
x − p2

y 0 0

p2
x − p2

y p2
x + p2

y 0 0

0 0 2pxpy 0

0 0 0 2pxpy



Mrot(2θ) =


1 0 0 0

0 cos 2θ sin 2θ 0

0 − sin 2θ cos 2θ 0

0 0 0 1


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Mret =


1 0 0 0

0 1 0 0

0 0 cosφ sinφ

0 0 − sinφ cosφ


where 0≤ px,y ≤1 is the degree of attenuation of the electric field components in the

polarisation plane, φ is the angle associated with a phase delay, and θ is the angle of

rotation of the electric field compared to the input direction. Combining these effects

produces a composite (or system) matrix which describes the attenuation, rotation and

retardation of light propagating through the Stokes polarimeter. This is opposed to

having to isolate each optical component and describe its effect in terms of a Mueller

matrix. The resulting system matrix has a number of free parameters, which are then

determined via a Monte-Carlo fitting routine, which is described in the next section.

5.3.3 Calibrating the Stokes polarimeter

To fit the free parameters in the system matrix, and calibrate the Stokes polarimeter,

it was necessary to measure the response of the diagnostic over a range of known

input polarisation states. Control of the input polarisation state was achieved via a

combination of a λL/4 and a λL/2 wave plate, placed in the collimated beam path.

There was no target in place for this calibration, which was performed using the Astra-

Gemini laser in low power (continuous wave) mode, which produces linearly p polarised

light by default. One of the wave plates was fixed in place whilst the other was rotated

in 5◦ increments, in the range 0◦-180◦, enabling the polarisation state to be tuned.

The brightness of the resulting two spots on each of the three polarimeter cameras was

recorded for each position of the wave plate. To satisfy the normalisation condition for

the Stokes parameters (described in section 4.2.1), S0 =
√
S2

1 + S2
2 + S2

3 , the number of

counts within the spots on each of the three cameras was normalised to the total number

of counts on that camera. Henceforth this is referred to as the relative brightness of the

spots. The process was then repeated, swapping the fixed and rotating wave plates.

On a technical note, it is important to mention that this calibration procedure does

not generate linearly independent polarisation states. This is due to the fact that whilst

one wave plate is rotating, the other is kept in the system. Consider the case where

the λL/2 wave plate, which the propagating light encounters first, rotates whilst the

λL/4 wave plate is fixed. As the light passes through the λL/2 wave plate, it becomes

113



Chapter 5 – Relativistic transparency and mode conversion

0 90 180
L/4 angle (o)

0

0.5

1

R
el

at
iv

e 
br

ig
ht

ne
ss

0 90 180
L/2 angle (o)

0

0.5

1

R
el

at
iv

e 
br

ig
ht

ne
ss

0 90 180
L/4 angle (o)

0

0.5

1

R
el

at
iv

e 
br

ig
ht

ne
ss

0 90 180
L/2 angle (o)

0

0.5

1

R
el

at
iv

e 
br

ig
ht

ne
ss

0 90 180
L/4 angle (o)

0

0.5

1

R
el

at
iv

e 
br

ig
ht

ne
ss

0 90 180
L/2 angle (o)

0

0.5

1

R
el

at
iv

e 
br

ig
ht

ne
ss

Spot 1, Monte Carlo
Spot 2, Monte Carlo
Spot 1, Experiment
Spot 2, Experiment

Cam. 1 Cam. 2 Cam. 3

Cam. 1 Cam. 2 Cam. 3

Figure 5.3: Stokes polarimeter response to different known input polarisations. Each column
corresponds to one of the three cameras, with the top row describing the effect of rotating the
λL/4 wave plate, with the λL/2 wave plate fixed, and vice versa for the bottom row. The orange
diamonds and blue crosses correspond to the experimentally obtained values for the relative
brightness of the first and second spots of each camera, respectively. The solid orange and blue
curves are the best fits obtained using the Monte-Carlo algorithm, for the same spots. The
shaded regions indicate the 3σ confidence limits of the fitted curves.

linearly polarised at an angle. It then interacts with the λL/4 wave plate at a non-zero

angle of incidence, inducing some degree of circular polarisation. This does not have a

significant bearing on the following analysis, as the λL/4 and λL/2 wave plate values are

only used to label the various polarisation states. The aim of the analysis is to compare

the results of full power shots to known polarisation states; whilst some states will be

missing from the ‘library’ of final states, there is sufficient data from the calibration

shots to accurately determine the measured polarisation state via interpolation.

From this calibration procedure, twelve response curves are generated, as follows.

The brightness of each of the six spots in the Stokes polarimeter is recorded as the

λL/4 wave plate is rotated from 0◦-180◦, producing the first six curves. The process is

then repeated, this time rotating the λL/2 wave plate in order to generate the next six

curves. These response curves are plotted in Fig. 5.3, where each of the three columns

corresponds to results obtained on one of the three polarimetry cameras, whilst the top

and bottom rows correspond to results obtained by rotating the λL/4 and λL/2 wave

plates, respectively.

The experimentally obtained response curves in Fig. 5.3 were then used to deter-

mine the free parameters in the system matrix, via a Monte-Carlo fitting routine.
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The steps involved in this routine are as follows; first, the set of free parameters

are chosen quasi-randomly, subject to certain constraints such as 0 ≤ px,y ≤ 1 and

θ, φ ∈ [−180◦, 180◦]. These parameters are inserted into the system matrix, and lin-

early p polarised light is then propagated though the system, with the relative bright-

ness in each of the six spots recorded. The input polarisation state is then varied by

passing the Stokes vector for the input light through the Mueller matrices for the λL/2

and λL/4 wave plates, before it enters the system matrix. One of these wave plates is

rotated through a range of input angles, with the relative brightness of the spots again

recorded at every position, in order to generate a response curve. This process is then

repeated, swapping the fixed and rotating wave plates, and varying the rotating wave

plate through the same range of input angles. This generates a set of twelve ‘simulated’

response curves. Each one of these simulated curves is then subtracted from the corre-

sponding experimentally measured response curve, and the residual value is calculated.

If the residual value falls below a pre-determined threshold value, obtained by calculat-

ing the residual for a known good fit, then the set of fitting parameters is saved. For the

next iteration of the routine, the initial parameters are sampled from a normal distri-

bution, centered on the good fitting parameters from the previous run. If the residual

value is greater than the pre-determined threshold, then the fitting parameters for the

next run are randomly generated, as per the first step. The Monte-Carlo fitting routine

was run iteratively until good agreement was obtained between the experimental and

simulated response curves (i.e. until the residuals were minimised).

The uncertainty in the best fit parameters was calculated by running the Monte-

Carlo algorithm for 15,000 iterations and analysing the distribution of the accepted

values of each parameter (these are plotted in the appendix, Fig. A2). For each

parameter, the values follow an approximately normal distribution, centered on the

mean (or best fit value). The 3σ confidence limits were then calculated, which means

that these limits enclose ∼99.7% of the fitting parameter values. These limits indicate

the uncertainty in the response curves generated by the Monte-Carlo algorithm.

The results of this Monte-Carlo parameter fitting are plotted in Fig. 5.3, where the

solid orange and blue lines represent the best fit response curves for spots one and two,

respectively, on each of the three cameras. The shaded regions indicate the uncertainty

in the fitted response curves, and are generated using the upper and lower limits of

the fitting parameters, as detailed in Table 5.1. The fitted curves are compared to
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Fit parameter Lower limit Median Upper limit Confidence level

1 0.8085 0.8313 0.8563 3σ

2 0.4790 0.4959 0.5134 3σ

3 -146.1 -142.9 -138.7 3σ

4 -32.6 -35.8 -31.3 3σ

5 0.1321 0.1363 0.1402 3σ

6 0.5790 0.5906 0.6117 3σ

7 9.59 9.83 10.27 3σ

8 -184.9 -178.6 -173.7 3σ

Table 5.1: Table containing the best fit parameters obtained from the Monte-Carlo algorithm.
The parameters are expressed with a confidence level of 3σ, meaning that ∼99.7% of the fitting
parameters accepted by the algorithm fall within 3 standard deviations of the mean value.

the experimentally obtained values, which are denoted by orange diamonds and blue

crosses. The response curves generated by the Monte-Carlo routine agree well with the

experimental curves, in that they follow the same trends and have the same crossing

points. As is particularly clear for the λL/4 wave plate however, there are points where

the peaks in the Monte-Carlo curves have a greater magnitude than the experimental

curves. This means that when comparing the experimentally measured spot brightness

to the Monte-Carlo curves, there will be a larger number of possible states which can

describe the experimental data. This ambiguity in the final state is used to determine

the uncertainty in the Stokes parameters calculated using the analysis code.

As the response curves were generated by fixing the angle of one wave plate whilst

rotating the other, they represent only a subset of all the possible polarisation states.

To completely characterise the system, it is necessary to extrapolate these results, and

determine the relative brightness of the six spots for all possible combinations of angles

on the λL/4 and λL/2 wave plates. This process generates a so-called ‘polarisation

map’, as illustrated in Fig. 5.4. Each of the six spots has a corresponding polarisation

map; for the pair of spots associated with each camera (i.e. looking at each of the

three columns in Fig. 5.4 in turn), the colourmap value for a given spot represents

its brightness with respect to the other spot on the corresponding camera. For any

combination of λL/4 and λL/2 wave plate angles, it is thus possible to determine

the relative brightness of the pair of spots on each of the polarimetry cameras. It

is important to note that taking line outs of the polarisation maps, along the lines

λL/2=0◦, and λL/4=0◦, reproduces the response curves plotted in Fig. 5.3.

The process for measuring the polarisation state of light detected at the rear of the
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Figure 5.4: Polarisation maps, indicating the relative brightness of the spots on the Stokes
polarimeter cameras, for any combination of λL/2 and λL/4 wave plate angles.

target, for full power shots, is as follows. The raw experimental data yields images on

each of the three polarimeter cameras, each containing two spots. The integrated counts

within each of the spots is measured, enabling the relative brightness to be determined.

To make this measurement, the centre of each spot is located, then the total number

of counts are recorded, within a circular area which encloses the entire spot. The

radius of the circle is increased in five increments, and the relative brightness at each

radius is determined by comparing with the number of counts in the second spot, at

the corresponding radius. The average relative brightness across the five measurements

is used, so that the results are not skewed if, for example, one spot is asymmetric.

The relative brightness of the spot is then located in the corresponding polarisation

map, giving the ‘effective’ λL/4 and λL/2 wave plate values of the plasma, and the

corresponding Stokes parameters. Even when the code is run with a high resolution (i.e.

a large number of input λL/2 and λL/4 wave plate angles, ≥10 data points per degree),

the polarisation map is made of discrete values, and so it is unlikely that the exact

value of the relative brightness calculated from the experimental data can be located

within the map. For this reason, it is typically not possible to find a specific state in

the polarisation map, rather a region containing multiple states, all of which satisfy

the experimental data within a margin of uncertainty. The degree of uncertainty in the
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Figure 5.5: Diagram illustrating how the final polarisation state is determined. Each of the three
panels corresponds to one of the polarimetry cameras, with the black shaded region denoting the
points in the polarisation map which satisfy the experimental measurement of the relative spot
brightness for that camera. The set of final states must satisfy all three cameras simultaneously,
and is denoted by a red box.

final polarisation state is then related to the standard deviation in the measurement

of the Stokes parameters, across the set of states which satisfy the experimental data.

This method also takes into account the fact that the spot size may vary shot to shot,

or become aberrated due to misalignments in the optical path.

The set of effective wave plate values which satisfy all six polarisation maps simul-

taneously defines the final polarisation state of the detected light. In reality, there may

be multiple states which satisfy the experimental data, in which case the final state is

the average of the set of possible states. This process of determining the final polarisa-

tion state is further illustrated in Fig. 5.5, for an example shot in which a polarisation

shift was measured. Each panel in this figure corresponds to one of the polarimetry

cameras, with the black region indicating the range of effective λL/2 and λL/4 wave

plate values which satisfy the experimental measurements (i.e. the region of the polar-

isation map in which the relative brightness of the spots are equal to those measured

experimentally, within the limit of uncertainty). Note that here the map is zoomed

into a region of 0◦-90◦ to show the overlap more clearly, but the results are symmetric

over the entire range of angles. The final polarisation state must then satisfy all three

cameras simultaneously. The region which satisfies all these constraints is indicated by

a red box. This contains the set of final states which describe the experimental data.
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5.3.4 Simulation parameters

The experimental results presented in this chapter are supported by 3D PIC simula-

tions, performed using the fully-relativistic EPOCH code [239]. These enable temporal

resolution of the collective electron dynamics, whilst also providing information about

the spatial distribution of the detected light, which was not achieved experimentally.

In addition, the light can be decomposed into the first and second harmonics of the

laser frequency.

The simulation grid was composed of 1,000 × 720 × 720 computational mesh cells,

corresponding to a volume of 20 µm × 20 µm × 20 µm. The laser enters the grid from

the left boundary, where all of the other boundaries are set to be free space. The laser

parameters were chosen to match those of the experiment as closely as possible; the

laser wavelength was set to λL = 800 nm, and the pulse had a FHWM duration of

40 fs. This pulse was focused to a Gaussian focal spot, with a FWHM diameter of 3

µm. The peak intensity was varied in the range IL = (6-15)×1020 Wcm−2, with the

level of light transmitted through the target matching the experimental results most

accurately for an intensity of 6×1020 Wcm−2. Whilst this peak intensity is higher than

that obtained experimentally, this may be due to the fact that the temporal intensity

contrast of the laser is different in the simulations. As will be explained later, the target

is pre-expanded in order to account for its interaction with the rising edge of the laser

pulse. The degree of pre-expansion matches that of the simulations described in Refs.

[49, 248, 249], which closely reproduced the results of the aforementioned experimental

campaigns.

The targets in the simulations are constructed of a layer of Al13+ ions, with thickness

in the range 5-40 nm, with a 6 nm thick layer of mixed C6+ and H+ ions on the front

and rear sides. This accounts for the hydrocarbon contaminants which are present

in experiments. To account for the effects of the laser temporal intensity contrast in

the numerical modelling, the target electron density was pre-expanded to a Gaussian

profile, with a FHWM related to the initial target thickness (whilst the areal density

was maintained, using solid density aluminium; ne = 444nc for λL=800 nm, which is

also relativistically overdense, i.e. ne > γenc). The electron temperature is initially set

to 100 keV, whilst the ions are initialised with a relatively low temperature of 10 eV.

This choice of electron temperature approximates the interaction of the target plasma

with the rising edge of the laser pulse, whilst ensuring that the corresponding Debye
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length is spatially resolved within the mesh size of the computational grid.

5.4 Experimental results

5.4.1 Correlation between the amount of transmitted light and the

magnitude of the effective polarisation shift

In this section, experimental results are presented for an investigation of effective polar-

isation shifts in the ωL light detected at the rear of ultra-thin foil targets. As described

in section 5.3.1, the targets were aluminium foils, with thickness in the range `=16-100

nm. To measure an effective polarisation shift in the transmitted light, it is necessary

that the targets undergo transparency at some point during the interaction, hence the

requirement of ultra-thin foils.

The objective of this experiment was to measure the influence of the degree of target

transparency on the polarisation of the light detected at the target rear. Initially, it is

assumed that there is some correlation between these quantities, since the mechanism

behind any such effective polarisation shift will in some way depend on the duration

of the interaction between the laser pulse and the target plasma. The late onset trans-

parency (for example, through the choice of a thicker target) enables the interaction to

proceed for longer, possibly leading to a larger effective polarisation shift. It is therefore

proposed that the largest polarisation shift should occur for the target thickness which

just about goes transparent.

It is important to note that the experimentally measured quantity is referred to

as an ‘effective’ polarisation shift; the reasons for this terminology will become clear

later in the chapter. For now, it is stated that the term ‘effective’ shift alludes to the

fact that during the laser-solid interaction, additional light may be self-generated by

the plasma, for example via transition radiation produced as electrons transition across

the target-vacuum boundary. This self-generated light (at ωL) is also detected at the

target rear by the Stokes polarimeter, and so the superposition of this light with the

transmitted laser light leads to the possibility of measuring a state whose polarisation

appears to be shifted with respect to the input state. In reality, this shift is simply

the result of adding a new source of self-generated light to the diagnostic, hence the

terminology of an ‘effective’ polarisation shift.

Since the amount of light detected at the rear of the target is expected to play a
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Figure 5.6: Experimental results investigating the degree of target transparency. (a) A plot
of the detected light as a function of target thickness for τL=40 fs, and as a function of τL
for `=30 nm in panel (b). In both cases, the energy of the transmitted light is normalised to
the energy on target. The black dashed line in (a) is an exponential decay curve fitted to the
data, illustrating the non-linear decrease in the transmission with increasing target thickness,
as described in Refs. [49, 248–250].

large role in the magnitude of the effective polarisation shift, the degree of transmission

was varied. This was achieved in two ways; by varying the target thickness and the

pulse duration, separately. The results of these scans are presented in Fig. 5.6 (a)

and (b), respectively. The targets employed in the thickness scan varied in the range

16-100 nm. However the level of light transmitted through targets with thickness `>57

nm was sufficiently low (<0.5%) that these targets were generally considered to remain

opaque throughout the interaction, and are therefore omitted from Fig. 5.6 (a).

The experimentally measured transmission values in panels (a) and (b) are stated

as a percentage, indicating the amount of transmitted laser energy is normalised to

the laser energy delivered on target. First, the transmitted energy was obtained from

full power shots, without a target; the Stokes polarimeter recorded the total number of

counts, for calibration shots of known energy, which then enabled a calibration curve to

be generated such that the number of counts could be converted to an energy in Joules.

The energy on target was obtained by scaling the laser energy after compressor by

the throughput of the system, and accounting for the reflectivity of the double plasma

mirror (which was measured to be 48%). Whilst the laser parameters (focal spot size

and energy on target) were maintained within the aforementioned range, fluctuations

121



Chapter 5 – Relativistic transparency and mode conversion

in these parameters lead to variation in the level of transmitted light, for a fixed target

thickness. The error bars in Fig. 5.6 therefore correspond to the standard deviation in

the set of transmission measurements, obtained for a fixed target thickness of 30 nm

(the most commonly employed thickness during the experiment).

Figure 5.6 (a) shows that the level of transmission decreases non-linearly with in-

creasing target thickness, ranging from ∼20% transmission measured using a `=16 nm

target, down to ∼2% for a `=57 nm target. As previously discussed, the transmission

through the 100 nm targets was <0.5%. However, since such targets do not undergo

transparency, they serve as an indication of the level of light associated with coherent

transition radiation, compared to the level of transmitted laser light. The line fitted to

this data is an exponential decay curve, which illustrates the rapid decline in transmis-

sion levels with increasing target thickness. These results are in excellent agreement

with those presented in Refs. [49, 248–250], in which transmission measurements were

made for similar targets using the same laser system.

Panel (b) in Fig. 5.6 shows how the level of transmission varies with the laser

pulse duration, which was varied in the range τL=40-200 fs. The total energy of the

pulse was kept consistent, as was the spot size, such that the variation in τL gave rise to

intensity values in the range IL = (3.8±1.5)×1019 Wcm−2 (for the longest pulses, with

duration 200 fs) to (1.7 ± 0.4) × 1020 Wcm−2 (for the shortest pulses, with duration

40 fs). Again, varying IL enables an alternative approach to controlling the degree

of target transparency, however, the largest factor in the pulse duration scan is the

duration of the interaction between the target plasma and the rising edge of the laser

pulse. The amount of detected light in Fig. 5.6 (b) is seen to increase approximately

linearly with the pulse duration. This increased transparency is driven by enhanced

target expansion, due to the longer interaction time between the target plasma and the

laser pulse. Whilst there appear to be no non-linear effects in the level of transmission

across the range of pulse durations considered in this study, the level of transmission

should decrease again as the pulse duration increases beyond τL ≥ 200 fs. This is

because the intensity will decrease to below the threshold at which RSIT can occur.

Having investigated how the degree of transmitted light depends on both the target

thickness and pulse duration, further experimental results are presented which describe

how the level of transmission is correlated with the magnitude of the effective polar-

isation shift. In the results which follow, the magnitude of the polarisation shift is
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Figure 5.7: An investigation of the degree of transmission on the magnitude of the effective
polarisation shift. (a) The magnitude of the AOLP (in degrees) is plotted as a function of
the amount of detected light, for the target thickness and pulse duration scans (black and blue
diamonds, respectively). The black dashed line is an exponential decay curve, fitted to the data
within the target thickness and pulse duration scans. (b) An illustration of the AOLP parameter
in the Poincaré sphere.

characterised by a single parameter, the angle of linear polarisation (AOLP). This pa-

rameter was described in detail in section 4.2.1, so here it is simply reiterated that

this angle is proportional to the ratio of the magnitudes of the measured S1 and S2

parameters, such that it measures shifts in the linear polarisation state. In the Poincaré

sphere this is interpreted as a rotation of the Stokes vector along the equator, i.e. a

rotation in the plane of S1-S2, as illustrated in Fig. 5.7. This parameter accurately

quantifies the effective polarisation shift as there were no significant changes measured

in the S3 parameter (as demonstrated in Fig. 5.8).

Experimental measurements of the magnitude of the AOLP as a function of the

amount of detected light are presented in Fig. 5.7. The black and blue diamonds

correspond to data points in the target thickness and pulse duration scans, respec-

tively. The uncertainty in the measurements of the AOLP account for the fact that

the analysis technique applied here can find multiple polarisation states which satisfy

the experimental data. These uncertainties then correspond to the standard deviation

in the set of all possible final states. Both scans demonstrate the same inverse rela-

tionship between the magnitude of the AOLP and the amount of detected light. The

black dashed line is an exponential decay curve fit to the experimental data, which

raises two interesting points. The first is that the ` and τL scans can be fitted with the
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Figure 5.8: Plot of the experimentally measured Stokes parameters as a function of the % of de-
tected light, with the black and blue diamonds corresponding to data points in the target thickness
and pulse duration scans, respectively. The black dashed lines indicate the corresponding Stokes
parameters for the p polarised input state. The red circles indicate the values of the Stokes
parameters determined from the simulations, again as a function of the amount of detected
light.

same best fit curve, indicating that the effective polarisation shift is correlated with

the degree of transmission, but does not depend on how this parameter is varied. The

second interesting aspect is that there is a threshold beyond which there is no mea-

sured polarisation shift. The experimental data suggests that for transmission >5%,

the measured AOLP decreases to ≤ 1◦, which is within the level of uncertainty in the

diagnostic. Even within the threshold for detecting effective polarisation shifts, it is

clear that the measured AOLP decreases rapidly, from a peak of (40 ± 3)◦ down to

(5 ± 2)◦ whilst the detected light varies by only 5%. Figure 5.7, demonstrates that

the largest measurements of the AOLP, and therefore the largest effective polarisation

shifts, occur for the targets with the lowest transmission. These correspond to thicker

targets, in which the process of transparency occurs late in the interaction. In terms

of pulse duration, the largest measurements of the AOLP occur for the shortest pulses,

through which the transmission of laser light is low.

Whilst the AOLP is a convenient parameter to use to characterise the total effective

polarisation shift, more information is obtained via calculation of the three Stokes

parameters (or S parameters). In Fig. 5.8, each of the three Stokes parameters are

presented as a function of the amount of detected light, using data in both the target

thickness and pulse duration scans (denoted by black and blue diamonds, respectively).

The data is plotted with a logarithmic x axis, since the magnitude of the AOLP varies

non-linearly with the degree of detected light, over a narrow range of 1-5%. The data
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points in the pulse duration scan show less of a spread compared to the target thickness

scan, since for the τL scan the detected light fell within the range 2-6%, whereas for the

` scan this varied in the range 0.5-20%. The red circles on this plot are the S parameters

calculated from the 3D PIC simulations, over a similar range of transmission values as

for the experimental data (see Fig. 5.6). The black dashed lines in each panel indicate

the reference value of the associated Stokes parameter, for an input p polarisation, i.e.

the case of no polarisation shift.

First, looking at the S1 parameter (Fig. 5.8 (a)), it is observed that for levels of

detected light >5%, the experimentally measured S1 parameter is equal to the reference

value, indicating that no effective polarisation shift has occurred. For relatively low

transmission levels of <5% however, the S1 parameter decreases approximately linearly

as the transmission decreases. For transmission of ∼1%, S1 is reduced to ∼70% of the

reference value, indicating a large shift in the measured effective polarisation state.

This is a demonstration of the same inverse relation between the amount of detected

light and the magnitude of the polarisation shift, which was observed experimentally.

The rate of decrease in S1, with decreasing transmission (i.e. the gradient of the best fit

line) for the simulations and the experimental results are approximately equal, however

the simulations slightly overestimate the level of transmission.

Experimentally, the same trend is observed in S2, as demonstrated in Fig. 5.8 (b).

When the level of detected light exceeds 5%, there is effectively no polarisation shift

and the measured S2 value is equal to the reference value. For low transmission, S2

deviates strongly from the reference value, exhibiting a much larger shift than the S1

parameter over a similar range of transmission values. In fact, the S2 value shifts from

0-1, indicating that the polarisation is nearly entirely oriented along the S2 axis in the

Poincaré sphere, and that the AOLP will take its maximum allowed value of 45◦. Inter-

estingly, this trend in the experimental data is not reflected in the simulations, which

predict no change in the S2 parameter. The reason for the discrepancy between the

experiment and simulations, which arises only for the S2 parameter, will be discussed

later.

Finally, Fig. 5.8 (c) shows that there is approximately no change in the measured

S3 values as a function of the amount of detected light. The experimental results are

scattered around the reference value of S3=0. This is in agreement with the simulation

results, which also predict there should be no change in this parameter. This is the first
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indication that the mechanism of the polarisation change is not driven by temperature

anisotropy, and is therefore different to the physics explored in Stark et al [160], as will

be discussed in section 5.5.2. To alter S3, and therefore change the degree of circular

polarisation, it is necessary to induce a phase change in the propagating light. The

experimental and simulation data show no such shift in the circular polarisation state,

with any measured changes occurring only in the linear polarisation state. The fact

that S3 does not change also justifies the use of the AOLP as the figure of merit for

interpreting the experimental results.

5.4.2 Interpreting the discrepancies between the experiment and sim-

ulation results

The fact that the experimental measurements of the S2 parameter do not match the

predictions of the simulations again indicates that the effective polarisation shifts are

not driven by anisotropy within the plasma. Instead, it is proposed that the polarisation

shift is caused by the superposition of the transmitted laser light with the self-generated

light produced during the interaction. The polarisation state which is detected at the

rear of the target then appears to be shifted with respect to the input state. If this is

the case, then the discrepancy between the experiment and simulation results can be

explained in terms of limitations of the Stokes polarimetry technique.

To cause an effective polarisation shift, the self-generated light must appear in the

form of a strong Ez field. By adding light to the Stokes polarimeter, the previous

assumption that the degree of polarisation is constant is now violated, and the normal-

isation
√
S2

1 + S2
2 + S2

3/S0 = 1 no longer holds. To investigate the impact this has on

measurements of the AOLP, we consider the case of a linearly p polarised input state.

The addition of an Ez field results in a superposition state which is now linearly po-

larised, but at an angle. This will cause a shift in the measurement of S2, and the AOLP

will subsequently increase towards its maximum value of 45◦. The fact that there is no

change in the S3 parameter is a consequence of the fact that the self-generated Ez field

is in phase with the transmitted laser fields. Again this suggests that the polarisation

shifts are not driven by temperature anisotropy, since the resulting birefringence should

lead to a phase change, and the detection of an elliptical polarisation state.

Further evidence of self-generated light is demonstrated by the fact that the rate of

change of S1 and S2, with respect to the amount of light detected at the target rear,
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are not equal. Given that there is no observed change in the S3 parameter, if the total

degree of polarisation were maintained it would be expected that S1 and S2 change by

equal amounts. This is not the case, with the simulation results indicating that the

rate of change of S2 is higher than that of S1. This again suggests that there is light

being added to the S2 channel, via the self-generation of a strong Ez field.

It is reasonable to ask whether the analysis could be modified in such a way that it

could account for a varying degree of polarisation (which is equivalent to the addition

of the self-generated field). Whilst this is in principle possible, it no longer makes

sense to interpret the data in this way. The analysis technique was adopted under

the hypothesis that the measured polarisation shifts would be driven by temperature

anisotropy, in which case the polarisation detected at the rear of the target is a simple

rotation of the input state. The simulation results (which will be further explored in

section 5.6.1) suggest that the light detected at the rear of the target contains more

than simply the light transmitted through it. It does not make sense to compare the

input state to the input state plus self-generated light, since these are not comparable

quantities. In addition, it has been discussed in Ref. [230] that Stokes analysis does

not apply to superposition states of light. As a final point, when the magnitude of the

laser Ey and self-generated Ez fields are approximately equal, it will be demonstrated

(in section 5.6.2) that the superposition state is a radially polarised mode. The Stokes

parameters for such a mode are all equal to zero [267], and so developing this analysis

further will not provide any more useful information about the final state. The key

point of this section is that the Stokes analysis does indeed predict that large shifts

in the polarisation state occur for targets in which the level of detected light is low

(in agreement with the simulations) and suggests that these shifts are driven by self-

generated light within the plasma. It will be demonstrated that this light arises from

the deceleration of electron bunches ejected from the edge of the relativistic plasma

aperture. This leads to the generation of radiation, analogously to Larmour radiation,

which takes the form of higher order Transverse ElectroMagnetic modes (TEMs). To

develop this idea further, 3D PIC simulations are employed to provide the missing

information in terms of the spatial distribution of the light detected at the rear of the

target.
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5.5 Ruling out temperature anisotropy

5.5.1 The influence of the input polarisation on the magnitude of the

effective polarisation shift

To further demonstrate that the experimentally measured polarisation shifts are not

a result of temperature anisotropy within the plasma, additional experimental data is

presented, in which the input polarisation state was varied. This data should enable the

plasma polariser and wave plate effects, predicted in Stark et al [160] to be detected.

These effects are evidenced by a rotation of the input polarisation state; for example,

an input circular state will become linearly or elliptically polarised (polariser effect),

and an input linear polarisation at an angle will become elliptically polarised (wave

plate effect).

First, the plasma polariser effect is investigated. In the simulations presented in

Stark et al [160], a circularly polarised pulse interacts with a low density plasma, in

which temperature anisotropy is artificially induced via modifications to the electron

distribution. The degree of anisotropy is chosen such that one of the orthogonal compo-

nents of the polarisation is completely suppressed, and nearly pure linear polarisation

is detected at the rear of the target. To test this prediction experimentally, the λL/4

wave plate was employed to generate a circularly polarised input laser pulse. Note that

because the λL/2 wave plate (set to 0◦) is located first in the beam path, this does not

affect the polarisation. This circularly polarised laser pulse then interacts with ultra-

thin foil targets, this time with thickness in the range `=26-35 nm. These were selected

due to the fact that, in the experimental data presented in the previous sections, this

approximate target thickness range gave rise to the largest polarisation shifts. In con-

trast to Stark et al [160], it is not possible to control the temperature anisotropy within

the plasma, so neither of the orthogonal components of the circular polarisation will

be completely suppressed. There will however be some degree of anisotropy within the

plasma, for example, laser driven density perturbations associated with the propagation

of a plasma wave, or temperature anisotropy driven by absorption mechanisms. This

may induce birefringence and lead to the laser pulse becoming elliptically polarised.

For the experimental conditions under investigation, it is expected that the input cir-

cular polarisation should be converted into an elliptical polarisation state, resulting in

a change in the S3 parameter. The results of this data set are presented in Fig. 5.9,
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Figure 5.9: Measurements of the Stokes parameters, for light detected at the rear of the target,
from a data set in which a circularly polarised pulse interacts with targets in the thickness
range `=26-35 nm. The plasma polariser effect should lead to conversion of the input circular
polarisation into elliptical polarisation.

in which each of the S parameters are plotted as a function of the amount of light

detected at the target rear (compared to the level of light incident on the target). It

is interesting to note that the level of detected light is lower here than for the results

obtained using linear polarisation (see Fig. 5.8), interacting with the same target thick-

ness. This is due to the fact that electron heating is suppressed for the case of circular

polarisation, which is therefore associated with the later onset of transparency. Given

that the input polarisation is now circular, the reference values of the S parameters

under consideration are (0,0,1). Hence Fig. 5.9 shows the same trend as was observed

previously, which is that as the degree of detected light increases, the Stokes parameters

tend towards the reference values, indicating no shift in the polarisation state.

For low levels of detected light, the S1 and S2 parameters indicate a moderate

polarisation shift, both having deviated from the reference values by the same amount.

This indicates a rotation of the polarisation within the linear plane, which was described

in section 5.4.2 as arising due to self-generated light. It is expected that the largest shift

occurs in the S3 parameter, however Fig. 5.9 indicates that this is not the case. Whilst

there is evidence of a moderate shift in the S3 parameter for low levels of detected light,

the change in the S3 parameter is much less that that of the S1 and S2 parameters.

Whilst it is tempting to rule out temperature anisotropy effects based on this data

set, it is important to discuss some of the limitations of this study. The first is that,

due to the choice of circular polarisation, the level of transmission is low compared to

the case of linear polarisation (because of the late onset of transparency). As a result,

the low level of detected light is comparable to the level of coherent transition radiation
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Figure 5.10: Measurement of the Stokes parameters of light detected at the rear of 35 nm thick
aluminium targets. The angle of linear polarisation of the input pulse is varied between 0◦-90◦.
The blue diamonds are the experimentally measured values, whilst the black dashed lines are the
theoretical values associated with linearly polarised light at the corresponding angle, which serve
as a reference.

detected in the linear polarisation thickness scan, so the signal-to-noise ratio will be

low.

To test the plasma wave plate effect, the input linear polarisation state was rotated

through a range of angles (between 0◦-90◦) via rotation of the λL/2 wave plate. For

this particular data set, the λL/4 wave plate was removed, so the input polarisation

is purely linear at an angle, as opposed to having any circular character (which would

be the case if the λL/4 plate was kept in place). The targets used here were `=35 nm

aluminium foils. By varying the angle of linear polarisation, it is expected that for a

particular input angle, the polarisation direction will be aligned with the temperature

anisotropy direction within the plasma, causing the light to become elliptically polarised

(according to Stark et al [160]).

The results of this scan are shown in Fig. 5.10, in which the experimentally mea-

sured Stokes parameters are plotted a as function of the input linear polarisation angle

(which is equal to the λL/2 wave plate angle). The blue diamonds correspond to

the experimentally measured values, whilst the black dashed lines indicate the pre-

dicted Stokes parameters, associated with linear polarisation at the corresponding an-

gle. These lines act as reference values for the Stokes parameters, such that deviation

away from these lines suggests a polarisation shift. The key result to note from Fig.

5.10 is that the S3 parameter does not change significantly throughout the scan. Again,

this indicates there is no degree of circular polarisation, such that any shifts that do

occur result in a change in the degree of linear polarisation.
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The interpretation of the S1 and S2 parameters is rather more difficult. In general,

these follow the theoretically predicted trends. In the previous sections the effective

polarisation shifts are described in terms of the self-generation of a strong Ez field. Later

in this chapter it will be demonstrated that this Ez field arises from the interaction of

the laser pulse with the edge of the plasma aperture, an interaction which is symmetric

for any angle of input linear polarisation. The magnitude of the effective polarisation

shift should therefore be independent of the input polarisation angle. It is difficult to

conclude whether this is the case from Fig. 5.10, since it appears that the biggest shifts

occur at angles ∼ 45◦.

The conclusion from these additional data sets is that it is unlikely the experimen-

tally measured polarisation shifts are driven by anisotropy (or, at the very least, the

anisotropy effect is small compared to the mode conversion effect presented in this

chapter). This is based on the fact that the plasma polariser and wave plate effects

could not be replicated. Instead the results are more consistent with the idea of self-

generated light being measured at the rear of the target. It is important to note that

anisotropic heating may still be the dominant mechanism driving polarisation shifts in

other target regimes, such as in the use of near critical density targets with uniform

density profiles, as investigated in Stark et al [160].

5.5.2 Investigating the degree of anisotropy using PIC simulations

To further rule out temperature anisotropy as the cause of the polarisation shifts, the

degree of anisotropy is investigated in the electron distributions from 3D PIC simula-

tions. In Stark et al [160], the degree of anisotropy within the plasma is characterised

by the parameter α =
√
〈p2
y〉/〈p2

z〉. This quantity is proportional to the ratio of the

effective Lorentz parameter in the orthogonal directions within the polarisation plane,

and therefore gives an indication of the degree of temperature anisotropy [268]. For the

plasma polariser case, in which the authors completely suppressed one of the orthogo-

nal components of the input circularly polarised light, the anisotropy was calculated to

have a peak magnitude of α ∼1.35. A relatively simple test, to see if the same degree

of anisotropy is present in this study, is to calculate the parameter α as a function of

time from the simulations.

In Fig. 5.11, the parameter α is plotted for a 10 nm (solid blue line) and 30 nm

(solid orange line) target, as a function of time, each with the same laser parameters.
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Figure 5.11: A plot of the degree of temperature anisotropy within the 3D PIC simulations. The

anisotropy is quantified by the ratio α =
√
〈p2y〉/〈p2z〉, which is plotted as function of time for a

10 nm (blue solid line) and 30 nm (orange solid line) target.

Here, the rising edge of the laser begins to interact with the target at ∼30 fs. The

electrons are sub-sampled, such that only those contained approximately within the

FWHM diameter of the laser focal spot are considered (i.e. electrons with positions in

the range -2.5 µm<x,y,z <2.5 µm).

There are two interesting results in Fig. 5.11. The first is that the degree of

temperature anisotropy within the 10 nm target is much larger than that of the 30

nm target, with a peak α ∼ 3× larger. This is the opposite of the experimental

and simulation results, in which the largest effective polarisation shifts occur for thick

targets. This then indicates that temperature anisotropy is not correlated to the results

of the experiment and simulations. In addition, the peak anisotropy value measured

in the 30 nm target is similar to that of Stark et al [160], however our simulations

do not show the same wave plate or polariser effects. The conclusion here is that

the aforementioned study considers only a very idealised case, in which the target is

near critical density, and the density profile is approximately uniform. If more realistic

conditions are investigated, for example a target with a Gaussian density profile, there

may still be some aspect of the polarisation shift related to anisotropy however other

effects, such as self-generated light, may play a more significant role.

It is also interesting to note that in the 30 nm case, the anisotropy follows the

temporal profile of the laser, with a FWHM approximately equal to the pulse duration.

This suggests that the low degree of anisotropy occurs due to electron oscillations
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within the laser field, which then decrease in amplitude as the laser light is reflected

from the overdense target surface. This is in contrast to being a plasma driven process,

which could continue after the peak of the pulse. For the 10 nm case, the degree of

anisotropy remains high after the peak of the pulse. This may be caused by early onset

transparency; the laser penetrates through the target and continues to interact with

the escaping electrons which are emitted from the rear of the target. This is evidenced

by the fact that the peaks in the anisotropy ratio, for the 10 nm target, are separated

by approximately a laser period. The temperature anisotropy is still driven by the laser

pulse, but the effect is now larger since the laser interacts with the electrons over the

full thickness of the target. This is contrary to the surface dominated interaction in the

30 nm target case. Whilst the degree of anisotropy within the simulations presented

in this chapter is similar in magnitude to that of Stark et al [160], here it is driven by

oscillations of electrons in the laser field, as opposed to being a collective effect within

the plasma. As such, temperature anisotropy does not explain the experimentally

measured polarisation shifts, in which the largest shifts occur for targets which become

transparent late in the interaction.

5.6 Simulation results

5.6.1 Role of spatial modes on the effective polarisation shift

The analysis of the 3D PIC simulations is now extended, to provide information about

the spatial structure of the light detected at the rear of the targets. Such simula-

tions, for similar laser and target parameters, have provided excellent agreement with

experimental results in previously reported studies [49, 248–250], all of which involve

investigations of the properties of light transmitted through ultra-thin foil targets, and

under similar experimental conditions to those described in this chapter. This enables

confidence in the extrapolation of the simulation results to infer information about the

spatial structure of the detected light, which could not be made during the experimental

campaign detailed in this chapter.

To interpret the experimental results presented in section 5.4, the idea of the ‘plasma

mode converter’ is introduced, in which laser light incident on an ultra-thin layer of

relativistic plasma is converted into higher order Transverse Electromagnetic (TEM)

modes. This is an extension of the idea of self-generated Ez fields which was discussed

133



Chapter 5 – Relativistic transparency and mode conversion

ne>γnc

ne<γnc

a) b)

Y
Z

X

ne>γnc

e-
e-0.2

0.4
0.6
0.8
1

N
or

m
al

is
ed

 In
te

ns
ity

0

0.2
0.4
0.6
0.8
1

N
or

m
al

is
ed

 In
te

ns
ity

0

0.2
0.4
0.6
0.8
1

N
or

m
al

is
ed

 In
te

ns
ity

0

0.2
0.4
0.6
0.8
1

N
or

m
al

is
ed

 In
te

ns
ity

2ωL TEM102ωL TEM01

1ωL TEM111ωL TEM02

1ωL TEM00

1ωL TEM001ωL TEM00

1ωL TEM00

IN

OUT

IN

OUT

Z

Y

Z

Y

Z

Y

Figure 5.12: Schematic diagram demonstrating the principle of the plasma mode converter. (a)
A laser pulse reflects off the surface of a thick, overdense target, generating electron bunches
at ωL or 2ωL, depending on the absorption mechanism. (b) When the laser interacts with an
ultra-thin plasma layer, a relativistic aperture is generated, and electron bunches are accelerated
from the aperture edge. This leads to the formation of higher order TEM modes, both at ωL
and 2ωL, associated with radiation emitted from the electron bunches as they decelerate in the
target sheath field.

in section 5.4.2, since the Ey and Ez fields detected at the rear of the target are in the

form of TEM02 and TEM11 modes, respectively (as illustrated in the appendix A.2).

Whilst both of these TEMs are produced at the laser fundamental frequency (ωL),

evidence will also be presented of the formation of a high intensity, radially polarised

mode at 2ωL.

The first stage in the plasma mode converter is the formation of a relativistic aper-

ture in the ultra-thin foil target. As described in section 3.2.2, the plasma located

within the most intense region of the incident Gaussian laser pulse undergoes RSIT.

This results in the formation of a relativistic aperture with a diameter close to the

FWHM diameter of the laser pulse [49, 248]. The concept of the relativistic aperture,

and the transmission of higher order TEM modes is further illustrated in Fig. 5.12.

The interaction of the incident linearly polarised laser pulse (i.e. p polarised such that

the electric field points along the y direction) with the edges of the relativistic plasma

aperture leads to the generation of TEM modes. As the laser propagates, it accelerates

electrons from the edge of the aperture, leading to the emission of dense (ne ∼ nc),

crescent shaped bunches of electrons which travel along the direction of laser propa-

gation. There are two forces which contribute to the generation of these bunches; the

j×B force and the force exerted by the longitudinal field of the laser, Ex. The j×B

force has two components, which drive electrons along the laser propagation direction
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at frequencies of ωL and 2ωL, respectively. The second force which accelerates elec-

trons from the aperture edge is associated with the laser Ex field. Whilst the laser is

completely polarised in the y direction, the Ex field arises in order to satisfy Gauss’

law. The electron number density within the aperture is so low that this region can

be considered to be vacuum. In the absence of a current, Gauss’ law yields ∇ ·E=0, a

condition which must then be met within the aperture. Given that the incident laser

Ey field has a spatial structure, there must also be a self-generated, spatially varying

Ex, such that the total electric field has no divergence. Electron bunches are then

accelerated from the edge of the aperture when these two forces point in the same

direction.

Considering either the top or bottom edge of the aperture, the ωL component of

the laser ponderomotive force always points in the same direction, whilst the self-

generated Ex field reverses direction every half laser period. Since the electron bunches

are emitted when these forces are in the same direction, a bunch will be emitted from

the top and bottom edge of the aperture at a frequency of ωL. Overall, the aperture

then emits bunches at a frequency of 2ωL, with consecutive bunches emitted at each

pole separated by a distance of λL. As these structures emerge from the target rear,

they are decelerated by the strong electrostatic sheath fields. Although by this stage

in the interaction, a region of plasma within the laser focal spot has already undergone

RSIT, the sheath fields arise due to the expansion of the plasma around the aperture

edge into the vacuum [173]. As the electron bunches are decelerated in the sheath

field of the target, they emit Larmor radiation (see section 2.2) via a process analogous

to coherent transition radiation [269–271]. This is due to the change in permittivity

experienced by the electrons as they transition from plasma into vacuum. The fact

that the bunches are emitted from both the top and bottom edges of the aperture (i.e.

a bipolar spatial distribution) means that the associated radiation is in the form of a

higher order TEM02 mode, as can be seen in Fig. 5.12.

Further analysis of the fields detected at the rear of the target leads to two in-

teresting results. The first is that there is a strong self-generated Ez field, which in

the case of a relatively thick, 30 nm target, is of the same order of magnitude as the

transmitted laser Ey field. The second important point is that the spatial structure of

the self-generated Ez field is that of a TEM11 mode. The superposition of the trans-

mitted Ey field of the laser with the self-generated Ez field, leads to the detection of

135



Chapter 5 – Relativistic transparency and mode conversion

a polarisation state which appears to be rotated relative to the input p polarisation,

as discussed previously. The presence of the strong Ez field again indicates that the

mechanism of the polarisation shift is different to Stark et al [160], since if such shifts

were driven purely by temperature anisotropy within the plasma, there would be no

such self-generated field.

The generation of a TEM11 mode is found to be the result of a two stage process.

First, a TEM02 mode is produced in the Ey field, via the deceleration of the electron

bunches emitted from the edge of the aperture. The spatial distribution of this light

is in the form of a TEM02 mode due to the bipolar spatial distribution of the emitted

electron bunches. Spatial gradients in the Ey field (the TEM02 mode) then drive

electron motion in the y-z plane, which leads to an electron current, jz. This current

produces an associated Ez field in the form of a TEM11 mode. This hypothesis could

potentially be tested experimentally via measurements of the angular distribution of

the electrons which escape the target, by employing the wrap-around stack detector

employed in Ref. [272].

To demonstrate this process, the first step is to write the expression for the absolute

value of the Ey field, which is a combination of the laser TEM00 mode, and the TEM02

mode associated with radiation from the decelerating electrons (i.e. the bipolar electron

structure decelerating in the sheath field). The Ey field is expressed as follows:

Ey = E0

(
w0

w(x)

)
exp

(
− r2

w2(x)

)[
H2

(√
2z

w(x)

)
+ 1

]
(5.1)

where E0 is the amplitude of the electric field, w0 is the Rayleigh range, w(x) is the

beam waist, r2 = x2 + y2 + z2, and Hm is the mth Hermite polynomial. Projecting

the Maxwell-Faraday equation along the laser propagation direction (i.e. the x-axis)

yields:

∂Ez
∂y

=
∂Ey
∂z

(5.2)

Ez =

∫
∂Ey
∂z

dy (5.3)

The integral above can be evaluated by exploiting the properties of the Hermite poly-

nomials, namely ∂Hm(u)
∂u = 2mHm−1(u). This leads to the following expression for the
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Ez field:

Ez ∼ 2TEM11 −
z√

2w(x)
[TEM12 + TEM10] (5.4)

∼ 2TEM11 +O
(

z

w(x)

)
(5.5)

The important point from the above analysis is that the TEM11 mode arises directly

from the TEM02 mode, produced via the deceleration of the bipolar electron structure

in the sheath fields. For small z/w(x), the z component of the electric field behaves as

a TEM11 mode, in agreement with the simulation results.

It is important to note that this mode conversion process offers a number of advan-

tages over conventional optics, such as phase mirrors, which are typically used to obtain

higher order TEMs. As previously discussed, a major restriction in employing these

conventional optics is their damage threshold. This issue may be partially resolved by

placing the phase plate before the amplification stages, however this can lead to back

reflections in the laser chain and subsequent damage to sensitive optics. In addition,

a conventional optic only enables one TEM mode to be produced. The plasma mode

conversion process described in this chapter enables various modes to be produced. In

particular, it will be shown in section that the spatial structure of the mode varies

throughout the interaction, demonstrating that this is a highly tunable mechanism.

These concepts are tied together in Fig. 5.13 (a) and (b), which demonstrate

the plasma mode converter effect in a 10 nm and 30 nm target, respectively. The

panels to the left of (a) and (b) show the spatial distribution of the Ey (top) and Ez

(bottom) fields, averaged over a laser period. It is clear that the input pulse is set to

a fundamental Gaussian TEM00 mode, and there is no initial Ez field. The middle

panel shows the spatial distribution of the electron density, normalised to the critical

value and measured 40 fs after the peak of the pulse (at which point the target has

undergone RSIT). For the 10 nm case in panel (a), a sharply defined plasma aperture

forms in the region of the focal spot, enabling a high level of transmission. In contrast,

the 30 nm target in panel (b) does not undergo a significant degree of transparency

until relatively late in the interaction, and is driven by target expansion. Although

the target appears to remain opaque to the laser in Fig. 5.13 (b), there will still be

some fraction of light transmitted due to the late onset of transparency. The plots on

the right of (a) and (b) show the spatial distributions of the Ey and Ez fields in the
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Figure 5.13: 3D PIC simulation results demonstrating the plasma mode converter concept. (a)
A linearly polarised Gaussian pulse, with a peak intensity of 6 × 1020 Wcm−2 interacts with
a 10 nm thick aluminium foil. The panels on the left show the spatial distributions of the Ey
(top) and Ez (bottom) fields, in the polarisation plane. The panels on the right show the same
distributions for the light detected 10 µm behind the target rear, at a time equal to 40 fs after the
peak of the pulse. The fields are averaged over one laser period. The panel in the middle shows
the spatial distribution of the electron number density (normalised to the critical value), in this
case illustrating the formation of the relativistic plasma aperture. (b) The same quantities are
plotted, this time for a 30 nm thick foil.

polarisation plane, measured at a distance of 10 µm behind the rear of the target. At

this distance it is the far field distribution of the light which is sampled, and so the

diffraction effects discussed in Refs. [49, 248, 249] are not important. Again, these

plots are averaged over a laser period, and measured 40 fs after the peak of the pulse.

They are also filtered so that only ωL light is considered, to be consistent with the

experimental measurements.

In comparing panels (a) and (b), it is both the structure of the detected fields,

and the ratio of the magnitude of the Ey field to that of the Ez field, which are of

interest. For the 10 nm target in panel (a), the output Ez field demonstrates a clear

TEM11 structure, as evidenced by the four symmetric lobes which appear around the

laser propagation axis. In the Ey field however, the only structure visible is the TEM00

mode of the laser, which has a magnitude ∼40 times greater than that of the peak Ez

field. This exceptionally high transmission is the result of early onset transparency. In

order for the TEM11 to appear in Ez, there must be some TEM02 structure in the Ey

field, however this signal is suppressed by the much stronger fundamental laser mode.

It is important to note again that this 10 nm case also gives rise to the smallest effective

polarisation shift. This is due to the fact that the self-generated field is much weaker

than that of the laser, thus the superposition state measured at the rear of the target

is essentially the same as the input state.

In Fig. 5.13 (b) however, there is much stronger evidence of the TEM02 mode

in the distribution of the Ey field. This is clear from the fact the distribution is
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Figure 5.14: (a) The amount of Ey (blue) and Ez (orange) light detected at the fundamental
frequency, ωL, at the rear of the target. These magnitudes are normalised to the total amount
of light detected at ωL. The case of zero target thickness refers to a simulation run without a
target in place, where it is shown that there is no Ez present. (b) A plot of the AOLP as a
function of the total detected light (normalised to the input laser pulse). The large plot shows
how the AOLP varies over the range of detected light levels which were observed experimentally,
whilst the inset shows the variation of the AOLP over a wider range of transmission values.

elongated compared to the 10 nm case, with the structure translating into the bipolar

distribution of the accelerated electron bunches. In the Ez field, there is some TEM11

structure, however the distribution has a lower signal-to-noise ratio, given the low levels

of transmitted light. The key result here is that, for this 30 nm target, the ratio of the

peak Ey/Ez ∼3 and so these fields are of the same order of magnitude. The presence of

a strong, self-generated Ez field means that the polarisation of the superposition state

which is measured at the rear of the target will appear to be rotated with respect to

the input state, and the resulting AOLP will be large.

The link between the ratio Ey/Ez and the magnitude of the polarisation shift

(i.e. the magnitude of the AOLP) is further demonstrated in Fig. 5.14. Here, the

percentage of detected light contained within the Ey and Ez fields, compared to the

total amount of light detected, is plotted as a function of the target thickness within

the range `=10-40 nm. The case `=0 nm corresponds to a simulation with no target,

in which it is clear that there is no self-generated Ez. Panel (a) shows that the largest

magnitude Ez field is produced by the 10 nm target, however this also transmits the

most Ey, and so the overall effect is a weak shift in the effective polarisation state. As

the target thickness increases, the level of transmitted Ey light decreases, as does the

level of self-generated Ez light, albeit at a slower rate. The magnitudes of Ey and Ez are
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now comparable, meaning that a larger polarisation shift is observed by measuring the

superposition state. This is corroborated by Fig. 5.14 (b), in which the AOLP is plotted

as a function of the amount of detected light. Again the thinnest targets, which give

rise to the highest levels of detected light, also correspond to the smallest shift in the

measured AOLP, in excellent agreement with the experimental results (see Fig. 5.7).

The main plot in panel (b) spans the transmission levels observed in the experiment,

whilst the inset shows the variation in the AOLP as a function of transmission over a

wider range of values.

To demonstrate that the emission of accelerated electron bunches (with a bipolar

spatial distribution), is purely an aperture driven effect, the results of a 3D PIC simu-

lation, in which the laser pulse interacts with a pre-formed aperture, are presented in

Fig. 5.15. In this simulation, the target is a 1 µm thick, overdense (ne = 10nc) slab

of plasma, from which a circular area with a diameter of 5 µm has been removed from

the center. Panel (a) shows the acceleration of electron bunches from the aperture

edge, where the red lines denote contours of density ne = nc. As described earlier,

these bunches are emitted at ωL from the top and bottom of the aperture, and move

towards the laser propagation axis as they decelerate in the electrostatic sheath field.

The magnitude of this sheath field is denoted in Fig. 5.15 (a) with a green colour scale.

In panels (b) and (c), the spatial distributions of the Ey and Ez fields in the polarisa-

tion plane are plotted, at a distance 10 µm behind the target and averaged over a laser

period. Again, the TEM00 mode of the laser dominates the Ey field which is detected

at the target rear, and the magnitude of the peak Ey field is ∼16 times greater than

that of the Ez field. However, in this case, there is a very clear TEM11 mode in the

Ez field. This mode is visible due to the higher signal-to-noise ratio associated with

a pre-defined plasma aperture, compared to Fig. 5.13, in which the aperture forms

during the interaction. Whilst there must be some TEM02 structure in the detected

Ey field, in order to induce the TEM11 in the Ez field, it is not visible in Fig. 5.15

(b) due to the dominant TEM00 mode associated with the transmitted laser light. The

key point of Fig. 5.15 is that by simplifying the simulation via the introduction of a

pre-defined aperture, the generation of the electron bunches is clearly seen during the

interaction of the laser with the edges of the aperture.

It is possible to simplify the simulations further, and to demonstrate the genera-

tion of the TEM02 mode via the deceleration of the emitted electron bunches in the
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Figure 5.15: 3D PIC simulations demonstrating that the electron bunches arise from the in-
teraction of the laser pulse with the plasma aperture. (a) The laser propagates in the positive
X direction, along the Y=0 axis (since the laser is normally incident on the target). It then
interacts with a µm thick slab of plasma, in which an aperture with a diameter of 5 µm has been
pre-defined in the polarisation plane, to match the focal spot size of the laser pulse. Accelerated
electron bunches are emitted when the laser j × B force and the force exerted by the laser Ex
field, point in the same direction. The colormap indicates the magnitude of the sheath fields at
the target rear, whilst the red lines denote contours in the electron number density, such that
ne = nc. (b) The spatial distribution of the laser Ey field in the polarisation plane, averaged
over a laser period. (c) The spatial distribution of the Ez field in the same plane.

electrostatic sheath field at the target rear. In Fig. 5.16, 3D PIC simulation results

are presented in which there is no target, rather the electrons are initialised in crescent

shaped bunches, with density ne = nc. These bunches have a drift velocity in the pos-

itive x direction, and are decelerated by an electric field applied across the grid (with

a magnitude of 10 TVm−1), which is analogous to the electrostatic sheath field at the

target rear, as measured from the simulations presented in Fig. 5.13. Here it is possible

to spatially separate the emitted radiation and the electron bunches, since the radiation

propagates along the positive x axis, whilst the electron bunches are decelerated and

reverse direction. In addition, there is no incident laser pulse in these simulations, such

that the detected Ey field will not be dominated by either the fundamental laser mode

or transition radiation associated with laser accelerated electrons passing through the

target rear.

The plots on the top and bottom right of Fig. 5.16 (a) show the spatial distributions

of the Ey and Ez fields in the polarisation plane, 10 µm behind the target rear, and

averaged over a laser period. In the Ey distribution, it is clear that there is a TEM02

mode, as indicated by the elongated lobe structure, which follows the bipolar spatial

distribution of the accelerated electron bunches. The presence of this TEM02 mode then

leads to the generation of the TEM11 in the Ez field, via the conversion mechanism

described earlier. Indeed the TEM11 mode is clearly visible in the lower plot in panel
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Figure 5.16: 3D PIC simulations demonstrating the generation of the TEM02 mode in the Ey
field, and the TEM11 mode in the Ez field, as a result of the decelerating electron bunches.
Panel (a) shows the initialised bunches decelerating in a strong longitudinal electric field. This
leads to the formation of a TEM02 mode in the Ey field, and a TEM11 mode in the Ez field. (b)
The spatial intensity distribution of the 2ωL light, which is observed in a high intensity, radially
polarised mode.

(a).

Thus far, only the light detected at ωL has been considered, however the simulations

also indicate that mode structure is present in the second harmonic, 2ωL. The spatial

intensity distribution of the light detected at the target rear, at a frequency of 2ωL

(and averaged over a laser period), is presented in Fig. 5.16 (b) for the simulation with

the pre-defined electron bunches. The arrow heads indicate the direction in which the

electric field vector points, and thus indicate the polarisation of the detected light. Here,

there is clear evidence of a radially polarised mode. This arises from the superposition

of the modes present in the Ey and Ez fields, when they are of the same order of

magnitude. In addition, the mode is polarised and has a peak intensity of 3 × 1017

Wcm−2. This 2ωL light is sufficiently intense that spatial gradients in the intensity

distribution may be exploited to trap and accelerate electrons at the target rear. The

polarised mode is also generated at 2ωL in the full target simulations, however the

signal-to-noise ratio is lower than that presented in Fig. 5.16. It is important to note

that despite the high intensity of the 2ωL light, it does not drive electron motion at the

target rear; the simulations are run without the QED module for this study, meaning

that the electrons cannot interact with their self-generated fields.
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5.6.2 Generation of high intensity radially polarised modes at 2ωL

The generation of these radially polarised modes is further investigated in Fig. 5.17,

in which the spatial intensity profile of the 2ωL light is investigated as a function of

target thickness, along with the temporal evolution of the produced mode. Each of

the plots is taken at the same position in space, located 10 µm behind the target rear,

with the light averaged over a laser period. In each panel, the blue arrows indicate

the direction of the electric field vector. Each row corresponds to a different target

thickness; in panels (a)-(c), (d)-(f) and (g)-(i), the target thickness is `=5, 20 and 30

nm, respectively. The columns indicate different times during the interaction. Panels

(a), (d) and (g) are compared at a time of 28 fs after the peak of the pulse, panels (b),

(e) and (h) are compared 40 fs after the peak of the pulse (which is the time at which

the 20 nm target undergoes transparency), and panels (c), (f) and (i) are compared 52

fs after the peak of the pulse.

First, comparing different target thicknesses (i.e. rows of Fig. 5.17), it is clear that

for the 5 nm target, the structure in the intensity spatial distribution is dominated by

the TEM02 mode in the Ey field. This mode is associated with the deceleration of the

emitted electron bunches in the sheath fields at the rear of the target. The magnitude

of the self-generated Ez field in this case is much lower than that of the Ey field, and

so the spatial intensity distribution closely follows the distribution of radiation from

the decelerating electron bunches. As the target thickness increases to 20 nm, a radial

mode appears in the spatial intensity distribution. This indicates that the 2ωL light

in both Ey and Ez are approximately equal in magnitude, such that the superposition

of these fields results in the generation of a near perfect radial mode. For a target

thickness of 30 nm, the radial mode is still present, however it appears modulated due

to the reduced signal-to-noise ratio associated with late onset transparency. Figure 5.17

indicates that different target thicknesses give rise to different spatial modes. This is

due to the varying ratio of Ey/Ez as a function of target thickness, which impacts the

modes which can be generated. The mode conversion process described in this chapter

is therefore tunable, via the target thickness. This is not possible with conventional

optics, which can only generate a single mode. In addition, Fig. 5.17 shows that, in

the case of a 20 nm thick target, the radial mode is produced with an intensity of

∼ 5 × 1018 Wcm−2. It is not currently possible to generate modes at this intensity

using conventional optics, given their relatively low damage thresholds.
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Figure 5.17: Spatial intensity distributions and electric field vectors (blue arrows) for 2ωL light,
from the full laser-foil simulations, measured 10 µm behind the target rear. Three values of
target thickness are compared; (a)-(c) 5 nm, (d)-(f) 20 nm and (g)-(i) 30 nm. The spatial
intensity distributions evolve temporally; panels (a),(d) and (g) are compared 28 fs after the
peak of the pulse, (b), (e) and (h) are compared 40 fs after the peak of the pulse, and finally
(c), (f) and (i) are compared 52 fs after the peak of the pulse.
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Figure 5.17 also demonstrates that the spatial distribution of the TEM modes vary

temporally during the interaction. This is due to the ratio of Ey/Ez, which has a

temporal dependence due to the varying degree of target transparency. The fact that

different spatial structures, and therefore modes, appear at different times in the inter-

action demonstrates that this is a dynamic mode conversion process. Again, temporal

variation of the generated mode is not possible using conventional optics. This raises

the possibility of varying the intensity at which an interaction with a given mode oc-

curs, or investigating the influence of ‘spot size’ effects, purely by varying the distance

from the target rear.

It is important to note that the radial modes produced in Fig. 5.17 do not carry

angular orbital momentum (OAM). In order to generate OAM, the light must have

a helical wavefront. This is not the case in these simulations, since the electrons are

emitted in discrete bunches at a frequency of ωL (from either the top or bottom edge of

the relativistic aperture). These bunches do not rotate within the polarisation plane,

but instead move along the laser propagation direction. This is also evident when

examining the electric field vectors; the field does not change direction as a function of

time, again suggesting that the electron bunches are not rotating and therefore do not

carry OAM. The case may be different if the incident laser is circularly polarised, since

the electrons will be emitted from the aperture edge in a helical bunch, as opposed

to the bipolar structure which arises from the interaction of a linearly polarised laser

pulse with the aperture.

Finally, it is worth briefly commenting on possible applications of the high intensity

radially polarised modes presented in this chapter. For example, the ponderomotive

force associated with the steep spatial gradients in such a mode could be used to

enhance electron and positron trapping within the beam, during laser driven wakefield

experiments [273, 274]. The interaction of an ultra high intensity, radially polarised

mode with a high energy electron source could additionally be used to experimentally

investigate radiation reaction. For example, the electrons may become trapped within

the spatial gradients in the electric field associated with the mode, radiating away a

significant fraction of their energy. In addition, if the trapped electrons are collided with

another high intensity laser pulse, the set-up could be used to trigger pair-production

cascades. This could be achieved by employing radially polarised modes in the dual

pulse interaction scheme which is presented in chapter 7. A possible method by which
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these prospective experiments could be performed is by introducing a system of two

OAPs; one would be positioned at the focus of the radially polarised mode, to collect

the light, which could then be focused onto a gas/solid target using the second OAP.

5.7 Conclusions

In this chapter, the polarisation state of light detected at the rear of ultra-thin foil

targets was investigated, both experimentally and via 3D PIC simulations. The predic-

tions of Refs. [159–161] suggested that laser-induced birefringence within the resulting

plasma should lead to useful plasma photonics effects, such as polariser and wave plate-

like behaviour. Experimentally, an effective polarisation shift was measured, which was

found to be greatest when the level of light detected at the rear of the target was

relatively low. In addition, this shift was seen to affect only the degree of linear po-

larisation, whilst the circular polarisation state remained unchanged. Upon further

investigation, with different input polarisation states, it was not possible to detect a

significant change in the circular polarisation state. This suggests that for the laser and

target parameters employed in this chapter, the polarisation shifts cannot be explained

in terms of temperature anisotropy within the plasma, as is the case in Stark et al [160].

Further analysis with 3D PIC simulations revealed that the interaction of the laser

pulse with the relativistic plasma aperture led to the acceleration of crescent shaped

electron bunches with a bipolar spatial distribution from the target, and subsequently

generated a strong Ez field at the rear of the target. This field is not predicted in

Stark et al [160], and hinted towards a different mechanism driving the polarisation

shift. The structure of the Ez field was found to be a TEM11 mode, such that the

superposition of this mode with the transmitted laser field leads to the experimental

measurement of an effective polarisation shift. The shift is largest when the magnitude

of the self-generated Ez field is comparable to that of the Ey field, explaining why the

magnitude of the shift was experimentally observed to depend on the level of detected

light.

It was demonstrated that the mode structure is also present in the 2ωL light gen-

erated during the interaction, and when the magnitude of the transmitted laser field is

approximately equal to that of the self-generated field, that the superposition results in

a radially polarised mode. This mode is formed at high intensity ∼ 1018 Wcm−2, and
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is also tunable, given that the conversion efficiency to a given mode depends on the tar-

get thickness. This is, to our knowledge, the first demonstration of a method by which

high intensity radially polarised modes can be generated via laser-solid interactions.

This application of plasma photonics may enable the properties of ultra-intense laser

pulses to be tailored to experiments, without the use of expensive solid-state optics. In

addition, the generated modes may be applied to enhance the degree of control possible

over laser-driven particle and radiation sources.

The mode conversion process described in this chapter may be enhanced at multi-

PW laser facilities, in terms of the intensity of the modes which can be generated and

the degree of control which is possible over their spatial and temporal profiles. In this

chapter it is demonstrated that optimal mode conversion occurs when the transmitted

light is comparable in magnitude to the self-generated light. The immediate concern is

that, in moving to ultra-high laser intensities, the transmitted laser light will dominate

over the self-generated light such that no mode conversion is observed. However, it is

predicted in Ref. [54] that the onset of transparency may be delayed due to RR. This

could enable the level of transmitted light to be reduced such that mode conversion can

still be observed from thin foil targets. In addition, the dynamics of the accelerated

electron bunches in the transmitted laser fields will be influenced by RR. This could lead

to more intense self-generated light via strong radiative cooling of the electron bunches.

This cooling leads to contraction of the electron phase space, producing more dense and

spatially compact bunches of electrons (compared to a case where RR is weak). Thus

different modes could be produced at multi-PW laser facilities compared to the results

presented in this chapter. In addition, RR will affect the electron dynamics temporally,

therefore it is likely the mode structure will vary throughout the interaction. It is

demonstrated in chapter 6 that the magnitude of the RR effects can be controlled via

the laser and target parameters employed during laser-solid interactions, therefore it

may be possible to gain enhanced control over the spatial and temporal properties of the

modes generated at multi-PW laser facilities. The ability to vary the spatial structure

of the mode offers a new degree of control over the collective electron dynamics, since

this is not possible using conventional solid-state optics. Varying the spatial structure

of the mode throughout the interaction will enable steep acceleration gradients to be

achieved, which can be employed to investigate QED effects (such as RR and subsequent

radiative trapping).
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Chapter 6

Modelling the effects of the

radiation reaction force on the

interaction of ultra-intense laser

pulses with thin foils

6.1 Introduction

With the next generation of laser facilities, such as the Extreme Light Infrastructure

(ELI) [220] and APOLLON [218], it will be possible to reach focused laser intensities

exceeding 1023 Wcm−2. Among the first experiments at these facilities will be inves-

tigations of laser driven acceleration of thin foils. As the laser light reflects off these

targets, they are accelerated to high velocities through the process of radiation pres-

sure acceleration (RPA) [43, 186, 188, 275]. This process generates bunches of ions,

with high peak energies and a narrow energy spread [178, 276, 277]. Such ions have

applications in oncology, proton radiography and the fast ignition approach to inertial

confinement fusion [39, 154, 278].

Utilising laser-solid interactions to generate the high energy ions has a number of

advantages over conventional methods, such as radio-frequency (RF) particle accelera-

tors. RF accelerators are restricted to acceleration gradients of ∼TVm−1, beyond which

they suffer electrical breakdown. Plasma-based acceleration schemes are not limited by

this breakdown condition, and can instead produce acceleration gradients of ∼GVm−1.
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This enables high energy electrons to be produced over scales of centimeters, such that

more compact experimental geometries may be achieved at a comparatively lower cost.

For these reasons, laser-driven ion acceleration is an extremely active reasearch area.

Recent studies have focused on ions generated during the interaction of ultra-intense

laser pulses with thin foils (whose thickness is comparable to the plasma skin depth,

` ∼ `s). In this so-called ‘light sail’ regime of RPA, it is predicted that the maximum ion

energy scales with the square of the laser intensity (εi ∝ I2
L) [38, 170, 185, 279]. How-

ever when ultra-high intensities (i.e. & 1022 Wcm−2) are involved, these models neglect

the radiation reaction (RR) force and QED effects, which could limit the maximum ion

energies which can be achieved. The RR force, in particular, has been demonstrated

to modify the collective electron dynamics within (micron) thick foil targets, causing a

notable reduction in the target velocity and subsequent ion energies [62, 63, 66, 280].

There is currently no model to account for such an effect in the ‘light sail’ (LS) regime,

which occurs during the acceleration of thin foils (with thickness just greater than the

plasma skin depth, ` & `s, described in Eqn. (3.2.1)).

In this chapter, an analytical model is presented which, for the first time, accounts

for the effect of the RR force on the target velocity within the LS regime. This model

is achieved by adding a classical radiation friction term to the existing equation of mo-

tion for a thin foil undergoing RPA. Such an approach guarantees energy conservation

within the system, accounting for the radiation losses in a self-consistent manner by

relating these to the fraction of laser energy converted into synchrotron-like radiation.

The model depends on two key parameters which are estimated using a series of 1D

QED-PIC code simulations, performed using the EPOCH code [239]. These parameters

are the spatial extent of the region from which radiation is emitted and the angular

distribution of the electron radiated power.

QED-PIC code simulations are also used to verify the predictions of the analytical

model, by investigating the target dynamics, the distribution of the emitted radiation,

and the energy partition between plasma species. The predictions of the model and the

simulations are demonstrated to be in good agreement. Specifically, the simulations

reveal that the magnitude of the RR force in the LS regime is strongly sensitive to the

target thickness, implying that the properties of the emitted radiation (such as the pho-

ton energy and angular distributions) and the accelerated species could be controlled

during experiments at upcoming laser facilities.
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A concise summary of this work can be found in Duff et al [61], however the aim of

this chapter is to provide the reader with a more detailed description of the underlying

physics and the development of the analytical model.

6.1.1 Literature review: Effects of the RR force on thin foil acceler-

ation

As described in section 2.3, the RR force is related to the emission of high energy,

synchrotron-like radiation from electrons accelerated within ultra-intense laser fields

[86, 100, 101]. Investigations into the effects of the RR force have demonstrated that

it opens additional channels by which laser energy can be coupled to plasma species

[58, 59, 120, 281], enhances the magnitude of magnetic fields generated in laser-solid

interactions [282], and reduces the maximum energy achievable by laser-accelerated

ions [62, 63, 66, 280]. These RR effects become significant for laser intensities & 1023

Wcm−2 [129], at which point ion acceleration predominantly occurs via the process

of RPA. As discussed in chapter 3, there are two main regimes of RPA; hole boring

and light sail. Research into RR effects during RPA have, to-date, focused on the hole

boring regime. This is due to the fact that thick targets are required to access this

regime, which are less likely to undergo relativistic self-induced transparency (RSIT)

during the interaction. The dynamics are then comparatively easier to model than for

the LS regime, in which case either RSIT must be accounted for (see, for example,

Ref. [38]), or the analysis must be restricted up until the time at which the target goes

transparent (which is the case in this chapter). Regardless, there have been a small

number of studies into RR effects within the LS regime, which will be briefly reviewed

in this section.

In general, RR effects are considered to be weak within the LS regime, due to the

assumption that the high velocity acquired by the target results in strong Doppler down-

shifting of the laser intensity in its reference frame, and a suppression of QED effects

[60, 62, 63, 66, 243, 280, 283–286]. However, these high velocities are only obtained for

targets which remain opaque to the laser throughout the entire interaction, and which

can therefore be treated as perfectly reflecting relativistic mirrors. To access the LS

regime, it is necessary to use thin foil targets which subsequently undergo transparency

during the interaction with an ultra-intense laser pulse. This may occur via the process

of RSIT or via skin depth transparency, in which case the target is compressed to a
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thickness less than the plasma skin depth, allowing laser light to propagate through.

It has been indicated in several studies [60, 62, 283] that the onset of (skin depth)

transparency leads to significant RR effects, even within the LS regime. In this case,

the electrons accelerated by charge separation fields within the plasma can interact

directly with the laser pulse, therefore experiencing strong radiative cooling.

The magnitude of the RR effects in the LS regime are strongly dependent on the

laser polarisation. Using linear polarisation, Tamburini et al [60] demonstrated that

the laser penetrates up to a distance of λL/4 through the target, due to skin depth

transparency, enabling the onset of RR effects. When the same authors switched to

circular polarisation, the skin depth was reduced to λL/20, in which case the magnitude

of the RR effects were negligible. When the target thickness was reduced such that

it was able to undergo RSIT, it was reported that circular polarisation led to a slight

boost in the peak ion energies, however this came at the cost of a non-monoenergetic

ion spectrum.

A RR effect which has been reported in Refs. [60, 62, 283, 286] is the enhance-

ment of the charge separation field within the target. As the laser penetrates into

the region of the target which undergoes skin depth transparency, it interacts with

counter-propagating electrons which are accelerated across the charge separation field.

Due to the geometry of the interaction these electrons experience strong radiative cool-

ing, emitting energy in the form of synchrotron-like radiation. If the electrons radiate

a sufficient amount of energy, they can no longer propagate against the laser pulse and

are instead reflected. For the electrons to be reflected by the laser pulse, they must sat-

isfy the condition γe ≥ a0/2 [107, 129], which is typically satisfied by electrons within

the charge depletion zone. These are then bunched up at the laser-plasma interface,

leading to an enhancement of the local charge separation field. This effect has been

shown to shift peaks in the ion spectra to higher energies [283]. However, as indicated

in Tamburini et al [60], the je × B force of the intense laser pulse drives hot electron

populations, leading to a greater degree of target expansion and therefore increasing

the ion energy spread.

It has been demonstrated in Refs. [60, 283] that RR effects in the LS regime lead to

a substantial fraction of the laser energy being converted into radiation. In Ref. [283]

the authors report a photon conversion efficiency of ∼10% during the interaction of an

ultra-intense pulse with an overdense, 300 nm thick aluminium foil. In Tamburini et al
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[60] a photon conversion efficiency of 20% was obtained using a similar intensity pulse

interacting with a micron thick target. Interestingly, the ion conversion efficiency in

Tamburini et al [60] was observed to decrease by a value equal to the photon conversion

efficiency. This indicates that the RR force significantly impacts the energy partition

in thin foil interactions, coupling more energy to the radiation whilst reducing the

efficiency of ion acceleration.

Whilst these studies indicate that RR effects occur within the LS regime, there is

scope for this research to be continued. For example, there is currently no model

to describe the target dynamics under the influence of the RR force, which could

subsequently describe the decrease in ion conversion efficiency reported in Tamburini et

al [60]. Another aspect of this research which is currently missing is an investigation of

the radiation distribution from thin foil targets, and how the properties of the emitted

radiation are related to the target dynamics. The work presented in this chapter

addresses these gaps in the literature, by investigating the distribution of radiation

from targets undergoing acceleration in the LS regime, which is subsequently related

to the collective electron dynamics under the influence of the RR force.

6.2 Modelling radiation losses in the LS regime

In this section, the development of an analytical model which details the effects of the

RR force on the collective electron dynamics, and the target velocity within the LS

regime, is presented. Intuitively, the target velocity is related to the magnitude of the

total radiated power, and therefore on the magnitude of the RR force acting on it.

RR enables more laser energy to be converted into radiation, reducing the efficiency of

RPA. To describe this effect, an existing LS equation of motion is modified to account

for the coupling of laser energy to synchrotron-like radiation through the absorption

coefficient. By re-injecting this coefficient into the equation of motion for the thin foil,

the target velocity and the photon conversion efficiency may be calculated, under the

influence of the RR force. These predictions will be tested against simulation results

later in the chapter.
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6.2.1 Angular distribution of the emitted radiation

As demonstrated in Eqn. (2.64), the magnitude of the RR force is related to the power

radiated from a single electron. To obtain an expression for the RR force, the radiated

power is first expressed in terms of the Lorentz force, FL,e, such that:

Pγ =
τrγ

2
e

me
F2
L,e(1− β2

e cos2 ψ)g(χe) (6.1)

where ψ is the angle between the electron velocity and the perpendicular component of

the Lorentz force. The function g(χe) is the stochastic scaling factor, previously given

in Eqn. (2.86).

The Lorentz force is then calculated by making assumptions about the direction of

the electromagnetic fields and the subsequent electron motion. The laser is treated as

a plane wave, propagating along the x axis, and linearly polarised in the y direction. It

is then assumed that that the laser electric field is much stronger than the local charge

separation field, such that Ey � Ex. Following from these assumptions, the Lorentz

force is written:

F2
L,e = e2(E + ve ×B)2 (6.2)

F2
L,e = e2(Ey − ve cos θBz)

2 (6.3)

Using that, Bz =
Ey
c and a0 =

eEy
mecωL

, the Lorentz force may be written:

F2
L,e = a2

0(mecωL)2(1− βe cos θ)2 (6.4)

By re-injecting the Lorentz force term into Eqn. (6.1), an expression for the electron

radiated power is obtained which depends on two characteristic angles. The first angle,

θ, is the projection angle of the electron velocity along the laser axis, whilst ψ is defined

in Eqn. (6.1). These angles are not independent of each other, as they both depend

on the electron momentum, pe. The relation between the angles is obtained from the

definition of ψ, as shown below.

cosψ =
ve ·E
|ve||E|

(6.5)

Re-writing Eqn. (6.5) in terms of the electron momentum, pe = |pe| cos θ x̂+|pe| sin θ ŷ,
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yields:

cosψ =
Ex cos θ + Ey sin θ√

E2
x + E2

y

≡ α cos θ + sin θ√
α2 + 1

(6.6)

The last expression on the right is obtained by defining α = Ex/Ey, the ratio of the

magnitude of the charge separation field, to that of the laser field. In the case where the

charge separation field is weak, such that α � 1, the characteristic angles are related

by ψ = π/2− θ.

Combining Eqns. (6.1) and (6.4), gives an expression which describes both the

magnitude and angular distribution of the electron radiated power. It is helpful at this

point to define a function which gathers all the terms with an angular dependence,

G(θ). This function is written:

Pγ =
τrγ

2
e

me
a2

0(mecωL)2

[
(1− βe cos θ)2(1− β2

e cos2 ψ)

]
g(χe) (6.7)

Pγ ≡
τrγ

2
e

me
a2

0(mecωL)2G(θ)g(χe) (6.8)

where

G(θ) =
(1− cos θ)2

1 + α2

(
1 + α2 − (α cos θ + sin θ)2

)
(6.9)

Eqn. (6.9) shows that the angular distribution of the electron radiated power depends

on both the orientation of the electron velocity with respect to the laser propagation

direction and the relative magnitude of the charge separation field, described by the

parameter α. Since α strongly depends on the target thickness, it follows that the

function G(θ) also has a target thickness dependence.

The variation of the function G(θ) with the characteristic angle θ is plotted in Fig.

6.1, for different values of α. This figure indicates that for the magnitudes of the

charge separation field typically obtained in the simulations presented in this chapter

(α ∼ 0.15), that the distribution of the radiated power is not substantially changed

from the case where α = 0. This verifies the assumption that Ey � Ex which was

used to obtain Eqn. (6.9). When α = 0.5 however, the function G(θ) becomes highly

asymmetric around the line θ = 0◦, due to the dominance of the (1−cos θ)2 term. This

demonstrates that the most significant contribution to the magnitude of the electron

radiated power comes from the backwards moving electrons (where θ<0◦). Indeed,
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Figure 6.1: Angular dependence of the radiated power for a single electron, for α = 0 (blue
line), α = 0.15 (orange line) and α = 0.5 (purple line), corresponding to different magnitudes
of the charge separation field. As α increases, the peak electron radiated power is emitted in the
backwards direction.

the function G(θ) is maximised for the electrons which directly counter-propagate with

respect to the laser, such that |θ| = 180◦.

Finally, the corresponding RR force can be recast as:

Frad = τrωLγ
2
ea

2
0mecωLg(χe)G(θ)βe (6.10)

To determine the total radiated power, the next step is to average the radiated power

for a single electron over the electron distribution function and to multiply by the

number of radiating electrons.

6.2.2 Accounting for the RR force in the equation of motion of the

thin foil

To account for RR effects, an existing thin foil equation of motion (derived in Macchi et

al [38] and previously described in section 3.4.1) is modified, such that the conversion

of laser energy into synchrotron-like radiation is accounted for within the absorption

coefficient. Again, it is assumed that the target does not act like a perfectly reflecting

mirror, and the enhanced coupling of laser energy into radiation leads to less efficient

acceleration of the target.

During the interaction with the (initially relativistically overdense) target, the laser

light can be reflected, absorbed or transmitted. The relative probability of these pro-
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cesses are described by the coefficients R,A and T respectively, which are related via

the normalisation R + A + T ≡ 1. In the case where there is no transmission, the

reflection coefficient can be expressed as a unique function of the absorption. This as-

sumption that T = 0 is reasonable provided that the analysis of the collective electron

dynamics is restricted up until the time at which the target goes transparent. The

reflection coefficient is then R = 1−A, which is substituted into the thin foil equation

of motion (Eqn (3.43)). This leads to an adapted equation of motion, shown below,

which accounts for the influence of the RR force on the acceleration of the thin foil.

d

dt
(γtβt) =

IL
ρ`c2

(2−A)
1− βt
1 + βt

(6.11)

Here, βt is the target velocity normalised to the speed of light, γt = (1 − β2
t )−1/2

is the target Lorentz factor and ρ` is the target areal density. The absorption term

in Eqn. (6.11) is obtained by normalising the total intensity of radiation emitted by

the electrons, up until the time of transparency (t = ttr), to the laser intensity. The

absorption coefficient, which is equivalent to the photon conversion efficiency, is given

by:

A =
Nrad

∫ ttr
0 〈Pγ〉dt∫ ttr

0 ILdt
(6.12)

where

〈Pγ〉 ≡
∫
R3 fePγdpe∫
R3 fedpe

(6.13)

The absorption coefficient is seen to depend on the number of radiating electrons per

unit surface, Nrad, and the average electron radiated power, 〈Pγ〉. Integrating the

average radiated power over time, and scaling by the total number of radiating electrons,

gives an estimate of the total energy radiated by the electrons during the interaction.

Eqn. (6.11) shows that the effect of the RR force is to reduce the efficiency of the

RPA process. As more synchrotron radiation is produced, the absorption coefficient

increases, leading to a reduction in the radiation pressure exerted on the target. The

target velocity is then obtained by integrating the equation of motion, however this

first requires knowledge of Nrad and 〈Pγ〉. Deriving these quantities will be the focus

of the next sections.
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6.2.3 The average electron radiated power

The average radiated power, 〈Pγ〉 is obtained by integrating the expression for the

power radiated by a single electron over the entire electron distribution. As described

previously, the distribution function, fe = fe(x,pe, t), is the probability of finding an

electron with momentum dpe in a volume dx, per unit time, and is used to define the

electron number density ne = ne(x, t), as follows:

ne ≡
∫
R3

fedpe (6.14)

To proceed with the calculation, it is necessary to assume the form of the distribution

function. For the ultra-intense laser-plasma interactions presented in this chapter, a

Maxwell-Juttner (or relativistic Maxwell) distribution may be assumed to describe the

electron population. In general, the distribution function may begin with some degree

of anisotropy, for example, caused by heating of electrons in the direction of the laser

polarisation. It is then assumed that this tends towards a Maxwell-Juttner distribution

at equilibrium. However, the interaction between the laser and the electrons in the

plasma is collisionless (i.e. field driven), and so it is not immediately clear which process

drives the relaxation of the electron population. It is assumed in this chapter that it is

the RR force which drives the distribution towards equilibrium. Further justification

of the use of the Maxwell-Juttner distribution is provided later in this chapter, by

fitting the electron temperature from sample simulation spectra. The Maxwell-Juttner

distribution function is defined as follows:

fe(γe) = N exp

(
− (γe − 1)

Θ

)
(6.15)

where N is a normalisation factor, such that

N =
ne

4π(mec)3K2(1/Θ)Θ
(6.16)

In the above equation, Θ = kBTe/mec
2, and K2(1/Θ) is a Bessel function of the

second kind. In the case where Θ � 1, which is typical of ultra-intense laser plasma

interactions, it can be assumed that K2 ' 2Θ2.

Substituting the radiated power from a single electron (Eqn. (6.8)) into the integral

in Eqn. (6.13), yields an expression for the average electron radiated power as an
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integral over the distribution function.

〈Pγ〉 =
g(χe)G(θ)ωLτrωLa

2
0mec

2

8π(mec)3

∫
R3

γ2
e

Θ3
exp

(
− (γe − 1)

Θ

)
dpe (6.17)

This integral is evaluated by writing the momentum in polar coordinates, where

the Jacobian is defined as dpe = p2dpe,xdpe,ydΨ, with Ψ the polar angle such that

Ψ ∈ [0, 2π]. Since the Lorentz factor is a function of the electron momentum, it is

possible to change variable from pe to γe, which implicitly assumes that the distribution

function is isotropic (i.e. fe = fe(|pe|)). This change of variable leads to the following

integral:

〈Pγ〉 =
1

4
g(χe)G(θ)ωLτrωLa

2
0mec

2

∫ ∞
1

γ4
e

Θ3
exp

(
− (γe − 1)

Θ

)
dγe (6.18)

To proceed, it is necessary to undergo another variable change to X = γe/Θ. The

resulting integral can be solved analytically, with the solution given in Eqn. (6.20).

〈Pγ〉 =
1

4
g(χe)G(θ)ωLτrωLa

2
0mec

2Θ2

∫ ∞
1/Θ

X4 exp(−X)dX

(6.19)∫ ∞
1/Θ

X4 exp(−X)dX = (Θ−4 + 4Θ−3 + 12Θ−2 + 24Θ−1) exp(Θ−1) ' 24 +OΘ−1

(6.20)

Assuming that the electrons are ultra-relativistic, Θ will be large, meaning any terms

which are inversely proportional to Θ in the above equation are negligibly small, and the

exponential tends to 1. In addition, it can be approximated that Te ' (
√

1 + a2
0/2)mec

2

[268], such that Θ ' a0, leading to the expression for the average electron radiated

power below.

〈Pγ〉 = 6a4
0g(χe)G(θ)ωLτrωLmec

2 (6.21)

Eqn. (6.21) describes the average radiated power from a single electron and its angular

dependence. It is then possible to estimate 〈Pγ〉 over a range of laser intensities and

target thicknesses (due to the G(θ) dependence on the target thickness). The total

radiated power is obtained by multiplying the average radiated power by the number

of radiating electrons.
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6.2.4 The number of radiating electrons

An expression for the number of radiating electrons per unit surface has been derived,

for the hole boring regime, in Ref. [282]. In this model, the radiating electrons are those

which counter-propagate against the laser pulse as they accelerate through the charge

separation field. As discussed in section 3.4, laser radiation pressure drives a dense layer

of electrons in front of the laser pulse, leaving a charge depletion zone behind it. This

leads to the formation of a strong electrostatic field, which subsequently accelerates

the ions. These are accelerated from the bulk of the target, and (partially) neutralise

the charge imbalance induced by ponderomotive acceleration of the electrons. At this

point, a fraction of electrons within the compressed layer can then move back into

the charge depletion zone, where they counter-propagate against the laser pulse and

experience strong RR [243]. The model presented in Ref. [282] is derived for the case

where a0nc/ne > 1, which is not the case for the simulations presented in this chapter

due to the fact that the target is initially highly overdense (ne = 777nc).

In the LS regime, the physics of the radiating electrons is quantitatively similar,

except that the number of radiating electrons will have a dependence on the target

thickness. In the hole-boring regime, the target is assumed to be semi-infinite (`� λL),

such that a sufficiently large number of ions can be drawn to restore charge balance.

For the thin targets considered here, the finite target thickness means that this may

not be the case, leading to a reduction in the number of radiating electrons.

The first step in deriving an expression for the number of radiating electrons in

the LS regime is to balance the laser radiation pressure with the electrostatic pressure,

following the method outlined in Ref. [282]. However in this chapter, the skin depth is

eliminated from the set of equations, leaving the expression for Nrad in terms of d (the

spatial extent of the depletion zone) which has a target thickness dependence. This

leads to the following set of equations:

eEn0`s
2

=
2IL
c

pressure balance (6.22)

n0`s = ne(d+ `s) charge conservation (6.23)

Nrad = (n0 − ne)`s (6.24)

Here, E = 4πn0d is the peak electric field strength, and `s is the target skin depth. The

laser intensity is expressed in terms of the target critical density, through the relation
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Figure 6.2: (a) Plot of the spatial extent of the charge depletion zone, d, as a function of the
target thickness, obtained from simulations. (b) The number of radiating electrons for each of
the target thickness values, calculated using the analytical model (blue diamonds) is compared
to the corresponding values from the simulations (orange diamonds).

IL = mec
3a2

0nc. Finally, n0 is the peak electron number density during the compression

phase and ne is the electron number density after the ion acceleration time, i.e. when

charge balance is restored.

In order to express Nrad in terms of the spatial extent of the charge depletion zone,

d, the charge conservation equation is rewritten as follows:

n0

ne
=

d

`s
+ 1 (6.25)

Rearranging the pressure balance equation then enables the skin depth to be deter-

mined, and substituted into the above equation. This leads to a quadratic expression

for the ratio (n0/ne), with a physical root shown below in Eqn. (6.26).

(
n0

ne

)
=

(
1

2
±

√
1

4
+

1

4

(
ωLdn0

ncca0

)2)
(6.26)

Finally, this leads to an expression for the number of radiating electrons per unit surface,

Nrad:

Nrad =
a2

0

π

nc
n0

1

rcd

[(
1

4
+

1

4

(
ωLdn0

ncca0

)2)1/2

− 1

2

]
(6.27)

where the electron classical radius, rc = 1
4πε0

e2

mec2
, has been introduced as a normali-

sation. It is important to note that the expression for Nrad provided in Ref. [282] is

recovered by setting a0nc/ne > 1 in the above equation.
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In Fig. 6.2, Eqn. (6.27) is used to estimate the number of radiating electrons

from measurements of the spatial extent of the charge depletion zone, d, obtained from

simulations. This corresponds to a measure of the distance over which the electron

radiated power decays to 1/e of its peak value, at the time of maximum synchrotron

emission. Panel (a) shows that the largest charge depletion zone is observed in the 200

nm target. Since this distance is related to the skin depth, it is likely that this target

produces the electrons with the highest average γe at the time of transparency. In panel

(b), the estimates of Nrad using Eqn. (6.27) are plotted in blue, indicating that the

greatest number of radiating electrons comes from the 200 nm target, which has the

largest charge depletion zone. The values from (6.27) are compared to estimates from

the simulations, plotted in orange. These estimates are obtained by multiplying the

peak electron number density within the charge depletion zone by its spatial extent.

The simulations show the same trend as Eqn. (6.27), but overestimate the value of

Nrad, most likely due to the fact that the peak electron number density was used in

the estimate.

6.2.5 Calculating the absorption and target velocity

Using the expressions for Nrad and 〈Pγ〉 it is now possible to obtain an estimate for the

laser energy absorption into synchrotron-like radiation (which is equivalent to the pho-

ton conversion efficiency). This is an important quantity to evaluate for next generation

laser facilities, as previous simulation based studies have indicated that a significant

fraction of the laser energy will be converted into synchrotron-like radiation [58, 59].

Understanding the parameter regimes in which radiation production is maximised or

minimised may enable control over fundamental properties of laser-solid interactions.

In Ref. [282], the photon absorption in the hole boring regime is given by A =

a3
0rc/λL, and is independent of the target thickness. For ELI-like laser parameters

(a0 = 300, λL = 800 nm), this suggests the absorption will be ∼ 10%, in line with

previous estimates [60, 283]. In this chapter, an expression was derived for the number

of radiating electrons, which retained the target thickness dependence which was seen

in the simulations (see Eqn. (6.27)). The expression for the absorption in this case is

rather more complicated, obtained by substituting Eqns. (6.21) and (6.27) into Eqn.

(6.12). This estimate of the laser absorption still scales quickly with the laser intensity,

predicting a peak in the absorption for the target in which the spatial extent of the
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charge depletion zone, and therefore the number of radiating electrons, is maximized.

Having estimated the absorption coefficient, the equation of motion (Eqn. (6.11))

can be solved to determine the target velocity under the influence of the RR force.

Following the method outlined in Ref. [177], the first step is to switch variable to the

retarded time (corresponding to the phase φ = ωLt− kx) and integrate up to the time

at which the target goes transparent. This leads to the following expression for the

target velocity:

βt =
(ε(φ)− κ(φ) + 1)2 − 1

(ε(φ)− κ(φ) + 1)2 + 1
(6.28)

where ε(φ) = (
∫ φ
−∞ I(φ′)dφ′)/ρlc2 is the normalised laser fluence. This expression is

similar in form to the solution of the light sail equation of motion presented in Macchi

[38], but with an additional term. This term, κ(φ), describes the radiative correction,

which acts to reduce the target velocity as a result of the RR force. The radiative

correction is written as follows:

κ(φ = φtp) = 12G(θ)g(χe)
ω2
Lτrmec

2
∫ φtp

0 a5
0(φ′)dφ′

rcλLρ`c2
(6.29)

with φtp denoting the phase at the point of transparency. This model can be adapted

for any arbitrary pulse shape by introducing a temporally varying a0 in the integral.

The predictions of this model will be compared to simulation results in the next sec-

tion, using a Gaussian temporal laser profile. It is important to note that the target

velocity depends on the distribution of the emitted radiation through the G(θ) term.

To determine the target dynamics, it is therefore necessary to know the distribution

of the radiation emitted from the target so that the characteristic angle, θ, can be

determined.

6.2.6 Summary of the analytical model

The first half of this chapter has been devoted to developing an analytical model to

describe the effects of the RR force on the acceleration of thin foil targets within the

LS regime. This model describes the electron dynamics up until the target undergoes

transparency. First, the radiated power from a single electron was evaluated, limiting

this analysis to a regime in which the laser field is dominant over the charge separation

field within the target. The angular distribution of the electron radiated power was then

described in terms of a function, G(θ), which importantly depends on the magnitude of
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the charge separation field and a characteristic angle, θ. The most appropriate choice

for this angle, which gives the best agreement between the model and simulation results,

will be discussed in detail in the next section.

Finally, it is important to stress that the model presented here offers a self-consistent

method of calculating the absorption and the target velocity (i.e. macroscopic proper-

ties of the laser-solid interaction which can, in principle, be measured experimentally)

from the collective electron dynamics (i.e. from the microscopic properties). This

model holds in the semi-classical regime of RR, in which quantum effects, such as

pair-production and stochastic photon emission [58, 114, 116, 118], are negligible.

6.3 Numerical simulations

6.3.1 Simulation parameters

In order to investigate the influence of the RR force on the collective electron dynam-

ics, and to verify the predictions of the absorption and the target velocity obtained

from the analytical model, a series of simulations were run using the fully relativistic

QED-PIC code, EPOCH [239]. 1D simulations have been used to scan over a wide

range of parameters with high spatial and temporal resolution. The targets used here

are solid density (777nc) aluminium (Al) in a charge state of 13+, which is known to be

a common charge state of Al during interaction with the laser intensities used in this

study. These targets interact with an ultra-intense laser pulse, with a peak intensity of

2 × 1023 Wcm−2. At this intensity, the RR force plays an important role in the elec-

tron dynamics, whilst the process of pair-production can be neglected. As discussed

in section 4.3.3, effects associated with stochastic photon emission are handled by a

Monte-Carlo algorithm in the QED-PIC code [58, 116, 120].

The targets are varied in thickness in the range `=50-400 nm, such that during the

interaction they are accelerated in the LS-like regime. To be rigorous, this regime is

referred to as ‘light sail like’, given that some of the assumptions used in the derivation

of the target velocity in Macchi [38] are violated. The key difference here is that the

target does not act as a perfectly reflecting mirror. The simulations have a spatial

resolution of 2 nm (100,000 cells across a grid size of 2 µm), in order to fully resolve the

Debye length and prevent numerical heating. Dynamic load balancing was also used, a

process which redistributes the load on the processors such that each handles approx-
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imately the same number of particles. This makes the computation less demanding

and ensures convergence of the simulation results, with at least 1000 particles per cell

used throughout. There is also a condition on the temporal resolution of the simula-

tions, arising from the fact that EPOCH assumes that the electron follows an arc-like

trajectory between time steps. This imposes a condition on the size of the time step,

such that it must be less than the time defined by the inverse of the electron oscillation

frequency, ωr =| pe × FLe | /p2
e. The time step, 4t, must then satisfy the following

condition, detailed in Ref. [243]:

4t =
4x
c
≤ TL
a0

(6.30)

Here, TL is the laser period, a0 is the normalised laser intensity and 4x is the spatial

resolution.

The laser has a Gaussian temporal profile, with a FWHM pulse duration of 60 fs

and a peak intensity of 2 × 1023 Wcm−2 (corresponding to a peak dimensionless laser

intensity of a0=382). The laser wavelength is 1 µm, with simulation outputs produced

every laser period. The laser strikes the target at time t = 0, with the interaction

proceeding for 350 fs (105TL); this time scale is sufficiently long that the ion and pho-

ton energies saturate at the end of the simulation, indicating that the interaction has

reached equilibrium.

Both linear and circular laser polarisations have been considered for this study,

however it is linear polarisation (LP) which gives the most noticeable differences be-

tween the cases with and without RR. For circular polarisation (CP), the oscillating

component of the ponderomotive force, responsible for generating the fast electron

population at 2ωL, is suppressed. This means that in the linear polarisation case, the

electron heating, and thus the magnitude of the RR force, is enhanced. The choice of

linear polarisation also makes the results more experimentally relevant. Whilst CP is

typically used in ion acceleration experiments in the current intensity regime, to max-

imise the achievable ion energies during RPA [180, 181, 255, 256], work presented in

Ref. [43] has shown linear polarisation can also drive efficient RPA at ultra-high laser

intensities. Future experiments can therefore generate high energy ions whilst employ-

ing LP. In addition, the first experiments on ELI-NP will use LP, as only one of the

2×10 PW beams will initially be commissioned with control over the laser polarisation
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Figure 6.3: Temporal profile of the total electron radiated power, for a 50 nm and 400 nm target
(blue and red solid lines, respectively). The total radiated power peaks at the so-called ‘maximum
synchrotron emission time’. The black dashed line indicates the laser intensity temporal profile,
normalised to its maximum value.

[287].

6.3.2 Relevant timescales in the interaction

The simulations presented in this chapter enable temporal resolution of the collective

electron dynamics under the influence of the RR force. It is then necessary to define

important timescales within the interaction at which key properties of the particles can

be compared. Temporally integrated measurements are more meaningful for compar-

ison with experiment, since it is generally not possible to obtain temporally resolved

experimental measurements of the particle dynamics on the time scale of the laser

pulse. In this chapter, measurements are generally made at two characteristic times:

the maximum synchrotron emission time, trad, and the time at which the target goes

transparent, ttp. In the simulations, the onset of transparency is marked by the appear-

ance of the laser fields behind the electron critical density surface, and a rapid decrease

in the level of laser light reflected from the target.

The maximum synchrotron emission time is defined when the total electron radiated

power peaks. This indicates when the electrons will experience the largest RR force,
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therefore it is a relevant time to measure the magnitude of RR effects, by comparing

simulations with and without RR. It is important to note the simulations without RR

are unphysical; these do not conserve energy since the electrons radiate but do not

experience recoil. These simulations are, however, useful for identifying effects which

arise purely due to the RR force.

In Fig. 6.3, the temporal profile of the total electron radiated power is compared for

two cases, a 50 nm and a 400 nm target. The laser intensity temporal profile (normalised

to its maximum value), is also plotted, with a dashed black line. The thin 50 nm target

goes transparent early in the interaction, meaning that the plasma electrons oscillate

at relativistic velocities within the laser fields, producing copious amounts of radiation.

For this thin target case, the temporal profile of the electron radiated power follows

that of the laser, such that trad corresponds to the time at which the laser intensity is

maximised.

For the thicker 400 nm target, trad occurs later in the interaction, after the peak of

the laser pulse has arrived. For this case, the target does not go transparent during the

interaction, and so radiation production arises from the motion of the plasma electrons

within the self-generated charge separation field. For thick targets, trad occurs after

the peak of the pulse, since the electrons emit radiation over a longer timescale (i.e.

the time it takes them to traverse the charge separation field), compared to the case

where the target goes transparent [243, 288].

In Fig. 6.3, it is clear that the magnitude of the electron radiated power is ∼3

times higher for the 400 nm target compared to the 50 nm. The radiation in the 50 nm

case originates from electron oscillations in the laser fields, however these electrons are

also subjected to the ponderomotive force, which pushes them away from the regions

of highest intensity. This reduces the magnitude of RR effects, and so the radiating

electrons are less likely to produce high energy photons. For the 400 nm case, the

radiation comes from the electrons which propagate through the charge separation

field, against the laser pulse. In this case, the counter-propagating geometry maximises

the magnitude of the RR force, leading to a higher radiated power.

From the above discussion, it is deduced that the onset of transparency drastically

impacts the collective electron dynamics, as well as the magnitude of the RR effects. It

is therefore important to determine whether transparency occurs during the interaction,

and at what time. In Fig. 6.4, two methods are demonstrated for probing the onset of
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Figure 6.4: Onset of transparency as a function of time. Panels (a) and (b) show the space-
time evolution of the laser electric field, interacting with a 50 nm and 400 nm target. The black
dashed line indicates the position of the maximum electron number density. Panel (c) plots the
relativistically corrected electron number density as a function of time for the 50 nm and 400
nm targets.

transparency. Panels (a) and (b) show the evolution of the laser Ey field in both space

and time, for the 50 nm and 400 nm targets. In both cases, the rising edge of the laser

strikes the target at a position X = 50 µm at time t = 0. The black dashed line in

these plots shows the position of the maximum electron number density; by tracking

this position it is possible to obtain the target velocity. In panel (a), the 50 nm target

is observed to go transparent after 10 laser periods, as indicated by the presence of

the laser field beyond the maximum electron density surface. In contrast, panel (b)

shows that the 400 nm target does not undergo RSIT during the interaction. Panel (c)

plots the maximum value of the relativistically corrected electron density as a function

of time, where the electron Lorentz factor is obtained from the cell-averaged kinetic

energy. Transparency occurs when the electron density drops below the relativistically

corrected critical value, marked with a dashed black line. Again, it is immediately clear

that the 50 nm target goes transparent, whilst the 400 nm target does not.

167



Chapter 6 – Modelling the effects of the radiation reaction force

6.3.3 Properties of the radiation emitted from the plasma

A key aspect of the analytical model developed in section 6.2.1 is that the angular

distribution of the electron radiated power, described by the function G(θ) (Eqn. 6.9),

depends on a characteristic angle, which itself varies with target thickness. The angu-

lar distribution of the emitted radiation is investigated in this section, such that the

characteristic angle, θ, can be determined. The photon angular distributions will be

presented as a function of target thickness, and compared with and without RR. By

averaging over the entire distribution of photons, it is possible to determine the average

angle of the photon angular distribution, which can then be used in conjunction with

the analytical model to make predictions about the collective electron dynamics.

For a given system of electrons, the average emission angle, 〈θγ〉, is defined as

follows:

〈θγ〉 =

∫
R3 |θγ |fedpe∫

R3 fedpe
(6.31)

θγ = arctan(pe,y/pe,x) (6.32)

where pe,x, pe,y are the electron longitudinal and transverse momenta, respectively, and

fe is the electron distribution function. The outputs from this function lie in the range

θγ ∈ [−180◦, 180◦], with 90◦ indicating emission parallel to the target surface. Forwards

directed radiation is then emitted at 0◦ whilst backwards emitted radiation corresponds

to emission angles in the range |θγ | ∈ [90◦, 180◦]. The average emission angle (Eqn.

6.31) is expressed in terms of |θγ |, due to the fact that the radiation distributions are

typically symmetric.

In the above definitions, the electron momenta are used to determine the properties

of the photon angular distributions. The assumption that the electron and photon

momenta can be used interchangeably is valid for ultra-relativistic electrons. This is

due to the fact that emitted photons propagate along the direction of the electron

momentum, and are localised within a forwards facing cone with an opening angle

∼ 1/γe. The average emission angle is plotted as a function of target thickness, with

and without RR, in Fig. 6.5. Each point in this plot is evaluated at trad for the

corresponding target thickness. As stated previously, the simulations without RR do

not conserve energy, however these are presented in order to isolate effects which arise

purely due to the influence of the RR force.
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Figure 6.5: The first average emission angle, 〈θγ〉, as a function of target thickness. The red
and black diamonds correspond to the cases with and without RR, respectively.

An important observation in Fig. 6.5 is that the average emission angle is strongly

dependent on the target thickness and therefore the magnitude of the RR force must

also be sensitive to the target thickness. For the thinnest targets, transparency occurs

early in the interaction and RR effects are subsequently suppressed. At the point

of transparency, the laser can directly interact with the electrons in the bulk of the

target. These electrons are ejected from the focal spot of the laser by the transverse

ponderomotive force. In this case there is no significant difference in the value of the

average emission angle, with or without RR.

As the target thickness increases, transparency occurs later in the interaction, or in

the case of `=400 nm, is completely suppressed over the time scale of the interaction.

There is therefore sufficient time for a charge separation field to build up, such that

the electrons radiating within the field significantly impact both the distribution of the

emitted radiation and the collective dynamics of the plasma. It has been demonstrated

in section 6.2.4 that the intermediate target thicknesses (`=100-300 nm) produce the

largest number of radiating electrons. This is, in turn, due to the fact that in the thicker

targets there are sufficient numbers of ions in the target bulk to restore charge balance in

the compressed electron layer. The electrons which then return to the charge depletion

zone are subsequently reflected by the laser pulse, due to the RR force, such that they

primarily contribute radiation in the forwards direction. This causes a reduction in the
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average emission angle relative to the case with no RR. It is clear that if there is no

RR, the counter-propagating electrons are not deflected and instead mostly contribute

radiation in the backwards direction. The strong radiative cooling tends to cause the

electrons to bunch together at the laser plasma interface, enhancing the magnitude of

the charge separation field. The electrons accelerated across this boosted field obtain

large longitudinal momenta, which from Eqn. (6.31) is seen to cause a reduction in the

average emission angle.

There is a substantial amount of information about the magnitude of the RR force

which can be obtained from measurements of the average photon emission angle. Since

this value is averaged over the entire electron population, it is a macroscopic variable

which may be measured experimentally. One way in which this could be realised is

through the application of a wrap-around stack [272]. This is a detector constructed of

layers of image plate (which is sensitive to ionising radiation), curved such that it sam-

ples a wide angle around the equator of the interaction plane. This would enable the

photon angular distribution, and subsequently the average emission angle, to be mea-

sured over a range of target thicknesses. The difficulty in making such a measurement is

likely to be in the separation of the synchrotron radiation from that of Bremstrahlung.

If the experiment were conducted using a low-Z material, such as cryogenic hydrogen,

then the Bremstrahlung contribution would be drastically diminished, and changes in

the emitted synchrotron radiation could be readily detected.

The wrap-around stack provides a spatially and spectrally resolved measurement of

the angular distribution, which is also time integrated. The simulation results thus far

suggest that in order to detect the changes in the angular distribution as a function of

target thickness, it is a requirement that trad occurs before the onset of transparency.

If this is the case, then the RR effects are imprinted into the angular distribution. If

the converse is true, and transparency occurs early in the interaction, then any changes

in the angular distribution (due to variation of the magnitude of the RR force) are

masked by the approximately isotropic radiation produced by electron oscillations in

the laser fields. In order to demonstrate this effect, the photon angular distributions

are plotted for two target thicknesses in Fig. 6.6, with and without RR.

First considering the 50 nm target with RR, the angular distribution is nearly

isotropic, with the average emission value ∼ 90◦. The distribution is approximately

flat, with a null region around 0◦; this corresponds to an unphysical emission angle,
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Figure 6.6: Photon angular distributions from the 50 nm and 200 nm targets (left and right
columns, respectively), with and without RR (top and bottom rows, respectively). Each distri-
bution is calculated at time trad, with the average emission angle, 〈θγ〉, for each case displayed
in the top left corner.

since in order for θγ = 0◦ the transverse momentum would also need to be zero. The

cause of this isotropic distribution is the early onset of transparency. This also explains

the fact that the angular distributions from the 50 nm target, with and without RR,

are nearly identical. The only difference between these is that for the case with RR off,

the photon energies are higher. The radiation from the thin 50 nm target is therefore

relatively uninteresting, and indistinguishable from any other target thickness which

undergoes transparency before the maximum radiation emission has occurred.

Interesting features appear in the angular distribution for the 200 nm target, con-

sidering first the case with no RR. Here there is evidence of radiation emission in both

the forwards and backwards directions. There are also two distinct lobes of forwards

directed radiation. These arise from electrons accelerated into the target by the je×B

component of the ponderomotive force. The electrons are accelerated along the laser

propagation direction, beyond the target critical surface. Here, the laser fields decay in
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amplitude exponentially and the ve ×B term becomes important. This subsequently

leads to non-negligible values of the Lorentz invariant quantum parameter, χe (see Eqn.

(2.85)), and a significant contribution to the forwards directed radiation.

The striking difference between the angular distributions from the 200 nm target,

with and without RR, is that with RR, the lobes of backwards directed radiation

vanish. It is also interesting to note that the forwards directed radiation has a larger

opening angle for the case with RR on, compared to the case without, which gives an

indication of the target velocity. The electrons within the target have some distribution

of velocities; assuming that the electrons are relativistic, each will emit radiation into a

narrow cone pointing along its propagation direction, with an opening angle inversely

proportional to the Lorentz factor. For the simulations with RR, the opening angle

is larger, which suggests that the angular distribution of radiation from the target is

wider than for the case without RR. This immediately suggests the target velocity is

lower in the case with RR.

It is possible to define a second average emission angle which provides information

about the direction in which the RR force acts, i.e. whether it is stronger in the

longitudinal or transverse direction. This second angle, δθ, is defined as follows:

δθ = arctan

(
〈δpy〉
〈δpx〉

)
(6.33)

where,

〈δpx〉 ≡ px,RR on − px,RR off =

∫ t

0
Frad,x(t′)dt′ (6.34)

〈δpy〉 ≡ py,RR on − py,RR off =

∫ t

0
Frad,y(t

′)dt′ (6.35)

such that;

δθ = arctan

(∫ t
0 a0(t′)βe,y(t

′)G(θ)dt′∫ t
0 a0(t′)βe,x(t′)G(θ)dt′

)
(6.36)

The brackets, 〈〉, in the above equations indicate that the entire distribution with no

RR is subtracted from that with RR. In the longitudinal and transverse directions, the

change in momentum between the cases with and without RR is equal to the impulse

exerted by the RR force.

Another way of interpreting this angle is through the contraction of electron phase

space volume. The RR force causes radiative cooling of the electrons: they lose mo-
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mentum through the emission of photons, such that they then occupy a smaller volume

in phase space [284]. The first average emission angle, 〈θγ〉, is proportional to this de-

crease in phase space volume, since it describes effects which depend on the magnitude

of the RR force, but provides no information about the direction in which the force

acts. The second average emission angle, δθ, is more specific and describes the ratio

of phase space volume contraction in the longitudinal and transverse directions. Large

values of δθ indicate that the change in momentum due to the RR force is greatest in

the transverse direction, whilst δθ → 45◦ suggests that the RR force acts with equal

amplitude in both directions. Note that in the case where the RR force is very weak,

but in both directions, then 〈δpx〉 ≈ 〈δpy〉 such that δθ again tends towards 45◦.

An extremely interesting feature of δθ is that it is a deterministic rather than a

stochastic variable. As described in section 2.3.2, the term ‘stochastic’ refers to the

fact that there is a probability of photon emission at each point along the electron

trajectory, rather than this emission being a continuous process [118, 120]. The proba-

bilistic nature of the photon emission means that it is only sensible to consider quantities

which are averaged over many measurements. The fact that δθ is deterministic can be

seen in Eqn. (6.36), given that this angle depends on the integral of the quantities

a0, βe and G(θ) over time, rather than the evaluation of these at a given time. Charac-

terising the emitted radiation in terms of a deterministic variable is favourable over, for

example, the first average emission angle, which oscillates throughout the interaction

and therefore depends on the time at which it is measured. Whilst it is justified to

measure such a variable at trad, where the cases with and without RR will show the

largest differences, there may be fluctuations in this measurement if it was repeated

over many simulations or prospective experiments. The deterministic value, δθ, is not

subject to such fluctuations.

The variation of δθ as a function of the target thickness is plotted in Fig. 6.7. The

results presented here are in good agreement with previous discussions, in that the

intermediate target thicknesses give rise to the largest RR effects, with the magnitude

of such effects decreasing for the thicker targets. For the thinnest targets, transparency

occurs early in the interaction, such that electrons interact directly with the laser and

are driven out of the focal spot by the ponderomotive force. Whilst these electrons

are ejected in both the transverse and longitudinal directions, the oscillations of the

electrons in the transverse direction are responsible for photon emission. The RR
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Figure 6.7: Plot of the second average emission angle, δθ, as a function of target thickness.
This angle provides information about the partition of the RR force into the longitudinal and
transverse directions.

force is therefore greatest in this direction and the second average emission angle, δθ,

peaks. As the target thickness increases, the self-generated electrostatic fields within

the target give rise to strong RR effects in the longitudinal direction, such that the

ratio 〈δpy〉/〈δpx〉 decreases compared to the thin target cases, as does the value of

δθ. If the target thickness were increased further, a transition occurs into a regime in

which efficient RPA drives the targets to high velocities, decreasing the magnitude of

RR effects.

So far it has been demonstrated that the magnitude of the RR force on the collective

electron dynamics is strongly dependent on the target thickness, and that the effects

of the RR force can be quantified in terms of an appropriate choice of average emission

angle. The first average emission angle is an experimentally measurable quantity, which

describes the effect of the charge separation field on the radiating electrons. The second

average emission angle describes the partition of the RR force into the longitudinal and

transverse directions. This angle directly compares differences in the distribution of

electron momenta, with and without RR, and importantly it is a deterministic quantity.

It is therefore the angle δθ which links the analytical model with the simulation results.
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Figure 6.8: Electron energy spectra from the 50, 200 and 400 nm targets. The cases with and
without RR are compared (blue and red lines, respectively) and the insets show the corresponding
photon energy spectra.

6.3.4 Properties of the electron and photon energy spectra

So far in this chapter, two key assumptions have been made about the electron and

photon distributions. First, due to the fact that the radiating electrons are relativistic,

it was assumed that the photons are emitted along the direction of the electron mo-

mentum, therefore correlating the electron and photon distributions. Secondly, it was

assumed that the electron distribution could be fitted with a Maxwell-Juttner function.

In this section, these assumptions will be tested via an investigation of the electron and

photon energy spectra.

Figure 6.8 compares the electron energy spectra for three different target thick-

nesses: 50, 200 and 400 nm. Each energy spectrum is compared at trad, and spatially

integrated over the entire simulation grid. The cases with and without RR are denoted

using blue and red lines respectively. For each target thickness, the photon energy

spectrum is plotted as an inset.

From Fig. 6.8, it is evident that there are multiple electron populations, indicated

by the fact there a is non-constant gradient across the spectrum. Assuming in these

ultra-intense laser-plasma interactions that the RR force quickly drives the electron

distribution towards equilibrium, it may be assumed that the spectra can be fitted

with a Maxwell-Juttner distribution, as per Eqn. (6.15). In this case, the temperature

of a given population is inversely proportional to the gradient; thus the plateau in the

spectrum, which is particularly visible in the 200 nm target case, corresponds to a high

temperature electron population. This population is likely driven by an electrostatic

shock propagating through the target.
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Transparency is seen to play an important role in the electron energy spectra. In

the 50 nm target case, the early onset of transparency enables the plasma electrons to

interact directly with the laser fields, therefore undergoing strong radiative cooling on

a short time scale. This is seen clearly in Fig. 6.8, where the cut-off electron energy

is reduced compared to the thicker targets, and a large region of the spectrum can be

approximated with a single gradient, indicating the electrons are close to equilibrium.

As the target thickness increases to 200 nm, the hot electron population is produced

by an electrostatic shock. In this case, the electrons in the bulk of the target are

accelerated down stream of the laser, such that there is a spatial separation between

the intense laser fields and the electrons. This leads to a less significant difference in

the electron temperatures, with and without RR, compared to the 50 nm case. For

the 400 nm target, the electrons acquire higher energies with RR. This is as a result

of radiative trapping: the RR force causes a reduction in the target velocity such that

the electrons interact with the laser for longer, absorbing more energy through, for

example, the process of resonance absorption.

It is interesting to note that in all cases, the electron energy spectra with RR are

smoother than those without. This indicates that the RR force acts to equilibrate

the electron energies, driving the initially anisotropic distribution towards a Maxwell-

Juttner distribution. Evidence of this is the fact that the electron energy spectra from

the simulations with RR may be approximated by a single gradient.

Further insight is gained by comparing the electron energy spectra to those of the

photons (inset, black solid lines). For the 50 nm target, the cut-off energy in the

photon spectrum is low, at approximately 100 MeV, compared to ∼400 MeV from the

200 and 400 nm targets. For thicker targets, the photons are predominantly produced

by electrons in the strong charge separation fields within the target. These highly

relativistic electrons radiate a significant fraction of their kinetic energy in the form of

high energy photons, as indicated by the spectra. For the 50 nm target, which goes

transparent early in the interaction, the laser ponderomotive force directly accelerates

the electrons away from the regions of highest laser intensity, resulting in the production

of lower photon energies.

In all cases with RR, the cut-off energies in the photon spectra are lower than those

of the electrons. This indicates that quantum RR effects are not significant for the

target and laser parameters considered in this study. It is only when the electrons
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Figure 6.9: Longitudinal phase space plots for the 50, 200 and 400 nm targets, with each plot
measured at the corresponding trad.

radiate photons with energy comparable to their kinetic energy that the interaction

enters the radiation dominated regime, described in Refs. [129, 289]. In this chapter,

it is possible to describe the electron dynamics using classical RR, in which quantum

effects are neglected.

To validate the claim that the hot electron population observed in the thick target

simulations are driven by an electrostatic shock, the electron longitudinal phase space

is plotted in Fig. 6.9. From the 50 nm target, it is observed that the peaks in the

longitudinal momenta occur twice per laser period (i.e. the peaks are separated by

a distance of 0.5λL). This is indicative of electron acceleration via the oscillating

component of the ponderomotive force. As discussed, the RR effects are weaker in

this case. In the 200 nm target, there is a localised region of electrons with a large

longitudinal momentum. This suggests acceleration via an electrostatic shock, since

the electrons with high momenta are localised to the shock front, whilst the electrons

located within the bulk of the target, which is down stream of the shock, remain

unperturbed. For the 400 nm target case, the longitudinal phase space is calculated at

the same time as for the 200 nm target, however, here the region of high momenta is

located over a larger distance, and has not propagated as far as in the 200 nm case.

Given that the LS velocity decreases with increasing areal density, this suggests that

rather than being shock driven, the electrons are predominantly driven by RPA at this

point in the interaction.

The analysis presented so far has only examined the spectral properties at the time

trad. In Fig. 6.10 the electron energy spectra from the 400 nm target are presented as a

function of time, for the cases with and without RR. The spectra are compared at three

times (40, 45 and 50 laser periods), all of which occur after trad. Immediately it is clear
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Figure 6.10: Temporal evolution of the electron energy spectra from the 400 nm target, with
and without RR. The spectra are obtained at 40, 45 and 50TL, i.e. after the time of maximum
synchrotron emission.

that the RR force causes cooling of the entire electron energy spectrum, and pushes

it towards an equilibrium distribution, such as a Maxwell-Juttner distribution. With

increasing time, the edge of the ‘hard shoulder’, which is indicative of a hot electron

population, moves to lower energies. For the case with RR, the cut-off energy for this

population has reached ∼ 200 MeV by a time of 50TL, whereas at the equivalent time,

this population has a cut-off energy of ∼ 300 MeV for the case without RR.

The key result obtained from analysis of the electron and photon energy spectra is

that the RR force acts to cool the electron population, driving it towards an equilib-

rium distribution. It is therefore reasonable to model the electron distribution using a

Maxwell-Juttner distribution. Finally, it is important to note that the photon energy

spectra indicate the energies of the emitted photons are significantly less than those of

the radiating electrons, and therefore stochastic photon emission is justifiably excluded

from this analysis.

6.3.5 Energy partition

In this section the partition of laser energy into plasma electrons, ions and photons will

be investigated as a function of target thickness. Although it is beyond the scope of

this chapter, it is important to note that it is also possible for the laser energy to be

channeled into electron-positron pair-production [54, 59, 66, 280, 290]. The conversion
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Figure 6.11: Partition of the laser energy into plasma species, as a function of target thickness,
with and without RR. The photon conversion efficiency from the PIC simulations (solid black
line) is in good agreement with the predictions of the analytical model (dashed black line).

efficiency of laser energy into plasma species is plotted as a function of target thickness

in Fig. 6.11. The solid red, black and blue lines represent the conversion efficiency to

ions, photons and electrons, respectively, with RR in each case. The dashed red and

blue lines show the conversion efficiency to ions and electrons from simulations without

RR. The photon conversion efficiency without RR is not considered, since energy is not

conserved in this case. Instead, the dot dashed black line in Fig. 6.11 is the photon

conversion efficiency calculated from the analytical model presented in section 6.2.5.

In Fig. 6.11, the conversion efficiency is calculated by integrating the total energy

for each species up to the end of the simulation, and normalising to the laser energy.

The conversion efficiency may then be expressed as ηk = Ek/Elaser, where k ∈ [i, e, γ]

represents the plasma species under consideration. The results presented in this section

are bench-marked against a similar study conducted in Tamburini et al [60], in which the

conversion efficiency was investigated as a function of time for a fixed target thickness of

800 nm. In Tamburini et al [60], the target was also an overdense Al foil (ne = 100nc),

interacting with a linearly polarised laser pulse with a peak intensity 2.33×1023 Wcm−2.

Comparing to the existing literature then enables confidence in the extrapolation of the

conversion efficiencies over a wider range of target thicknesses in this study.

An interesting feature of Fig. 6.11 is that the electron conversion efficiency is
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relatively unchanged, with and without RR. Given that the RR force has been demon-

strated to radiatively cool the electrons (see, for example Fig. 6.10), the conversion

efficiency should subsequently decrease, in particular for the intermediate target thick-

ness in which the number of radiating electrons is highest. It is proposed here that the

radiatively cooled electrons, which are deflected by the laser pulse and become trapped

at the laser plasma interface, are able to continue absorbing laser energy. The en-

ergy losses of these electrons to synchrotron radiation approximately balance the gain

in energy due to prolonged interaction with the laser, leaving the electron conversion

efficiency unchanged with and without RR.

The ion conversion efficiency varies significantly over the range of target thicknesses

considered. The thinnest targets, which go transparent early in the interaction, expe-

rience inefficient RPA and so are unable to acquire high ion energies. As the target

thickness increases, the target remains overdense throughout the interaction and more

energy can be coupled to the ions. For both cases, with and without RR, the ion

conversion efficiency is high, peaking for the cases without RR at around 60%. This is

due to the 1D nature of the simulations, in which the conversion efficiency is overesti-

mated. This is because the ions are pushed predominantly along the laser propagation

direction without allowing for transverse expansion of the target. The high conversion

efficiency also demonstrates that the ions are accelerated to high energies by strong

electrostatic fields within the target. Whilst the ion conversion efficiencies presented

here are higher than would be predicted experimentally, they are in excellent agreement

with the results presented in Tamburini et al [60].

Comparing the ion conversion efficiency with and without RR, it is observed that

for the thinnest targets there are no significant RR effects, again due to the early

onset of transparency. As the target thickness increases, the increasing strength of

the charge separation field enhances the amount of laser energy converted into high

energy radiation [243], which subsequently leads to a reduction in the target velocity.

Given that the electron energy conversion efficiency remains effectively unchanged, with

or without RR, the increased coupling of laser energy to high energy radiation must

subsequently lead to a reduction in the ion energy conversion efficiency.

The photon conversion efficiency from the simulations with RR on is plotted in Fig.

6.11 with a solid black line. This is found to be of the order ∼ 10%, in agreement with

Tamburini et al [60]. It is also encouraging that the photon conversion efficiency is
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approximately equal to the magnitude of the decrease in the ion conversion efficiency,

with RR on (compared to the case with no RR). This demonstrates that the reduction

in ion energy with RR on is a direct consequence of enhanced conversion of laser energy

into radiation. The dot dashed line in Fig. 6.11 is the analytical estimate of the photon

conversion efficiency using the analytical model presented in section 6.2.5. This model

shows the same peak in the photon conversion efficiency, for a target thickness of 200

nm, as is observed in the simulations, and predicted by Eqn. (6.27). The values of

the photon conversion efficiency are also in good agreement; the conversion efficiency

calculated from the simulation peaks at 10.3%, whilst the model predicts a peak of

14.3%. Again, the simulations and the model are in agreement that the thinnest target,

with ` = 50 nm, gives rise to the lowest photon conversion efficiency, predicting values of

4% and 4.3%, respectively. The model slightly overestimates the conversion efficiencies,

due to the fact that it does not account for RSIT effects.

6.3.6 The effect of the RR force on the target dynamics

Finally, the analytical estimates for the target velocity can be verified using the simula-

tions. The target velocity is obtained by tracking the position of the maximum electron

density as a function of time, which is assumed to indicate the interface at which RPA

occurs. The evolution of the maximum density surface is plotted with a solid black line

in Fig. 6.4. The gradient of this curve provides an estimate of the target velocity as a

function of time.

The prediction of the target velocity in Eqn. (6.28) is then tested via comparison

with the simulation results. These values are also compared to the predictions of an

existing LS model, developed in Macchi et al [38], in which the target is assumed to

remain perfectly reflective throughout the interaction. It is worth noting that the same

authors have proposed an additional model which accounts for transparency during

the interaction, in Ref. [170], however this model only differs substantially from the

perfectly reflective case when the target thickness is ∼ 1 nm for typical laser parameters.

The target velocity is plotted as function of time for the 400 nm target in Fig. 6.12

(c). First, comparing the results of Eqn. (6.28) (solid black line) to Macchi et al (solid

red line), the target velocities both follow the same trend in time. For early times,

when the laser intensity is low and the RR force is weak, the two models are identical.

After trad, the velocity saturates as the RR effects decrease in magnitude. For the 400
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Figure 6.12: (a) Plot of the target velocity as a function of thickness, comparing the target
velocity predicted by Eqn. (6.28) (black solid line) to Macchi et al (red solid line), and simulation
results (blue solid line) (b) The normalised fluence and radiative correction are plotted as a
function of time for the 400 nm target. In panel (c) the target velocity from the analytical
model is again compared to the simulation results and an existing model, this time as a function
of time for the 400 nm target.

nm target, a ∼12% decrease in the final target velocity is predicted using Eqn. (6.28),

compared to the study of Macchi et al.

The velocities predicted by Eqn. (6.28) are closer to the simulation results (blue

solid line) than those of Macchi et al [38]. It is interesting to note that in the simulations,

the target velocity increases more slowly than in either of the models. This is caused by

heating mechanisms, such as je×B heating, which are important early in the interaction

and which complicate the dynamics of the RPA process. The key point here is that the

target velocity in the simulation approximates the predictions of Eqn. (6.28) later in

the interaction, when the velocity tends towards a constant final value. Figure 6.12 also

demonstrates that, even for a target thickness of 400 nm, the target velocity exceeds

the values predicted by the hole boring model (see Refs. [179, 190]) after approximately
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15TL, and thus it is definitely the LS equation of motion which should be modified in

this regime of target and laser parameters.

To calculate the target velocity via Eqn. 6.28, it necessary to know the normalised

fluence (ε(φ)) and the magnitude of the radiative correction (κ(φ)), as a function of

time. These parameters are plotted in Fig. 6.12 (b) for the 400 nm target. This

particular case was chosen as it does not go transparent during the interaction, and so

the model is valid over a longer time range compared to the thinner targets. The target

velocity is related to the difference between the normalised fluence and the radiative

correction, such that the model in Macchi et al [38] can be recovered by setting κ(φ)=0.

For the targets in which the electron radiated power is high (` ≈ 150 − 200 nm),

the magnitude of the radiative correction can exceed the normalised fluence. This is

due to the fact that Eqn. (6.28) assumes the electron temperature scales with the

ponderomotive potential. To account for the fact that this is not always the case,

the radiative correction is scaled by the factor Te(φrad)/Te(φ0), where Te(φrad) is the

electron temperature evaluated at the value of the phase associated with trad, and

Te(φ0) is the temperature associated with the peak laser a0 at this same time [291].

In Fig. 6.12 (a), the target velocity is plotted as a function of target thickness,

again comparing the results of Eqn. (6.28) to those of Macchi et al [38], and the

simulations. It is clear that the existing LS model overestimates the target velocity in

all cases, since it does not account for the onset of transparency or RR effects, both

of which reduce the efficiency of RPA. The predictions of Eqn. (6.28) demonstrate

relatively good agreement with the simulations. The agreement is better for thicker

targets (ξ > a0), where transparency has less impact on the target dynamics. Eqn.

(6.28) describes the target dynamics up until the point of transparency; for the 50 nm

target this occurs within 12TL and so it is not surprising that the predictions of the

target velocity do not match the simulation results as closely in this case. As the target

thickness extends to 150-200 nm, Eqn. (6.28) predicts the same sharp decrease in the

target velocity as is observed in the numerical simulations. This is due to the large

electron radiated power in these cases, with the function G(θ) (Eqn. 6.9) maximised for

the case of a 150 nm target. Here, Eqn. (6.28) slightly overestimates the decrease in the

velocity, again because it does not account for the onset of transparency which tends

to weaken the RR effects. The possibility remains that a model could be developed

which produces better agreement for ultra-thin targets (<100 nm) by accounting for
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both RR and transparency effects.

Finally, the reduction in target velocity leads to an associated reduction in the peak

ion energies which can be produced in the LS regime. Whilst the RR force leads to only

moderate effects on the target dynamics for the laser and target parameters used in this

study, it is likely that with higher laser intensities, or higher mass targets such as gold

foils (which will have stronger self-generated electrostatic fields), that the effects will

become more pronounced. This study is part of a growing area of research, suggesting

that the QED effects in ultra-intense laser-plasma interactions will place a limit on

the maximum attainable ion energies which can be produced at multi-PW facilities

[62, 63, 66, 280].

6.3.7 Conclusions

In this chapter an analytical model was developed which, for the first time, describes

the effect of the RR force on the collective electron dynamics in the LS regime. This

model describes a reduction in the target velocity due to the increased coupling of laser

energy into synchrotron-like radiation. This effect is accounted for by including the

emitted radiation in the target absorption coefficient, implying that the target is no

longer considered to be a perfectly reflecting mirror. The absorption coefficient crucially

depends on the magnitude of the electron radiated power, which is expressed in terms

of the average emission angle. This model enables macroscopic quantities, such as the

number of radiating electrons, the photon conversion efficiency and the target velocity,

to be calculated from the collective dynamics of the system.

The predictions of the analytical model have been tested via 1D QED-PIC sim-

ulations, using the EPOCH code [239]. From these simulations, further information

was obtained about the effects of the RR force on the distribution of the emitted ra-

diation. The photon angular distributions were characterised in terms of an average

emission angle, which provides the link between the simulation results and the analyt-

ical model. The predictions of the photon conversion efficiency and the target velocity

from the model are in good agreement with the simulation results, especially in the

case of thicker targets in which transparency does not play a key role in the dynamics.

The predictions of the model that could be tested experimentally at multi-PW

laser facilities have also been outlined. For example, changes in the distribution of the

emitted radiation as a function of target thickness could be measured. This provides
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information about the magnitude of the RR force, and may additionally indicate the

transition from a surface dominated interaction between the laser and the plasma, to a

volumetric based interaction, as the process of RSIT occurs. This study indicates that

the distribution of radiation from thin foil targets in ultra-intense laser-solid interactions

will provide fundamental insights into high-field plasma physics, where the collective

plasma physics effects are intertwined with strong field QED effects.
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Chapter 7

Multi-stage scheme for non-linear

Breit-Wheeler pair-production

utilising ultra-intense laser-solid

interactions

7.1 Introduction

The exploration of QED effects at high power laser facilities (via beam-beam collisions)

is an active research area which has been facilitated in recent years, due to an increase in

the achievable intensity of focused laser pulses, and the capability to accelerate electrons

to ultra-relativistic energies. Multi-PW laser facilities, such as APOLLON [218] and

ELI-NP [221, 222], are expected to deliver peak intensities exceeding 1023 Wcm−2.

At such intensities, there are two key QED processes which are predicted to influence

the laser-plasma interaction; high energy (synchrotron-like) radiation generation from

accelerating electrons, accompanied by radiation reaction (RR), and the production of

electron-positron pairs [86, 100, 101]. In this chapter, an investigation of the properties

of electron-positron pairs produced during laser-solid interactions is presented. A two-

stage interaction scheme is proposed, in which a beam of γ-ray photons is produced

via an initial laser-solid interaction. The γ-ray beam then interacts with dual counter-

propagating laser pulses, inducing pair-production via the non-linear (or multi-photon)

Breit-Wheeler process [136, 148, 292] (see section 2.4).
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There are many reasons why laser-induced pair-production has become an active

area of research in recent years. The first is that this a fundamental process in QED,

which has become experimentally testable with the advent of ultra high intensity laser

pulses [65, 73, 113, 293, 294]. For the first time, it has become experimentally pos-

sible to generate complex states of matter, containing a significantly high density of

electrons and positrons that collective behaviour can be observed. [295–297]. These

electron-positron pair-plasmas are exotic states of matter, known to occur in extreme

astrophysical environments such as pulsars and active galactic nuclei [91]. Laser induced

electron-positron plasmas may therefore enable these astrophysical environments to be

studied in the laboratory. There are alternative processes by which electron-positron

pairs can be generated in the laboratory, for example, in the collision of electron and

positron beams in particle accelerators, and at the focus of a quantum free-electron laser

(QFEL) [298–300]. Relative to laser-induced processes however, these produce a smaller

number of positrons. In the context of laser-plasma interactions, pair-production is of

great interest given that it is predicted to deplete the energy of ultra-intense laser pulses

[67, 151, 153, 301]. This may place a fundamental limit on the maximum laser inten-

sities that can be generated (estimated to be ∼ 1026 Wcm−2 for colliding circularly

polarised laser pulses in Ref. [67]); such a limit will then impact other key areas of

ultra-intense laser solid interactions, such as limiting the efficiency of ion acceleration

mechanisms [66, 280]. Theoretical studies of such high-field effects may be facilitated

by numerical simulations, which compute the pair-production rates based on a num-

ber of limiting assumptions, which were discussed in section 4.3.3. By experimentally

measuring the pair-production rates, it will be possible to investigate whether these

assumptions are indeed valid, and to test the limits of QED. For example, the process

of pair-production at ultra-high intensities may eventually lead to experimental probing

of the structure of the quantum vacuum, a topic which is at the forefront of theoretical

physics [302–305].

The QED plasma physics effects alluded to above become significant when the mag-

nitude of the laser electric field, experienced in the rest frame of a relativistic electron

within the plasma, becomes comparable to the Schwinger limit (as described in Eqn.

(1.1)). The magnitude of the electric fields produced at the highest intensities achiev-

able (at multi-PW laser facilities currently under development) will still be three orders

of magnitude below the Schwinger limit. QED processes can, however, be observed at
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current laser intensities via the head-on collision of a focused laser pulse with an ultra-

relativistic electron beam. The field strength in the rest frame of the electron is boosted

by the Doppler effect, enhancing the magnitude of the electric field, and therefore the

probability of QED effects. For this reason, laser-induced pair-production studies typ-

ically use the process of laser wakefield acceleration (LWFA) to generate GeV electron

beams, which subsequently interact with a counter-propagating laser pulse, in order to

produce electron-positron pairs [117, 133, 306].

The head-on collision of intense laser pulses with ultra-relativistic electron beams

has thus provided the first glimpse of QED effects. For example, this experimental ge-

ometry has already led to the first observations of RR [130, 131]. As discussed in section

2.3.3, these experiments demonstrated a decrease in the cut-off energy of the electron

spectrum which was correlated with a strong γ-ray signal, implying that RR occurred.

Both of the aforementioned studies suggested that there were quantum aspects of the

detected RR, since the magnitude of the electron energy loss was less than the classical

prediction. At upcoming multi-PW laser facilities, it will be possible to probe quantum

RR via the collision of GeV electron beams with even higher laser intensities than in

the aforementioned studies [117, 127]. It is important to note that this scheme can

be employed to induce pair-production without the need for the initial LWFA stage.

For example, a highly cited example of laser-induced pair-production is the SLAC E144

experiment, which utilised a 46.6 GeV electron beam generated via a linear accelerator.

This electron beam was collided with a relativistic laser pulse, producing a relatively

small number of positrons (∼100) via the non-linear Breit-Wheeler process [139, 146].

In this chapter, an alternative interaction scheme is introduced, which may also enable

the measurement of quantum RR, and boost the number of electron-positron pairs

produced relative to the previously discussed experimental configuration.

7.1.1 The two-stage interaction scheme

The two-stage interaction scheme introduced in this chapter can be used to verify the

results obtained from LWFA experiments, and to extend these investigations into the

highly non-linear regime. Whilst this is not the first proposed scheme for generating

electron-positron pairs utilising laser solid-interactions [147, 150] (see section 2.4), it is

the first to exploit a γ-ray beam, produced via an ultra-intense laser interaction with

an overdense solid target, to induce multi-photon pair production.
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Figure 7.1: A schematic diagram illustrating the two-stage interaction geometry.

The two-stage interaction scheme is illustrated in Fig. 7.1. In the first stage, an

ultra-intense driver pulse interacts with a thick, solid target to generate a γ-ray beam.

This beam is optimised in terms of the average photon energy and divergence angle.

Both of these parameters are demonstrated in this chapter to depend on the electron

dynamics, thus enabling some degree of control over the properties of the γ-ray beam.

In the second stage of this scheme, the γ-ray beam then interacts with dual laser

pulses in a counter-propagating geometry. It is important to note that in this chapter,

counter-propagating does not refer to a head-on collision (at 180◦ incidence with respect

to the propagation direction of the γ-ray beam). Instead, ‘counter-propagating’ refers

to the fact that the dual lasers are incident at a fixed angle either side of a central

propagation axis, which is directly opposite the central axis of the γ-ray beam. The

angle of incidence is chosen to be equal to the divergence half-angle of the γ-ray beam,

such that the spatial and temporal overlap with the dual laser pulses is maximised. It

will be demonstrated in this chapter that this interaction geometry not only enhances

the number and energy of the produced positrons, relative to a head-on interaction,

but that the energy-angle distribution of the produced positrons is highly anisotropic,

making it suitable for laboratory astrophysics experiments [295].

The results of this investigation have been published in the second high fields special

edition of the journal of Plasma Physics and Controlled Fusion [307]. This chapter
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builds upon the research presented in that paper to provide the reader with more

detail on the development of the two-stage interaction geometry, and to discuss the

feasibility of future experiments to verify the predictions made.

7.1.2 Literature review: Formation of the γ-ray beam

In this section, a brief review of the physics underpinning the generation and optimi-

sation of the γ-ray beam is provided. As has been described in earlier chapters, during

the interaction with ultra-intense laser pulses, overdense targets may be driven to high

velocities via the process of radiation pressure acceleration (RPA). For targets which

are significantly thicker than the plasma skin depth, radiation pressure accelerates a

double-layered structure of electrons and ions, in the laser-piston regime [190].

Due to the high laser intensities involved in this study, electrons accelerating within

this regime can lose a substantial fraction of their energy in the form of high energy,

synchrotron-like radiation. The process by which these electrons produce radiation is

described in Refs. [61, 282] and summarised in section 6.2.4. The key point is that

electrons are accelerated through the charge separation field within the target, where

they propagate against the laser field and experience strong RR. It is possible for these

electrons to radiate so strongly that they are reflected by the laser pulse, therefore

contributing to the forward-directed radiation, which forms the desired γ-ray beam.

Another significant contribution to the forward-directed radiation comes from elec-

trons that are driven along the laser axis, beyond the plasma critical surface. In

this region the magnitude of the laser electric field decays exponentially, such that

cβe ×B� E⊥, and the χe parameter for electrons accelerated within the target bulk

becomes non-negligible [58]. This produces a significant contribution to the γ-ray beam.

This source of radiation is confirmed via simulations, in which the average χe for elec-

trons within the target bulk was found to be ∼0.18.

The strong radiation emission from electrons in the laser-piston regime leads to a

reduction in the piston velocity, as described in Refs. [62, 63, 66, 280]. Theoretical

models that do not account for the RR force during RPA, tend to assume that the

target acts like a perfect relativistic mirror. Within the context of semi-classical RR,

it is possible to account for RR effects through the reflection coefficient, R. In this

approach, RR causes a reduction in R, such that the efficiency of RPA decreases. This

leads to a subsequent reduction in the target velocity, equivalent to the effect of strong
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radiation friction. An expression for the non-linear reflection coefficient, under the

influence of the RR force, is derived in Ref. [62] and given as:

R =
1− βp
1 + βp

− 〈εγ〉(1− cos〈θγ〉)
2(1− βp)

≤ 1− βp
1 + βp

(7.1)

where βp is the target (piston) velocity, 〈εγ〉 is the conversion efficiency of laser energy

to synchrotron-like radiation and θγ is the average radiation emission angle, averaged

over all space. The equality on the right indicates that in the case of no RR, the

classical expression for the reflection coefficient is obtained. Through substitution of

the above expression for R into the equations for momentum and energy conservation

(see section 3.4.2), an expression is obtained for the target velocity in the laser-piston

regime, under the influence of the RR force. Again this is derived in Ref. [62], yielding:

βp =
B

B + 1
F(〈εγ〉, B, 〈θγ〉) (7.2)

where B = a0

√
nc
ni

me
Zme+mi

is a dimensionless parameter, and F is a decreasing function

in B and 〈εγ〉. From the definition of B, it is clear that a higher target velocity can be

achieved by employing a low target density (ni/nc). An explicit form of the function

F , in the case where the average emission angle of the radiation is 90◦, is provided in

Ref. [62].

From Eqn. (7.2) it is clear that the target velocity depends on the average emission

angle of the synchrotron-like radiation, 〈θγ〉. It is demonstrated in Ref. [62, 243] that,

in the hole-boring regime, the angular distribution of this radiation is a function of the

ion mass. Moving from a proton plasma to a deuterium plasma, for example, leads

to an enhancement in the amplitude of the charge separation field. This result is due

to the increased mass of the ions, meaning that they take longer to respond to the

charge imbalance within the plasma. The strong charge separation field then results

in a greater number of electrons counter-propagating against the laser field within

the charge depletion zone, leading to radiation in the backwards direction. This is in

addition to the forward-directed radiation produced by electrons which are reflected

by the laser. In the case of a proton plasma, the charge separation field is weaker

compared to the higher mass cases, and radiation is produced predominantly in the

forwards direction by electrons accelerated into the target directly by the laser field.

The emission of radiation along the laser propagation direction leads to a reduction in
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the magnitude of RR effects. For this reason, a proton plasma slab was selected as the

target for this study, since the predominantly forward-directed radiation from this case

leads to weaker RR, and therefore a higher target velocity.

The high target velocities which can be achieved in this study enable an enhance-

ment in the average photon energy within the γ-ray beam via the relativistic Doppler

effect. This effect is detailed in Ref. [68], in which the forward-directed radiation emit-

ted via the interaction of an ultra-intense laser pulse with a thin plasma slab (`=800

nm, ne=40nc) is shown to be boosted by the Doppler factor, D;

D ≡ D(〈β〉, θ) =
1− 〈β〉2

1− 〈β〉 cos θ
(7.3)

where θ is the angle between the emitted radiation and the laser propagation axis, and

〈β〉 is the average velocity of electrons within the target. In the hole-boring regime, this

average velocity may be approximated as 〈β〉 ∼ βp. For the laser and target parameters

used in this chapter, the factor D is ∼2.

The spatial properties of the γ-ray beam can also be optimised, by applying a

strong magnetic field to reduce the divergence of the electrons accelerating through

the target, and therefore the divergence of the emitted radiation [308]. Recently this

idea was discussed in Ref. [72], in which a high energy, low divergence γ-ray beam was

generated during the interaction of an ultra-intense laser pulse with a micro-channel

target. This target contained a near critical density channel, which guides the laser

pulse, generating a current of fast electrons as it propagates. This produces an axial

magnetic field, which reduces the divergence of the propagating electrons, and therefore

of the emitted radiation. The magnitude of this self-generated field was of the order

105 T. In this chapter, an external magnetic field is applied across the target, similarly

to reduce the divergence of the radiating electrons. This field is directed along the laser

propagation axis, and has a dimensionless amplitude in the range B̂x=0-1a0 (where

B̂x = e/meωL and the peak magnitude corresponds to 105 T).

It is important to stress that the magnetic fields employed in these simulations

have a magnitude which is much greater than can currently be achieved using either

permanent or superconducting magnets, which are limited to strengths∼10 T. However,

fields of this magnitude can be generated in laser-solid interactions. Kilotesla magnetic

fields have been demonstrated in the implosion of metal tubes, plasma targets and
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capacitive coils [309]. Ultra-intense laser-solid interactions generate populations of fast

electrons, which in turn give rise to 104 T fields [310], which have been measured

experimentally in Ref. [311]. The generation of 105 T fields (the maximum magnitude

explored in this chapter) have been predicted in Ref. [312], as a result of strong electron

currents driven by the ponderomotive force. Similar magnetic field strengths have been

demonstrated to be self-generated in ultra-intense laser-plasma interactions in Refs.

[68, 72]. Importantly, it has been demonstrated in Ref. [282] that a longitudinal

magnetic field, of the magnitude employed in this chapter, may be generated via the

inverse Faraday effect, and enhanced by RR. Reference [282] employs similar laser and

target parameters to this study (the laser intensity varies in the range IL = (1.9−16.7)×

1023 Wcm−2 and the target is hydrogenic plasma with density 90nc), demonstrating

the feasibility of generating such strong magnetic fields in numerical simulations of

laser-solid interactions.

7.2 Simulation parameters

The simulations are run using the fully-relativistic QED-PIC code, EPOCH [58, 120,

239] which was introduced in chapter 4. The results are presented in two stages; (i)

the generation and optimisation of the γ-ray beam, and (ii) the production of electron-

positron pairs via the interaction of this γ-ray beam with counter-propagating laser

pulses.

For the first stage, a series of 1D simulations were performed, in order to scan over a

range of external magnetic field strengths and to determine the conditions necessary for

an optimised γ-ray beam. The simulation grid was initialised with 50,000 cells in the

x direction (the laser propagation direction), over a grid size of 200 µm, and initialised

with 100 macro-particles per cell. The driving laser for the interaction was a circularly

polarised pulse (in order to suppress electron heating and enhance the efficiency of

RPA, as discussed in section 3.3.1), with a peak intensity of 1 × 1023 Wcm−2 and

wavelength λL=1 µm. This corresponds to a peak a0 =
√

2az =
√

2ay ∼ 282. The

pulse had a Gaussian temporal profile, with a full width half max (FWHM) duration of

10 fs. The target utilised in these simulations was a 100 µm thick slab of pure proton

plasma, with a density of ne=10nc (where nc is the classical critical density). This

thickness was selected to minimise the number of accelerated electrons escaping the
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target rear during the interaction. Escaping electrons are undesirable, as these emit

hard photons which subsequently produce positrons via interaction with the dual laser

pulses; this is as opposed to investigating pair-production only via the interaction of

the dual lasers with the γ-ray beam. A thickness of 100 µm was sufficient to prevent

a significant number of electrons from traversing the longitudinal extent of the target

and escaping through the rear. Following the procedure described in Refs. [72, 308], an

external magnetic field was applied across the simulation grid, to reduce the divergence

of the radiating electrons and therefore of the produced γ-ray beam. This field was

applied along the direction of laser propagation and had a dimensionless magnitude of

B̂x=eBx/meωL, in the range 0-1a0.

In the second stage, during which the γ-ray beam interacts with the dual laser

pulses, 2D simulations were required in order to capture the angled geometry of the

interaction, and the effect of the electric field configuration within the focal spot. The

simulation grid had dimensions 200 µm × 28.8 µm, initialised with 9984 × 1440 cells

in the x and y directions, respectively. The γ-ray beam was generated using a driving

pulse with the same FWHM duration and peak intensity as in stage 1, but now focused

to a Gaussian intensity profile on the target front surface, with a FWHM diameter of 5

µm. The target is the same 100 µm thick proton plasma slab as in the previous stage,

now extended in the y direction. The γ-ray beam produced by this interaction then

interacts with dual laser pulses in various geometric configurations, which enter the

grid at an angle equal to the divergence half-angle of the γ-ray beam (as measured at

the interaction point from an initial 2D test simulation, with no counter-propagating

pulses). To ensure the properties of the γ-ray beam were the same in each simulation,

the time step at which the beam escapes the target rear was saved as a restart file, and

reloaded for each subsequent configuration. This method significantly speeds up the

computation, since the initial hole-boring stage of the interaction does not need to be

re-run. The dual counter-propagating lasers were initialised with Gaussian temporal

and spatial profiles, with FWHM values of 30 fs and 3 µm, respectively, and peak

intensity equal to 4× 1023 Wcm−2 in each pulse. The focal spot size was chosen such

that the spatial overlap of the dual laser pulses and the γ-ray beam is maximised at

the interaction point. Again, an external magnetic field was applied across the grid to

reduce the divergence of the emitted radiation; this field had a dimensionless amplitude

B̂x=0.1a0, which is found in stage 1 to optimise the γ-ray beam. The interaction point
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is selected to be 10 µm behind the target rear, such that the entire temporal profile of

the dual pulses can interact with the γ-ray beam before striking the target rear.

The dual pulse configurations were compared to a conventional case [58, 287], where

a single laser with a peak intensity 8× 1023 Wcm−2 (and the same total energy as the

dual pulse configurations) strikes the γ-ray beam head-on.

7.3 Results

7.3.1 Stage 1 - Properties of the γ-ray beam

The results of the simulations are presented in this section, starting with an investi-

gation of the generation of the γ-ray beam, as demonstrated in Fig. 7.2. Each panel

is obtained at a time t=15TL, where TL is the laser period, after the driving laser

first strikes the target front surface. The red dashed line indicates the position of the

peak laser field. Panels (a) and (b) show the electron and photon number densities,

normalised to the critical value. It is clear that a significant number of photons are

produced within the charge depletion zone (the region in front of the peak laser field

where the magnitude of Ey decays exponentially). In panels (c) and (d), the electron

and photon kinetic energy distributions are plotted, with the energy values in units

of MeV. Again, the highest energy photons are located in the charge depletion zone,

whilst the highest energy electrons propagate just behind the laser pulse, within the

dense layer driven by radiation pressure.

The produced γ-ray beam is then optimised (in terms of its divergence half-angle),

by variation of the strength of the external magnetic field. To quantify the divergence

of the γ-ray beam, the photon angular distributions are plotted in Fig. 7.3. In panels

(a) to (f), the magnitude of the dimensionless magnetic field increases from B̂x=0-1a0.

The angular distributions are characterised in terms of the divergence half-angle, 〈θγ〉,

defined as follows:

θγ = arctan

(
py,γ
px,γ

)
(7.4)

〈θγ〉 =
2

N
ΣN |θγ | (7.5)

where py,γ and px,γ are the photon transverse and longitudinal momenta, and the N

which appears in Eqn. (7.5) refers to the total number of photons in the system. The
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Figure 7.2: Simulation results illustrating the formation of the γ-ray beam. Panels (a) and (b)
show the spatial distribution of the electron and photon number densities, normalised to the
critical density. Panels (c) and (d) show the spatial distribution of the electron and photon
kinetic energies, in units of MeV. All cases are compared 15TL into the interaction, with the
red solid line indicating the position of the peak laser field.

parameters defined above are analogous to the definitions of the first average emission

angle in section 6.3.3, except that here the photon momenta are explicitly used in

the calculation as opposed to inferring properties of the radiation from the electron

distributions, and the factor of two enables calculation of the divergence half-angle.

The angular distributions in Fig. 7.3 are obtained by sampling a region located 2 µm

behind the target rear, at the time at which the peak photon density crosses the target

rear, and using only photons with an energy >1 MeV. This distance of 2 µm corresponds

to the approximate distance the photons travel during a laser period, which is equal to

the temporal resolution of the simulations. These photon distributions are compared

in terms of two key parameters; the FWHM of the strongly forward-directed beam of

photons, located around θγ ∼0◦ (i.e. the photons emitted around the laser propagation

axis), and the average photon emission angle. First, in terms of the central photon

population, the FWHM of the distribution decreases as the magnetic field strength

increases. The FWHM reduces from ∼ 12◦, without an external B field, down to ∼2◦

for the case where B̂x=0.5a0. Beyond this value of B̂x, the central photon population

vanishes, and the photon emission occurs at large angles.
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Figure 7.3: Plot of the photon angular distribution as a function of the external magnetic field
strength (as stated above each panel), B̂x = eBx/meωL. The distributions sample a region
of space located 2 µm behind the target rear, and are calculated at the time at which the peak
photon density crosses the rear of the target.

Looking at the divergence half-angle (〈θγ〉/2, plotted in the top left of each panel

in Fig. 7.3) as a function of the magnitude of the magnetic field, this angle initially

decreases as B̂x reaches a value of 0.1a0, then subsequently increases for magnetic fields

greater than this value. This is due to the emission of photons at large angles (∼90◦),

which are first observed in the photon distribution when B̂x=0.25a0. These photons

are emitted perpendicular to the laser axis, and arise due to the gyro-motion of the

electrons around the applied magnetic field. These larger angle emissions (with respect

to the on-axis beam) become more significant as B̂x increases, leading to an increase

in the average emission angle and suggesting that the γ-ray beam is also becoming

more divergent. This effect is further illustrated in Fig. 7.4, in which the divergence

half-angle, and the FWHM of the photon population centered on θγ ∼0◦ (i.e. excluding

the high angle emissions at ∼90◦) are plotted explicitly as functions of the magnitude

of the externally applied magnetic field.

The changes in the divergence half-angle as a function of the magnitude of the

B̂x field can be explained in terms of the dynamics of the radiating electrons. The

electrons are predominantly accelerated along the longitudinal direction by the laser

ponderomotive force, however there is also a component of electron motion in the

plane perpendicular to the direction of the applied external magnetic field, resulting
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Figure 7.4: Plot of the FWHM of the angular distribution for the photon population centered
on θγ ∼0◦ (orange data points), and the photon divergence half-angle (blue data points), as

functions of the magnitude of the externally applied magnetic field, B̂x. These quantities are
calculated for photons located within 2 µm of the target rear, at a simulation time corresponding
to the peak photon density crossing the target rear.

in a helical electron trajectory. The radius of the electron orbit in the perpendicular

plane is given by the Larmour radius, rL = mev⊥/|e|Bx, where v⊥ is the electron

transverse velocity. As the magnitude of B̂x increases, the Larmour radius decreases

and the radiation is emitted into a narrow forward-facing cone. For a magnetic field of

magnitude B̂x=0.1a0, the case which gave rise to the γ-ray with the lowest divergence

half-angle in Fig. 7.4, the Larmour radius is equal to rL = 0.17λL, and the electron

helical orbit contracts. As the magnitude of B̂x increases beyond 0.25a0, the electron

motion is predominantly in the transverse plane and the divergence angle increases

towards 90◦.

For large external magnetic field amplitudes, it would be expected that the di-

vergence angle reaches a constant value. This is because the electron motion will be

confined to the perpendicular plane, in which case py,γ � px,γ and the divergence half-

angle saturates. The fact that the divergence half-angle continues to increase with the

magnitude of the magnetic field strength suggests that kinetic effects are important in

the electron dynamics. The magnetic field induces anisotropy in the electron energy

distribution [313], presumably leading to the observed changes in the divergence angle.

This effect is further illustrated in Eqn. (7.6) below, where the rate of change of the
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Figure 7.5: Plots comparing the photon energy spectra (solid black lines) and electron energy
spectra (solid blue lines, inset), for three different magnitudes of the externally applied magnetic
field; B̂x = 0, 0.1 and 0.25 a0 in panels (a), (b) and (c), respectively. All spectra are compared
at the time at which the peak photon density crosses the target rear.

divergence half-angle with respect to the magnitude of the external field,
d〈θγ〉
dB̂x

, is seen

to depend on the integral of the distribution function over phase space.

d〈θγ〉
dB̂x

=

∫
R3

dfγ

dB̂x
θγdpγ (7.6)

Deriving this effect analytically is beyond the scope of this thesis, since even for a

relatively simple choice of electron energy distribution function, such as a Maxwell-

Juttner distribution, evaluating the integral in Eqn. (7.6) is a difficult task.

Thus far it has been demonstrated that the application of an external magnetic field,

of magnitude B̂x=0.1a0, can significantly reduce the divergence of the γ-ray beam. The

relativistic Doppler effect has also been utilised to boost the average photon energy

within the beam. To investigate this effect further, the photon and electron energy

spectra are presented in Fig. 7.5. In panels (a)-(c), the external magnetic field has

values of B̂x = 0, 0.1 and 0.25a0. The photon spectra are denoted with solid black

lines, whilst the corresponding electron spectra are represented with solid blue lines

in the inset panels. The scale showing the number of counts is kept the same for

each panel, however the energy scale (along the x axis) changes for each, in order to

illustrate the dramatic changes in the spectrum cut-off energy as a function of the

external magnetic field strength.

From Fig. 7.5, it is clear that the highest photon energies are obtained in panel

(b), where B̂x=0.1a0. The cut-off energy for the photon energy spectrum in this case

is ∼400 MeV, and corresponds to the case with the least divergent γ-ray beam. Panels

(a) and (c) highlight how sensitive the photon energy spectrum is to changes in the
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external magnetic field strength, since a relatively small change in this parameter leads

to a significant reduction in the photon cut-off energy. As the magnetic field strength

increases beyond B̂x=0.25a0, the effect becomes more dramatic; in the case of B̂x = a0,

it was found that the photon cut-off energy dropped significantly, down to 20 MeV.

The explanation for such a dramatic effect is that the strong magnetic field orients the

electron motion into the plane perpendicular to the laser propagation direction. This

geometry leads to a reduction in the magnitude of RR effects, and suppression of the

emission of high energy photons. The aim of this stage is to maximise the energy of

the γ-ray photons, since this enhances the non-linear aspect of the interaction, and

therefore increases the probability of pair-production.

A similar trend is observed in the electron spectra, in that the highest cut-off energy

is observed for the case where B̂x=0.1a0. It is interesting to note that in the case

with no magnetic field, the electron energy spectrum indicates that there are multiple

electron populations present. If the electron distribution is assumed to take the form

of a Maxwell-Juttner distribution, then the average temperature of a given electron

population is inversely proportional to the gradient of the spectrum. The fact that there

are different gradients in the electron spectrum plotted in panel (a) then suggests that

multiple electron populations are present, with the highest temperature corresponding

to the least steep gradient. The inset in panel (a) indicates that there is an electron

population (the region of the spectrum which extends from 0 to 200 MeV) which may

be driven by an electrostatic shock. A shock wave is triggered when the overdense layer

of electrons, driven by RPA, propagates through the target at a velocity greater than

the local speed of sound. The shock wave drives electrons in the target bulk down

stream of the laser, leading to a separation of the peak laser fields and the energetic

electrons. This therefore leads to a reduction in the magnitude of the RR effects; this

is observed in panel (a), where it is seen that the electrons maintain relatively high

energies due to the propagation of the shock wave, whilst the cut-off energy in the

emitted photons is lower than the cases in panels (b) and (c). As the magnitude of

the external magnetic field increases, the effect of the shock on the electron spectrum

is reduced, and the photons reach higher energies compared to the cases without the

magnetic field.

An important observation in Fig. 7.5 is that for the case with no externally applied

magnetic field, the photon cut-off energy is significantly lower than that of the electrons
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(∼300 MeV for the electrons compared to ∼150 MeV for the photons), whereas these

cut-off energies are approximately equal in panels (b) and (c), where there is an external

magnetic field. The fact that the photon and electron cut-off energies are comparable

indicates that the RR force is stochastic in nature; since the electrons emit photons

with a significant fraction of their kinetic energy, they experience a strong back reaction

force. This stochastic emission is only seen in the presence of the external magnetic field,

suggesting that the application of such a field could provide a relatively straightforward

means of experimentally observing quantum aspects of RR. For example, a driving

pulse could be employed to generate a strong magnetic field within the target, with a

secondary pulse then generating the γ-ray beam. Stochastic photon emission effects

would manifest themselves in the electron energy spectrum, and the γ-ray spectrum,

which could be measured using a scintillator array (such as the one presented in Ref.

[132]). These measurements could then be compared to the energy spectra obtained

without the first pulse driving the production of a strong magnetic field, to isolate the

stochastic effects.

7.3.2 Stage 2 - Counter-propagating laser configurations for pair-

production

Having generated a high energy, low divergence γ-ray beam (with maximum photon

energy ∼400 MeV and divergence half-angle ∼10◦), the next stage is to interact this

beam with dual laser pulses, in order to generate electron-positron pairs via the non-

linear Breit-Wheeler process.

Typically, laser-induced pair-production studies employ a head-on collision of an

ultra-intense laser pulse with a source of highly relativistic electrons (or in this case,

a high energy γ-ray beam). The γ-ray beam used in this study has a small but non-

negligible divergence half-angle, such that by the time the beam reaches the interaction

point, there will be a significant number of photons located off-axis (i.e. at a large

radius from the center of the beam). When this interacts with the dual laser pulses,

there will be relatively few photons contained within the laser focal spot and therefore

a lower cross-section for the non-linear Breit-Wheeler process. One solution to this

problem is to focus the laser pulse closer to the electron/γ-ray beam, so that it will

have less space to diverge before the interaction, leading to a larger spatial overlap

with the counter-propagating beams. However, experimentally it is beneficial to have
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a significant distance between the source (the target rear) and the interaction point.

This enables external diagnostics to have a clear line of sight to the interaction and

therefore probe the properties of the produced electron-positron pairs.

In this chapter, it will be demonstrated that a more efficient interaction geometry

(in terms of the number and total energy of the produced positrons) can be achieved

by interacting the γ-ray beam with dual counter-propagating laser pulses, which are

incident at an angle equal to the divergence half-angle of the γ-ray beam. The focal spot

size of the dual laser pulses are chosen such that, in their focal plane, the γ-ray beam

completely overlaps with the laser pulses. This enhanced spatial overlap, compared to

the head-on interaction geometry, then boosts the number of γ-ray photons which the

dual laser pulses interact with.

Four different interaction configurations are explored in order to optimise the prop-

erties of the emitted positrons. These configurations are shown schematically in Fig.

7.6, and are described as follows; these configurations employ (i) two 4× 1023 Wcm−2

linearly polarised pulses, (ii) two 4× 1023 Wcm−2 circularly polarised pulses, in which

the rotation direction of the Ey electric fields are the same, (iii) two 4 × 1023 Wcm−2

circularly polarised pulses, with the Ey electric fields rotating in opposite directions,

and (iv) one 8× 1023 Wcm−2 pulse which interacts head-on with the γ-ray beam. This

final case has the same total energy as configurations (i)-(iii), however the head-on

geometry is expected to maximise the electron and photon quantum parameters (see

Eqn. (2.84) and (2.85)). The counter-propagating pulses have a FWHM duration of

30 fs, and each one is focused to a Gaussian focal spot with a FWHM diameter of 3

µm, thus matching the area covered by the slowly diverging γ-ray beam at the point

of interaction.

The influence of the interaction configuration on the production of positrons

The total number and energy of the positrons produced for each of the four configu-

rations is shown in Fig. 7.7. Panel (a) shows the number of positrons produced, nor-

malised to the initial number of electrons in the system (where the number of positrons

and electrons is determined by summing the weight per macro-particle), as a function of

time. The time is expressed in units of laser periods (where the temporal resolution of

the simulations is ∼ 1TL), where t = 0 is the time at which the γ-ray beam escapes from

the target rear. Positrons are first produced as the forward-directed photons within
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Figure 7.6: Schematic of the different dual pulse interaction configurations. (a) A γ-ray beam
is produced via the interaction of a 10 fs duration, 1 × 1023 Wcm−2 pulse with a 100 µm slab
of pure proton plasma. This then interacts with two lasers, propagating at an angle equal to the
divergence half-angle of the γ-ray beam. (i)-(iii) Three different configurations are investigated,
corresponding to different polarisations for the counter-propagating pulses. (b) These cases are
compared to a single pulse, with the same energy, interacting head-on with the γ-ray beam. (c)
The previous cases are additionally compared to a laser-solid interaction in which there is no
initial stage of generating the γ-ray beam (in section 7.3.3). The energy content in this case is
equal to the energy of the counter-propagating and driver lasers in (a) and (b).
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Figure 7.7: Properties of the positrons produced for each of the interaction geometries. These
are labelled (i)-(v), and correspond to the configurations presented in Fig. 7.6. (a) A plot of
the total number of positrons, normalised to the initial number of electrons in the system, as a
function of time. (b) A plot of the total positron energy, normalised to the total energy of both
the driving and counter-propagating laser pulses, as a function of time. For both plots, time is
given in laser periods, where t=0 corresponds to the time at which the γ-ray beam escapes the
target rear.

the γ-ray beam interact with the rising edge of the dual laser pulses. These laser pulses

focus at the interaction point (10 µm behind the target rear) at ∼ 10TL, at which point

the number of positrons saturates. At later times, the number of positrons decreases,

as they are accelerated by the laser fields and escape the boundaries of the simulation

box. These positrons also emit copious amounts of synchrotron-like radiation, causing

the total positron energy to decrease over time.

Figure 7.7 (a) shows that configuration (ii), two circularly polarised pulses with

the same rotation direction, produces the largest number of positrons when comparing

configurations (i)-(iv). This configuration produces marginally more positrons than

the case with two linearly polarised pulses, configuration (i). Interestingly, there is

a significant reduction in the number of positrons produced when the two circular

polarisations have the opposite rotation direction. Comparing configurations (ii) and

(iii), the number of positrons is reduced by a factor of two for the latter case. A similar

effect was reported in Ref. [128, 153], for the case of two circularly polarised laser pulses

interacting in a head-on geometry. Despite the fact that the total energy of the single

pulse head-on interaction is the same as for the dual pulse configurations, the number of

positrons produced is lower by approximately a factor of four relative to the best dual
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pulse case. This result is counter-intuitive, since the head-on interaction is predicted

to maximise the electron and photon quantum factors (χe and χγ), and therefore boost

the probability of pair-production. Later in this chapter it will be demonstrated that

this drastic difference in the number of positrons is the result of reduced spatial overlap

of the γ-ray beam and the counter-propagating laser pulses. At the interaction point,

the source has diverged such that there are a significant number of photons located

off-axis, which cannot interact with the peak fields of the directly counter-propagating

laser pulse. It is therefore beneficial to reduce the divergence half-angle of the γ-ray

beam as much as possible such that the overlap is enhanced.

In Fig. 7.7 (b), the total positron energy is plotted as a function of time, normalised

to the total energy of the driving laser and the dual counter-propagating lasers. This

total positron energy is obtained by summing the product of the positron weight and

energy per macro-particle, at each time in the simulation. In terms of total positron

energy, configuration (ii) again performs the best. There are drastic differences between

the considered configurations when they are compared in terms of energy; the total

positron energy is reduced by approximately an order of magnitude for the head-on

interaction, compared to the best case dual pulse interaction. The difference between

the linear and circularly polarised (with the same rotation directions) cases is also more

significant, with the linear case producing ∼30% lower total energy. This is in line with

the theoretical predictions of Ref. [314], in which it is demonstrated that the radiated

energy is significantly higher for electron oscillations in circularly polarised laser fields,

compared to linear polarisation (in vacuum).

There are numerous factors which may help elucidate the differences between the

presented configurations. Any differences due to the properties of the γ-ray beam can

be ruled out; the same source is employed for all simulations and so the average energy

of the γ-ray photons, and the divergence half-angle, will remain the same. It has already

been alluded to that the degree of spatial and temporal overlap between the dual laser

pulses and the γ-ray beam has a significant impact on the number of positrons produced.

However, another factor which could influence the number of positrons produced is the

electric field configuration at the point of interaction. Due to the fact that the counter-

propagating lasers have a relatively small angle of incidence, and a finite spatial extent,

they will interfere with each other as they propagate towards the interaction point.

This may lead to a beat-like structure in the spatial distribution of the electric field,
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Figure 7.8: (a)-(d) Spatial distribution of the photon quantum parameter, χγ , for different
interaction configurations, all compared at the time at which the number of positrons in the
system is maximised. (e)-(h) Spatial distribution of the electron quantum parameter, χe, for
the same configurations and at the same time as for χγ . The maximum values of the quantum
parameters are displayed at the top of the panel.

which could lead to enhanced trapping of radiating electrons [265, 315].

These differences in the electric field structure at the interaction point can be investi-

gated through the spatial distribution of the photon and electron quantum parameters.

Figure 7.8 (a)-(d) shows the spatial distribution of χγ , for each of the four configu-

rations under consideration. These measurements are made at the time at which the

number of positrons is maximised. Panels (e)-(h) show the spatial distribution of χe

for the same configurations and at the same time. In panels (a)-(h), the target rear is

located at X=150 µm; Fig. 7.8 then indicates that the positrons are produced at the

interaction point and not from the interaction of the counter-propagating lasers with

the rear of the target.

Figure 7.8 demonstrates significant differences in the spatial distribution of the

quantum parameters between the various interaction configurations. First, examining

configuration (ii), which produced the highest number of positrons, there is clear evi-

dence of a spatially localised structure in the distribution of χγ (located ∼160 µm in

panel (b)). This structure contains a large number of counts of high χγ values, such

that the peak signal is much higher than for the other configurations. Comparing this

to the spatial distribution of χe for the same configuration (panel (f)), there is also

strong radiative trapping of electrons within this same region (located at X=160 µm).
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These trapped electrons are associated with extremely high χe values, as indicated

by the fact that the maximum value of χe = 3.28 is located within the focal spot of

the dual laser pulses. In addition, these electrons lead to copious positron production

via the interaction of the dual laser pulses with hard photons emitted by the trapped

electrons.

Figure 7.8 additionally shows that the linearly polarised interaction geometry pro-

duces the highest value of χγ , however the spatially localised structure in the χγ distri-

bution is not as pronounced as for the best case dual pulse interaction (Fig. 7.8 (b)).

In terms of electron trapping (panel (e)), it is seen that linear polarisation produced

fewer trapped electrons, and a lower maximum χe, compared to the best case circularly

polarised interaction. Finally, in panel (d), the head-on interaction, which previously

produced the lowest number of positrons, also gives the lowest χγ values. In addition,

the spatial distribution is relatively wide and shows no indication of the localised struc-

ture which was observed in the other configurations. The same trend is seen in the

distribution of χe, panel (h), in which there are very few trapped electrons. As has

been stated previously, this case is associated with the lowest degree of spatial overlap

between the γ-ray beam and the counter-propagating laser pulses, which may account

for the low χγ values.

The degree of electron trapping, and therefore the formation of a spatially localised

feature in the distribution of χγ , is strongly dependent on the polarisation of the

counter-propagating pulses. Fig. 7.8 indicates that the trapping is enhanced by the

use of two circularly polarised pulses, with the same rotation directions; it is proposed

that this configuration could be applied to boost the probability of pair cascades at

higher laser intensities. It may also be possible to use this configuration to induce a

pair cascade [153, 301] in the interaction of the dual laser pulses with a LWFA electron

beam, provided that the interaction is not dominated by stochastic photon emission

effects. If these effects are significant, they can lead to a broadening of electron phase

space [58, 114, 120] (relative to classical RR models) and reduced electron trapping.

Determining the pair-production mechanism

There are multiple pair-production mechanisms which are predicted to occur in multi-

PW laser-plasma interactions, which have been described previously in section 2.4.

Here, the electron-positron pairs are produced via the non-linear Breit-Wheeler (NLBW)
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process [136, 148, 292]. This process occurs when a photon within the γ-ray beam in-

teracts with n photons of the colliding lasers. The non-linearity in the interaction arises

due to both the high flux of photons within the laser focal spot and the high energy of

the photons within the γ-ray beam. Whilst there is also a linear Breit-Wheeler process,

the cross-section for this process in these simulations is vanishingly small. The Bethe-

Heitler [135, 146] and trident [138, 316] processes are similarly negligible in comparison

to the NLBW process, due to the choice of a low Z-number target. The trident process

may also occur in the laser field, however the cross-section for this process is negligible

in comparison to the same process occurring in the Coulomb field of a high Z atom.

In any case, these simulations are run with the trident process turned off.

The aim of this part of the study is to distinguish the positrons produced via the

interaction of the dual laser pulses with photons of the γ-ray beam, from those pro-

duced via the interaction of the laser pulses with hard photons emitted by the trapped

electrons. The target and laser parameters were chosen with the aim of minimising the

number of electrons which escape the target rear (i.e. a thick, dense plasma slab was

used to reduce the degree of transparency, whilst the choice of circular polarisation sup-

presses electron heating through the oscillating component of the ponderomotive force),

however there will always be a small fraction of electrons which escape the target, due

to electron heating mechanisms which occur during the laser-solid interaction.

To isolate the positrons produced via the interaction of the dual laser pulses with

photons in the γ-ray beam, a modified version of EPOCH was developed, in which

the electrons and positrons are unable to radiate after a ‘user defined cut-off time’. In

EPOCH, the electrons, positrons and photons are randomly assigned an optical depth

for emission processes (such as photon emission and pair-production). These optical

depths are equal to zero at the start of the simulation and directly after an emission

event. At all other times the optical depth for a given process is updated by solving its

associated differential equation [58, 65, 117]. The modification to EPOCH presented

in this chapter prevents the electron and positron optical depths from updating after

a pre-defined time, which is selected to be equal to the time at which the γ-ray beam

escapes the target rear. This means that any escaping electrons cannot radiate hard

photons, which subsequently contribute to pair-production. It is then assumed that

any positrons produced in these simulations arise purely due to the interaction of the

dual laser pulses with photons of the γ-ray beam. The results of this investigation are
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summarised in table 7.1. For each of the four interaction configurations (see Fig. 7.6),

the number of positrons produced via the interaction of the dual counter-propagating

laser pulses with photons in the γ-ray beam, compared to the total number of positrons,

is calculated. The total number of positrons comes from the simulations run with the

un-modified version of EPOCH, i.e. those presented in Fig. 7.7. A similar quantity is

presented for the total positron energy.

Configuration (i) (ii) (iii) (iv)

Number of e+ produced via interaction
with the γ-ray beam (%) 79 45 60 84

Energy of e+ produced via interaction
with the γ-ray beam (%) 40 14 17 56

Table 7.1: Number and energy of positrons produced via interaction with the γ-ray beam, com-
pared to the total produced for each of the four interaction configurations.

The key result from table 7.1 is that the configuration which previously produced

the largest total number of positrons (configuration (ii); two 4×1023 Wcm−2 circularly

polarised pulses with the same rotation direction), now produces the smallest num-

ber of positrons via interaction with the γ-ray beam. Given that this configuration

also produced the largest amount of radiative electron trapping, it is deduced that

the majority of positrons in this case must come from the interaction of the counter-

propagating lasers with hard photons emitted by the trapped electrons. The head-on

interaction (configuration (iv)), which previously yielded the lowest total number of

positrons, now produces the largest percentage of positrons via interaction with the

γ-ray beam. These results indicate that the more radiative electron trapping is present

in the interaction, the more positrons will be produced, however these will primarily be

generated via the interaction of the counter-propagating laser pulses with hard photons

emitted by the trapped electrons, as opposed to interaction with photons in the γ-ray

beam. This same trend is observed in terms of the total positron energy; in the head-on

interaction, over 50% of the total positron energy comes from the interaction of the

counter-propagating laser pulse with the γ-ray beam, whereas this drops to only ∼14%

for the best circular polarisation configuration.

Describing the differences between the interaction configurations

In this section, it is demonstrated that the dual pulse interaction produces an enhanced

number of positrons, compared to a head-on collision geometry, due to the increased
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Figure 7.9: Schematic showing the interaction geometry used to model the dual pulse interaction.
The laser pulses propagate along the divergence half-angle of the γ-ray beam, such that |θ1| =
|θ2| = 〈θγ〉/2 ∼10◦ . The counter-propagating pulses come into focus at a distance `=10 µm
behind the target rear.

spatial overlap of the γ-ray beam and the counter-propagating laser pulses. This is

achieved via an analytical estimate of the quantity
√
χ̄2
γ , which is related to the average

of χγ and can therefore be extrapolated to describe the differences in the number of

positrons produced by each of the configurations. To estimate
√
χ̄2
γ , the laser pulses

are modelled as polarised plane waves, interacting with a single photon. This simple

approach is sufficient to demonstrate the trends observed in the simulations, although

this approach could be extended by expressing the laser pulses in terms of their spatial

and temporal profiles, and by averaging the estimated
√
χ̄2
γ value over a population of

photons, whose energies are sub-sampled from the simulations.

Two laser pulses are considered, propagating with angles θ1 and θ2 with respect to

the x-axis (which is also the central axis of the γ-ray beam). To match the simulations,

these angles are equal to half the divergence half-angle of the γ-ray beam, measured just

before the interaction point. A schematic of this interaction geometry is provided in Fig.

7.9. The propagation directions of these two lasers (denoted by α=1,2, respectively)

are described by the following wave vectors:

k̂α = (cos θα,∓ sin θα, 0) (7.7)
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The electric and magnetic fields associated with these lasers are:

eEα

mecωL
= aα(cosφαŷα + δα sinφαẑ) (7.8)

eBα

meωL
= aα(−δα sinφαŷα + cosφαẑ) (7.9)

where the unit vector ŷα describes the projection of the fields from the rotated co-

ordinate frame of the lasers into the standard Cartesian grid, such that ŷα=

(± sin θα,− cos θα, 0). The parameter δα is related to the polarisation of the laser pulses,

such that δ = 0 for linear, and δ = ±1 for left and right handed circular polarisations.

Here, aα ∼ 380Ω is the normalised vector potential, where Ω =
√

2 for linear polarisa-

tion and Ω = 1 for circular polarisation. Finally, the phase is given by φα = kα · r̂−ωLt,

where r̂ = x̂ + ŷ + ẑ is the Cartesian position vector.

Using the above expressions for the laser fields, the Lorentz force and the projection

of the electric field along the direction of the photon velocity can be evaluated. This

leads to the following estimate of the photon quantum factor:

χγ = γγaαGH
~ωL
mec2

(7.10)

where γγ is the average photon Lorentz factor. This is estimated by assuming that the

frequency of the photon under consideration is equal to the critical frequency of the

synchrotron spectrum, such that ~ωγ ∼ ~ωcr, where the critical frequency is related to

the oscillations of the electrons in the laser field, as follows: ωcr = γ3
e |pe × FL,e|/p2

e.

This leads to γγ ∼ γ2
ea0~ωL/mec

2 ∼20.

The function, H, accounts for the degree of spatial overlap between the γ-ray beam

and the dual laser pulses. This function is defined as follows:

H = exp

(
− `2

w2
0

(
tan θ − tan

〈θγ〉
2

)2)
(7.11)

where θ is the angle the photon velocity makes with respect to the central axis of the

γ-ray beam, and w0 is the beam width, given by w0=FWHM/
√

2 ln 2. Finally, ` is the

distance from the rear of the target to the interaction point, equal to 10 µm in the

simulations, which plays an important role in the interaction. From Eqn. (7.11), it

is clear that if the dual laser pulses propagate along the divergence half-angle of the

γ-ray beam, then θ = 〈θγ〉/2◦, such that H=1. This is the interaction geometry which
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maximises the spatial overlap with the counter-propagating lasers. For any other angle

of incidence, for example a head-on interaction in which θ=0◦, the divergence of the

γ-ray beam means that the counter-propagating pulse does not interact with the entire

radiation source as it comes into focus. The degree of overlap in such a case depends on

`. If this is large, then the γ-ray beam will diverge significantly before the interaction

point, thus there are fewer photons on-axis to interact with the laser pulse, i.e. H <1.

The spatial overlap can be improved by moving the interaction point as close as possible

to the target rear. Such a configuration is typically not experimentally feasible, since

it is not possible to probe the properties of photons and positrons produced so close to

the target rear. Equation (7.11) then demonstrates that the maximum spatial overlap

is achieved when the dual laser pulses propagate along the divergence half-angle of the

γ-ray beam, provided that ` >0.

The second function, G, which appears in Eqn. (7.10) is defined by summing the

Lorentz force and the projection of the photon velocity along the direction of the laser

electric field, for each of the two laser pulses. From inspection, it is clear that this

quantity is ∝ χ2
γ (see Eqn. (2.85)). This leads to the following definition:

G2 = Σα=2
α=1

1

a2
α

(
F2
L,α − e2(vγ ·Eα)2

)
(7.12)

where the magnitude of the photon velocity is vγ = ~kγ/mec. The quantity G2 contains

terms which oscillate within a laser period. The simulation results, however, are output

every laser period; in order to get a comparable quantity, the function G2 is averaged

over the phase of each of the dual laser pulses, as follows:

Ḡ2 =
1

(2π)2

∫ 2π

0

∫ 2π

0
G2dφ1dφ2 (7.13)

Here, the quantity G2 is averaged, as opposed to G, as the presence of the square root

means that Eqn. (7.13) is extremely difficult to evaluate. Substituting
√
Ḡ2 into Eqn.

(7.10) yields a quantity
√
χ̄2
γ , which is related to the average χγ through the variance,

σ2, as follows: σ2 = χ̄2
γ − (χ̄γ)2. Performing the average leads to the expression for G

given in Eqn. (7.14), below.

Ḡ2 =2 + ∆ + 2βx cos θ(1 + δ) + β2
x(∆ cos2 θ − sin2 θ) (7.14)

+ β2
y(∆ sin2 θ − cos2 θ)
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where βγ,x = cos 〈θ〉2 and βγ,y = sin 〈θ〉2 are the projections of the photon velocity in

the x and y directions, respectively. Here, δ = 1
2(δ1 + δ2) and ∆ = 1

2(δ2
1 + δ2

2), are

defined by the sum of the polarisation states of the dual laser pulses, corresponding to

different interaction configurations; as per Fig. 7.6. Evaluating the above equation for

the head-on (θ=0), and the dual pulse interaction (|θ| = |θ1| = |θ2| = |〈θγ〉|/2), yields

the following expressions for Ḡ2.

Ḡ2(θ = 〈θγ〉/2) =2 + ∆ + 2(1 + δ) cos2 〈θγ〉
2

∆

[
cos4 〈θγ〉

2
+ sin4 〈θγ〉

2

]
− 1

2
sin2〈θγ〉 (7.15)

and

Ḡ2(θ = 0) =2(1 + ∆) + 2(1 + δ) cos
〈θγ〉

2
− (∆ + 1) sin2 〈θγ〉

2
(7.16)

By examining Eqn. (7.15), which corresponds to the different interaction configura-

tions, it is observed that for the linear case, where δ = ∆ = 0, the first term on the

second line of the equation vanishes, such that the value of Ḡ2 decreases relative to the

circularly polarised cases. For the circularly polarised cases, the magnitude of Ḡ2 then

depends on the sign of δ.

For a circularly polarised laser pulse interacting head-on with the γ-ray beam ( Eqn.

(7.16)), it is necessary to account for the finite spot size effect (i.e. including the factor

H). The analytical estimate then predicts the lowest Ḡ2 for this configuration. By

calculating Ḡ2 for each configuration, and substituting into Eqn. (7.10), the following

estimates of
√
χ̄2
γ are obtained:

√
χ̄2
γ =



0.0425 : config. (i)

0.0426 : config. (ii)

0.0366 : config. (iii)

0.0299 : config. (iv)

The above values indicate the analytical estimate recovers the trends observed in the

simulations. All of the interaction configurations produce higher
√
χ̄2
γ values than the

head-on interaction (i.e.config (iv)). It is also observed that
√
χ̄2
γ is higher for the

circular cases when the polarisation vectors rotate in the same direction, i.e. in the
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comparison of configurations (ii) and (iii).

The above estimates recover the trend that
√
χ̄2
γ is higher for the best case circu-

larly polarised configuration, compared to linear polarisation. In terms of the analytical

estimate, the results are in agreement with those of Ref. [314], in which it is demon-

strated that the radiated power from an electron oscillating in a linearly polarised laser

pulse is a factor of γ2
e lower compared to oscillations in a circularly polarised pulse.

This difference is demonstrated by expressing χe as follows [314]:

χ2
e =

(
γe

E

ESch
+

p×B

mecESch

)
−
(

p ·E
mecESch

)2

(7.17)

The above equation demonstrates that for linear polarisation, the second term on the

right is maximised, due to the fact that the electron momentum is oriented along

the electric field direction. This leads to a significant reduction in χe. For circular

polarisation, the electric field direction rotates during a laser period, such that the

second term on the right is lower on average, compared to the linear case. The result

in Ref. [314] is derived for an electron located at the focus of two directly counter-

propagating laser pulses, and therefore describes a situation in which the degree of

electron trapping is high. The simulation results demonstrate that there is a lower

degree of electron trapping for the linearly polarised case compared to the circular case,

thus the difference in the χe values may not be as drastic as theoretically predicted.

Finally, whilst the analytical estimate of
√
χ̄2
γ exhibits the same trend as the sim-

ulations, the values are lower than the maximum χγ (see Fig. 7.8) by an order of

magnitude. This suggests that it is more relevant to compare the analytical estimate

with the average χγ value from the simulations. To illustrate this quantity, the χγ spec-

trum is plotted in Fig. 7.10, for each of the four interaction geometries. It is clear that

the spectrum is skewed by a high number of counts of χγ <0.01, such that the average

value is low. The average χγ for configuration (iv) for example is 0.002, an order of

magnitude below the analytical estimate. The reason for this difference is again that

the analytical estimate is for the quantity
√
χ̄2
γ , which is related to the χ̄γ of the sim-

ulations, as follows: χ̄γ =
√
χ̄2
γ − σ2. To compare these quantities it is then necessary

to measure the variance of the spectrum. This is a non-trivial task when the spectrum

cannot be fitted with a Gaussian distribution as in this case, and is therefore beyond

the scope of this thesis. The important point here is that the analytical estimate, and
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Figure 7.10: Plot of the χγ spectrum for each of the four interaction configurations. The
analytical estimates produce a quantity which is related to the average χγ , and which shows the
same trend observed in Fig. 7.8.

the χ̄γ and maximum χγ from the simulations, all agree that the head-on interaction

should produce fewer positrons compared to the dual pulse configurations.

7.3.3 Comparison with ‘conventional’ collider configurations

So far, it has been demonstrated that the dual pulse interaction geometry, in which the

counter-propagating pulses are circularly polarised and rotate with the same direction,

produces the largest total number of positrons; henceforth this is referred to as the best

case dual pulse interaction. This result is now compared to two configurations in which

there is no initial step of generating the γ-ray beam, instead the ultra-intense laser

pulse impacts the solid target directly. These configurations are described as follows;

(v) is the interaction of one ultra-intense laser pulse, with total energy equal to the sum

of the driving pulse and the dual counter-propagating pulses (in configurations (i)-(iv)),

and (vi) is the interaction of two directly counter-propagating pulses, each with half the

total energy of configuration (v), incident on either side of a solid target. This target

is the same 100 µm-thick proton plasma slab described in the previous configurations.

A schematic of this set up is provided in Fig. 7.6 (c). The ‘conventional’ configurations

are relatively easy to implement experimentally, and are therefore likely to be among

the first investigations conducted at multi-PW laser facilities. The proposed dual pulse
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interaction geometry will be compared with the ‘conventional’ configurations in terms of

the total number, energy, and energy-angle distribution of the emitted positrons. These

are three important quantities to compare, given that applications such as laboratory

astrophysics experiments will require large numbers of positrons produced in a low

divergence source, in order to make statistically valid measurements, and to apply the

positron source for additional applications such as a collisions with secondary positron

or radiation beams.

First, in terms of the total number of positrons, configuration (v) performed the

best, producing an order of magnitude more positrons than the best case dual pulse

interaction. This same trend was observed in terms of the total positron energy. The

best case dual pulse interaction did however perform better than configuration (vi), in

which the two directly counter-propagating laser pulses irradiate the target on both

sides. The dual pulse interaction produced ∼66% more positrons, with ∼40% higher

total energy.

This result leads to important experimental considerations. The highest number of

positrons in this comparison was produced by the direct interaction of one ultra-intense

pulse (8.5 × 1023 Wcm−2) with a thick, dense target. Producing such an ultra-high

intensity in a single pulse is beyond the normal operational capability of upcoming

laser facilities (unless the intensity of the system can be enhanced by moving from a

relatively long F number (i.e. >F/3), to ∼ F/1 focusing, via the application of an

ellipsoidal plasma mirror [215, 216]). It is therefore more likely that experiments will

utilise two lower intensity pulses (for example, two 10 PW beams in the case of ELI-

NP), interacting with a target in a directly counter-propagating geometry. However,

it has been demonstrated that this configuration is less efficient than the dual pulse

interaction geometry.

It is also important to compare the photon and positron angular distributions from

the various interaction geometries. The photon angular distribution gives an indication

of the direction in which the positrons are most likely to be emitted. This is useful in

terms of guiding experimental measurements, since the number of produced positrons

will be significantly lower than those of the photons and therefore more difficult to

detect.

In Fig. 7.11, the best case dual pulse interaction is compared to the two conventional

schemes (configurations (v) and (vi)), in terms of the photon and positron angular
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Figure 7.11: Plots comparing the best case dual pulse interaction with two conventional schemes.
Conventional scheme 1 is the direct interaction of a 8.5×1023 Wcm−2 pulse with a solid target,
whilst conventional scheme 2 is the interaction of two directly counter-propagating pulses, each
with an intensity of 4.25×1023 Wcm−2, incident on either side of the same solid target. The top
panels compare the photon angular distributions, whilst the bottom panels compare the positron
energy-angle distributions. The divergence half-angle is displayed in the top left of each panel,
and all are compared at the time at which the number of positrons in the system is maximised.

distributions. All of these distributions are computed at the time at which the number

of positrons in the system is maximised. First, comparing the photon distributions

(top row of Fig. 7.11), it is clear that for the best case dual pulse interaction, the γ-ray

beam maintains its low divergence angle, even after the interaction. The divergence

half-angle in this case is ∼ 10◦. The photons produced in configuration (v) are highly

divergent, with a half-angle ∼ 55◦, whilst for configuration (vi) the radiation is emitted

isotropically, as indicated by the fact that 〈θγ〉/2 ∼ 90◦. For these two conventional

cases, a substantial amount of the radiation comes from electron motion along the

target surface, which is driven by the laser ponderomotive force.

Comparing the positron energy-angle distributions in Fig. 7.11 for the two conven-

tional schemes, these generally follow the shape of the photon distributions. Again,

configuration (vi) produces a nearly isotropic positron energy-angle distribution, with

a large number emitted on-axis. This is not particularly useful for experiments, since

it is generally not possible to measure the positrons over all of the 4π in which they

are emitted, and sampling only a small solid angle may result in a significant reduc-
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tion in the number of counts observed. However it should be noted that employing a

single spectrometer, with multiple slits, may enable some degree of spatial resolution

in the positron energy spectrum, even when sampling over a small solid angle. Sec-

ondly, it is impractical to use an isotropic energy-angle distribution for interactions with

counter-propagating lasers or relativistic particle beams, since the energy and number

of positrons will be approximately evenly spread over the full solid angle. The best case

dual pulse interaction, however, demonstrates a highly anisotropic energy-angle distri-

bution, with a divergence half-angle 〈θpos〉/2=134◦ . This distribution is favourable for

experiments, since the positron source can be easily collided with counter-propagating

lasers.

Upcoming laser facilities, such as ELI-NP, will utilize two 10 PW laser pulses [287],

in which case the interaction geometry is likely to be similar to configuration (vi). The

results presented in this chapter predict that higher positron numbers and energies

can be achieved using a dual pulse interaction geometry, if this set up can be realised

experimentally. One way in which this configuration could be achieved is by using one

of the 10 PW beams to drive the γ-ray beam, whilst splitting the second into two high

intensity laser pulses. The advantage offered by this dual pulse interaction geometry is

that the distribution of produced positrons has a higher degree of anisotropy than any

of the conventional schemes which have been explored in this section, and therefore

provide a useful experimental tool. However, when laser intensities of the order 1024

Wcm−2 become available, it will be possible to obtain higher positron numbers and

energies via the direct interaction of an ultra-intense laser pulse with a solid target,

albeit producing a more isotropic positron energy-angle distribution compared to the

dual pulse interaction geometry.

7.4 Conclusions

In this chapter, pair-production via the non-linear Breit-Wheeler process has been

investigated, using a dual pulse interaction geometry which could be realised at multi-

PW laser facilities. The first stage in this interaction is the generation of a high energy,

low divergence γ-ray beam (with average photon energy ∼10 MeV and a divergence

half-angle ∼10◦), via an ultra-intense laser-solid interaction. The parameters of the γ-

ray beam were found to be dependent on the electron dynamics, and thus it is possible
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to reduce the divergence of this beam via the application of a strong, externally applied

magnetic field. In addition, the application of the magnetic field was demonstrated to

enhance the stochastic nature of the photon emission, which could enable quantum RR

effects to be investigated in ultra-intense laser-solid interactions.

In the second stage of the interaction, the optimised γ-ray beam interacts with dual

laser pulses, to induce non-linear pair-production. The polarisation of these laser pulses

was varied in order to determine the configuration which performs best in terms of the

total positron number and energy. These dual pulse configurations were compared to a

head-on interaction with a single laser pulse, with the same total energy. It was found

that using two circularly polarised pulses with the same rotation direction produced

the best results, and that all of the dual pulse configurations were more efficient than

the single head-on interaction.

Whilst the circularly polarised interaction geometry produced the largest number

of positrons, it was found that these were predominantly generated via the interaction

of the counter-propagating laser pulses with electrons trapped at the interaction point.

The conclusion from this study is that the higher the degree of radiative electron

trapping, the more positrons will be produced, however these mostly come from the

interaction of the counter-propagating laser pulses with hard photons emitted by the

trapped electrons. To experimentally investigate positrons which originate from the

interaction of the counter-propagating laser pulses and the γ-ray beam, it is necessary

to reduce the number of trapped electrons, for example through the application of a

strong magnet at the target rear, or by varying the target thickness.

The results obtained in this study have important implications for the future of

ultra-intense laser-plasma interactions. The dual pulse interaction geometry offers a

means of enhancing the number of positrons observed at next generation facilities,

compared to previously proposed schemes. This will contribute to the study of pair-

production via the non-linear Breit-Wheeler process since, to-date, it has not been

possible to produce a large number of positrons utilising this process experimentally.

The dual pulse interaction geometry may therefore contribute greatly to the investiga-

tion of fundamental physics processes, by providing insight into the energy partition and

internal dynamics of a plasma dominated by pair-production. The predictions made

in this chapter using the dual pulse interaction geometry, such as the total number

and energy of produced positrons, can then be compared to experiments at upcoming
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laser facilities. This will enable the assumptions which are routinely used in modelling

ultra-intense laser-solid interactions, such as the CCFA (described in section 4.3.3), to

be tested in detail, given that this assumption in particular is important in determining

the number of electron-positron pairs produced in QED-PIC simulations. In addition,

it was demonstrated in this chapter that an optimised γ-ray beam can be produced via

an ultra-intense laser-solid interaction. By colliding two such γ-ray beams, it may be

possible to induce pair-production via the linear Breit-Wheeler process, which to-date

has never been observed. Such an application would again boost our understanding

of fundamental physics processes, by enabling the physics which occurs in the most

extreme astrophysical environments to be replicated in the laboratory.
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Chapter 8

Conclusions and Future Work

The results presented in this thesis have focused on the generation of radiation from

ultra-intense laser-solid interactions, and the possibility of exploiting this radiation to

observe high-field QED phenomena. The key results will be summarised in this final

chapter, along with a discussion of the ways in which the work presented in this thesis

could be developed further and potentially tested at upcoming laser facilities.

8.1 Relativistic transparency and mode conversion in in-

tense laser-foil interactions

The aim of chapter 5 was to experimentally investigate the process of RSIT during the

interaction of intense laser pulses with thin, dense foils. In the context of this thesis,

relativistic laser-plasma phenomena are predicted to be strongly influenced by QED

effects at ultra-high intensities (≥ 1023 Wcm−2). It is important to first gain under-

standing of these plasma physics processes by conducting experiments using currently

available laser intensities. A key goal of chapter 5 was to measure the polarisation state

of light detected at the rear of thin foil targets which undergo transparency. It was

predicted in Stark et al [160] that temperature anisotropy within the plasma enables it

to act analogously to an optical polariser or wave plate. This temperature anisotropy

is driven by differences in the degree of electron heating, as a result of employing differ-

ent laser polarisations. The resulting polarisation shifts have previously been measured

in the context of low density plasmas with uniform density profiles, interacting with

weakly relativistic laser pulses, in Stark et al [160]. Thus it has been demonstrated that

temperature anisotropy can be used to manipulate the properties of light interacting

221



Chapter 8 – Conclusions and Future Work

with the plasma. A key aspect of chapter 5 is that it was not possible to re-create this

effect for the laser and target parameters explored in this study. For the range of pa-

rameters employed experimentally, effective polarisation shifts were detected, however

these were the result of an entirely new mechanism. With the assistance of 3D-PIC

simulations, it was discovered that the acceleration of electrons from the edge of the

relativistic plasma aperture led to the self-generation of light in the polarisation plane,

at both the laser frequency and its second harmonic. This light is produced in the

form of higher order TEM modes, generating a TEM11 mode in the Ez field and a

TEM02 mode in the Ey field, at a frequency of ωL. The superposition of these modes

with the transmitted laser field leads to the generation of a superposition state whose

polarisation angle appears to be rotated with respect to the input laser pulse. This

demonstrates a novel process by which effective polarisation shifts may be induced, and

which is referred to in this thesis as plasma mode conversion.

The key result of this chapter is that for an optimal target thickness, a radially po-

larised mode can be generated. This radial mode is produced at a frequency of 2ωL and

at high intensity (∼ 1018 Wcm−2). Such modes have important applications includ-

ing efficient electron and positron acceleration, and the generation of bright radiation

sources. However, they are currently difficult to generate given the damage thresh-

olds of the solid state optics required. The results of chapter 5 demonstrate a method

by which these modes can be generated at high intensity, via laser-solid interactions.

In addition, it was discovered that the degree of mode conversion could be controlled

through target parameters, such as the target thickness, and that the spatial structure

of the mode also varied temporally. Thus the mode conversion effect described in this

chapter is highly tunable, and may enable dynamic control over the polarisation state,

and spatial structure, of laser light interacting with a thin layer of plasma.

8.1.1 Future work

Whilst the experimental campaign described in chapter 5 enabled effective polarisation

shifts to be measured, it fell short of the objective of measuring the spatial distribution

of the light detected at the target rear. Thus, the work presented in this chapter may be

developed on future experimental campaigns by designing and implementing a spatially

resolved Stokes polarimeter. This would enable experimental confirmation of the mode

conversion process, as opposed to inferring it from numerical simulations. With an
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appropriate polarimetry set-up, it may be possible to measure the near and far-field

distributions of the light detected at the target rear, simultaneously. For example, a

beam-splitter cube may be positioned behind the target, splitting the light into two

paths. The first path can be directed onto a PTFE scatter screen, and imaged with two

cameras, filtered appropriately to record the light detected at ωL and 2ωL. Imaging the

screen in this way enables a spatially resolved measurement of the near field distribution

of the light detected at the rear of the target. The second path is then directed into

the Stokes polarimeter, such that the polarisation state of the light can be measured,

as described in the experimental set-up in chapter 5. For future work, optics with

sufficiently high quality will be employed to enable spatially resolved measurements.

In addition, the light entering the Stokes polarimeter could be separated into two paths,

one filtered at ωL and the other at 2ωL, such that the polarisation state of the second

harmonic light can also be measured. This would enable experimental confirmation of

the radially polarised mode which is predicted at 2ωL.

In addition, the results presented in chapter 5 highlight the need to characterise the

level of transition radiation, emitted from targets which do not go transparent. During

the previously detailed experimental campaign, the energy of the transition radiation

was measured to be ≤ 1% of the laser energy incident on the target. However, the light

entering the Stokes polarimeter was heavily attenuated using neutral density filters (of

magnitude ND 5) to protect the cameras from damage. To completely characterise the

radiation it would be necessary to repeat the measurement, using a thick target (≥57

nm), and gradually decreasing the level of attenuation. This will enable more accurate

determination of the target thickness which just goes transparent to the laser pulse,

as well as providing information about the spatial structure and polarisation of the

transition radiation (i.e. when there is no transmitted laser light at the target rear).

The simulations presented in chapter 5 indicate that the interaction of the laser

pulse with the relativistic plasma aperture is key to the mode conversion process. An-

other aspect of this work that could be developed further is to vary the spatial structure

of the input laser pulse, therefore changing the shape of the aperture and likely driv-

ing different mode structures. This may enable an alternative means of tuning the

modes which are produced during the interaction (as opposed to tuning via the tar-

get thickness, as demonstrated in chapter 5). There are multiple ways in which the

spatial structure of the pulse could be varied. The first could be via the application
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of a deformable optic, which would enable for example, an elliptical focal spot to be

generated. The second method could be through the application of a spiral wave plate,

such that laser pulses with optical angular momentum could be generated. These laser

pulses may influence the shape of the aperture, as well as imparting angular momen-

tum to the accelerated electron bunches, which will again have interesting effects on

the generated modes.

8.2 Modelling the effects of the radiation reaction force

on the interaction of ultra-intense laser pulses with

thin foils

In chapter 6, the effects of RSIT and the RR force were investigated during the inter-

action of an ultra-intense (1023 Wcm−2) laser pulse with thin foil targets in the light

sail regime of RPA. This study was conducted by employing numerical simulations and

theoretical modelling. Previous studies in this regime had indicated that a significant

fraction of the laser energy is converted into high energy radiation, however none of

these studies had made the link between the properties of the emitted radiation and

the target dynamics. These previous studies also addressed the impact of target trans-

parency on the magnitude of the RR effects, but again had not demonstrated that these

effects manifest themselves in the properties of the emitted radiation. Thus, the results

presented in chapter 6 are the first to make explicit the link between the properties

of the emitted synchrotron-like radiation and the target dynamics within the light sail

regime.

Using numerical simulations, it was demonstrated that the magnitude of the RR

force in this regime is highly sensitive to the target thickness. These RR effects are

realised in the distribution of the emitted radiation, the energy partition, and the target

dynamics. It is therefore possible that control over these properties may be achieved at

upcoming laser facilities. In particular, the magnitude of the RR force was characterised

in terms of an average emission angle, which may be measured experimentally. For

target thicknesses in which the magnitude of the RR force was weak, it was found that

the radiation angular distribution was approximately isotropic, whereas for strong RR,

distinct lobes were present. The RR effects are weak for cases in which RSIT occurs

early in the laser-solid interaction, therefore the onset of RSIT can be diagnosed via
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the aforementioned changes in the properties of the photon angular distribution.

An analytical model was then developed which has enabled, for the first time, the

calculation of the target velocity in the light sail regime under the influence of the RR

force. In this model, the emission of synchrotron-like radiation was accounted for in the

absorption co-efficient, implying that the target no longer acts as a perfectly reflecting

relativistic mirror. The model enabled the target velocity and photon conversion effi-

ciency to be calculated, both of which were found to be in good agreement with the

simulation results.

8.2.1 Future work

Whilst this study was driven by numerical and theoretical modelling, the predictions of

chapter 6 will be testable at upcoming laser facilities. The most substantial development

to this work would then be to experimentally test key aspects of the developed model.

One key test would be to measure the angular distribution of the radiation emitted

from a range of target thicknesses. This measurement would be made by employing

the wrap-around stack detector or an array of scintillator detectors. It is predicted that

characteristic lobes in the radiation distribution will appear for targets in which the

RR force has a strong influence. In addition, the RR force is predicted to impact the

electron dynamics via changes in the electrostatic field within the target. The changes

in the radiation angular distribution could then be correlated with the electrostatic field

strength, for example, via measurements of the energy spectrum for electrons escaping

the target.

In addition, this work could be extended by developing the numerical simulations

further. It was commented in chapter 6 that the electron conversion efficiency remains

relatively constant, with and without RR, over the range of target thickness employed.

This is an interesting result, given that the magnitude of the RR force is known to vary

over the same target thickness range. It is predicted that this result arises due to the

fact that the energy radiated by electrons trapped at the laser-plasma interface, is in

equilibrium with the energy they gain from the laser. This same result was observed

in Ref. [60], but without explanation. Further investigations may employ circular or

elliptical polarisations (as opposed to the linear polarisation previously utilised), to

vary the degree of electron heating and to determine whether this saturation of the

electron conversion efficiency (with and without RR) occurs for other incident laser
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polarisation states.

8.3 Multi-stage scheme for non-linear Breit-Wheeler pair-

production utilising ultra-intense laser-solid interac-

tions

In chapter 7, a dual pulse interaction scheme was proposed to investigate non-linear

pair-production. Whilst this is not the first pair-production study to propose a dual

pulse interaction, it is the first, to our knowledge, which utilises an optimised γ-ray

beam to induce non-linear pair-production. The employed γ-ray beam was generated

via an ultra-intense (∼ 1023 Wcm−2) laser-solid interaction, and it was demonstrated in

chapter 7 that its properties are highly tunable. For example, the divergence half-angle

of the γ-ray beam was reduced via the application of an externally applied magnetic

field, whilst the average energy of the photons within the beam was boosted via the

relativistic Doppler effect.

The optimised γ-ray beam then interacted with dual laser pulses, which propagate

in the direction opposite, off-set from the central axis by a characteristic angle. It was

demonstrated that setting this angle equal to the divergence half-angle of the γ-ray

beam enhances the degree of spatial and temporal overlap, therefore enhancing the

number of positrons produced compared to a head-on interaction with the same total

energy. In addition, the polarisation state of the dual beams was varied, to determine

the optimum configuration in terms of the number and energy of the produced pairs.

Here it was demonstrated that two circularly polarised laser pulses, with the same

rotation direction, give rise to the best case dual pulse interaction.

The dual pulse interaction geometry was additionally compared with ‘conventional’

configurations, which are likely to be employed at upcoming laser facilities. It was

discovered that the dual pulse interaction geometry performs better, in terms of the

total number and energy of positrons produced, than a conventional scheme in which

two laser pulses (with the same total energy) irradiate a thick, solid target on both

sides. The key result obtained by employing the dual pulse interaction geometry is

that the resulting positron angular-energy distribution is highly anisotropic. Such a

source of positrons is useful for laboratory astrophysics experiments, since it can be

easily collided with ultra-intense laser pulses, or secondary particle beams. This could
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enable extreme astrophysical phenomena, such as shock propagation in pair-plasmas,

and the mechanisms by which cosmic rays are generated, to be explored for the first

time in the laboratory. Not only do the results of chapter 7 have practical applications,

but the key predictions (such as the positron energy-angle distribution) can be tested

experimentally, as will be described in the future work section.

8.3.1 Future work

As with the results of chapter 6, the most substantial way to develop the work presented

in chapter 7 would be to test the predictions at upcoming laser facilities. The first

obstacle in an experimental set-up to test these results would be the application of the

external magnetic field used to collimate the emitted radiation. Whilst the required

strength of 105 T is beyond the reach of conventional superconducting magnets, field

strengths of this order have been measured in ultra-intense laser-plasma interactions.

Therefore, a driver pulse could be used to generate the magnetic field, whilst a second

pulse drives the hole boring phase and generates the γ-ray beam. It is predicted that

the application of the magnetic field enhances the stochastic nature of photon emission,

a prediction which could be tested by measuring the electron and photon spectra in

subsequent experiments, with and without the driver pulse to generate the magnetic

field. By conducting such an experiment, the predictions of classical RR models (such

as those described in section 2.3.1) could finally be tested against experiment, as well as

the assumptions which drive QED-PIC simulations, such as the CCFA approximation.

If the numerical and experimental results are not in agreement, they may indicate

a means by which the approximations can be improved, and therefore enhance our

understanding of QED within the context of laser-plasma physics.

Another aspect of this work that could be tested is the efficiency of the dual pulse

interaction geometry, compared to a head-on interaction. Upcoming systems such as

ELI-NP will be designed with dual pulse configurations in mind. It will then be possible

to use one pulse to drive the generation of the γ-ray beam, whilst splitting the second to

produce high intensity, counter-propagating pulses. The yield of positrons can then be

compared to the head-on interaction, and the conventional set-up (without the initial

step of generating a γ-ray beam) to determine the validity of the results presented in

this chapter.

Finally, the predicted anisotropy of the positron energy-angle distribution could also
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be measured at upcoming laser facilities. The positrons are predicted to be generated

primarily off-axis, and so an appropriately positioned spectrometer could sample a

fraction of the positron distribution, perhaps at a variety of angles around the laser axis.

If each spectrometer is fitted with an array of pinholes, it will be possible to measure

some degree of the spatial and energy distribution, thus enabling the anisotropy in

the positron emission profile to be compared between the dual pulse and conventional

configurations.

8.4 Conclusions

In conclusion, this thesis presents a number of important results which will contribute

to the advancement of the field of laser-solid interactions. In chapter 5, the process

of RSIT was investigated at current laser intensities. This led to the discovery of

the plasma mode conversion effect, which enables high intensity, radially polarised

modes to be generated via the interaction of an intense laser pulse with a thin, dense

layer of plasma. This represents the first step towards tunable and dynamic control

over the light transmitted through thin foil targets, and has important implications

for aspects of electron and ion acceleration, and radiation production. At ultra-high

intensities, it is predicted that the mode conversion process will be influenced by RR,

in which case it may be possible to gain enhanced control over the temporal and spatial

properties of the modes. The process of RSIT was further investigated in the context

of ultra-intense laser-solid interactions in chapter 6. The magnitude of the RR force

was demonstrated to depend strongly on the target thickness, and therefore the degree

of transparency of the targets. The predictions of this chapter, such as the properties

of the emitted radiation, may be tested at upcoming laser facilities. In addition, these

results have implications for ion acceleration and energy partition within the context

of QED plasmas. Finally, non-linear pair-production was explored via a dual pulse

interaction geometry in chapter 7. The results of this study will contribute to the field

of laboratory astrophysics, by providing a means of enhancing the number and energy

of the produced positrons, and may also lead to the development of applications of

QED effects, such as high energy, compact γ-ray sources.
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Appendix

A.1 Relativistic electrodynamics

The covariant formulation of electrodynamics is used in chapter 2 to describe the equa-

tion of motion of a radiating electron. It is therefore useful to describe some of the

relevant quantities here for clarity. The covariant formulation ensures that the funda-

mental laws governing the motion of a charged particle remain the same in all reference

frames, i.e. the form of the equations are Lorentz invariant. It is important that the

overall structure of the equations remains the same, since observers in different refer-

ence frames will confuse the definitions of charge and current densities, and electric and

magnetic fields. More detail can be found, for example, in Refs. [86, 92, 101, 317].

In the covariant formulation, the position, velocity and acceleration of a charged

particle are defined by the following 4-vectors;

xµ = (ct, x, y, z) = (ct,x) (A.1)

uµ =
d

dτ
(ct,x) = γ(c,u) (A.2)

aµ =
d

dτ
(γc, γu) =

[(
v · a
c2

)
γ4, γ2a +

(
v · a
c2

)
γ4v

]
(A.3)

where τ = t/γ is the proper time, defined in the rest frame of the particle, and all

quantities in bold represent 3-vectors. The 4-gradient is defined as:

∂µ =
∂

∂xµ
=

(
1

c

∂

∂t
,∇
)

(A.4)

where the convention used for the metric tensor is ηµν = diag(1,-1,-1,-1), which is used
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to lower and raise indices. Electromagnetic fields can be defined in terms of the 4-

potential, Aµ = (φ/c,A), where the derivative of the 4-potential is the electromagnetic

tensor, Fµν :

Fµν = ∂µAν − ∂νAµ (A.5)

Fµν =


0 Ex/c Ey/c Ez/c

−Ex/c 0 −Bz By

−Ey/c Bz 0 −Bx

−Ez/c By Bx 0

 (A.6)

The motion of a charged particle in an electromagnetic field is described by the set

of Maxwell’s equations and the Lorentz force equation, which are expressed as follows

[101, 317]:

∂µF
µν = µ0j

ν (A.7)

∂µF̃
µν = 0 (A.8)

dpµ

dτ
= qFµνuν (A.9)

where pµ = muµ is the 4-momentum, and F̃µν = εµνγδFγδ is the electromagnetic dual

tensor, with εµνγδ the Levi-Civita tensor.

A.2 Transverse ElectroMagnetic (TEM) modes

The solutions of the wave equation which propagate in laser resonators are referred to

as Transverse ElectroMagnetic (TEM) modes. This refers to the fact that the electric

field only has components in the plane perpendicular to the laser propagation direc-

tion. Typically these modes are symmetric, due to the shape of the laser cavity, and

exhibit cylindrical or rectangular symmetry. Of particular interest in this thesis are the

Hermite-Gaussian modes. These arise as solutions to the paraxial equation in Carte-

sian co-ordinates. Assuming an electromagnetic wave propagating along the positive z
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direction, the electric field is written:

E(x, y, z) = E0
w0

w(z)
Hl

(√
2x

w(z)

)
Hm

(√
2y

w(z)

)
exp

(
−(x2 + y2)2

w2(z)

)
(A.10)

× exp

(
−ik(x2 + y2)2

2R(z)

)
exp(iψ(x))

In the above equation, E0 is the amplitude of the electric field and w0 is the size of

the mode waist at focus. The Hl,m terms refer to the Hermite polynomials, which

are functions of (
√

2y/w(z)) and (
√

2z/w(z)) and l,m are integers which characterise

the mode. The laser focal spot employed in typical high power laser systems is a

fundamental Gaussian mode, characterised by the indices l = m = 0. The remaining

parameters are written:

w(z) = w0

√
1 + (z/zR)2 beam waist (A.11)

zR = πw2
0/λL Rayleigh range (A.12)

R(z) = z

(
1 +

(
zR
z

)2)
Radius of curvature (A.13)

ψ(z) = (N + 1) arctan(x/xR) Guoy phase

where N = l + m in the expression for the Guoy phase. The Rayleigh range defined

above is a useful parameter in the context of laser-plasma interactions. At zR, the

width of the Gaussian beam is
√

2× larger than at focus, meaning this is the distance

at which the peak intensity is halved. This is useful for quantising the reduction in

laser intensity induced by misalignments in the focal position. It is also useful to note

that the curvature of the wavefronts of the laser pulse are zero at focus, meaning that

the radius of curvature is infinite.

The spatial intensity profile of the mode is obtained by multiplying Eqn. A.10 by

its complex conjugate. In Fig. A.1, the spatial intensity profiles for four TEM modes,

which are referred to in chapter 5, are plotted. These modes appear in chapter 5, as a

result of the interaction of an intense laser pulse with a relativistic plasma aperture.

A.3 Monte-Carlo parameter fitting

The results of the Monte-Carlo fitting algorithm, employed in chapter 4 to model the

response curves for the Stokes polarimeter, are explored here in more detail. The
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Figure A.1: Plot of the spatial intensity profile (normalised to the maximum value) for four
TEM modes which are referred to in this thesis. These are (a) the fundamental TEM00 mode,
(b) the TEM01 mode, (c) the TEM02 mode and (d) the TEM11 mode.

algorithm was run for 15,000 iterations, saving the values of the fitting parameters

which generate a good fit to the experimental data. This means that the residuals for

the fitted curves fall below a threshold value, determined from a known good fit. The

values of each of the fitting parameters are distributed according to an approximately

normal distribution, centered on the mean (or best fit value). These distributions are

plotted in Fig. A.2 below. For each parameter, the upper and lower limits enclose

99.7 % of the fitting values, indicating the value of the best fit parameter to the 3σ

confidence level. These upper and lower limits are used to determine the uncertainty

in the fitting of the response curves in chapter 5.
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Figure A.2: Distribution of the fitting parameter values obtained after 15,000 iterations of the
Monte-Carlo algorithm. The black line indicates the mean value, whilst the dashed red lines
indicate the upper and lower limits which enclose 99.7 % of the fitting values.
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