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Abstract 
 

The safety of life at sea is a top priority in maritime operations. Therefore, essential 

procedures and regulations are enforced to prevent loss of life. However, human error is one 

of the main contributors to accidents in safety-critical industries. For a human reliability 

assessment in the maritime domain, the main question is how we correctly understand the 

human factors in the maritime situation practically. 

This research study aims to develop practical frameworks, which are different optimal 

combinations of analysis methods corresponding to the different research scope, to evaluate 

human errors in maritime operations that can more cleverly be identified, quantified, and 

integrated into the probabilistic risk assessment. Thus, achieving the aim is expected to 

improve overall safety within the maritime domain. 

This research proposes four human reliability assessment frameworks corresponding to 

maritime systems' different complexities and interactions. Firstly, this study introduces the 

Bayesian CREAM framework, which is a method of determining the contextual mode for 

overall human error probability estimation. This method aims to determine the need for more 

specific HRA research and to support the quick analysis required by providing a simple and 

imminent calculation method. Second, the CREAM-based framework is developed to extend 

human errors to various human activities. This method minimises the expert’s subjectivity 

while achieving a quantified human failure probability with a systematic and logical approach. 

Third, the SPAR-H-based framework is proposed to integrate human errors into a probabilistic 

risk assessment framework. This framework offers a new approach to human reliability, 

assessed through a customised reliability block diagram analysis to provide a new risk model. 

Finally, for a complex modern socio-technical system, a hybrid method is proposed to assess 

system reliability by combining the System Theoretic Process Analysis (STPA) and the Success 

Likelihood Index Method (SLIM). The proposed frameworks were applied to emergency 

response operations, including emergency steering, engine room fires, man overboard, and 

emergency shutdown system for the LNG bunkering process. The various frameworks 

established for human reliability evaluation will contribute to the wider utilisation of human 

reliability assessment, ranging from simple and convenient analysis performed by ship's crew 
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to complex analysis performed by expert human reliability analysts. Eventually, this study will 

enhance maritime safety by analysing human errors, identifying further problems, and 

adopting safety measures. 
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1 Introduction 

1.1 Chapter overview  

This chapter briefly introduces the background reasoning for initiating and fulfilling this 

research work. 

1.2 General perspectives  

Despite decades of technological advancements and the emergence of advanced systems-

controlling capabilities, the accident rate has not decreased considerably, and new forms of 

accidents continue to occur. Human error is acknowledged as the primary cause of this 

problem. As a result, awareness of human error has evolved, and the solution appears to be 

changing individuals or positions within the system (Woods et al., 2017). On the other hand, 

people or work adjustments do not eliminate or diminish human error because human error 

is an unintentional phenomenon. This resulted in a new understanding that human error is 

more intimately tied to both systemic and personal problems (Dekker, 2017a). To reduce such 

human errors, it is required first to identify, quantify, and prioritise them. As a result, we 

started by calculating the probability of human errors to assess human reliability (Chauvin, 

2011). Swain and Guttmann (1983) defined human reliability as the probability of humans 

doing the needed tasks within a specified time range. Human Reliability Assessment involves 

applying qualitative and quantitative approaches to ascertain the human component of risk 

(Bell and Holroyd, 2009). 

Maritime accidents were viewed as a complex process (Abbaspour et al., 2020), with various 

components contributing to the accident's development. Human factors were also noted as 

significant in maritime accidents (Schröder-Hinrichs et al., 2013). Modern maritime systems 

are technologically advanced and incredibly reliable. However, because the maritime system 

is human-oriented, the rate of maritime fatalities continues to be high, manifesting itself in 

human fatalities (Rothblum, 2000). The maritime sector has had a significant number of 

disasters, and research indicates that most of these incidents are caused by human error 

(Chan et al., 2016). However, on the other hand, predicting human errors remains challenging 
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due to the complexities and interactions of the human mechanism in the system and the 

unknown function of each component. 

Furthermore, the advancement of new technologies in the maritime industry affects how the 

maritime industry responds to new challenges and opportunities. Numerous ships are being 

converted to automated control systems, either partially or entirely, employing cutting-edge 

technology. Human duties in cognitively intensive behaviours are becoming increasingly 

crucial in maritime, along with existing labour-intensive behaviours. As a result, human 

functions will become more difficult to define in safety management. Therefore, human 

reliability research must become a top priority for the maritime industry, and it cannot be 

delayed any longer and must begin soon. However, in light of the maritime industry's inherent 

safety-critical activities, this consideration of human reliability presents a significant challenge.  

So, how can we depict a human interaction system to demonstrate the system's human error 

mechanism, assuming that we can accurately identify and quantify the human error? In that 

case, we can focus safety measures on preventing and mitigating the consequences of human 

error to reduce the number of incidents and thereby boost overall maritime safety. 

1.3 Specific issues of human reliability assessment  

It is challenging to comprehend the human mechanism by which humans respond to a specific 

scenario in safety-critical operations. As a result, this study introduces the HRA approach to 

represent this mechanism as understandable and interpretable. This section summarises and 

describes five distinct HRA-related issues discussed in greater depth in Chapter 2. 

Firstly, Human Error Identification (HEI) is typically included in the Human Reliability 

Assessment (HRA), which assesses the system's influence on human error and error recovery 

(Kirwan, 1998). These HEI techniques range from the simple classification of errors to 

sophisticated software packages based on human performance models. However, 

anticipating human behaviour in complicated contexts is not an easy problem in and of itself, 

and human error identification 'technology' has much potential for improvement (Kirwan, 

1992). By bringing an autonomous or software-controlled system into the maritime sector, 

human involvement in cognitively demanding behaviours and current labour-intensive 

behaviours will become increasingly necessary. While new technology can contribute to 
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increased maritime safety, we should also consider human roles in complex systems such as 

autonomous software-intensive systems. This is because many human functions are difficult 

to define using traditional approaches such as a hierarchical task analysis, frequently utilised 

in present HRAs, in future complex systems. Although systematic techniques such as the 

System Theory Process Analysis (STPA) and the Functional Resonance Analysis (FRAM) have 

been developed better to understand the role of humans in complex systems, the HRA 

applications have not yet been systematised. As a result, assessing what enhancements have 

been made to the existing HRA to adapt it to the changed or added human function is required. 

Secondly, the nominal human error probability data would be the foundation of human 

reliability theory and practice. However, throughout the history of human reliability 

assessment, it has been exceedingly difficult to gather and provide meaningful and available 

data (Kirwan et al., 1990). Thus, analysts are limited in conducting human reliability 

assessment (HRA) due to a lack of raw figures on human errors. This condition may amplify 

risk analysis volatility and degrade the effectiveness of HRA outcomes (Liu and Li, 2014). As a 

result, when anticipating human error in a particular context, most HRA approaches, such as 

THERP, HEART, and SLIM, rely on expert judgement perspectives (Svenson, 1989). This may 

introduce ambiguity into the results when evaluating Performance Shaping Factors (PSFs) 

affecting human performance and failure. Additionally, efforts should be made to eliminate 

bias and gain consensus among experts. 

Thirdly, it has been stated that the HRA invested great effort in building sophisticated 

representations of human performance through an ever-expanding list of performance 

shaping factors (Boring, 2010) to develop a secure method that considers all possible 

performance shaping factors (Boring et al., 2007). However, determining the optimal number 

of PSFs employed, dependency, the relative significance of each PSF, and the ranking of 

individual PSFs are problems that must be resolved. Additionally, when applying this PSF 

perspective to the maritime industry, another issue is that the developed PSFs are based on 

the nature and environment of the nuclear and aviation sectors, not on human activities in 

the maritime sector. 
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The next problem is to incorporate human error into probabilistic risk assessment. The 

limitations of human error quantification have long been recognised as constraints when 

using probabilistic risk assessment (Cooper et al., 1996). The probabilistic risk of human error 

should not be determined solely by the failure probability of a single human error. Instead, it 

should consider recovery action and dependency, among other components. However, 

current task modelling representations lack the expressive strength necessary for a 

systematic and exact description of possible human errors (Fahssi et al., 2015). 

Finally, there are no obvious criteria for determining the appropriate HRA method to use 

given the study scope, complexity, and interaction of the system. As a result, there is a risk 

that excessive effort will be spent or insufficient findings will be acquired throughout the 

study. Furthermore, even when appropriate HRA methods are chosen, not all HRA methods 

provide a comprehensive framework for identifying, quantifying, and modelling human error, 

necessitating the development of a diverse range of frameworks depending on the degree of 

complexity and interaction of a given system. 

1.4 The layout of the research study  

This chapter has presented some background to the issue addressed in this thesis. Therefore, 

this research study will investigate the contribution of HFs to past maritime accidents, aiming 

to develop a resilience engineering approach to improve maritime safety. Figure 1. 1 provides 

the overall layout of this research study. Thus, the structure of this thesis can be summarised 

as follows: 

• Chapter 1 provides background information and discusses the requirements for 

designing this research. This chapter aims to clarify and emphasise the motivation for 

this research by addressing existing issues and problems in human reliability 

assessment. 

• Chapter 2 critically evaluates the prior research on human resource assessments. The 

existing literature in various industries is investigated to complete this 

thesis.  Additionally, this chapter discusses the theoretical foundations of several 

human reliability assessments and includes practical examples.  Finally, this chapter 

aims to highlight research gaps in the application of human reliability management to 

the maritime industry. 
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• Chapter 3 discusses the rationale for this research. Additionally, it describes the 

research questions that will be addressed, including the aim and objectives of this 

research. 

• Chapter 4 describes the research approach and methodology used in this study. 

• Chapter 5 details the process of selecting the most appropriate HRA technique for the 

case study. Fourteen criteria are established to compare HRA methods, and four 

independent evaluations are undertaken based on the TOPSIS method. Finally, the 

optimal combinations of HRA's techniques for assessing human reliability are selected 

for each case study described in Chapters 6–9. 

• Chapter 6 explains how to determine the human error mode by analysing the context 

in which human actions are performed. The Bayesian CREAM approach estimates the 

overall human error probability through human error mode determination. Finally, 

the chapter illustrates a case study for emergency steering operations. 

• Chapter 7 discusses a technique for analysing extended human errors. Individual 

human error probabilities are evaluated for human tasks required to complete 

emergency operations, including cognitive activity, using a hybrid Fuzzy and CREAM 

methods. A case study of a ship's engine room fire drill was demonstrated to illustrate 

the practical application. 

• Chapter 8 provides a SPAR-H-based framework to determine the probability of human 

error in a procedure where humans and machines interact. The system reliability 

diagram is used to recreate the derived human error probability for incorporation in 

the probabilistic risk assessment. The developed framework for analysing human 

reliability is used to conduct case studies on man overboard emergency training. 

• Chapter 9 describes the combined method of the STPA and the SLIM, which is a 

comprehensive framework. The framework employs the STPA method to identify 

human errors within complex systems, and the SLIM is used to quantify the identified 

human errors. The reliability block diagram is used to model the probability of human 

errors to undertake system reliability evaluation.  LNG bunkering's emergency shut-

down system is selected in the case study. 

• Chapter 10 summarises the study's major findings, discusses the study's limitations, 

and makes recommendations for further research. 
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• Chapter 11 presents the conclusions of this research study. 

The layout of this thesis is depicted in Figure 1. 1. 

 

Figure 1. 1 The layout of the research study 
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1.5 Main contributions and novelties of the research 

study  

Previous research has demonstrated that the human factors of ships operating in the 

maritime sector significantly contribute to accidents. However, it is not easy to ascertain the 

mechanisms by which human activities result in human error. The complexity of operations 

and systems on ships and offshore platforms varies, as does the degree of interaction 

between humans and humans, as well as humans and technology (hardware-software).  The 

majority of HRA techniques are geared toward quantifying human error. Each HRA method is 

created for a specific purpose, and the fact that many existing HRA methods do not 

completely cover the qualitative and quantitative stages should not be interpreted as a 

deficiency of those methods. However, it is critical to developing an optimum framework by 

combining appropriate techniques for each analysis phase to evaluate human and system 

reliability for various tasks. The human reliability assessment must also be completed using 

the HRA approach most relevant to the research scope. In this context, this study proposes 

four different frameworks to address various analysis capacities depending on the 

complexities and interactions of operations. Then, processes and systems in real-world 

maritime are analysed and depicted to demonstrate the suggested framework's feasibility. 

The criteria and evaluation process for determining the most suitable approach to human 

reliability is also provided. The established frameworks will likely boost human reliability 

assessment in the maritime domain, contributing to increased safety. The novelty of each 

framework is discussed in more detail below. 

• This research introduces a method of determining the contextual mode for overall 

human error probability estimation using the BN-CREAM method.  

➢ The BN-CREAM method aims to determine the need for further specific HRA 

research and to support the urgent analysis required by providing a simple and 

imminent calculation method. In addition, this method enables reflection of the 

specific features of the Maritime Operation to human performance through 

assessment of the scenario and procedures of emergency steering operation to 

evaluate the impact of particular characteristics of maritime operations on human 

performance and identify significant factors among them.  
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• This research study provides two CREAM-based frameworks to assess human errors 

through experts’ judgement. This method reduces the expert’s subjectivity while 

achieving a quantified human failure probability with a systematic and logical 

approach.  

➢ The novelty of this model is that this method utilises the Fuzzy membership to 

obtain quantified results but does not use the Fuzzy logic avoiding the loss of 

useful information by the ‘If-Then Rule’ of this Fuzzy logic. This is an innovative 

attempt to utilise the nature of the Fuzzy membership during the Common 

Performance Conditions (CPCs) weighting process and consider interdependence. 

In addition, this study provides a novel framework consisting of scenario 

assessment and onboard procedures verification, which intends to provide a 

framework for recognising the form in which we may evaluate practical human 

behaviour and quantify the human error. For illustration purposes, a case study on 

emergency response during an engine room fire drill was conducted. 

• This research study provides the SPAR-H based framework to assess human reliability 

with a scenario-oriented approach for the maritime emergency drill. 

➢ Notwithstanding that, only a few human reliability studies are particularly applied 

to shipboard emergency drills in the maritime industry. The new aspect of the 

proposed hybrid method is that it combines SPAR-H and Fuzzy sets with a custom 

task analysis technique.  In addition, this study developed a modified system 

reliability block diagram that enables the calculation of dependencies between 

system components and obtains entire system reliability from the error probability 

of each element. A case study on the men overboard onboard ships was carried 

out.  

• A novel hybrid method for assessing system reliability is developed by combining the 

System Theoretic Process Analysis (STPA) and the Success Likelihood Index Method 

(SLIM). 

➢ This study developed a new hybrid method combining the STPA and the SLIM to 

analyse human duties qualitatively and quantitatively for safety-critical complex 

operations. This systemic approach based on the STPA was created to assist in 

understanding human process models and capturing additional causal scenarios. 

The human process model with PSFs is unique as it proposes a new simplified 
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model of the human diagnosis process from a system perspective. The 

development process of accident scenarios is a newly proposed guideline that can 

be quickly applied to identify a rich set of scenarios related to human behaviour, 

including system information, human diagnosis processes, and performance 

shaping factors. The advantage of human task analysis by the STPA is that it 

provides a muti-dimensional analysis for each context of human responsibility, not 

a collective analysis according to the form of human action by general 

decomposition. Furthermore, a new human controller process model is developed, 

which provides more detailed information for accident scenarios and expands it to 

elements outside the system that affect human performance. The proposed 

framework provides a structure for both qualitative and quantitative risk 

assessment. 
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1.6 Research outputs  

The following publications resulted from this research study.  

1.6.1 Journal papers 

• Sung Il Ahn and Rafet Emek Kurt (2020). Application of a CREAM based framework to 

assess human reliability in emergency response to engine room fires on ships. Ocean 

Engineering, pp1-15. 

https://doi.org/10.1016/j.oceaneng.2020.108078 

• Sung Il Ahn, Rafet Emek Kurt and Emre Akyuz (2022). Application of a SPAR-H based 

framework to assess human reliability during emergency response drill for man 

overboard on ships. Ocean Engineering, pp1-14.  

https://doi.org/10.1016/j.oceaneng.2022.111089 

• Sung Il Ahn, Rafet Emek Kurt and Osman Turan (2022). The hybrid method combined 

STPA and SLIM to assess the reliability of the human interaction system to the 

Emergency shutdown system of LNG ship-to-ship bunkering. Ocean Engineering. 

(Under review) 

1.6.2 Conference papers 

• B. Navas de Maya, Sung Il Ahn and Rafet Emek Kurt (2019). Statistical analysis of MAIB 

database for the period 1990-2016. International Maritime Association of the 

Mediterranean (IMAM), Annual Congress, 2019, Varna.  

https://doi.org/10.1201/9780367810085-67 

  

https://www.sciencedirect.com/science/article/pii/S0029801822005029?via%3Dihub#!
https://www.sciencedirect.com/science/article/pii/S0029801822005029?via%3Dihub#!
https://doi.org/10.1016/j.oceaneng.2020.108078
https://www.sciencedirect.com/science/article/pii/S0029801822005029?via%3Dihub#!
https://www.sciencedirect.com/science/article/pii/S0029801822005029?via%3Dihub#!
https://www.sciencedirect.com/science/article/pii/S0029801822005029?via%3Dihub#!
https://doi.org/10.1016/j.oceaneng.2022.111089
https://www.sciencedirect.com/science/article/pii/S0029801822005029?via%3Dihub#!
https://www.sciencedirect.com/science/article/pii/S0029801822005029?via%3Dihub#!
https://doi.org/10.1201/9780367810085-67


30 
 

1.7 Chapter summary  

This chapter summarised the general reasons for pursuing this research study, including 

identifying a gap regarding how to approach the human element systemically in maritime 

accidents. It also summarised the layout of this thesis and provided a diagram in Figure 1. 1, 

which allows a smoothly reading flow. Chapter 2 provides a critical literature review. 

Moreover, Chapter 2 also identifies the research gaps that will be addressed within this 

research study.  



31 
 

2 Literature review 

2.1 Chapter overview 

A critical review of the existing literature is carried out in this chapter, which is geared toward 

covering the numerous areas of interest that the researcher selected to finish this thesis. 
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2.2 Human error and human factors  

Safety is a critical concern in the maritime industry. Still, it remains a difficult task to forecast 

and avoid accident occurrences since the reasons for failure are complex and include a variety 

of elements. Particularly concerning is that human factors in ship operation significantly 

contributed to the accident. Human error, for instance, has been identified as a primary 

contributing factor to maritime accidents, with estimates ranging from 65 to 90 per cent. 

(Kristiansen (2013); Ung (2015); Akyuz et al. (2018); Kurt et al. (2016b); Antão and Soares 

(2019)). On the other hand, human factors and errors are frequently used without explicit 

knowledge of what they mean (Khan, 2008). This section provides a quick overview of the 

significance of human error and the human factor. 

The human error refers to something that was "not intended by the actor; not desired by a 

set of rules or an external observer; or that led the task or system outside its acceptable limits" 

(Senders and Moray, 1991). Several classifications are used to categorise human errors in HRA 

research.  According to Rigby and Franks (1970), human error is defined as any member of a 

collection of human acts that exceeds a certain threshold of acceptability. As a result, an error 

is just an activity that occurs outside the system's tolerance range, where the system sets the 

bounds of tolerable performance. According to Swain and Guttmann (1983), a human error 

can be defined as "any individual action or member of a group of activities that exceeds some 

limit of acceptability". The Health and Safety Executive (Books, 2009) defines human factors 

as environmental, organisational and job elements as well as human and individual 

characteristics that influence behaviour at work in a way that can harm health and safety at 

work. The Swiss Cheese Model, first defined by Reason (1990), methodically explained the 

human aspects.  

As indicated in Figure 2. 1, human factors are categorised into organisational effects, 

supervisory factors, preconditions and unsafe acts. However, no causal categories for each 

measure were supplied to distinguish between active and latent failure. To do this, the HFACS 

created a more systematic way of classifying human factors, as seen in Figure 2. 2. 

Performance shaping factors (PSFs) are used to adjust the nominal human error probability 

based on the detailed categories of human factors. Furthermore, because conditions 
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influencing human performance have been analysed in terms of several context factors, the 

detailed types of human factors are also useful in predicting human errors (Lee et al., 2011b). 

  

Figure 2. 1 Swiss cheese model (Adopted from Park (2018)) 

 

 

Figure 2. 2 Human Factors Classification ( Adopted from Shappell and Wiegmann (2000)) 
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2.3 Human reliability assessment  

Human Reliability Assessment (HRA) is a comprehensive and systematic technique that 

employs qualitative or quantitative methodologies to evaluate human contributions to the 

reliability of a system. HRA also employs a variety of methods to assess how human 

performance can negatively impact a system, estimate the frequency of its occurrence, and 

determine its significance. HRA is based on the implicit assumption that "human error" is a 

meaningful concept that can be linked to individual behaviour (Hollnagel, 2005). HRA 

approaches are typically classified into two categories: those that use a database and those 

that use expert opinion. The approaches in the first category have a nominal human error 

probability database. Once these nominal error probabilities have been manipulated, the 

assessor can extrapolate the generic information to the individual case under consideration. 

This manipulation is often based on the assessor's context-related judgement (Kirwan, 1996). 

Due to the lack of human error data, most available HRA methodologies rely on expert 

judgement techniques (Musharraf et al., 2013). Additionally, human reliability is critical to the 

total system reliability perspective. This shows that individuals will likely execute as planned 

within a specific period of time and under specified environmental circumstances (Sgobba, 

2017). Various ways have been developed over the last half-century to achieve the present 

third generation HRA methods via first generation HRA methods (De Felice and Petrillo, 2018). 

The first HRA approach combined quantitative risk analysis with human behaviours and errors. 

The PSF is found once the tasks are broken down into discrete activities. However, when 

looking at the PSF, these methodologies overlook the cognitive element, errors of commission, 

context, and organisational issues. The Technique for Human Error Rate Prediction (THERP) 

and the Standardized Plant Analysis Risk Human Reliability Assessment (SPAR-H) are two first-

generation HRA methodologies examined in this study. In the second generation of human 

error techniques, the error of commission, context, and cognitive processes are all considered. 

It is more complicated since it focuses on the cognitive aspect of human reliability. In contrast, 

the previous generation HRA just looked at the behavioural aspect. There is more psychology 

involved in the second generation HRA, such as the CREAM and the ATHEANA. The HRA of the 

third generation is a hybrid method of the first and second generations. As a result, first 

generation approaches have been rebranded, for example, the revised Human Error 
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Assessment and Reduction Technique (HEART) has been called Nuclear Action Reliability 

Assessment as a third generation technique (NARA). 

2.4 The overall HRA process 

The overall process of HRA will be described in this section, as shown in Figure 2. 3, and the 

essential components will be briefly defined. Because various HRA techniques have distinct 

ways of completing the qualitative and quantitative parts of the research, section 2.5 explores 

more into the specific HRA methods procedure. 

 

Figure 2. 3 Overall HRA process 

2.4.1 Problem definition 

The term "problem definition" refers to the process of identifying the human tasks or 

responsibilities that will be evaluated (Kirwan, 1994). This might be stated as a system's 

definition or as the operational procedure to be assessed. This step is to establish the study's 
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scope. This procedure determines whether to address only operational failures or also 

maintenance, monitoring, and other activity failures. Additionally, it should be established at 

this point if the analysis will be quantitative, qualitative, or a combination of both. Thus, the 

problem definition is the initial phase in risk assessment in which policy objectives, scope, 

evaluation endpoints, and procedures are condensed into an officially defined strategy for 

problem analysis (Wolt et al., 2010).  

2.4.2 Task analysis  

Task analysis represents the understanding of factors influencing human performance and 

the information requirements of system designers (Annett and Stanton, 2000). Once the 

human aspect of the problem has been described, task analysis can be used to determine 

what human actions should occur in such situations and what equipment and other interfaces 

the operators should employ. However, a system is a complex collection of interconnected 

components that might contain humans and machines. In addition, these components 

interact to provide a purpose (Shepherd, 2003). Consequently, task analysis is required to 

examine how tasks are performed, including detailed descriptions of manual and mental 

activities, task and element durations, task frequency, task allocation, task complexity, 

environmental conditions, required clothing and equipment, and other unique elements 

associated with or required by one or more individuals (Ainsworth and Kirwan, 1992). In 

addition, this process may reveal key human aspects in tasks and the possibility of human 

error (Swain and Guttmann, 1983). Task analysis, also known as job decomposition, is a 

systematic method that identifies and decomposes each task into the steps and sub-steps that 

make up the human activities necessary to achieve a system's objective. (Annett, 2003).  

The most commonly used task analysis approach is hierarchical task analysis (HTA), which is 

particularly beneficial for assessing human reliability since it is simple to implement yet highly 

effective at resolving a wide variety of difficulties (Kirwan, 1994). The HTA requires the analyst 

to describe a task in terms of a hierarchy of operations and plans (Shepherd, 1985). The HTA 

has endured representing a system sub-goal hierarchy for extended analysis. The HTA has 

been utilised for various purposes, including interface design and evaluation, function 

assignment, task support design, error prediction, and workload evaluation (Stanton, 2006). 

One element of HTA that creates a simple method for task analysis is that it uses a single 

primary analysis representation(Diaper and Stanton, 2003). 
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2.4.3 Human error identification  

The human error refers to behaviours that can result in a degraded system state, either alone 

or in conjunction with other hardware or software failures or external events and should be 

considered during risk analysis. By examining the types of system failures humans contribute 

to, design principles that limit the occurrence and effect of errors can be established (Norman, 

1983). Following the completion of the task analysis, the identification of human error is the 

next phase. Human Error Identification (HEI) is a specialised area of human factors to predict 

the types of errors that may arise by analysing tasks and the characteristics of the technology 

(Stanton and Baber, 1996).  The development of appropriate preventative and/or mitigation 

methods may be made possible by identifying the errors that frequently lead to incidents and 

accidents (Baysari et al., 2009). Thus, the analyst evaluates what may go wrong and the root 

cause of the failure at this step (Kirwan, 1994). Identifying errors begins with establishing the 

scope of the analysis (Kirwan, 1998). The analysis's objective in this phase is to identify which 

operator will intervene, for example, whether to include just emergency events, misdiagnosis, 

maintenance faults, or rule violation errors. Depending on the analysis technique employed, 

human errors can be categorised in a variety of ways. Commission errors, missing errors, 

timing problems, and period errors are examples of human error modes. In addition, the 

causal factors of these human errors vary, such as various controller errors related to 

recognition, memory, decision-making, communication, and team resource management 

(Shorrock and Kirwan, 2002). The conventional strategy for identifying human errors is 

decomposing systems or goals until human behaviour is understood. The primary purpose of 

applied human reliability analysis is to quantify human error, with minimal focus placed on 

preventing human error. Although decomposition is an effective and easy tool for identifying 

human errors, it has some disadvantages. To begin with, developing safety measures for 

human errors is difficult since the literature does not give adequate data on the causes of 

human errors. Second, it is difficult to accurately depict two distinct facets of humans: those 

who produce errors and those who experience recovery failures. Finally, no relationship 

between human error and other software, hardware, or environmental events is modelled. 

Chapter 9, research on system reliability, including human error, in a Complex System, will 

cover this subject in depth. 
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2.4.4 Human error modelling/representation  

Human error representations are often referred to as "modelling" because they facilitate the 

nonverbal delivery of data, relationships, and conclusions. Human error modelling aims to 

calculate a system's total risk level by combining the probability of all failures and the 

combination of failures (hardware, software, humans, and the environment). For example, 

the ability to predict the likelihood of human error allows system designers to modify system 

designs to achieve higher quality results and information about required skill levels, training 

programs, task design, task assignment, and work organisation (Elmaraghy et al., 2008). In 

addition, Fahssi et al. (2015)  argue that systematic capturing of human errors within a 

working model helps design and evaluate error-tolerant interactive systems. The modelling 

of human errors is achieved by representing human errors with defects or other errors in the 

event tree naming logic trees (Kirwan, 1994).  A typical example is Fault Tree Analysis (FTA), 

a top-down logical approach to fault analysis. Unwanted situations in the system are analysed 

using Boolean logic to combine a series of sub-level occurrences (Lacey, 2011). In human 

reliability analysis, the fault tree describes the set of human errors and their impact on system 

goals. 

Meanwhile, event tree analysis (ETA) is an established risk analysis technique for assessing 

the likelihood of accidents in a probabilistic context(Ferdous et al., 2009). Event trees are 

usually binary logical trees that evolve from initial events to a possible result or logical set of 

results from the system, but exceptions exist. Nevertheless, the main goal of human error 

modelling is to discover how the probability of failure or success in one task relates to the 

likelihood of failure or success in another (Swain and Guttmann, 1983). Various industries 

have researched such human error representation. For example, Gosling et al. (1998) studied 

the aviation industry to improve the description of human errors to identify the form of 

aviation accidents and develop preventive methods for human errors that cause accidents. 

On the other hand, in the maritime industry, Akyuz and Celik (2014) applied modelling of 

human errors to various maritime disaster cases to analyse human factors' involvement in the 

event process. In Chapter 8, this study suggests and explores a unique approach based on a 

system reliability block diagram for human error representation. 



39 
 

2.4.5 Human error quantification 

Human error quantification is a phase in which the probability of human error is quantified, 

and subsequently, the overall influence on system safety or dependability is determined. The 

human error probability (HEP) is defined as follows. 

 HEP =  
The number of times an error has occurred

The number of opportunities for error to occur
             (2-1) 

There may be two ways to determine the probability of human error: an approach based on 

data and an approach based on expert judgement. Alternately, these methods can be 

separated into task-based and context-based categories (Zhiqiang et al., 2009). However, due 

to the scarcity of human error data, most HRA research primarily relies on expert opinion 

(Dekker, 2017b). Expert judgement estimates human errors by converting the evaluation of 

variables influencing human performance, known as Performance Shaping Factors (PSFs), into 

numerical multipliers (Boring et al., 2007). As seen in Figure 2. 4, once the nominal human 

error value is calculated, it is calibrated to account for the positive or negative impacts of PSFs. 

Since the method for estimating human errors varies according to the HRA used, specifics will 

be presented in Section 2.5. 

 

Figure 2. 4 Function of Human error probability based on PSF (Gertman et al., 2005) 
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2.4.6 Impact assessment 

When the probability of human error (HEP) is assigned to various events of a failure or event 

tree (or both), these trees are quantitatively evaluated (Kirwan, 1994). Here, it is possible to 

investigate and analyse the frequency and uncertainty distribution of undesirable outcomes 

and/or risks (Cacciabue, 2004). This step allows for the determination of the system's overall 

risk level. Then it may be evaluated whether the system presents an acceptable degree of risk. 

For example, suppose human error substantially contributes to the system's risk level, and 

the amount of systematic risk is determined to be excessive. In that case, the appropriate 

errors will be targeted for error reduction. 

2.4.7 Error reduction analysis 

The human error reduction phase is a procedure for boosting the overall system's safety and 

reliability by strengthening the safety layers for discovering human errors. Redundancy is a 

general approach for enhancing system reliability  (Senders and Moray, 2020). The human 

error reduction strategy is judged differently depending on whether HRA is conducted 

quantitatively or qualitatively. For instance, the qualitative analysis might fundamentally 

obstruct the indicated error route, logically preventing errors. By contrast, quantitative 

analysis may be used to adopt safety measures and then re-quantify them to evaluate if they 

should be tolerated. However, determining the amount to which the error reduction 

technique should be accepted while undertaking qualitative analysis is problematic. For 

example, while taking safety precautions for all recognised faults would be desirable, this may 

not always be achievable. The assessors' particular needs determine the error reduction 

tactics. Even if the qualitative review of human error is necessary, quantitative assessment 

should be considered to identify the nature of the error, at least in part, when an overall risk 

assessment of the system is required (Embrey, 2004).  
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2.5 Review of certain HRA techniques 

The preceding section briefly outlined the general process of HRA. This section goes into 

further depth about each HRA approach. 

2.5.1 THERP 

The Technique for Human Error Rate Prediction (THERP) technique, developed in the Sandia 

Laboratories for the US Nuclear Regulatory Commission, is a well-known tool based on the 

event-tree approach for evaluating the probability of a human error in a manner comparable 

to an engineering risk assessment (Swain, 1964, Swain and Guttmann, 1983). This technique 

also takes into consideration performance shaping factors (PSFs), which are factors that may 

have an impact on this probability. This approach uses a database of error probabilities 

updated by PSF and other parameters (Kirwan, 1996). The database created by Swain and 

Guttmann using simulators and accident reports is available online. THERP is an iterative 

technique that consists of the four phases outlined in the following section. Although not 

necessarily in the same order, this is done repetitively until the system deterioration caused 

by human error has been reduced to all tolerable levels (Swain, 1964). As a technical 

component, the human is deemed as such, and the generated tree depicts the phases 

involved in a task in the sequence in which they should be performed (Castiglia et al., 2015). 

THERP is a comprehensive methodology that deals with task analysis, error identification and 

representation, as well as the estimation of human error probability (HEP). This subsection 

primarily discusses a strategy for quantifying human error and briefly explores the 

dependency model that is used in conjunction with a human-reliability-analysis event tree 

(HRAET). The outline of a THERP procedure is illustrated in Figure 2. 5. 
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Figure 2. 5 Outline of the THERP procedure for the HRA(Swain, 1983) 

The following are the three distinct aspects employed in the Human Reliability assessment in 

THERP. 

1) A human-reliability-analysis event tree (HRAET) 

A graphic task analysis method called the HRA event tree is presented to diagramming correct 

and incorrect human actions, as shown in Figure 2. 6. 
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Figure 2. 6 Human Reliability Analysis Event Tree( Adopted from Swain (1964)) 

 

2) Dependency 

There is a spectrum of possible levels of dependency between complete dependence and zero 

dependence. A dependence model of THERP in which the infinite possible levels of 

dependence are represented by the following five levels: zero dependence (ZD), low 

dependence (LD), moderate dependence (MD), high dependence (HD), and complete 

dependence (CD).  The conditional probability for” Task N”, given the success or failure 

probability of the previous “Task N-1”, is the n value calculated by equations in Table 2. 1. 

Table 2. 1 Conditional probability of success and failure on Task N (Swain, 1964) 

Level of Dependence Success Equations Failure Equations 

ZD P[SN I SN-1 I ZD] = n P[FN I FN-1 I ZD] = n 

LD P[SN I SN-1 I LD] = 
1+19𝑛

20
 P[FN I FN-1 I LD] = 

1+19𝑛

20
 

MD P[SN I SN-1 I MD] = 
1+ 6𝑛

7
 P[FN I FN-1 I MD] = 

1+ 6𝑛

7
 

HD P[SN I SN-1 I HD] = 
1+ 𝑛

2
 P[FN I FN-1 I HD] = 

1+ 𝑛

2
 

CD P[SN I SN-1 I CD] = 1 P[FN I FN-1 I CD] = 1 
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3) Recovery factors 

THERP is the technique that emphasises unique error expression and error recovery through 

the Human Reliability Analysis Event Tree (HRAET). Despite the THERP's advantages and 

characteristics, the approach is overly thorough and time-consuming due to the amount of 

work required to create HEP values using THERP analysis. Furthermore, it gives the operator 

a limited nominal failure probability in nuclear control rooms. To apply this method to the 

new systems, it is subsequently necessary to collect the human behaviour data required for 

human reliability studies (Swain, 1964, Kirwan, 1994). The THERP is utilised as a database of 

human errors in maritime research ((Zhang et al., 2020b, Zhang et al., 2020a, Martins and 

Maturana, 2010), despite limited PSFs and human activities pose barriers to implementation 

in a broader field.  

2.5.2 CREAM 

The Cognitive reliability and error analysis method (CREAM) was first proposed by Hollnagel 

(1998), which was initially developed for nuclear power plant applications (He et al. (2008); 

Lee et al. (2011a); Tang et al. (2014)). This method was adopted by the National Aeronautics 

and Space Administration (NASA) in the early 1990s to predict human error (Calhoun et al., 

2014). The CREAM is a commonly used HRA method and has a convenient structure to 

integrate other techniques for improvement. For human error quantification, experts are 

recruited and asked to assess the context, referred to as common performance conditions 

(CPCs). Human performance cannot be predicted in the absence of context. So it is fair to 

examine a technique in which the "error probability" may be estimated directly from the 

features of components that influence human performance since the context may serve as 

an "error forcing condition" that causes the failure to occur (Fujita and Hollnagel, 2004). 

Afterwards, there are two distinct CREAM ways to choose. The CREAM extended technique 

tries to generate particular action failure probabilities. In contrast, the basic method does not 

consider individual human actions when estimating the action failure probability. Instead, it 

relies solely on a context evaluation to make the human error mode prediction. A more in-

depth investigation of the screening process using the human error probability acquired 

through the CREAM basic method or examining specific event sequences may be 
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accomplished by employing the CREAM extended approach (Ahn and Kurt, 2020). The CREAM 

has two characteristics called CPCs and COCOM, as below. 

1) Common Performance Conditions (CPC) 

As shown below, the original CREAM divides the effect of human reliability into nine 

components, which are referred to as CPCs (Common Performance Conditions).  

(i) Adequacy of organisation, 

(ii) Working conditions,  

(iii) Adequacy of a man-machine interface (MMI) and operational support, 

(iv) Availability of procedures and plans,  

(v) Number of simultaneous goals, 

(vi) Available time,  

(vii) Time of day,  

(viii) Adequacy of training and experience, and  

(viii) Crew collaboration quality.  

Three distinct CPC levels correlate to three different impacts on human behaviour reliability: 

negative (reduce reliability), neutral (neutral), and positive (raise reliability) (Hollnagel, 1998).  

2)Contextual Control Mode (COCOM)  

According to the status of human cognition and action, there are four typical control modes 

that the CPCs identify, namely "Scrambled," "Opportunistic," "Tactical," and "Strategic." The 

CPCs determine these four control modes based on the type of human cognition and 

activity. Furthermore, as indicated in Table 2. 2, the control modes are linked to distinct 

failure probability ranges representing human action failure probabilities (Hollnagel, 1998). 

As a result, the control modes may be used to characterise the performance of a team or 

group of individuals in the same way that they can characterise the performance of an 

individual. The subsequent phases of CREAM are described in depth in Chapters 6 and 7, 

with case studies to illustrate each step. 
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Table 2. 2 Control mode and action failure probability (Hollnagel, 1998) 

Control mode Action failure probability 

Strategic 0.5E-5< p < 1.0E-2 

Tactical 1.0E-3< p < 1.0E-1 

Opportunistic 1.0E-2< p < 0.5E-0 

Scrambled 1.0E-1< p < 1.0E-0 

 

2.5.3 SPAR-H 

The Standardised Plant Analysis Risk Human Reliability Analysis (SPAR-H) method was 

developed to estimate the human error probabilities associated with operator and crew 

actions and decisions in response to initiating events at commercial U.S. nuclear power plants 

by Blackman et al. (2008). The SPAR-H technique simplifies the computation of HEP rates by 

beginning with predefined nominal error rates for cognitive versus action-oriented tasks and 

multiplying those nominal error rates with performance shaping factors (Blackman et al., 

2008). The SPAR-H categorises Human Failure Events (HFE) as either Diagnosis tasks, Action 

tasks, or a combination of Diagnosis and Action activities (Whaley et al., 2011). Once HFEs are 

categorised, analysts identify factors that affect human performance positively and negatively 

to support qualitative evaluation. This process can be supported by reviewing SPAR-H 

performance shaping factors. These factors include eight PSFs: time available, stressors, 

experience and training, complexity, ergonomics including human-mechanical interfaces, 

procedures, fitness for duty, and work processes. When the PSFs level is specified, the final 

HEP is the product of the nominal HEP and the composite multipliers of PSF, with the following 

equations: 

HEP = Diagnosis Error + Execution Error                                                                                      (2-2) 

Diagnosis Error = Nominal Diagnosis Error x Composite Multipliers of PSFs                        (2-3) 

Execution Error = Nominal Execution Error x Composite Multipliers of PSFs                       (2-4) 

When there are more than three negative PSFs, human error probability needs to be 

adjusted using equation (2-5). 
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Adjusted HEP = 
0.01∗∏ 𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑒𝑟𝑠 𝑜𝑓 𝑃𝑆𝐹𝑠

0.01∗(∏𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑒𝑟𝑠 𝑜𝑓  𝑃𝑆𝐹𝑠−1)+1
     +      

0.001∗∏ 𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑒𝑟𝑠 𝑜𝑓 𝑃𝑆𝐹𝑠

0.001∗(∏𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑒𝑟𝑠 𝑜𝑓  𝑃𝑆𝐹𝑠−1)+1
          (2-5) 

However, one of the method's drawbacks is the SPAR-H designed for the nuclear industry. As 

a result, it may not be fully applicable to all maritime operations. As a result, further study is 

required to design and validate customised PSFs for the maritime industry's more diversified 

working circumstances. 

2.5.4 SLIM 

The Success Likelihood Index Method (SLIM) is a technique used in the HRA field to evaluate 

the probability of a human error throughout the completion of a specific task. SLIM provides 

a set of models for the factors that influence human error during commonly occurring 

activities, including alarm response, actions, checking, information retrieval, and 

communication. The SLIM is a decision-analytic approach to quantifying PSFs using expert 

judgement, and factors related to an individual, environment, or task are likely to positively 

or negatively impact human performance. These factors are used to derive a Success 

Likelihood Index (SLI), a form of preference index corrected for existing data to derive a final 

Human Error Probability (HEP). The PSFs that must vitally be considered are chosen by experts 

and are those factors that are regarded as most significant concerning the context in question. 

Performance Shaping Factors (PSF), which have a significant impact on human performance, 

can be quantified in SLIM and converted to a preference index form (Akyuz, 2016), allowing 

for the quantification of external factors affecting human performance that are quantitatively 

reflected in the form of human error probability. The SLIM and SLIM-MAUD are particularly 

beneficial for discovering which condition of PSFs minimises the HEP most efficiently. The 

SLIM consists of six steps: 1) task analysis and scenario development; 2) derivation of the PSF; 

3) rating of the PSF; 4) weighting of the PSF; 5) computation of the SLI; and 6) conversion of 

the SLI to HEP.  

1) Task analysis and scenario definition 

In this phase, task analysis aims to simply subdivide functions into tasks, tasks into subtasks, 

and subtasks into human behaviours. A task analysis explains the processes involved in an 

activity, offering a technique for organising the data gathered about the task methodically 

(Bye et al., 2017). Whereas the scenario establishes the scope and limitations of the analysis 

and serves as the foundational material for later qualitative and quantitative studies (Bye et 
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al., 2017). Through the process, this stage is concerned with describing the context in which 

specific activities are performed. The primary goal of scenario development is to provide a 

complete description of the event sequence to identify potential human errors better and 

explain the operational context. 

2) PSF derivation 

This step aims to identify the PSFs that have the most influence on the tasks rather than to 

elicit all conceivable influencing variables. A panel of experts is tasked with identifying a set 

of PSFs that are appropriate for the task at hand within the context of the more extensive 

system, and then selecting some of the most significant PSFs in light of the scenario's 

conditions. 

3) PSF rating 

This is a stage in which the level of each PSF is determined. Experts assigned values between 

1 and 9 on a linear scale to the identified endpoints of each PSF. Based on their judgment, the 

expert is needed to offer a rating to each task between the two endpoints that appropriately 

reflects the conditions present during the task in question. It is preferable to analyse each 

aspect so that the judgments made are not influenced by other elements that might sway 

opinion. 

4) PSF weighting 

This phase is used to determine the relative significance of each PSF, i.e., the amount of 

influence each PSF has on the success of a task because not all PSFs have the same effect on 

human performance. When experts perform this function and their opinions are altered, the 

weighting of each PSF's influence on task success may be inferred. This stage should be 

completed iteratively to improve the accuracy of the outcome. 

 5) SLI calculation 

After the rating (Ri) and relative importance (Wi) of PSF are determined, the Success likelihood 

Index (SLI) for each task is derived by the equation given below. 

 𝑆𝐿𝐼 = ∑ Ri x Wi 9
𝑖=1                                                       (2-6) 

 6) Conversion of SLI into HEP 
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The SLI value is converted into the HEP value as below.  

Log of Probability of Success = a*SLI + b                    (2-7) 

where a and b are constant (Embrey et al., 1984).  

The SLIM is a highly practical and straightforward approach for calculating human error in 

situations when obtaining human error data is challenging (Park and in Lee, 2008). While the 

SLIM can generate data on human error, the numbers at both ends must eventually be 

derived from past human data. Due to these limits, the HRA data scarcity issue cannot be 

resolved entirely. Additionally, even after implementing the SLIM, the issue of expert 

dependency persists. Chapter 9 will get into further detail on the SLIM. 

2.5.5 HEART 

The Human Error Assessment and Reduction Technique (HEART) is an HRA technique 

developed to identify the contribution to human performance and the likelihood of error in a 

systematic and repeatable way (Bell and Williams, 2016). This method is based on the general 

principle that every task has a nominal failure probability. Various levels of Error Producing 

Conditions (EPCs) influence each of these tasks, affecting human performance in systems 

operations. The method provides users with human reliability data that can be modified to 

be specific to their risks. The HEART is a relatively quick and straightforward method that is 

applicable to any industry where human reliability is essential. The steps of obtaining human 

error based on the HEART method can be summarised as follows. 

 

Step. 1 Determine HEART general task type 

Tasks are classified into eight categories based on the general HEART task type known as the 

GTT. Each task type assigns a nominal probability of human error to a particular type of human 

action. 

Step. 2 EPCs selection 

When a specific type of HEART task is set up, elements called the EPCs must be found. Error 

Producing Conditions (EPCs) are variables that are linked to situations or tasks that could have 

an impact on performance. Then, multipliers are calculated by examining the number of Error 
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Producing Conditions (EPCs) present in the circumstance. HEART includes a multiplier for the 

thirty-eight (38) kinds of EPCs. 

Step 3 Assess the proportion of EPC’s effect 

This step is to determine how much the selected EPC affects GTT. This step is similar to 

evaluating the context. This process estimates the assessed proportion of effect, and the 

assessed impact per EPC is computed below. 

Assessed impact (𝐴𝐼𝑖) = ((𝑀𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑒𝑟𝑖 −1) x 𝐴𝑠𝑠𝑒𝑠𝑠𝑒𝑑 𝑝𝑟𝑜𝑝𝑜𝑟𝑡𝑖𝑜𝑛 𝑜𝑓 𝑒𝑓𝑓𝑒𝑐𝑡𝑖) +1         (2-8) 

  

Then, based on HEART, human error probabilities for each task can be calculated as below.  

HEP = Nominal human failure probability × 𝐴𝐼1 x 𝐴𝐼2…𝐴𝐼𝑖                                                      (2-9) 

 

The HEART is not a limited method to the nuclear field despite the occasional opposition, even 

though it came from the nuclear industry. However, there are still limitations to applying the 

HEART to new technologies system, although it is a very well-structured method. For example, 

with a limited number of GTT data; only eight types of nominal human error probability, EPC 

does not reflect the present technology context. Thus, it is necessary to continue collecting 

data using various methods. For instance, more accident data should be collected and 

efficiently shared using a unified dataset platform. In addition, state-of-the-art technologies 

such as simulators should be used to verify the magnitude of the impact of new types of 

factors on human performance. Nonetheless, there is little doubt that HEART is one of the 

most comprehensive and well-established methodologies of human reliability assessment 

now available.  
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2.6 Systematic approaches for human reliability  

Modern process systems are confronted with new safety issues due to new technologies. 

Maritime operating systems have grown increasingly software-intensive, consisting of not just 

hardware components but also logic control devices, software, and a rising number of sensors 

(Sultana et al., 2019). The increasing speed of technology advancement and the evolution of 

more complicated connections between people and automation are eroding the capabilities 

of current accident models and safety engineering technologies, necessitating the 

development of novel alternatives (Leveson, 2004). It is difficult to evaluate the reliability of 

complex systems, that is, systems in which humans, machines, and software interact, just by 

observing human errors or equipment failures. Therefore, a comprehensive analytic 

technique is necessary for complex systems (Kirwan, 1994). In this context, the Functional 

Resonance Analysis Method (FRAM) by Hollnagel (2017a) and System Theoretic Process 

Analysis (STPA) by Leveson and Thomas (2018)  present novel methodologies relevant to 

these socio-technical and complex systems. 

2.6.1 FRAM 

The Functional Resonance Analysis Method (FRAM) is a Resilience Engineering technique that 

begins by describing a system's typical functions and looks for ways to improve the system's 

capacity to adapt, monitor, learn, and predict (Hollnagel, 2017a). The objective of resilience 

engineering is to guarantee that an organisation can function efficiently under normal 

operating conditions and to ensure that routine work is completed correctly (Hollnagel, 

2017b). As a result, the FRAM attempted to explain the system in terms of work-as-done 

rather than anticipated. A functional model can be described in six distinct ways, as seen in 

Figure 2. 7 and an example of the FRAM model for firefighting on a ship as illustrated in Figure 

2. 8. The FRAM was also used in the following research relating to maritime safety. Praetorius 

(2014) utilised the FRAM to comprehend how variability in its functional units affects the VTS 

service's overall system performance. Badokhon (2018) proposed a model for incorporating 

resilience engineering principles with ship management systems in his PhD thesis to improve 

the navigational bridge. Lee and Chung (2018) attempted to quantify the influence of 

variability in human-system interactions using the FRAM for maritime incidents. Salihoglu and 

Beşikçi (2021) applied the FRAM for qualitative risk analysis to the Prestige oil spill accident. 
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Using the FRAM technique, Lee et al. (2020) investigated human collaboration in maritime 

operations. Qiao et al. (2022) integrated FRAM and a BN to conduct a resilience evaluation of 

maritime liquid cargo emergency response. However, it does not address how to apply the 

results of FRAM analysis in practice or how to replace the existing risk assessment framework 

quantitatively. Because the FRAM approach emphasises variability of performance rather 

than probability due to the uncertainty surrounding the human and organisational 

contribution to system failure. In this regard, Praetorius et al. (2017) applied FRAM to Formal 

Safety Assessment (FSA), a risk assessment methodology that is widely employed in the 

modern maritime sector. The findings show that FRAM may be considered as a complement 

to traditional risk assessment approaches such as FTAs, but probably not as a standalone 

method suitable for the FSA. As a result, a more precise framework for measuring human and 

overall system reliability should be established to replace present methodologies. 

 

Figure 2. 7 Functional model in FRAM approach(Hollnagel, 2017a) 
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Figure 2. 8 Example of instantiation of the FRAM model for fire-fighting on ship 

2.6.2 STAMP 

The System-Theoretic Accident Model and Processes (STAMP) is the name of a novel model 

of accident causation based on systems theory; safety is viewed as a dynamic control 

challenge rather than a failure avoidance problem. Nonetheless, the STAMP is not an analytic 

technique but the theoretical basis for analysis (Leveson and Thomas, 2018). Today, the two 

STAMP-based techniques that are most extensively used are System Theoretic Process 

Analysis (STPA) and Causal Analysis based on Systems Theory (CAST). The STPA is a proactive 
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analytic technique that identifies probable accident causes during development to minimise 

or mitigate risks. The CAST is a way of conducting retrospective accident analyses to 

determine the underlying causative elements. The STPA assumes that accidents can also be 

caused by hazardous interactions between system components, none of which may have 

failed in addition to component failures. The STAMP-based methods have been applied to 

maritime research, including an autonomous ship and a variety of activities to identify hazards 

and safety requirements and examine the causes of an accident. For example,  Chaal et al. 

(2020) developed a framework for simulating an autonomous ship's STPA hierarchical control 

system. Dghaym et al. (2021) used STPA to establish safety and security needs for an 

autonomous maritime system. Furthermore, Rokseth et al. (2017) examined the viability of 

employing a systematic approach to dynamically positioned systems, while Gil et al. (2019) 

assessed control actions for ship collision avoidance using an STPA-based model. 

Even though the STPA finds additional hazards that conventional risk analysis methods have 

missed and accurately represents the impacts of human and organisational elements, it 

requires supplementation to fully utilise the STPA approach to risk identification, 

quantification, and reduction. This is not only a problem of quantification of error. As 

previously stated, humans play a critical role in safety-related systems such as maritime 

operations. The STPA evaluates humans from a controller perspective. On the other hand, 

human decision-making processes and behaviour are far more complicated than the process 

model of the software controller, and human performance is predominantly influenced by a 

factor called Performance Shaping Factors (PSF). Thus, while assessing the total reliability of 

the maritime system, an integrated approach should be used, including human reliability 

assessment (HRA). The case study for the integrated model will be presented in Chapter 9. 

2.7 Past HRA studies in the maritime  

Over the decades, significant effort has been made to understand the mechanism of human 

error and to prevent maritime accidents caused by humans by utilising various human 

reliability assessment (HRA) techniques, such as Success Likelihood Index Method (SLIM), 

Human Error Assessment and Reduction Technique (HEART), Technique of Human Error Rate 

Prediction (THERP), Human Factors Analysis and Classification System (HFACS) and Cognitive 

reliability and error analysis method (CREAM). By examining and analysing past data, 



55 
 

investigators can methodically identify active and latent flaws that result in an accident 

(Kirwan and Ainsworth, 1992). However, accurate historical data collection is challenging 

since human and organisational factors influencing accident development and emergency 

response are not reported frequently (Schröder-Hinrichs et al., 2011). As a result, Human 

Reliability Assessments (HRAs) are a source of concern for safety engineers and risk 

assessment analysts due to fundamental limitations such as insufficient data, methodological 

limitations due to analyst subjectivity and expert judgement, and restrictions due to 

uncertainty about actual human behaviour under accident conditions (Konstandinidou et al., 

2006). Meanwhile, HRAs are composed of three critical components: identification, 

quantification, and reduction of human error (Kirwan, 1994). Therefore, different studies 

have been conducted to address the research gap between the various elements of HRAs. 

The following paragraph summarises previous maritime studies performed using the HRA 

method. 

The Human Factors Analysis and Classification System (HFACS) was developed by Shappell 

and Wiegmann (2000) and provides a powerful tool for assisting in the investigative process 

for accident records and focusing on training and preventative efforts. The HFACS describes 

human error at the same level as Reason's Swiss Cheese Model (Reason, 1990) at four levels 

of failure: organisational influences, unsafe supervision, a precondition for unsafe acts, and 

unsafe acts. In this approach, human error is not regarded as the cause of accidents but rather 

a symptom of an organisational problem. It is taxonomic to facilitate an understanding of 

human behaviour. Several academics suggested combining the HFACS with a Fuzzy Analytical 

Hierarchy Process (FAHP) or Fault Tree Analysis (FTA) to get quantifiable results. For example, 

Celik and Cebi (2009) developed an analytical HFACS based on the FAHP idea to determine 

the influence of human error in bulk carrier boiler explosions. This study aims to establish an 

analytical foundation and collective decision-making capability to conduct a quantitative 

analysis of maritime accidents. Akyuz and Celik (2014) used a hybrid model of HFACS and 

cognitive mapping to detect the spread of human error in maritime accident investigations. 

Zhang et al. (2019) introduced a modified model of the HFACS for collision accidents between 

a ship and an icebreaker. Then, the FTA model was utilised to analyse the fundamental 

collision risk factors according to the statistical analysis of accident reports and experts’ 

judgment based on the HFACS-SIBCI model.  Collision risk factors during icebreaker assistance 
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were identified and classified under the initial HFACS framework. However, previous research 

indicates that maritime taxonomies are still in their infancy, so HFACS will fall short of 

adequately addressing maritime concerns. For instance, Salmon et al. (2012) highlighted that 

one of the primary challenges associated with applying HFACS outside of aviation is that it 

was built exclusively for aviation. In other words, numerous error and failure mechanisms are 

unique to the aviation sector. 

The Success Likelihood Index Method (SLIM) is used in the HRA field to evaluate the 

probability of a human error throughout the completion of a specific task, as described in 

section 2.5.4. The SLIM has also been frequently used in the maritime sector because of the 

benefits described above. For example, Abbassi et al. (2015) demonstrated a combined HRA 

technique for offshore condensate pump maintenance work by merging the SLIM and the 

Technique of Human Error Rate Prediction (THERP). This strategy is built on several data 

collectors to exploit THERP's quantitative data and produce human error data in SLIM without 

existing data. Akyuz (2016) applied the concept of the SLIM for estimating HEP when 

conducting the abandon-ship procedures. The Fuzzy sets were used to improve the reliability 

of the analysis against the vagueness of expert judgments and the arbitrary measure of 

performance shaping factors (PSFs). Based on the SLIM, Islam et al. (2016) determined the 

HEPs related to marine engine maintenance tasks. In another study, Islam et al. (2017b) 

developed a monograph to assess the likelihood of human error in maritime operations 

applicable to instant decision-making. It was identified that with the SLIM method, it is 

possible to estimate general HEPs in each context and HEPs in specific activities by adding 

PSFs, such as training, experience, fatigue level of a seafarer, etc. However, SLIM is overly 

relying on expert judgment, which makes the analysis results highly subjective and less 

reliable because the scope of PSFs is limited to certain contexts rather than fully reflective to 

every aspect that affects human performance. They are weak in dealing with social and 

organisational aspects.  

The Human Error Assessment and Reduction Technique (HEART) is an HRA method that has 

also been frequently used in the maritime sector because it is a well-established HRA method, 

as discussed in section 2.5.5. For example, Noroozi et al. (2014) applied HEART analysis to 

human error during maritime maintenance operations. Akyuz and Celik (2016) also 

introduced the HEART application, combining the Analytic Hierarchy Process (AHP) to the case 
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of a cargo loading operation in an oil/chemical tanker ship for human error probabilities 

estimation. Islam et al. (2017a) developed an operational-specific methodology based on 

HEART to capture unique features of maritime environments and operations and apply it to 

the maintenance procedures of a marine engine exhaust turbocharger and a condensate 

pump on offshore oil and gas facilities. On the other hand, Akyuz and Celik (2016) applied the 

HEART in a combination of AHP to predict human errors associated with cargo operation on 

oil/chemical tankers. The HEART is similar to the SLIM but provides nominal probabilities for 

generic HEART tasks. After that, the overall HEPs are adjusted by evaluating Error Producing 

Conditions (EPCs) and the proportion of effect defined by experts’ judgment. As a result, like 

the SLIM, the multiplier values are highly reliant on experts’ knowledge, which leaves 

uncertainties in analysis results.  

According to the past research presented above, it can be concluded that the first generation 

HRA methods have relied on context assessment to estimate HEP and/or to determine 

performance shaping factors that may cause human errors or misbehaviours against certain 

features of the maritime tasks. However, those tools are less considerate of organisational 

factors and their interaction among PSFs. To remedy the weakness of the first generation 

methods, the cognitive reliability and error analysis method (CREAM) has been introduced as 

the second HRA generation, where the individual events and their success or failures are 

further detailed and examined. The CREAM provides a framework of the subjective HEP 

estimation from expert judgement by evaluating PSFs in the basic method and provides a 

nominal probability for each subtask if the subtask is converted to one of the cognitive 

activities.  This means the CREAM makes it possible to estimate overall HEP by evaluating 

context with PSFs. At the same time, CREAM provides nominal probabilities for cognitive 

activities. This makes it possible to generate more reliable data, especially useful when there 

is an unavailability of past data. 

The Cognitive Reliability and Error Analysis Method (CREAM) was first developed by Hollnagel 

(1998) to predict human performance reliability. The human error probability can be 

determined directly from a characterisation of the context based on a description of the 

specific circumstances or conditions (Fujita and Hollnagel (2004)). Since the introduction of 

the initial concept of the CREAM, numerous follow-up studies have been conducted in 

different disciplines to achieve highly advanced CREAM methods through which HEPs could 
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be combined in different ways, such as giving customised changes to reflect characteristics of 

the specific industry and its application to critical operations. Yang et al. (2013) proposed a 

modified CREAM to facilitate human reliability quantification in marine engineering by 

incorporating Fuzzy evidential reasoning and a Bayesian network based on inference logic. 

They extend the traditional CREAM method to a Fuzzy environment to quantify human failure 

probabilities by integrating Bayesian reasoning to model the dependency among CPCs. The 

multiple-input multiple-output rule concept, together with evidential reasoning, estimates 

human failure probabilities as reasonable in the way of being sensitive to the minor changes 

of Fuzzy input. It also makes it possible to realise the instant calculation of human failure 

probabilities in specific task analysis onboard ships. The developed method was 

demonstrated by an illustrative example of an oil tanker’s Cargo Oil Pumps (COPs) shutdown 

scenario. Ung and Shen (2011) proposed a systematic procedure to compute CREAM's 

probability of operator action failure. Then, in a further study, Ung (2015) developed a 

weighted Fuzzy CREAM method. The features of the model mentioned above include;  the 

consideration of the weight of each CPC, refinement of the logicality between the CPCs and 

Contextual Control Modes (COCOM) and the deliberations of helpful information from each 

input for the oil tanker’s COPs shutdown scenario same with the scenario of Yang et al. (2013). 

Furthermore, Zhou et al. (2017a) adopted the eight customised CPCs to better capture the 

essential aspects of the work situations and conditions onboard tankers with the weighting 

of the CPCs by employing the Fuzzy Analytical Hierarchy Process (FAHP). Lee et al. (2011a) 

suggested a customised CPC called Cognitive Speaking Process (CSP), focusing on 

communication errors in a nuclear plant. Some studies illustrated a risk assessment 

combining the CREAM method. For example, Zhou et al. (2017b) utilised the CREAM method 

with a modified fault tree model for LNG spill accidents during LNG carriers’ handling 

operations for risk assessment. Ung (2019) demonstrated risk assessments of human error 

contribution to oil tanker collision by using the Fault Tree Analysis (FTA) structure under which 

a modified Fuzzy Bayesian network is also based on Cognitive Reliability Error Analysis 

Method (CREAM). Even though newly developed CREAM methods can be considered more 

reliable and sensitive quantification models, most advanced and modified CREAM methods 

focus on the CREAM basic method to predict overall HEPs by evaluating contexts. Hence, they 

would fail to utilise the extended CREAM method to predict individual cognitive failure 

probability for each task in operating procedures.  
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Meanwhile, a simplified CREAM method introduced by He et al. (2008) provided a different 

view of the CREAM basic and extended method. Akyuz (2015) and Akyuz and Celik (2015) 

analysed the critical maritime operating procedures by adopting both simplified CREAM basic 

and extended methods. Xi et al. (2017) introduced a modified CREAM methodology utilising 

an Evidential Reasoning (ER) approach and a Decision-Making Trial and Evaluation Laboratory 

(DEMATEL) technique to make human error probability quantification in CREAM rational, 

which applies to the CREAM basic and extended method. A simplified CREAM method is an 

easily accessible process to obtain the numeric results, but numerous assumptions were 

inevitably made to estimate the uncertainties posed by the over-simplification idea. For 

instance, two distinct situations with the same level of negative are deemed to have the same 

failure probability. This is because the outcome does not accurately reflect the features of 

individual events. As demonstrated in Table 2. 3, a variety of human dependability 

assessment techniques are employed in the maritime industry, from emergency response to 

vital operations and maintenance. The reviewed maritime human reliability assessment 

methods focus on human error quantification because HRA is dealt with within the maritime 

probabilistic risk assessment framework. The contribution of past human reliability 

assessments in the maritime sector mainly dealt with uncertainties using expert judgment, 

assignment of nominal failure probability for specific tasks, and selection of performance 

shaping factors that affect human performance.  

Table 2. 3 Maritime HRA studies 

Authors Maritime case studies Applied HRA methods 

Yang et al. (2013) Oil tanker’s Cargo Oil Pumps 
shutdown scenario 

CREAM incorporated with Fuzzy 
evidential reasoning and Bayesian 
network based on inference logic 

Noroozi et al. (2014) Maritime maintenance 
operations 

HEART 

Ung (2015) Oil tanker’s Cargo Oil Pumps 
shutdown scenario 

Weighted Fuzzy CREAM 

Akyuz and Celik (2015) The cargo loading process of 
the LPG tanker 

Quantified CREAM utilising a 
context influence index  

Abbassi et al. (2015) An offshore condensate 
pump maintenance task 

Integrating the SLIM with the 
Technique of Human Error Rate 
Prediction (THERP)  

Akyuz (2016) The abandon-ship 
procedures 

Fuzzy SLIM 

Islam et al. (2016) Marine engine maintenance 
tasks 

SLIM 
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Akyuz et al. (2016) the maintenance procedures 
of a marine engine exhaust 
turbocharger and a 
condensate pump fitted to 
offshore oil and gas facilities 

HEART in a combination of AHP  

Wu et al. (2017) Ship capsizing accident CREAM incorporated with Fuzzy 
evidential reasoning 

Xi et al. (2017) The collision avoidance of a 
particular scenario in 
Shanghai coastal waters 

Modified CREAM based on an 
Evidential Reasoning (ER) approach 
and a Decision-Making Trial and 
Evaluation Laboratory (DEMATEL) 
technique 

Zhou et al. (2017a) The general seafarers’ 
human reliability when 
performing tasks under the 
operation circumstance in 
tanker shipping  

Quantified CREAM incorporated 
with Fuzzy analytical hierarchy 
process (FAHP) for the weighting of 
the CPCs  

Zhou et al. (2017b) LNG carrier spill accidents Incorporating CREAM and MCS into 
fault tree analysis 

Yang et al. (2019) Drilling rig crew's actions in 
monitoring the Macondo 
well and managing the well 
control event on April 20 
2010 

CREAM is based on Evidential 
reasoning for eliciting Bayesian 
subjective probabilities  

 Zhang, Zhang et al. 
(2019) 

Accident analysis for the 
collision accidents between a 
ship and an icebreaker 

HFACS with Fault tree analysis 

Ung (2019) Oil tanker collision  Fault tree analysis and modified 
Fuzzy Bayesian Network-based 
CREAM 

Ahn and Kurt (2020) Engine room fire drill Fuzzy CREAM 
Liu et al. (2021) Maritime autonomous 

surface ship 
SLIM under an interval type-2 Fuzzy 
sets approach 

Uflaz et al. (2022) Ship navigation Fuzzy AHP-based shipboard human 
reliability analysis 

Ahn et al. (2022) Rescue boat drill Integration of SPAR-H into a risk 
model 

 

However, human error quantification techniques rely either on expert judgment or on a 

combination of data and psychology-based models, which assess the main impact of human 

performance (Kirwan, 1994). Researchers have used techniques like Fuzzy logic, Bayesian 

networks, Evidential inference, Event tree, Fault tree, and other forms of integration to turn 

complex situations where people are likely to make mistakes into quantified human error 
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probabilities. The Fuzzy theory and Bayesian network are commonly integrated into HRA 

techniques to develop more advanced human reliability methods. For example, Fuzzy logic is 

utilised to convert qualitative data to quantitative data and opinion aggregation from multiple 

groups with combined HRA techniques. At the same time, Bayesian networks are applied to 

consider dependency and weighting among PSFs. These techniques enhance the consistency 

of research, minimise subjectivity and ambiguity during expert judgment, and provide instant 

calculations of human error probability.  

Fuzzy logic has been successfully applied to a wide range of maritime safety and risk topics. 

For example, Balmat et al. (2011) presented a Fuzzy approach to evaluate the maritime risk 

assessment to pollution prevention on the open sea, while Wu et al. (2019) utilised Fuzzy 

Multiple Attribute Decision Making for a ship-bridge collision alert system. Furthermore, in 

numerous studies on human reliability analysis, Fuzzy logic has also been utilised to improve 

reliability and reduce uncertainty in results. 

There have also been attempts to develop models that could directly estimate overall HEPs 

using BNs. Islam et al. (2018) introduced a BN model to estimate HEP using expert groups' 

priority probability and Conditional Probability Table (CPT). It determined the impact of 

internal and external factors on human performance with a case study for ship maintenance 

activities. Unlike the HRA studies mentioned above, Vagias (2010) investigated specific 

aspects of human fatigue. The Bayesian Network (BN) was utilised to predict fatigue 

prevalence and its importance, given the workload, environment, and ergonomic factors 

before the accident. This study also provides comprehensive information about human 

factors and human error. The BN model provides flexible HEPs that could be assigned with 

new input variables. As such, it made possible to predict HEPs across various maritime 

scenarios dynamically. Despite its effectiveness on HEPs, the BN models are subject to 

uniformed contexts, thereby the same level of PSFs, against disparate activities. Moreover, 

the direct inference logic model is hard to figure out the significant difference among subtasks 

under a similar situation without considering different tasks because contributing factors do 

not fully address the characteristic of the different levels of tasks. Furthermore, de Maya et 

al. (2019b) proposed the MALFCM approach incorporated with BNs based on the concept and 

principles of Fuzzy Cognitive Maps (FCMs) to represent the interrelations amongst accident 

contributor factors. Although this database-driven research has led to successful results, the 
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applicable range of the database is far limited to some specific cases rather than general ones, 

which can be highlighted as a weakness. 

Once human errors are examined, the next step is a human error representation that uses 

modelling to carry out a risk assessment to reduce error. Some studies have demonstrated a 

risk assessment combining the human reliability assessment methods. For example, Zhou et 

al. (2017b) utilised the CREAM method with a modified fault tree model for LNG spill accidents 

during LNG carriers' handling operations for risk assessment. Ung (2019) applied Fault-tree 

analysis where a modified Fuzzy Bayesian network-based CREAM was applied to a risk 

assessment of human error contribution in oil tanker collisions. Human reliability assessment 

is expected to evaluate the degree to which humans contribute negatively or positively to the 

system by considering human roles in the entire system and then integrating them into the 

overall risk picture. Meanwhile, less attention has been paid to error representation for 

system elements such as human and machine interactions and human recovery actions.   
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2.8 Challenges in HRA application 

Several additional features of the problems revealed in the application of HRA from a prior 

literature review are outlined below. It addresses both the problem of HRA research and the 

obstacles associated with HRA implementation in the maritime sector. 

1) Human error data-driven perspective 

One of the main problems with HRA research is data availability. There is a shortage of 

historical data on human errors particularly in the maritime sector because these data have 

not been systematically accumulated and managed. Other than historical data, additional 

sources of information may include simulator data; however, such simulators are usually 

primarily utilised for operator re-authentication reasons, such as training or in the US nuclear 

field. In addition, human error literature has a similar problem in this field as it is usually highly 

controlled. One or two independent variables are frequently viewed (unlike industries with 

many changes and interactions). Good motivational topics are used for a short period. It is 

not easy to generalise considering the complex industrial and multi-person situations in these 

studies, and it is a truly questionable strategy. Therefore, most HRA studies rely heavily on 

subjective expert judgment when predicting human errors in a specific context. This leads to 

a problem of uncertainty in results in terms of human errors and ratings of performance 

shaping factors that affect human performance.  

The following causes account for the inaccessibility of such data: 

•  Difficulties involved in estimating the number of opportunities for error in realistically 

complex tasks (the so-called denominator problem). 

•  Confidentiality. 

•  An unwillingness to publish data on poor performance. 

•  A lack of awareness of why it would be useful to collect such data in the first place, and 

hence a lack of financial resources for such data collection. 

There are several other potential reasons too, and one can refer to Kirwan et al. (1990) for 

further details.  
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2) Human error quantification perspective 

Human error is linked directly or indirectly to several elements referred to as performance 

shaping factors (PSFs). PSF is the most often utilised as a means of assessing human errors. 

These PSFs are characteristics of human behaviour and situations that might influence human 

performance. They are frequently used to calculate human error probability (HEPs) and 

identify contributors to human performance. To predict the reliability of human performance, 

a contextual description must be provided, as predictions of what could occur in a certain 

condition or situation must be based on a description of the specific circumstances (Hollnagel 

(1998); Fujita and Hollnagel (2004)). It is reasonable, then, that human error probability can 

be affected by characterising the context. Given the unique operating conditions of the 

shipping industry, in which seafarers face many dangerous situations, proper PSF evaluation 

is vital in estimating human error. However, the limitation of the application of the maritime 

industry is that these PSFs were not developed based on the unique characteristics of the 

maritime sector. Once PSFs are identified, an evaluation is conducted based on the expert’s 

judgment. However, uncertainty and inconsistency are inevitable due to the lack of objective 

data mentioned during the human error evaluation process. In addition, there is no 

systematic model that enables consideration of dependence due to interactions between 

tasks, people, or system elements.  Since measuring human error is the most crucial aspect 

of HRA analysis, it will be discussed in further detail in Chapters 6, 7, 8, and 9 utilising the 

various indicators for determining it. 

3) Human error identification in a complex system  

New technologies can help improve maritime safety, but we should also consider identifying 

human roles in complex systems such as autonomous software-intensive systems. 

This is because many human roles are difficult to find only with traditional approaches such 

as hierarchical work analysis commonly used in the existing HRA of future complex systems. 

As a result, finding a human role will be more challenging. Furthermore, by introducing 

autonomous or software control systems in the maritime industry, human functions are 

increasingly required for cognitive-intensive behaviour in addition to existing labour-intensive 

behaviour. Therefore, it is necessary to examine what improvements have been made to 

apply the existing HRA to the changed or added human role. 
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4) human error representation perspective 

HRA techniques mainly focus on quantifying human errors but do not deal well with 

evaluating human reliability. Even though the chance of error is identical, the total reliability 

depends on the design of the system and the interdependence between each task; hence, no 

evaluation of human reliability, such as deducting the probability of error from one, should 

be produced. The model to integrate human error into the PRA framework is needed for 

applying probabilistic risk assessment. The matter of how HRA is integrated into risk 

assessment is dealt with in more detail in Chapters 8 & 9. 

5) different needs for HRA 

Each HRA technique is created for a specific purpose. Therefore, although many methods do 

not completely cover the qualitative and quantitative stages, they should not be considered 

deficient (Boring, 2010). Nevertheless, choosing the HRA method that meets study needs 

takes much effort. However, suppose an optimised method is provided to respond to the 

needs of each study or analysis. In that case, HRA research and application will be very active. 

However, it is difficult to find past studies on this part, and in this paper, Chapter 5 will provide 

guides and discussion on this part. 

2.9 Chapter summary 

This chapter analysed the evolution of the general HRA method and previous studies on HRA 

in the maritime industry. In addition, study gaps and shortcomings in earlier research cases 

were found. The aim and objectives of this research study will be discussed in Chapter 3. 
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3 Research aims and objectives 

3.1 Chapter overview 

For the successful development of this study, it is important to identify the problems in 

Maritime HRA to be solved within this study, along with the objectives to be used as a 

milestone to achieve the research aim of this study. Therefore, the motivation for this study 

and research questions will be presented in Section 3.2. In addition, Section 3.3 outlines this 

study's overall aims and objectives. 

3.2 Motivation and research questions 

As previously discussed through literature reviews, various HRA techniques are applied to the 

maritime sector to improve safety. The main contribution of past human reliability 

assessment in the maritime sector was dealing with uncertainties using expert judgment, 

assignment of nominal failure probability for specific tasks, and derivation of performance 

shaping factors that affect human performance. Nevertheless, there are remaining questions 

to be solved in applying HRA in the Maritime industry. First, with the introduction of changing 

technologies, the interface between humans and machines rapidly evolves into computer-

based communication, and more human cognitive activities are required. In the end, this 

means a change in the working context that profoundly influences human performance. 

Therefore, examining the changing working environment and process in more detail and the 

newly occurring factors affecting humans is necessary. Additionally, the previously created 

PSFs are not based on human activities in the maritime sector but on task characteristics and 

settings in the nuclear industry. As a result, it may not be completely applicable to all maritime 

operations. Another difficulty is effectively incorporating the entire risk of human error into 

the probabilistic risk assessment framework. However, there was less interest in and research 

on error representation than human error quantification. 

Although the points mentioned above focused on improving the HRA method, the view that 

it is an appropriate choice of HRA should not be ignored. For instance, any sophisticated HRA 

approach might result in under- or over-analysis and is inefficient if a uniform HRA analysis 

method is applied without considering the unique characteristics and analysis goal of the 
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operation, system, or facility under examination. Unfortunately, such a comprehensive 

framework that can respond to all the above questions does not exist in the maritime sector 

and any industry. Therefore, this study will address the following research questions raised 

from pending HRA issues in the maritime sector. 

1) Is there a way to effectively identify human roles and better predict possible human 

errors in procedures or systems that change rapidly and become more complex? 

2) Are factors that negatively or positively affect human performance suitably extracted, 

and are uncertainties and weights well addressed in measuring the level of extracted 

factors?  

3) Is there an appropriate way to consider the interdependence of errors and 

interactions between components in quantifying human errors? 

4) Is there a model integrating the predicted individual error probabilities into the risk 

assessment framework to obtain entire system reliability? 

5) Is the HRA method used for each research project found to be appropriate for the 

analysis's aim and objectives? 

3.3 Research aim and objectives 

Developing a reliability assessment framework including human factors has a huge potential 

to innovate and improve the way safety is managed in maritime operations and systems. 

Therefore, the main aim of this study is to develop a more reliable and comprehensive human 

reliability assessment framework that can cover system reliability and be applied to various 

maritime operations and systems. Secondly, the framework for evaluating human reliability 

should be flexible enough to be optimised for various cases, depending on the complexity and 

interaction of operations, data availability, human and material resources, and the 

significance of failure. 

Thus, by achieving the research aim, it is expected that this research enables the evaluation 

of the risk of systems and operations, including human factors, and can contribute to 

improving the safety of the design, process, and facilities at sea, such as system improvement 

and procedures improvement. In addition, an optimised HRA method provides a more 

practical and feasible integrated human risk analysis solution to the maritime industry. 
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To achieve the aforementioned overall aim, this research study will adopt the following 

specific objectives:  

• To critically review the literature relevant to the current maritime human error prediction, 

human reliability, and system safety to identify the shortcomings of the current research 

and available methods.  

• To derive or develop customised performance shaping factors suitable for each context 

arising from characteristics of the Maritime operations or systems. 

• To modify and develop advanced human error quantification techniques 

• Enhance human identification technique for complex system 

• Enhance human error representation modelling to assess system reliability and integrate 

errors into PRA 

• Establish criteria and a mechanism for determining the most appropriate HRA approaches 

for a particular project. 

• Develop the following frameworks to provide optimised assessment ways for various 

analysis purposes and characteristics of the analysis target. 

1) Develop an instant human error calculation model that responds to immediate and 

straightforward analysis needs.  

2) Develop a human error calculation framework for extended human activities  

3) Develop a human reliability assessment framework to integrate human error into a 

probabilistic risk assessment framework that can cover the system reliability 

assessment 

4) Develop a human reliability assessment framework in a complex system by enhancing 

the human error identification approach  

The final output of this research will be an integrated framework that will allow assessing 

human errors and integrating human errors into the risk picture to present the entire 

system's reliability. The study also provides individually optimised analysis methods for 

human error identification, quantification, and representation phase. Individual 

techniques can be flexibly combined and used for analysis purposes. Furthermore, 

evaluation criteria and framework will be provided to determine the optimal HRA method 

per project. 
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3.4 Chapter summary 

This chapter has introduced the study's research questions, aim, and objectives. Chapter 4 

will outline the approach adopted for this research. 

  



70 
 

4 Approach adopted  

4.1 Chapter overview 

This chapter presents the approach adopted to fulfil the aim and objectives of this research 

study. This study consists of four case studies about the maritime operation and system 

analysis presented in chapters 6, 7, 8 and 9, and four evaluations in chapter 5 to determine 

the optimal human reliability analysis method for each case study. Case studies from the 

maritime industry begin with identifying human error modes and quantifying human error, 

developing a system reliability model that incorporates human reliability, and assessing 

system reliability in complex systems. As a result, in the following order, the study 

methodology extends from the simple approach for determining human error modes to the 

comprehensive model for assessing system reliability. 

1) Method and criteria to select the appropriate HRA method (Chapter 5) 

2) Method to determine the human error mode (Chapter 6) 

3) Human error quantification method for the human-oriented task (Chapter 7) 

4) System reliability model that incorporates human error (Chapter 8) 

5) Framework for the system reliability assessment in a complex system (Chapter 9) 

4.2 Mind map of approach 

The first phase in the HRA process is to define the scope and type of analysis and the 

responsibilities and human actions that will be assessed. Both qualitative and quantitative 

analysis is possible. The tasks being examined may be routine or emergency in nature. Two 

considerations must be taken into account while determining the scope of the research: 

1) The analysis's objective of PRA may be to assist with an accident investigation, evaluate 

anomalies or issue reports, enhance processes or operations, or explore design trades. 

2) The system's vulnerability to human error depends on its complexity, the degree to which 

the human interacts with it, and the degree to which the human-system interface is 

integrated. 
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As illustrated in Figure 4. 1, a mind map was created to develop a straightforward approach 

and propose research activities to accomplish the study objectives for system reliability 

assessment, including human error in the maritime environment. The mind map depicts the 

work stages required for system reliability assessment, their particular processes, and the 

methodologies required to complete each step.  

 

Figure 4. 1 Mind map of the approach adopted 

4.2.1 Human error identification 

It is essential to define and analyse the role of humans and the conditions surrounding them 

to identify possible human errors. Task analysis refers to methods of formally describing and 

analysing human-system interaction (Kirwan, 1994). Task analysis is conducted to define the 

steps which address the designated duties that the crew should complete successfully to 

achieve the main goal of the procedures with a hierarchical task analysis from the selected 

scenario. The purpose of task analysis in this research can be defined by simply subdividing 

the functions into tasks, tasks into subtasks, and subtasks into human actions. A task analysis 
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describes the steps performed as part of the activity, providing a method of systematically 

organising the information collected about the task (Bye et al., 2017).  

In this study, two different task analysis methods are utilised. First, a Hierarchical Task 

Analysis (HTA) is performed to define the task on the procedure's primary goal, along with 

subtasks to address the specified duties that the operator should complete. The HTA provides 

a graphical overview of the tasks involved in the analysis scenario. However, hierarchical task 

analysis is not sufficient to provide appropriate information in the context associated with the 

tasks. Therefore, Tabular Task Analysis (TTA) is also used as required to provide more details 

to expert judgment and better organise data. 

However, human activity should not be treated as an independent element in complex and 

interactive dynamic systems or operations. Even when performing the same task, the action 

results can vary depending on the system situation and other variables such as the working 

environment and time. This is because the phase of the system changes dynamically as 

humans interact with machines and software. Thus, predicting possible human errors in these 

complex situations has limitations in traditional decomposition analysis. Therefore, this study 

proposes a human error identification method based on STPA, and its details are covered in 

Chapter 9. 

4.2.2 Context evaluation and adjustment 

In this study, context evaluation is defined as the process of identifying which factors affect 

human performance and measuring the degree of their influence. In addition, adjustment 

refers to the process of adjusting the size of the impact by the interrelationship of each 

influencing factor measured. Factors influencing human performance used in this study are 

presented in Table 4. 1. The context evaluation process is described below to identify the 

methods required to achieve research goals for each phase. 

First, the selection of PSFs that affect human performance and their assessment criteria 

should change depending on context. Therefore, the PSFs definition, provided by Whaley et 

al. (2011), was refined by maritime experts with customised guidance to establish and rate 

characteristics in specific operations. The provided description of PSFs should be as 

straightforward as possible for the experts to determine the appropriate PSFs rating for the 

task being analysed. Therefore, as shown in Table 4. 1, the definition and selection of PSFs 
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were chosen differently according to the desired operation and method. Once PSFs have been 

determined, the evaluation of PSFs needs to be conducted. This process is the most crucial 

step in quantification. As the result of the analysis relies on expert opinions, the deviation of 

expert selection, subjectivity, and bias should be minimised in this process. Mechanical 

selection should also be prevented, and the process should reflect an accurate expert 

evaluation. In addition, the measured value should be adjusted considering each PSF's relative 

importance and interdependence. To this end, the Fuzzy opinion aggregation method and 

model based on the Fuzzy theory and BN are suggested in this study.  

Table 4. 1 PSFs labels per different HRA methods used in this study 

Selected HRA CREAM SPAR-H SLIM 

Applied case studies Engine room fire 
drill & Emergency 
steering 

Rescue boat drill 
for Man 
overboard 

LNG bunkering 

PSF 
Categories 

Mental N/A Threat Stress N/A 

 
Organisation Adequacy of 

organisation 
Ship safety 
management 
system (SMS) 
and supports 

Organisational 
factors 

 

 
Work 
environment 

Working 
condition 

The working 
condition 

Working                           
condition 

 

 
Man-machine 
interface 

Adequacy of 
MMI and 
operational 
condition 

Human-machine 
interface 

Interface(Input 
device) 

 

Interface(Output 
device) 

 

Procedures Availability of 
procedures/plan 

Procedures Procedure  

Work 
complexity 

Number of 
simultaneous 
goals 

The complexity 
of the task 

Complexity 
 

Time Available time Time pressure Time  

Environmental 
condition 

Time of day Environmental 
condition 

Environmental 
condition 

 

Training & 
experience 

Adequacy of 
training and 
experience 

Level of 
experience or 
training skill 

Experience &     
training  

Cooperation Crew 
collaboration 
quality 

N/A N/A 
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4.2.3 Human error quantification 

A total of four human error assessment techniques are presented in this study for quantifying 

human errors. Various human error quantification frameworks have been developed to 

provide the most efficient and optimised methods based on the characteristics of the chosen 

analysis and the objective rather than the use of a single method that fits all. Depending on 

the HRA selected, individual quantification methods are used in the human quantification 

process. Still, the basic concept appears in Figure 4. 2 as human error quantification using a 

Fuzzy inference system. The values of PSF measured by experts or objective data are adjusted 

by the Fuzzy inference system and quantified into human errors. As part of the framework, 

BN-CREAM methods for immediate error calculations are addressed in Chapter 6, CREAM 

methods for human-oriented tasks are introduced in Chapter 7, SPAR-H methods are 

presented in Chapter 8, and SLIM methods are in Chapter 9. 

 

 

Figure 4. 2 Concept of the CREAM based Fuzzy inference system 
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4.2.4 Human error representation (The Integrated risk analysis 

methodology) 

The objective of modelling human errors is to determine the total reliability levels inherent in 

the system, as shown in Figure 4. 3, by adding up the risk probabilities of all failures and 

reliability combinations for hardware, software and humans. This is achieved by expressing it 

with human error in a logical tree known as the failure and event tree. However, this research 

proposes a new approach using the Reliability Block Diagram (RBD), assuming that each task 

and sub-work are system components for this HRA modelling. In particular, a new approach 

to modelling human reliability evaluation in individual human error probabilities based on 

reliability block diagrams can be applied to various systems. In addition, through this 

approach, the relationship between complex tasks that cannot be achieved only by 

hierarchical task analysis is effectively expressed in a simplified manner. Details will be 

explained in conjunction with case studies illustrated in Chapters 8 and 9 on rescue boat drill 

and LNG bunkering processes, respectively. 

 

Figure 4. 3 Abstraction of system reliability 
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4.2.5 Determine the appropriate HRA method for a given 

project 

Human reliability is the most unpredictable and accounts for a significant part of system 

reliability research. For this human reliability assessment, there are various HRA methods 

from which to choose, but selecting the one that best suits a given research situation is a 

crucial first step for individual case studies. As a result, a method for establishing criteria for 

evaluating individual HRA and deriving the results must be developed. Selecting the most 

appropriate HRA method for each case study will be detailed in Chapter 5. 

4.3 Overall framework for research 

This section briefly summarises and introduces the work phase and the corresponding 

methodology to perform each step. Figure 4. 4 depicts an overall framework that clarifies 

how this research study's processes and outcomes are connected and interrelated. Further 

details of each methodology will be covered in the specific case studies from Chapters 5 to 9. 

 

 

Figure 4. 4 Overall frameworks of the study 
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4.4 Chapter summary 

This chapter presents the approaches adopted for this study. Each methodology in Chapters 

5 to 9 will be presented explicitly with the case studies. 
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5 Determining the optimal HRA method  

5.1 Chapter overview 

Although numerous HRA techniques are available, no study has attempted to find the ideal 

HRA techniques for maritime systems. This chapter aimed to select an appropriate human 

reliability analysis method from a pool of available methods suitable for the research 

circumstances. Human reliability analysis methods vary in terms of their traits and capabilities 

and the extent of their application. As a result, it is vital to develop criteria for evaluating HRA 

approaches to determine the best appropriate method for the research goal. For evaluating 

HRA approaches, four criteria and fourteen sub-criteria for selecting the ideal method were 

determined through a review of the literature and expert opinion. The Technique for Order 

of Preference by Similarity to Ideal Solution (TOPSIS) method by Yoon and Hwang (1995) was 

used to prioritise the HRA methods from a pair of the six HRA methods. Four assessments 

were conducted on the case studies that comprise this thesis. 

5.2 Criteria identified for determination of HRA methods  

The criteria and sub-criteria of the research were determined based on previous studies, 

including Abbaspour et al. (2020), Bell and Holroyd (2009) and Mosleh et al. (2006). The 

criteria consist of four aspects: qualitative analysis capacities, quantitative analysis capacities, 

resource requirements, and task complexity. The selected four criteria and their 14 sub-

criteria are presented to compare HRA methods in Table 5. 1. The Likert scales for each sub-

criteria were phrased to avoid confusion and increase the effectiveness in assessing 

criteria. Likert scales are generally used to measure changes in attitude, knowledge, 

perception, value, and behaviour because the Likert scale includes a series of statements that 

respondents can choose to evaluate responses to evaluation questions (Vogt and Johnson, 

2011). The cost criteria, requiring knowledge and consuming time, are among the 14 sub-

criteria, whereas the other criteria are benefit criteria. Individual Likert scales are developed 

and scored on a scale of 1 to 5, such that each sub-criteria becomes a benefit criterion. In 

other words, from the standpoint of the study's benefit, the scale with the most significant 

profit is labelled 5, while the scale with the most loss is labelled 1. For instance, the lower the 

required level of knowledge, as determined by the Cost Criterion, the more beneficial it is to 
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the whole study plan; the lowest level is 5. However, the higher the number, the greater the 

benefit to the total study. Scales all have the same direction, regardless of the type of criterion 

utilised. This is to minimise the number of unnecessary calculations. 

Table 5. 1 Criteria to evaluate HRA methods 

Sub-criteria Description 
C1 Qualitative analysis capacities 

SC1  
Guidance on task 

decomposition 

When using the HRA approach, task decomposition is an essential step. 
It involves breaking down human activities of interest into sub-tasks 
congruent with the method's "analytical unit" or "basic tasks." 
Guidelines for these task breakdown processes are necessary and 
offered depending on the HRA, but no alternative is provided. As a 
result, this criterion aims to determine how effective the selected HRA 
method is at performing task decomposition. The evaluation scale is 
based on the following factors: the number of different types of human 
behaviour provided, the amount of quantitative and qualitative 
guidance supplied, and the degree of diversity of human behaviour 
provided. 

SC2 
Performance 

Shaping Factors 
(PSFs) list 

Human error is associated directly or indirectly with several elements 
referred to as performance shaping factors (PSFs). These PSFs are 
characteristics of human behaviour and situations that can influence 
human performance. They are frequently used to predict human error 
probability (HEPs) and identify contributors to human performance. 
Performance shaping factors can be used to assess situations from 
various viewpoints. If additional PSF can be available, it benefits HRA 
analysis since the presence and effectiveness of additional PSF may be 
determined through observations, interviews, and existing records. 
This criterion was created to assess applicability regarding the number 
of PSFs and their accompanying rules for each HRA approach. The 
rating scale is based on the number of distinct types of PSFs supplied 
and the quantitative and qualitative features of the provided PSF 
guidelines. 

SC3 
PSFs coverage 

The first HRA technique established a quantitative risk analysis that 
considered human behaviour and errors. However, these 
methodologies ignore cognitive features, commission errors, contexts, 
and organisational issues when analysing PSF. In contrast, the second 
generation HRA focuses on human cognitive aspects, and the first 
generation HRA focuses exclusively on behavioural components of 
human reliability. This criterion was used to determine whether the 
given PSF could handle the additional cognitive, ergonomic, and 
organisational requirements of more sophisticated modern systems. 
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SC4 
PSF flexibility 

Most human reliability analysis approaches use predetermined PSF 
sets for either predictive or retrospective analysis. The analysers can 
specify the PSF set following the analysis task. However, PSFs that 
influence maritime operations are distinct from those that affect 
onshore operations. Because of this, the HRA technique should be 
capable of adapting to the unique PSFs of the maritime industry 
through customisation or extension of the PSF set to represent the 
working environment and mission characteristics specific to the 
maritime sector. 

SC5  
Applicability to 

maritime 

The term "applicability" refers to the degree to which the chosen HRA 
approach applies to various activities and systems during critical 
operations and emergency response scenarios, including ordinary 
duties performed in the maritime sector. This is a vital criterion given 
the study's primary focus on the maritime industry. 

C2 Quantitative analysis capabilities 
SC6  

Nominal HEP for 
specific error 

mode 

When human error is quantified, the HRA approach determines the 
nominal human error probability assigned to a given type of human 
behaviour. More human behaviour may be materialised by including a 
range of nominal human error probability, resulting in more realistic 
error values. This criterion seeks to ascertain the appropriate degree 
of the nominal error probability. 

SC7 
Sensitivity of 

rated PSFs  

PSF is classified as direct and indirect PSF. As a result, the sensitivity of 
individual PSFs to impact human performance should be established 
correctly based on their features. This criterion is used to determine 
the suitability of PSF sensitivity. While increased sensitivity does not 
necessarily imply superiority, experts should carefully analyse each 
study project. 

SC8 
Diversity of 

analysis approach 

The diversity of analysis approaches allows for additional flexibility in 
delivering several methods depending on whether the analysis is 
performed manually or with software assistance. 

C3 Resource requirements 
SC9 

Required 
Knowledge Level 

for HRA 
(usability) 

The level of knowledge required for HRA denotes the level of expertise 
that the analyst should possess when performing the specified HRA 
procedure. As a scale of measurement, it can be determined whether 
it is suitable for the experienced workers in a specific industry with 
brief education/introduction, whether a general human reliability 
analyst can perform it, or whether it requires the expertise of a 
specialised human reliability expert. 

SC10 
Required level of 

effort / 
consuming time 

The required level of effort/consuming time denotes the expected 
time and effort required to complete the analysis. This is also the 
primary factor in real-world research situations. 



81 
 

SC11 
 Level of 

familiarisation for 
selected HRA 

The level of familiarity with the specified HRA technique indicates the 
level of knowledge of the presently secured analyst with the selected 
HRA approach. This criterion quantifies the degree to which research 
team members are prepared to conduct HRA analysis. This criterion 
does not reflect the analyst's overall HRA knowledge but the specific 
HRA skill and expertise that should be evaluated. 

C4 Complexity of the task 
SC12 

Processable 
System 

complexity 

The complexity of a system that can be processed is defined as the 
degree of complexity that the chosen HRA can manage. The degree of 
interaction between humans, machines, and software quantifies 
system complexity. 

SC13 
Processable 

Communication 
complexity 

Processable communication complexity refers to the level of 
complexity that the HRA chosen can manage. Communication 
complexity is quantified by the number of persons involved in the 
operation or system and the number of independent parties. 

SC14 
Convertibility to 
other methods 

While most HRA techniques focus on measuring human errors, they 
frequently only give limited or no identification of human errors or risk 
assessment frames. As a result, integration with distinct 
methodologies is required. Thus, convertibility serves as a criterion for 
determining how easily a selected HRA may be integrated with other 
models or methods. 

 

5.3 Methodology  

To determine optimal HRA method under the given circumstance, the framework based on 

the Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) was developed 

to assess HRA methods compatible with maritime systems in Figure 5. 1. The TOPSIS is a multi-

criteria decision analysis method and constitutes two a-phase solutions. One solution means 

an Ideal Solution, a virtual best solution made with only the available information in the 

decision matrix, and the other is, on the contrary, the worst solution found with only the most 

Negative Ideal Solution, that is, the worst solution found with only the available information. 

After creating these two ideal solutions, the best alternative is the closest to the ideal solution 

and the farthest from the negative ideal solution. Here, this study adopts the city-block 

distance method as the distance measure. Because, unlike the Euclidean distance method, 

the city-block distance method ensures that the closest alternative to the ideal solution is the 

farthest from the negative ideal solution. The steps of TOPSIS in this study based on multi-

attribute decision-making presented by Yoon and Hwang (1995) to determine the optimal 

HRA method are as follows.  
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Figure 5. 1 Overall flowchart of TOPSIS ( Adopted from Yoon and Hwang (1995)) 

Step 1: Create an evaluation matrix  

Create an evaluation matrix consisting of m alternatives (Am) and n criteria (Cn), with the 

intersection of each alternative and criteria given as xij, to have a matrix (xij)m X n as bellows. 

               

 C1 C2  Cn 
A1 x11 x12  x1n 
A2 x21 x22  . 
A3 x31 . …... . 
. . .  . 
. . .  . 
. . .  . 

Am xm1 . …... xmn 
 

Step 2: Normalisation of the Evaluation matrix   

The matrix (xij)m X n is then normalised to form the matrix ( 𝑟𝑖𝑗 ) m X n using the Vector 

normalisation method as follows. 

 

𝑟𝑖𝑗 = 
𝑥𝑖𝑗

√∑ 𝑥𝑖𝑗
2𝑚

𝑖=1

                 Where i= 1, 2,….,m, j=1, 2,…,n 

Step 3: Calculate weighted normalised matrix 

The weighted normalised matrix refers to a matrix in which comparable dimensionless data 

and weights are considered. The weighted normalised decision matrix can be calculated as 

follows. 
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𝑣𝑖𝑗 =  𝑟𝑖𝑗 X 𝑤𝑗 

Where 𝑤𝑗 = 
𝑊𝑗

∑ 𝑊𝑘
𝑛
𝑘=1

    where j=1, 2,…n, so that ∑ 𝑊𝑖
𝑛
𝑖=1 = 1, 

and 𝑊𝑗 is the original weight given to the indicator 𝑣𝑗 , j=1, 2...,n 

Step 4: Determine the Ideal Solution (Ab) and the Negative Ideal solution (Aw) 

Each criterion of the weighted normalisation matrix is classified into benefit criterion(J+) and 

cost criterion(J-). The benefit criteria show a positive value in big numbers, whereas the cost-

benefit criteria indicate a positive value in small numbers. Accordingly, the ideal and negative 

ideal solutions may be made as follows. 

Ab = {𝑚𝑖𝑛(𝑣𝑖𝑗|𝑖 = 1,2, … , 𝑚)| 𝑗 ∈ 𝐽−}, {𝑚𝑎𝑥(𝑣𝑖𝑗|𝑖 = 1,2, … , 𝑚)| 𝑗 ∈ 𝐽+} 

≡ {𝑣𝑏𝑗|𝑗 = 1,2, … , 𝑛} 

Aw = {𝑚𝑎𝑥(𝑣𝑖𝑗|𝑖 = 1,2, … , 𝑚)| 𝑗 ∈ 𝐽−}, {𝑚𝑖𝑛(𝑣𝑖𝑗|𝑖 = 1,2, … , 𝑚)| 𝑗 ∈ 𝐽+} 

≡ {𝑣𝑤𝑗|𝑗 = 1,2, … , 𝑛} 

Step 5. Distance calculation 

Calculate the distance (Si
-) between the target alternative (Ai) and the worst condition (Aw) 

and the distance (Si
+) between the alternative (Ai) and the best condition (Ab) as follows. 

 

Si
- = √∑ (𝑣𝑖𝑗 − 𝑣𝑤𝑗)2𝑛

𝑗=1  ,  and Si
+ = √∑ (𝑣𝑖𝑗 − 𝑣𝑏𝑗)2𝑛

𝑗=1  ,  i = 1, 2, …., m 

 

Step 6: Calculate the similarity to the worst condition and rank alternatives 

According to the City-block distance method, the Similarity (Ci) is obtained as follows, and the 

alternative with the largest Similarity (Ci) means the optimal alternative. 

Ci = 
𝑆𝑖

−

(𝑠𝑖
−+ 𝑠𝑖

+ )
 

5.4 Assessing and ranking the alternatives per case study 

To assess and compare HRA approaches, the TOPSIS questionnaire, which was developed 

based on the methods and sub-criteria evaluated, was used to collect expert judgments from 
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participants. At this point, an attempt was made to acquire the opinions of specialists on each 

of the HRA methods under consideration. To ensure this phase was successful, HRA experts 

who were thoroughly familiar with and had a strong command of at least one of the 

previously described HRA approaches were invited to participate. The subject matter experts 

provided adequate information about the study's goal and approach. They were asked to 

respond to a questionnaire on the subject. The HEART, THERP, SLIM, SPAR-H, CREAM, and 

BN-CREAM methodologies were all selected to conduct a comparative analysis. Table 5. 2 

summarises the fundamental aspects of the HRA approaches that have been set. More 

information on the selected HRAs can be found in Chapter 2 of this thesis. Each research 

project included in this thesis was evaluated to determine the most appropriate HRA method. 

However, this result does not mean that a specific HRA method has an absolute advantage or 

inferiority over other methods. It is a method of finding the most reasonable and efficient 

alternative based on resources such as the scope, available period, and human resources of 

the study under given conditions. Because of this, the same HRA method may give different 

results depending on when the evaluation is done and what the context is. The following case 

studies were evaluated separately to determine which HRA analysis method is most 

appropriate for the four research tasks chosen for this thesis. 

Table 5. 2  Characteristics of the selected HRA methods 

HRA 
Task 

decomposition 

Performance 
Shaping Factors 

(PSFs) list 

Nominal HEP 
for specific 
error mode 

Diversity of 
Analysis 

Approach 

BN-CREAM 
15 cognitive 

activities 
9 CPCs Not required 

Manual and 
Software aided 

CREAM 
15 cognitive 

activities 
9 CPCs 

13 Credible 
failure types 

Manual only 

SPAR-H 
Two types of tasks; 

Diagnosis, action 

8 PSFs for 
quantification, 
many for root 

causes 

Diagnosis, 
Action 

Manual only 

SLIM None specified  8 PSFs 
None specified 
(End anchoring 

method) 
Manual only 



85 
 

THERP 
27 types of 
activities 

5 PSFs and 
dependency 

relations 

14 HEP Error 
modes and 

HRA event tree 
Manual only 

HEART 8 Generic tasks 
38 Error 

Producing 
Conditions (EPCs) 

8 Nominal HEP 
for GTT 

Manual only 

 

5.4.1 Determining optimal HRA for case study 1: emergency 

steering case (evaluation 1) 

This section describes the procedure for determining the most appropriate approach for 

doing human reliability analysis during emergency steering. First, section 5.4.1.1 summarises 

the project's fundamentals; specifics will be presented in Chapter 6. Then, expert analysis was 

undertaken using the provided data to choose the HRA approach that is most appropriate for 

the study aim. Five experts participated, and the input values represented the workshop 

participants' consensus viewpoints. 

5.4.1.1 Project description of emergency steering project 

This research aims to discover the error mode by analysing the components that affect 

emergency steering operation when the ship's primary propulsion system fails and then 

estimate the total probability of human error. Individual task analysis is not required, and the 

goal is to achieve the research purpose in a relatively short time. Therefore, integration with 

risk analysis is not necessary, and emergency steering necessitates communication between 

the steering room and the control room, as well as consideration of human-machine 

interaction, but not software. However, due to the limited labour and time resources 

available, analysis by software is essential.  

5.4.1.2 Application of TOPSIS to determine optimal HRA for emergency 

steering project 

Table 5. 3 summarises the evaluation results for the six HRA methods with scores ranging 

from 1 to 5 for this project's 14 evaluation criteria. According to the methods described in 

Section 5.3, normalised assessment metrics were derived as shown in Table 5. 4. Table 5. 5 

summarises the relative importance of each criterion. 
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Table 5. 3 Evaluation matrix for emergency steering 

Alternatives 
Criteria  

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 

BN-CREAM (𝐴1) 5 4 4 3 4 4 3 4 5 5 5 2 2 2 

CREAM (𝐴2) 5 4 4 3 4 4 3 3 3 3 3 3 3 3 

SPAR-H (𝐴3) 3 3 2 4 3 2 4 3 2 3 3 3 3 3 

SLIM (𝐴4) 3 3 3 4 4 2 3 3 3 3 3 3 3 4 

THERP (𝐴5) 4 2 4 2 2 3 3 3 1 1 1 4 2 2 

HEART (𝐴6) 4 5 3 2 2 3 3 3 1 2 2 4 2 2 

 

Table 5. 4 Normalised evaluation matrix for emergency steering 

Alternatives 
Criteria  

C1 C2 C3 C4 C5 C6 C7 

BN-CREAM 0.5000 0.4500 0.4781 0.3939 0.4961 0.5252 0.3841 

CREAM 0.5000 0.4500 0.4781 0.3939 0.4961 0.5252 0.3841 

SPAR-H 0.3000 0.3375 0.2390 0.5252 0.3721 0.2626 0.5121 

SLIM 0.3000 0.3375 0.3586 0.5252 0.4961 0.2626 0.3841 

THERP 0.4000 0.2250 0.4781 0.2626 0.2481 0.3939 0.3841 

HEART 0.4000 0.5625 0.3586 0.2626 0.2481 0.3939 0.3841 

Alternatives 
Criteria  

C8 C9 C10 C11 C12 C13 C14 

BN-CREAM 0.5121 0.7143 0.6623 0.6623 0.2520 0.3203 0.2949 

CREAM 0.3841 0.4286 0.3974 0.3974 0.3780 0.4804 0.4423 

SPAR-H 0.3841 0.2857 0.3974 0.3974 0.3780 0.4804 0.4423 

SLIM 0.3841 0.4286 0.3974 0.3974 0.3780 0.4804 0.5898 

THERP 0.3841 0.1429 0.1325 0.1325 0.5040 0.3203 0.2949 

HEART 0.3841 0.1429 0.2649 0.2649 0.5040 0.3203 0.2949 

 

Table 5. 5 Weights and normalised weights for criteria for emergency steering 

Criteria C1 C2 C3 C4 C5 C6 C7 

𝑊𝑗 3 4 3 2 5 5 3 

𝑤𝑗 0.07 0.09 0.07 0.05 0.11 0.11 0.07 

Criteria C8 C9 C10 C11 C12 C13 C14 

𝑊𝑗 2 4 4 4 2 2 1 

𝑤𝑗 0.05 0.09 0.09 0.09 0.05 0.05 0.02 
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Table 5. 6 Weighted normalised evaluation matrix for emergency steering 

Alternatives 
Criteria  

C1 C2 C3 C4 C5 C6 C7 

BN-CREAM 0.0341 0.0409 0.0326 0.0179 0.0564 0.0597 0.0262 
CREAM 0.0341 0.0409 0.0326 0.0179 0.0564 0.0597 0.0262 
SPAR-H 0.0205 0.0307 0.0163 0.0239 0.0423 0.0298 0.0349 
SLIM 0.0205 0.0307 0.0244 0.0239 0.0564 0.0298 0.0262 
THERP 0.0273 0.0205 0.0326 0.0119 0.0282 0.0448 0.0262 
HEART 0.0273 0.0511 0.0244 0.0119 0.0282 0.0448 0.0262 

Alternatives 
Criteria  

C8 C9 C10 C11 C12 C13 C14 

BN-CREAM 0.0233 0.0649 0.0602 0.0602 0.0115 0.0146 0.0067 

CREAM 0.0175 0.0390 0.0361 0.0361 0.0172 0.0218 0.0101 
SPAR-H 0.0175 0.0260 0.0361 0.0361 0.0172 0.0218 0.0101 
SLIM 0.0175 0.0390 0.0361 0.0361 0.0172 0.0218 0.0134 
THERP 0.0175 0.0130 0.0120 0.0120 0.0229 0.0146 0.0067 
HEART 0.0175 0.0130 0.0241 0.0241 0.0229 0.0146 0.0067 

 

Based on Table 5. 6, the best and worst alternatives are obtained as follows. 

The worst alternative Aw = (0.02045, 0.02045, 0.01630, 0.01194, 0.02819, 0.02984, 0.02619, 

0.01746, 0.01299, 0.01204, 0.01204, 0.01145, 0.01456, 0.00670) and 

The best alternative Ab = (0.03409, 0.05114, 0.03260, 0.02387, 0.05638, 0.05968, 0.03492, 

0.02328, 0.65000,0.06021, 0.06021, 0.02291, 0.02184, 0.01340) 

The distance (Si
-) between the target alternative (Ai) and the worst condition (Aw) and the 

distance (Si
+) between the alternative (Ai) and the best condition (Ab) were determined in 

Table 5. 7.  

Table 5. 7 The distances of Si
- and Si

+ and the rank of alternatives for emergency steering 

Alternatives Si
- Si

+ Similarity Rank 

𝑨𝟏 0.10 0.59 0.15 1 

𝐴2 0.07 0.61 0.10 2 

𝐴3 0.04 0.63 0.07 4 

𝐴4 0.06 0.61 0.08 3 

𝐴5 0.03 0.64 0.04 6 

𝐴6 0.04 0.64 0.06 5 

 

In conclusion, the Bayesian network (BN) CREAM approach was determined to be the most 

effective way for the emergency steering research project. 
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5.4.2 Determining optimal HRA for case study 2: engine room 

fire drill case (evaluation 2) 

This section describes the procedure for determining the most appropriate approach for 

doing human reliability analysis during engine room fire drill procedures. Section 5.4.2.1 

summarises the project's fundamentals; specifics will be presented in Chapter 7. It was 

examined in the same manner as section 5.4.1. 

5.4.2.1 Project description of engine room fire drill project 

This study aims to evaluate human error per each task in emergency response drills to identify 

the most vulnerable human activities and prioritise human duties during ship engine room 

fires. Individual tasks must be determined via task analysis, as well as the connection between 

humans and machines. Numerous sites must be analysed, including steering rooms, fire 

scenes, and fire control rooms. The described task is centred on the human-oriented task and 

demands execution and cognitive activity. The project will take around six months and require 

no risk assessment analysis. 

5.4.2.2 Application of TOPSIS to determine optimal HRA for engine 

room fire drill project 

Table 5. 8 summarises the evaluation results for the six HRA methods with scores ranging 

from 1 to 5 for this project's 14 evaluation criteria. According to the methods described in 

Section 5.3, a normalised evaluation matrix was derived as shown in Table 5. 9.  

Table 5. 10 summarises the relative importance of each criterion for engine room fire drill 

procedures. 

Table 5. 8 Evaluation matrix for engine room fire 

Alternatives 
Criteria  

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 

BN-CREAM (𝐴1) 5 4 4 3 4 4 3 4 5 5 5 2 2 2 

CREAM (𝐴2) 5 4 4 3 4 4 3 3 3 3 4 3 3 3 

SPAR-H (𝐴3) 3 3 2 4 3 2 4 3 2 3 3 3 3 3 

SLIM (𝐴4) 3 3 3 4 4 2 3 3 3 3 3 3 3 4 

THERP (𝐴5) 4 2 4 2 2 3 3 3 1 1 1 4 2 2 

HEART (𝐴6) 4 5 3 2 2 3 3 3 1 2 2 4 2 2 
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Table 5. 9 Normalised evaluation matrix for engine room fire 

Alternatives 
Criteria  

C1 C2 C3 C4 C5 C6 C7 

BN-CREAM 0.50000 0.45004 0.47809 0.39392 0.49614 0.52523 0.38411 

CREAM 0.50000 0.45004 0.47809 0.39392 0.49614 0.52523 0.38411 

SPAR-H 0.30000 0.33753 0.23905 0.52523 0.37210 0.26261 0.51215 

SLIM 0.30000 0.33753 0.35857 0.52523 0.49614 0.26261 0.38411 

THERP 0.40000 0.22502 0.47809 0.26261 0.24807 0.39392 0.38411 

HEART 0.40000 0.56254 0.35857 0.26261 0.24807 0.39392 0.38411 

Alternatives 
Criteria  

C8 C9 C10 C11 C12 C13 C14 

BN-CREAM 0.51215 0.71429 0.66227 0.62500 0.25198 0.32026 0.29488 

CREAM 0.38411 0.42857 0.39736 0.50000 0.37796 0.48038 0.44233 

SPAR-H 0.38411 0.28571 0.39736 0.37500 0.37796 0.48038 0.44233 

SLIM 0.38411 0.42857 0.39736 0.37500 0.37796 0.48038 0.58977 

THERP 0.38411 0.14286 0.13245 0.12500 0.50395 0.32026 0.29488 

HEART 0.38411 0.14286 0.26491 0.25000 0.50395 0.32026 0.29488 

 

Table 5. 10 Weights and normalised weights for criteria for emergency steering 

Criteria C1 C2 C3 C4 C5 C6 C7 

𝑊𝑗 4 4 3 2 5 5 3 

𝑤𝑗 0.08 0.08 0.06 0.04 0.10 0.10 0.06 

Criteria C8 C9 C10 C11 C12 C13 C14 

𝑊𝑗 2 3 3 4 4 4 2 

𝑤𝑗 0.04 0.06 0.06 0.08 0.08 0.08 0.04 
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Table 5. 11 Weighted normalised evaluation matrix for engine room fire 

Alternatives 
Criteria  

C1 C2 C3 C4 C5 C6 C7 

BN-CREAM 0.04167 0.03750 0.02988 0.01641 0.05168 0.05471 0.02401 
CREAM 0.04167 0.03750 0.02988 0.01641 0.05168 0.05471 0.02401 
SPAR-H 0.02500 0.02813 0.01494 0.02188 0.03876 0.02736 0.03201 
SLIM 0.02500 0.02813 0.02241 0.02188 0.05168 0.02736 0.02401 
THERP 0.03333 0.01875 0.02988 0.01094 0.02584 0.04103 0.02401 
HEART 0.03333 0.04688 0.02241 0.01094 0.02584 0.04103 0.02401 

Alternatives 
Criteria  

C8 C9 C10 C11 C12 C13 C14 

BN-CREAM 0.02134 0.04464 0.04139 0.05208 0.02100 0.02669 0.01229 

CREAM 0.01600 0.02679 0.02483 0.04167 0.03150 0.04003 0.01843 
SPAR-H 0.01600 0.01786 0.02483 0.03125 0.03150 0.04003 0.01843 
SLIM 0.01600 0.02679 0.02483 0.03125 0.03150 0.04003 0.02457 
THERP 0.01600 0.00893 0.00828 0.01042 0.04200 0.02669 0.01229 
HEART 0.01600 0.00893 0.01656 0.02083 0.04200 0.02669 0.01229 

 

Based on Table 5. 11, the best and worst alternatives are obtained as follows. 

The worst alternative Aw = (0.02500, 0.01875, 0.01494, 0.01094, 0.02584, 0.02736, 0.02401, 

0.01600, 0.00893, 0.00828, 0.01042, 0.02100, 0.02669, 0.01229) and 

The best alternative Ab = (0.04167, 0.04688, 0.02988, 0.02188, 0.05168, 0.05471, 0.03201, 

0.02134, 0.04464,0.04139, 0.05208, 0.04200, 0.04003, 0.02457) 

The distance (Si
-) between the target alternative (Ai) and the worst condition (Aw) and the 

distance (Si
+) between the alternative (Ai) and the best condition (Ab) were determined in 

Table 5. 12.  

Table 5. 12 The distances of Si
- and Si

+ and rank of alternatives for engine room fire 

Alternatives Si
- Si

+ Similarity Rank 

𝐴1 0.08 0.05 0.60 2 

𝐴2 0.06 0.04 0.63 1 

𝐴3 0.04 0.06 0.40 4 

𝐴4 0.05 0.05 0.48 3 

𝐴5 0.03 0.08 0.27 6 

𝐴6 0.04 0.07 0.38 5 

 

In conclusion, the CREAM approach was determined to be the most effective way for the 

engine room fire drill research project. 
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5.4.3 Determining optimal HRA for case study 3: man 

overboard drill case (evaluation 3) 

This section describes the procedure for determining the most appropriate approach for 

system reliability analysis, including human error, for rescue boat drills to man overboard on 

ships. Section 5.4.3.1 summarises the project's fundamentals; specifics will be presented in 

Chapter 8. It was examined in the same manner as section 5.4.1. 

5.4.3.1 Project description of man overboard drill 

This study aims to quantify human errors associated with each task in emergency rescue boat 

drills in the case of man overboard on ships and then integrate them into a risk model to 

determine system reliability. Individual tasks must be defined through task analysis and 

human-machine interaction. Numerous locations should be investigated, including the 

steering room, the inside of the rescue boat, and the rescue boat davit operating site. Not 

only should the specified task be human-oriented, but it should also account for human-

machine interaction. This project will take approximately a year to complete and require 

additional risk assessment analysis, including machine failures. However, because a distinct 

risk analysis model based on a reliability block diagram will be employed, quantifying human 

error is critical for choosing the HRA method, but easy integration and compatibility with 

other approaches should also be addressed. 

5.4.3.2 Application of TOPSIS to determine optimal HRA for man 

overboard drill project 

Table 5. 13 summarises the evaluation results for the six HRA methods with scores ranging 

from 1 to 5 for this project's 14 evaluation criteria. According to the methods described in 

Section 5.3, a normalised evaluation matrix was derived in Table 5. 14. Table 5. 15 

summarises the relative importance of each criterion for man overboard drill procedures. 
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Table 5. 13 Evaluation matrix for man overboard 

Alternatives 
Criteria  

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 

BN-CREAM (𝐴1) 3 4 3 3 4 4 3 4 5 5 4 2 2 2 

CREAM (𝐴2) 3 4 3 3 4 4 3 3 3 3 3 3 3 3 

SPAR-H (𝐴3) 3 3 4 4 3 2 4 3 3 3 5 3 4 5 

SLIM (𝐴4) 3 3 3 4 4 2 3 3 3 3 2 3 3 4 

THERP (𝐴5) 4 2 4 2 2 3 3 3 1 1 1 4 2 2 

HEART (𝐴6) 4 5 3 2 2 3 3 3 1 2 2 4 2 2 

 

Table 5. 14  Normalised evaluation matrix for man overboard 

Alternatives 
Criteria  

C1 C2 C3 C4 C5 C6 C7 

BN-CREAM 0.36380 0.45004 0.36380 0.39392 0.49614 0.52523 0.38411 

CREAM 0.36380 0.45004 0.36380 0.39392 0.49614 0.52523 0.38411 

SPAR-H 0.36380 0.33753 0.48507 0.52523 0.37210 0.26261 0.51215 

SLIM 0.36380 0.33753 0.36380 0.52523 0.49614 0.26261 0.38411 

THERP 0.48507 0.22502 0.48507 0.26261 0.24807 0.39392 0.38411 

HEART 0.48507 0.56254 0.36380 0.26261 0.24807 0.39392 0.38411 

Alternatives 
Criteria  

C8 C9 C10 C11 C12 C13 C14 

BN-CREAM 0.51215 0.68041 0.66227 0.52076 0.25198 0.29488 0.25400 

CREAM 0.38411 0.40825 0.39736 0.39057 0.37796 0.44233 0.38100 

SPAR-H 0.38411 0.40825 0.39736 0.65094 0.37796 0.58977 0.63500 

SLIM 0.38411 0.40825 0.39736 0.26038 0.37796 0.44233 0.50800 

THERP 0.38411 0.13608 0.13245 0.13019 0.50395 0.29488 0.25400 

HEART 0.38411 0.13608 0.26491 0.26038 0.50395 0.29488 0.25400 

 

Table 5. 15 Weights and normalised weights for criteria for man overboard 

Criteria C1 C2 C3 C4 C5 C6 C7 

𝑊𝑗 3 3 3 4 5 4 4 

𝑤𝑗 0.06 0.06 0.06 0.08 0.10 0.08 0.08 

Criteria C8 C9 C10 C11 C12 C13 C14 

𝑊𝑗 1 2 3 4 4 4 5 

𝑤𝑗 0.02 0.04 0.06 0.08 0.08 0.08 0.10 

 

 

 



93 
 

Table 5. 16 Weighted normalised evaluation matrix for man overboard 

Alternatives 
Criteria  

C1 C2 C3 C4 C5 C6 C7 

BN-CREAM 0.02227 0.02755 0.02227 0.03216 0.05063 0.04288 0.03136 
CREAM 0.02227 0.02755 0.02227 0.03216 0.05063 0.04288 0.03136 
SPAR-H 0.02227 0.02066 0.02970 0.04288 0.03797 0.02144 0.04181 
SLIM 0.02227 0.02066 0.02227 0.04288 0.05063 0.02144 0.03136 
THERP 0.02970 0.01378 0.02970 0.02144 0.02531 0.03216 0.03136 
HEART 0.02970 0.03444 0.02227 0.02144 0.02531 0.03216 0.03136 

Alternatives 
Criteria  

C8 C9 C10 C11 C12 C13 C14 

BN-CREAM 0.01045 0.02777 0.04055 0.04251 0.02057 0.02407 0.02592 

CREAM 0.00784 0.01666 0.02433 0.03188 0.03085 0.03611 0.03888 
SPAR-H 0.00784 0.01666 0.02433 0.05314 0.03085 0.04814 0.06480 
SLIM 0.00784 0.01666 0.02433 0.02126 0.03085 0.03611 0.05184 
THERP 0.00784 0.00555 0.00811 0.01063 0.04114 0.02407 0.02592 
HEART 0.00784 0.00555 0.01622 0.02126 0.04114 0.02407 0.02592 

Based on Table 5. 16, the best and worst alternatives are obtained as follows. 

The worst alternative Aw = (0.02227, 0.01378, 0.02227, 0.02144, 0.02531, 0.02144, 0.03136, 

0.00784, 0.00583, 0.00811, 0.01081, 0.02057, 0.02407, 0.02592) and 

The best alternative Ab = (0.02970, 0.03444, 0.02970, 0.04288, 0.05063, 0.04288, 0.04181, 

0.01045, 0.02777,0.04055, 0.05314, 0.04114, 0.04814, 0.06480) 

The distance (Si
-) between the target alternative (Ai) and the worst condition (Aw) and the 

distance (Si
+) between the alternative (Ai) and the best condition (Ab) were determined in 

Table 5. 17.  

Table 5. 17 The distances of Si
- and Si

+ and rank of alternatives for man overboard 

Alternatives Si
- Si

+ Similarity Rank 

𝐴1 0.06 0.05 0.53 2 

𝐴2 0.05 0.05 0.53 3 

𝐴3 0.07 0.04 0.66 1 

𝐴4 0.05 0.05 0.49 4 

𝐴5 0.03 0.08 0.23 6 

𝐴6 0.03 0.07 0.32 5 

 

In conclusion, the SPAR-H approach was determined to be the most effective way for the man 

overboard research project. 
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5.4.4 Determining optimal HRA for case study 4: ESD system 

during STS LNG bunkering case (evaluation 4) 

This section describes the procedure for determining the most appropriate system reliability 

analysis, including human error, for the ESD system during the ship-to-ship LNG bunkering 

process. Section 5.4.4.1 summarises the project's fundamentals; specifics will be presented 

in Chapter 9. It was examined in the same manner as section 5.4.1. 

5.4.4.1 Project description of ESD system during STS LNG bunkering 

This study aims to analyse system reliability in complicated future designs, including humans, 

machines, and software. This section will identify the optimal HRA analysis technique that will 

be used to anticipate human errors in this system study. The case study will examine the 

operation of the ship's emergency shut down system during the LNG ship-to-ship bunkering 

procedure. The system is highly sophisticated, with a complicated operational system 

including a considerable number of workers and port authorities. Human error identification 

and risk models are developed independently, so HRA methodologies suited for quantifying 

human error should be identified. This section should also be addressed, as there is no 

referenced objective data on human error. Consideration should be given to ease of 

integration and compatibility with other methodologies. 

5.4.4.2 Application of TOPSIS to determine optimal HRA for ESD system 

Table 5. 18 summarises the evaluation results for the six HRA methods with scores ranging 

from 1 to 5 for this project's 14 evaluation criteria. According to the methods described in 

Section 5.3, a normalised evaluation matrix was derived in Table 5. 19. Table 5. 20 

summarises the relative importance of each criterion for the ESD system during STS LNG 

bunkering procedures. 
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Table 5. 18 Evaluation matrix for LNG ESD system 

Alternatives 
Criteria  

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 

BN-CREAM (𝐴1) 3 4 3 3 4 4 3 4 5 5 3 2 2 2 

CREAM (𝐴2) 3 4 3 3 4 4 3 3 3 3 2 3 3 3 

SPAR-H (𝐴3) 3 3 4 4 3 2 4 3 3 3 4 3 4 4 

SLIM (𝐴4) 3 3 3 4 4 3 3 3 3 4 5 3 3 5 

THERP (𝐴5) 4 2 4 2 2 3 3 3 1 1 1 4 2 2 

HEART (𝐴6) 4 5 3 2 2 3 3 3 1 2 2 4 2 2 

 

Table 5. 19 Normalised evaluation matrix for LNG ESD system 

Alternatives 
Criteria  

C1 C2 C3 C4 C5 C6 C7 

BN-CREAM 0.36380 0.45004 0.36380 0.39392 0.49614 0.50395 0.38411 

CREAM 0.36380 0.45004 0.36380 0.39392 0.49614 0.50395 0.38411 

SPAR-H 0.36380 0.33753 0.48507 0.52523 0.37210 0.25198 0.51215 

SLIM 0.36380 0.33753 0.36380 0.52523 0.49614 0.37796 0.38411 

THERP 0.48507 0.22502 0.48507 0.26261 0.24807 0.37796 0.38411 

HEART 0.48507 0.56254 0.36380 0.26261 0.24807 0.37796 0.38411 

Alternatives 
Criteria  

C8 C9 C10 C11 C12 C13 C14 

BN-CREAM 0.51215 0.68041 0.62500 0.39057 0.25198 0.29488 0.25400 

CREAM 0.38411 0.40825 0.37500 0.26038 0.37796 0.44233 0.38100 

SPAR-H 0.38411 0.40825 0.37500 0.52076 0.37796 0.58977 0.50800 

SLIM 0.38411 0.40825 0.50000 0.65094 0.37796 0.44233 0.63500 

THERP 0.38411 0.13608 0.12500 0.13019 0.50395 0.29488 0.25400 

HEART 0.38411 0.13608 0.25000 0.26038 0.50395 0.29488 0.25400 

 

Table 5. 20 Weights and normalised weights for criteria for LNG ESD system 

Criteria C1 C2 C3 C4 C5 C6 C7 

𝑊𝑗 3 3 3 4 5 4 4 

𝑤𝑗 0.06 0.06 0.06 0.08 0.10 0.08 0.08 

Criteria C8 C9 C10 C11 C12 C13 C14 

𝑊𝑗 1 2 3 4 4 4 5 

𝑤𝑗 0.02 0.04 0.06 0.08 0.08 0.08 0.10 
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Table 5. 21 Weighted normalised evaluation matrix for LNG ESD system 

Alternatives 
Criteria  

C1 C2 C3 C4 C5 C6 C7 

BN-CREAM 0.02227 0.02755 0.02227 0.03216 0.05063 0.04114 0.03136 
CREAM 0.02227 0.02755 0.02227 0.03216 0.05063 0.04114 0.03136 
SPAR-H 0.02227 0.02066 0.02970 0.04288 0.03797 0.02057 0.04181 
SLIM 0.02227 0.02066 0.02227 0.04288 0.05063 0.03085 0.03136 
THERP 0.02970 0.01378 0.02970 0.02144 0.02531 0.03085 0.03136 
HEART 0.02970 0.03444 0.02227 0.02144 0.02531 0.03085 0.03136 

Alternatives 
Criteria  

C8 C9 C10 C11 C12 C13 C14 

BN-CREAM 0.01045 0.02777 0.03827 0.03188 0.02057 0.02407 0.02592 

CREAM 0.00784 0.01666 0.02296 0.02126 0.03085 0.03611 0.03888 
SPAR-H 0.00784 0.01666 0.02296 0.04251 0.03085 0.04814 0.05184 
SLIM 0.00784 0.01666 0.03061 0.05314 0.03085 0.03611 0.06480 
THERP 0.00784 0.00555 0.00765 0.01063 0.04114 0.02407 0.02592 
HEART 0.00784 0.00555 0.01531 0.02126 0.04114 0.02407 0.02592 

Based on Table 5. 21, the best and worst alternatives are obtained as follows. 

The worst alternative Aw = (0.02227, 0.01378, 0.02227, 0.02144, 0.02531, 0.02057, 0.03136, 

0.00784, 0.00555, 0.00765, 0.01063, 0.03085, 0.02407, 0.02592) and  

The best alternative Ab = (0.02970, 0.03444, 0.02970, 0.04288, 0.05063, 0.04114, 0.04181, 

0.01045, 0.02777,0.03827, 0.05314, 0.04114, 0.04814, 0.06480) 

The distance (Si
-) between the target alternative (Ai) and the worst condition (Aw) and the 

distance (Si
+) between the alternative (Ai) and the best condition (Ab) were determined in  

Table 5. 22.  

Table 5. 22 The distances of Si
- and Si

+ and the rank of alternatives for the LNG ESD system 

Alternatives Si
- Si

+ Similarity Rank 

𝐴1 0.06 0.06 0.50 3 

𝐴2 0.05 0.05 0.47 4 

𝐴3 0.06 0.04 0.60 2 

𝐴4 0.07 0.03 0.70 1 

𝐴5 0.02 0.08 0.18 6 

𝐴6 0.03 0.07 0.28 5 
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In conclusion, during the ship-to-ship LNG bunkering process research project, the SLIM 

approach was determined to be the most effective way for the emergency shutdown system 

(ESD). 

5.5 Chapter summary 

Individual four evaluations using 14 criteria were undertaken in this chapter to determine the 

optimal HRA approach for each case study, including emergency steering in Chapter 6, engine 

room fire drill in Chapter 7, man overboard drills in Chapter 8, and STS LNG bunkering 

process in Chapter 9. It was identified that there is no structured approach for selecting an 

appropriate HRA technique for a specific case study by considering multi criteria. This chapter 

demonstrated a process which will assist in systematically considering contextual factors and 

selecting the most feasible HRA technique for the case under investigation. The assessment 

result indicated that the most optimal HRA techniques are BN-CREAM for emergency steering, 

CREAM for engine room fire drills, SPAR-H for man overboard drills, and SLIM for the LNG ESD 

system, respectively. Each case study will be discussed in detail from Chapter 6 to Chapter 9. 

As previously stated, strategy in this chapter does not assess the relative superiority of the 

HRA method itself but rather determines the best appropriate HRA method for a particular 

study environment. 
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6 Determination of the human error mode  

6.1 Chapter overview 

This chapter introduces a method of determining the contextual mode for overall human 

error probability estimation using the BN-CREAM method. This BN-CREAM method aims to 

determine the need for more specific HRA research and to support urgent analysis when 

required by providing a simple and imminent calculation method. This chapter first explains 

the necessity and background of this methodology in Section 6.2. Then the specific details of 

the methodology are introduced in Section 6.3. Following this, a case study on the emergency 

steering operations using this methodology will be illustrated in Section 6.4. Finally, in section 

6.5, findings and discussion will be presented. 

6.2 Background of the research  

Human operators play a significant role in the system and operational safety of the maritime 

industry. Numerous HRA studies have been done over the last few decades to improve our 

understanding of human roles in safety-critical sectors and to forecast the frequency of 

possible human errors and their effects. However, human reliability analysis is a time-

consuming and resource-intensive exercise that involves a significant number of human 

resources, available data, and effort. As a result, adding the human aspect to risk assessments 

of emergency decision-making that may occur in dynamic circumstances is a real practical 

challenge. Additionally, there is no way to determine whether a detailed HRA study on the 

system or operation is necessary. As seen in Figure 6. 1, a simple and reliable approach for 

rapidly providing information on human errors coincides with the requirement for further 

detailed HRA study on the system or operation. The basic CREAM method estimates total HEP 

by analysing context using PSFs without task analysis. The following studies offered 

straightforward approaches to addressing these research needs. 

Fujita and Hollnagel (2004) introduced systematic procedures for calculating mean failure 

rates as a function of the CPC without making assumptions about individual human actions 

by establishing a simple mathematical manipulation. Konstandinidou et al. (2006) have 

developed a Fuzzy modelling system to estimate the probability of erroneous human action 

in specific industrial and working contexts based on CREAM methodology. The developed 
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Fuzzy logic consists of 9 input variables similar to CPCs and an If-Then knowledge-based Fuzzy 

inference system to predict a crisp value that is a failure probability of human operation. He 

et al. (2008) provided a simplified CREAM prospective quantification process to provide an 

easily practicable approach to getting the numeric results. The method can be applied to both 

the basic and extended methods. There have also been attempts to develop models that 

could directly estimate overall HEPs using BNs. Islam et al. (2018) introduced a BN model to 

estimate HEP using priority probability and CPT (conditional probability table) from expert 

groups. Their research determined the impact of internal and external factors on human 

performance with a case study for ship maintenance activities. The BN model provides flexible 

HEPs that could be assigned with new input variables. It made it possible to predict HEPs 

across various maritime scenarios dynamically. Despite its effectiveness on HEPs, the BN 

models are subject to the standardised contexts, thereby the same level of PSFs, against 

disparate activities. Furthermore, the direct inference logic model is weak to capture the 

significant difference among subtasks under a similar situation without considering different 

levels of task because contributing factors do not fully address the characteristic of the 

different levels of functions. 

While the simplified CREAM method in the past provided an easily accessible process for 

obtaining human error probability mode, numerous assumptions were inevitably made due 

to the uncertainty raised from excessive simplification ideas. Specifically, in the Fuzzy logic 

model, the evaluation of individual PSFs is directly reflected in the output. As a result, it can 

perform fast human error calculations, but the limitation is that much information is lost by 

If-Then Rule and dependence between PSFs cannot be considered. On the other hand, the BN 

model considers interdependence among the PSFs. Still, to reduce computational load, the 

rating of individual PSF does not directly affect the model’s output by grouping PSF. This 

process lowers the sensitivity of the model and further complicates the network. Therefore, 

this paper proposes a new BN-CREAM model to prevent the loss of information and 

strengthen the reflection of dependence and simplification.  
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Figure 6. 1  Abstract for the simplified human error mode estimating model 
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6.3 Methodology 

This section proposes a hybrid approach combining Fuzzy theory and Bayesian Network (BN) 

with CREAM to predict human error modes. The proposed BN-CREAM model provides 

maximum simplification and rapid human error modes. The proposed model is developed to 

predict the overall human error mode quickly and conveniently by analysing contextual 

factors without analysing individual tasks. The model is designed to directly reflect the ratings 

of individual PSFs in model output human error mode without grouping PSFs to avoid losing 

information and sensitivity. This model reflects PSF interdependence through BN and 

provides a more intuitive representation and easy modelling. Also, a Fuzzy multiple attributive 

group decision-making methodology by Ölçer and Odabaşi (2005) is employed and 

customised for the opinion aggregation to minimise the subjectivity of experts’ judgment. The 

flow chart of the proposed approach is shown in Figure 6. 2. 

 

Figure 6. 2 Flowchart of the proposed approach 
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6.3.1 Common performance condition (CPC) Assessment 

Once the definition of the scenario, which is the first step in analyses, is completed, an 

evaluation of individual CPCs is initiated.  

6.3.1.1 Define CPCs and Fuzzy membership development 

The nine CPCs characterising performance shaping factors that impact human performance 

are listed in Table 6. 1. Individual CPCs contain linguistic variables that indicate the CPC level 

likely to have an adverse or positive influence on human performance. In the original CREAM, 

the only linguistic variable is determined with a 100% degree of conviction to assess the 

relevant CPC (Ahn and Kurt, 2020). However, a small set of linguistic variables is insufficient 

to capture the effect of CPC on human reliabilities in practice. To illustrate the influence of 

CPC more accurately, Fuzzy sets are used since they are the appropriate method for dealing 

with the ambiguity and vagueness inherent in human error detection problems (Akyuz, 2016). 

As seen in Figure 6. 3, Figure 6. 4 and Figure 6. 5, each CPC is associated with three or more 

Fuzzy sets that explain the influence of the CPC. The Fuzzy trapezoidal number is used in this 

study, and the associated Fuzzy numbers for each CPC level are produced and listed in Table 

6. 2. 

 

Figure 6. 3 Fuzzy membership for four linguistic scales 
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Figure 6. 4 Fuzzy membership for three linguistic scales 

 

 

 

Figure 6. 5 Fuzzy membership for Time of day 
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Table 6. 1 Common Performance Condition(Hollnagel, 1998) 

CPC name Level description & Linguistic scales 

Adequacy of 
organisation 

The quality of the roles and responsibilities of team members, additional 
support, communication system, Safety Management System, instructions 
and guidelines for externally oriented activities, role of external agencies, 
etc. 

Very efficient / Efficient / Inefficient / Deficient 

Working condition The nature of the physical working conditions such as ambient lighting, 
glare on screens, noise from alarm, interruptions from the task, etc. 

Advantageous / Compatible / Incompatible 

Adequacy of MMI 
and operational 
condition 

The Man-Machine interface in general, including the information available 
on control panels, computerised workstations, and operational support 
provided by specially designed decision aids 

Supportive / Adequate / Tolerable / Inappropriate 

Availability of 
procedures/plan 

Procedures and plans include operating and emergency procedures, 
familiar patterns of response heuristics, routines, etc. 

Appropriate / Acceptable / Inappropriate 

Number of 
simultaneous goals 

The number of tasks a person is required to pursue or attend to 
simultaneously (i.e., evaluating the effects of actions, sampling new 
information, assessing multiple goals etc.) 

Fewer than capacity / Matching current capacity / More than capacity 

Available time The time available to carry out a task corresponds to how well the task 
execution is synchronised to the process dynamics 

Appropriate / Temporarily inadequate / Continuously inadequate 

Time of day  
(Circadian rhythm) 

The time of day (or night) describes the time at which the task is carried 
out, particularly whether or not the person is adjusted to the current time 
(circadian rhythm). Typical examples are the effects of shift work. It is a 
well-established fact that the time of day influences the quality of work and 
that performance is less efficient if the normal circadian rhythm is disrupted 

Daytime (adjusted) / Night-time (unadjusted) 

Adequacy of 
training and 
experience 

The level and quality of training provided to operators as feminisation to 
new technology, refreshing old skills, etc. It also refers to the level of 
operational experience. 

Adequate, high experience / Adequate, limited experience / Inadequate 

Crew collaboration 
quality 

The quality of the collaboration between crew members, including the 
overlap between the official and unofficial structure, the level of trust, and 
the general social climate among crew members 

Very efficient / Efficient / Inefficient / Deficient 
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Table 6. 2 CPCs and Performance reliability with Fuzzy sets(Ahn and Kurt, 2020) 

CPC name CPC level (Lij) 
The expected 

effect on 
performance 

Fuzzy sets 

CPC1    
Adequacy of 
organisation 

Very efficient (L1,4) Improved (70, 90, 100, 100) 

Efficient(L1,3) Not significant (30, 70, 70, 90) 

Inefficient(L1,2) Reduced (10, 30, 30, 70) 

Deficient(L1,1) Reduced (0, 0, 10, 30) 

CPC2    
Working condition 

Advantageous (L2,3) Improved (60, 90, 100, 100) 

Compatible (L2,2) Not significant (20, 60, 60, 90) 

Incompatible(L2,1) Reduced (0, 0, 20, 60) 

CPC3   
Adequacy of MMI 
and operational 

condition 

Supportive (L3,4) Improved (70, 90, 100, 100) 

Adequate (L3,3) Not significant (30, 70, 70, 90) 

Tolerable (L3,2) Not significant (10, 30, 30, 70) 

Inappropriate (L3,1) Reduced (0, 0, 10, 30) 

CPC4    
Availability of 

procedures/plan 

Appropriate(L4,3) Improved (60, 90, 100, 100) 

Acceptable (L4,2) Not significant (20, 60, 60, 90) 

Inappropriate (L4,1) Reduced (0, 0, 20, 60) 

CPC5   
Number of 

simultaneous goals 

Fewer than capacity (L5,3) Not significant (60, 90, 100, 100) 

Matching current capacity 
(L5,2) 

Not significant (20, 60, 60, 90) 

More than capacity (L5,1) Reduced (0, 0, 20, 60) 

CPC6   
Available time 

Appropriate (L6,3) Improved (60, 90, 100, 100) 

Temporarily inadequate Not significant (20, 60, 60, 90) 

Continuously inadequate Reduced (0, 0, 20, 60) 

CPC7   
Time of day 

Day-time 8h to 17h (L7,3) Not significant (5, 8, 17, 20) 

Night-time 0h to 8h (L7,2) Reduced (0, 0, 5, 8) 

Night-time 17h to 24h (L7,1) Reduced (17, 20, 24, 24) 

CPC8   
Adequacy of training 

and experience 

Adequate, high experience 
(L8,3) 

Improved (60, 90, 100, 100) 

Adequate, limited 
experience (L8,2) 

Not significant (20, 60, 60, 90) 

Inadequate (L8,1) Reduced (0, 0, 20, 60) 

CPC9   
Crew collaboration 

quality 

Very efficient (L9,4) Improved (70, 90, 100, 100) 

Efficient (L9,3) Not significant (30, 70, 70, 90) 

Inefficient (L9,2) Not significant (10, 30, 30, 70) 

Deficient (L9,1) Reduced (0, 0, 10, 30) 

 



106 
 

6.3.1.2 Selection of experts 

The selection of experts for CPC evaluation is a critical process. In this study, a number of 

experts can be flexibly selected from a single expert to multiple experts group according to 

research resources such as human resources, time, and needs. Evaluation by a single expert 

is not recommended if resources are allowed. Still, to cope with dynamic situations, the 

method by a single expert was developed to provide a simple process and practical way for 

the industry. The evaluation methods by a single expert and a group of experts have different 

approaches.  

6.3.1.3 CPC evaluation by a single expert  

To evaluate individual CPCs, the expert is given scenarios, details, and questionnaires. The 

expert is asked to rate specific CPCs on a scale of 0 to 100. For example, the linguistic variables 

'Inappropriate', 'Tolerable', 'Adequate', and 'Supportive' are used to assess the 'Adequacy of 

MMI and operational condition'. The horizontal axis indicates the numerical score of this CPC, 

which ranges from 0 to 100, with 0 being the most negative value and 100 being the most 

positive. In contrast, the vertical axis reflects the degree of membership, which ranges from 

0 to 1. If the CPC3 score is assigned as 80 points, the single numerical score can be fuzzified 

to represent a distribution of beliefs with 75% trust in Supportive(L3,4) and 25% faith in 

Adequate(L3,3) as shown in Figure 6. 6. 

Trapezoidal Fuzzy set expressed as (a,b,c,d) and membership function µij for random score x is 

obtained through fuzzification. 

 

                                    
x−a

b−a
  , a≤x≤b 

            µij =                1     , b≤x≤c          where a≤b≤c≤d                   (6-1) 

                                   
d−x

d−c
   , c≤x≤d 

                                    0     , Otherwise                                                                            



107 
 

 

Figure 6. 6 Membership functions for Adequacy of MMI and operational condition 

6.3.1.4 CPC evaluation by multiple experts 

Experts are required to evaluate each CPC using the appropriate linguistic variables. Linguistic 

scale for CPC level and their corresponding Fuzzy set developed and provided in Table 6. 2. 

The purpose of applying the Fuzzy opinion aggregation is to translate the experts' multiple 

qualitative assessments of CPC score into a single aggregated opinion with Fuzzy opinion, then 

convert it into a crisp value through defuzzification. Once experts are selected, their relative 

importance needs to be considered as a heterogeneous group depending on their background. 

An example of experts’ evaluation criteria is given in Table 6. 3. The normalised weighted 

importance of experts is utilised to make an opinion consensus. This chapter does not discuss 

the technique for aggregating opinions because it is detailed in Section 7.2.1.1. Once 

aggregated scores are derived, fuzzification for each CPCs is required to convert the score into 

a distribution of beliefs for linguistic scales. 
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Table 6. 3 Example of the experts’ evaluation criteria 

Constitution Classification Ex1 Ex2 Ex3 Ex4 Ex5 Score 

Professional 
position 

Senior Academic   5   5 

Junior Academic      4 

Class. Surveyor or 
Government inspector or 
ISM auditor (senior level) 

5   5 5 5 

Class. Surveyor or 
Government inspector or 
ISM auditor (Junior level) 

 4    4 

Senior Mariner      5 

Junior Mariner      3 

Ship Superintendent 
(Senior) 

     5 

Ship superintendent 
(Junior) 

     4 

Others      between 1 
and 5 

Total Service 
time 

30 years and above      5 

20 - 29     4 4 

between 10 and 19 3 3 3 3  3 

between 6 and 9      2 

Below 5      1 

Education 
level 

PhD   5   5 

Master 4 4  4 4 4 

Bachelor      3 

Diploma      2 

High school      1 

Fire drill 
experience as 
a crew or ISM 

auditor 

Yes 3 3 3 3 3 3 

No      0 

Total 15 14 16 15 16 76 

Normalised weighted importance 0.2 0.18 0.21 0.2 0.21 1 
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6.3.2 Bayesian network modelling 

Once an expert assigns a rating of CPCs, the evaluation value of the nine individual CPC 

becomes the input value of the BN-CREAM model. The main aims of the BN-CREAM model 

are to adjust the dependency of CPCs and present the distribution of human error control 

mode to determine human error control mode as shown in Figure 6. 7. Then, the belief 

distribution for the control mode is converted to a form of human error probability by 

defuzzification. 

  

Figure 6. 7 BN-CREAM model 

6.3.2.1 Adjusted belief structure for CPC 

In the preceding stage, each CPC is expressed through fuzzification as a belief structure in 

single and multiple expert judgement cases. However, the dependency between CPCs should 

be recognised, and CPCs should be changed accordingly, as CPCs are not entirely independent 

of the influence of other CPCs. Thus, it needs to define the principles governing the reciprocal 

impacts of CPCs. For example, the rule of the 4th row indicates that ‘Crew collaboration 

quality’ depends on both ‘adequacy of organisation’ and ‘adequacy of training and experience’. 

If ‘crew collaboration of quality’ is inefficient (Neutral) AND ‘Adequacy of organisation’ is very 

efficient (Positive) AND ‘Adequacy of training and experience’ is Adequate, high experience 

(Positive), then “Crew collaboration quality is adjusted to positive from neutral. Interactive 

relations can be modelled by a Bayesian network technique (Yang et al., 2013) and enable 

presenting rather complex systems (Hänninen, 2014).  Bayesian network model based on 

rules acquires four new adjusted CPCs from the nine original CPCs. Adjusted CPCs are also 

represented by a new belief structure as follows. 
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CPCi’=((µi1’, Li1), (µi2’, Li2), (µi3’, Li3), (µij’, Lij)), where i= [1, 9] and j=[1, 4]                  (6-2) 

Fuzzy sets for nine CPCs are entered into a model as an input variable, and 4 CPCs are adjusted 

based on rules of dependency, as shown in Figure 6. 8.  

Table 6. 4 Rules for adjusting CPCs (Hollnagel,1998) 

Adjusted CPC Affecting CPCs 

Working 
Conditions 

(4/5) 

Adequacy of 
organisation 

Adequacy of 
MMI and 

operational 
support 

Available 
time 

Time of day 
Adequacy of 
training and 
experience 

Number of 
simultaneous 

goals (2/3) 

Working 
Conditions 

Adequacy of 
MMI and 

operational 
support 

Availability of 
procedures 
and plans 

- - 

Available 
time (4/5) 

Working 
Conditions 

Adequacy of 
MMI and 

operational 
support 

Availability of 
procedures 
and plans 

Number of 
simultaneous 

goals 
Time of day 

Crew 
collaboration 
quality (2/2) 

Adequacy of 
organisation 

Adequacy of 
training and 
experience 

- - - 

 

 

Figure 6. 8 Bayesian networks for dependency adjustment 
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6.3.2.2 Distribution of belief for control modes 

Once CPCs are adjusted, rules between CPCs and Control mode need to be established to 

make a model. In the total 9 CPCs, 6 CPCs have three levels, and the remaining 3 CPCs have 

four. Therefore, the number of cases can produce 46,656 conditional probabilities to build a 

network, as shown in Table 6. 5. This looks like a challenging task but is feasible in practice. 

Therefore, reducing conditional probabilities is not required by grouping CPCs that cause loss 

of information. The team has developed 46,656 rules based on conditional probabilities in 

Table 6. 6 and Table 6. 7, considering the multiple Fuzzy sets of each input parameter and 

using the logical IF-AND operation. Each row in Table 6. 6 shows each CPC’s effect and their 

negative and positive effect sum. Once the negative and positive impact sum is calculated, 

the control mode is assigned based on Figure 6. 9. For example, the If-Then Rule can be 

expressed below. 

“IF L1,3 AND L2,1 AND L3,1 AND L4,1 AND L5,1 AND L6,1 AND L7,1 AND L8,1 AND L9,1, THEN 

the probability of COCOMj (j = 1, 2, 3, 4) is (0,0,0,1).” 

Thus, the BN-CREAM model for COCOM and CPCs is built as shown in Figure 6. 10. 

Table 6. 5 List of the conditional probabilities of CPC 

Number of 

cases 

CPC1 CPC2 CPC3 CPC4 CPC5 CPC6 CPC7 CPC8 CPC9 

1 L1,4 L2,3 L3,4 L4,3 L5,3 L6,3 L7,3 L8,3 L9,4 

2 L1,4 L2,3 L3,4 L4,3 L5,3 L6,3 L7,3 L8,3 L9,3 

3 L1,4 L2,3 L3,4 L4,3 L5,3 L6,3 L7,3 L8,3 L9,2 

4 L1,4 L2,3 L3,4 L4,3 L5,3 L6,3 L7,3 L8,3 L9,1 

….. …. …. …. …. …. …. …. …. …. 

46,653 L1,1 L2,1 L3,1 L4,1 L5,1 L6,1 L7,1 L8,1 L9,4 

46,654 L1,1 L2,1 L3,1 L4,1 L5,1 L6,1 L7,1 L8,1 L9,3 

46,655 L1,1 L2,1 L3,1 L4,1 L5,1 L6,1 L7,1 L8,1 L9,2 

46,656 L1,1 L2,1 L3,1 L4,1 L5,1 L6,1 L7,1 L8,1 L9,1 
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Table 6. 6  Sum of CPC effect per conditional probability 

Number 

of cases 

CPC1 CPC2 CPC3 CPC4 CPC5 CPC6 CPC7 CPC8 CPC9 Sum of 

negative 

effect 

Sum of 

positive 

effect 

1 -1 -1 -1 -1 -1 -1 -1 -1 -1 9 0 

2 -1 -1 -1 -1 -1 -1 -1 -1 0 8 0 

3 -1 -1 -1 -1 -1 -1 -1 -1 0 8 0 

4 -1 -1 -1 -1 -1 -1 -1 -1 1 8 1 

….. …. …. …. …. …. …. …. …. …. …. …. 

46,653 1 1 1 1 0 1 0 1 -1 1 6 

46,654 1 1 1 1 0 1 0 1 0 0 6 

46,655 1 1 1 1 0 1 0 1 0 0 6 

46,656 1 1 1 1 0 1 0 1 1 0 7 

 

 

Figure 6. 9 Diagram of the Contextual Control Mode (Adopted from Hollnagel (1998)) 
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Table 6. 7 The conditional probability table corresponding to the COCOM mode 

Number of 
cases 

Sum of the 
negative 

effect 

Sum of the 
positive 
effect 

COCOMs 

Strategic Tactical Opportunistic Scrambled 

1 0 7 1 0 0 0 

2 0 6 1 0 0 0 

3 0 5 1 0 0 0 

… … … … … … … 

50 7 0 0 0 0 1 

51 8 0 0 0 0 1 

52 9 0 0 0 0 1 

 

 

Figure 6. 10 Bayesian network for COCOM and CPCs 

6.3.3 Defuzzification and human error probability 

Defuzzification is a process of converting a Fuzzy conclusion to a crisp value. The Weighted 

Mean of Maxima (WMoM) is selected for this defuzzification. A set of belief degrees to the 

four control modes from the BN CREAM model is defuzzified into a crisp value as follows.  
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Crisp value (CV) = ∑ 𝐴𝑖
𝑘 ∗ 𝑤𝑖

4
𝑖=1                                                                 (6-3)                                

Where wi is the significant value of the i-th Fuzzy membership function.  

The weighted value of a Fuzzy membership function is abscissa when the Fuzzy membership 

function is a maximum value. Membership functions have been developed based on the 

human failure probability interval in  

Table 6. 8, as shown in Figure 6. 11. The value of significance wi can be calculated as -3.651, 

-2, -1.151 and -0.5. The final step is to convert a crisp value to human error probability since 

the CV is a logarithm value of human failure probability as below. 

HEP (human error probability) = 10CV                                                     (6-4)                                                              

Table 6. 8 Control mode and action failure probability (Hollnagel, 1998) 

Control mode Action failure probability 

Strategic 

Tactical 

Opportunistic 

Scrambled 

0.5E-5< p < 1.0E-2 

1.0E-3< p < 1.0E-1 

1.0E-2< p < 0.5E-0 

1.0E-1< p < 1.0E-0 

 

 

Figure 6. 11 Membership functions for control modes 
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6.4 Application of the Bayesian network CREAM to 

emergency steering operation (Case study 1) 

The emergency steering had been chosen to demonstrate the proposed approach. An 

emergency steering system is deployed when the ship's primary steering system fails. Thus, 

emergency steering at sea is a life-threatening circumstance in which crews must effectively 

accomplish emergency steering duties with limited resources such as human resources, 

equipment, and time. The emergency steering system varies according to ship type, size, and 

year of construction. As a result, emergency steering methods depend on the ship's steering 

system. For this case study, the specific procedure for emergency steering gear operation was 

chosen and specified in Section 6.4.1. Section 6.4.2 describes an emergency steering 

operation to analyse contextual factors and anticipate total HEP without regard for specific 

human activity. 

6.4.1 Emergency steering procedure and task analysis 

The conceptual diagram for emergency steering for this case study is defined as shown in 

Figure 6. 12, and procedures are described below. 

▪  Both crews in the steering gear room and on the bridge should familiarise themselves 

with the process and diagram for emergency steering, which should be displayed in 

the steering gear room and on the bridge. 

▪ Both crews maintain good communication for emergency operations via ship's 

telephone systems or two-way VHF. 

▪ The crew in the steering gear room switch off the power supply from the panel of the 

steering gear system. 

▪ The crew in the steering gear room change the mode of operation by selecting the 

switch for the motor which is supplied with emergency power. 

▪ On the bridge, crew members remove a safety pin from the manual helms wheel. 

(Note that regular manual operation is always in the cut-off mode during normal 

operation.) 
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▪ The crew on the bridge order for the rudder angle.  

▪ Crew members in the steering gear room should immediately turn the wheel and 

check the rudder angle indicator upon receiving commands. 

 

Figure 6. 12 Conceptual diagrams for an emergency steering 

( Adopted from Marine-insight (2021)) 

6.4.2 Scenario description 

The emergency steering scenario is detailed to illustrate the proposed method, with a 

particular emphasis on CPCs for evaluation. 

The ship’s main steering gear system was broken down at 2 pm while sailing through the 

ocean. Accordingly, the captain ordered an emergency steering operation, two crew 

members of emergency personnel moved to the steering room, and the captain and the 

wheeler were in charge of manoeuvring the ship on the bridge. For communication between 

the steering gear room and the bridge, onboard phones were used, but two-way VHFs were 

also placed in case of an emergency. The steering gear room was very noisy, making it 

challenging to communicate. The temperature was 38°C, and the humidity was 70% in the 

steering gear room. The sea conditions and wind were generally good. The ship is a 20-year-

old general cargo ship G/T 10,000, vessel’s overall condition is deteriorating. The ship 

management company manages 50 ships, including both DOC and SMC certificates for 

individual ships in effect under the International Safety Management Code (ISM). Still, it has 

not obtained ISO certification for the quality management system. As a result of conducting 
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an internal audit of the ship last month, five out of 10 confirmed nonconformities have yet to 

be rectified. A total of 17 crew members were on board, consisting of three nationalities. 

Three crew members were replaced when they came to the main voyage. The emergency 

steering system of this ship shall be adjusted in the steering room according to the 

instructions of the bridge after changing the mode in the steering room. In preparation for 

such an accident, the shipping company provided a list of duties and responsibilities to the 

ship, while emergency control procedures and diagrams were provided in the steering gear 

room and the bridge. Recently an emergency steering training was conducted two months 

ago. 

6.3.3 Common performance condition assessment 

To demonstrate the proposed method, evaluations were undertaken separately by a single 

expert in section 6.3.3.1 and by a group of experts in section 6.3.3.2. 

6.3.3.1 BN-CREAM modelling by a single expert 

For assessment, a single expert was asked to assign CPC scores, and judgement is as shown in 

Table 6. 9. Rated scores for each CPC were fuzzified into the distribution of belief for linguistic 

level as shown in Table 6. 10. Fuzzified scores were entered into the BN-CREAM model as 

inputs, as shown in  Figure 6. 13, which was illustrated by Genie software. The output offers 

58% for Opportunistic and 42% for Tactical modes. The overall human error probability for 

the given study was 3.11E-02 by defuzzifying the belief distribution for COCOM. 

Table 6. 9 Single expert’s evaluations of CPCs 

CPC CPC1 CPC2 CPC3 CPC4 CPC5 CPC6 CPC7 CPC8 CPC9 

SCORE 50 30 70 70 60 40 14h 70 65 

 

Table 6. 10 Fuzzification and their distribution of belief for linguistic scales (Single expert) 

Linguistic 
level 

CPC1 CPC2 CPC3 CPC4 CPC5 CPC6 CPC7 CPC8 CPC9 

L(i,1) 0 0.75 0 0 0 0.5 0 0 0 

L(i,2) 0.5 0.25 0 0.67 1 0.5 1 0.67 0.125 

L(i,3) 0.5 0 1 0.33 0 0 0 0.33 0.875 

L(i,4) 0 N/A 0 N/A N/A N/A N/A N/A 0 
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Figure 6. 13 BN-CREAM by single expert judgement 

6.3.3.2 BN-CREAM modelling by multiple experts 

For evaluation of the contextual factors, three experts are asked to assign CPC scores with 

linguistic scales, as shown in Table 6. 11. In a group of experts’ judgement, the relative 

importance among experts is considered as a heterogeneous group depending on their 

background by expert weighting criteria in Table 6. 3. Experts’ relative importance was 

assigned as 0.33,0.31 and 0.36 for this analysis. For group experts’ judgement, opinion 

aggregation from CPC1 to CPC9 were conducted. A relaxation factor β is assumed to be 0.5. 

For example, a specific aggregation for CPC1 is illustrated in Table 6. 12. The aggregated Fuzzy 

opinions are defuzzified and listed in Table 6. 13.  Once experts’ judgement and Fuzzy opinion 

aggregation are completed, the next step is to convert the defuzzified CPC scores to Fuzzy 

membership again for BN-CREAM modelling input. The aggregated scores for each CPC were 

fuzzified into the distribution of belief for linguistic level, as shown in Table 6. 14. Fuzzified 

scores were utilised to build the BN-CREAM model as inputs, as shown in Figure 6. 14. The 

output shows 69% for Opportunistic and 31% for Tactical modes. The overall human error 

probability for the given study was 3.85E-02 by defuzzifying the distribution of belief for 

COCOM. 
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Table 6. 11 Group of experts' evaluations of CPCs 

CPC E1 E2 E3 

CPC1 Efficient(L1,3) Inefficient(L1,2) Efficient(L1,3) 

CPC2 Incompatible(L2,1) Incompatible(L2,1) Compatible 
(L2,2) 

CPC3 Supportive (L3,4) Adequate (L3,3) Adequate (L3,3) 

CPC4 Appropriate(L4,3) Appropriate(L4,3) Acceptable 
(L4,2) 

CPC5 More than  
capacity (L5,1) 

Matching  
current capacity 

(L5,2) 

Matching  
current 

capacity (L5,2) 

CPC6 Continuously  
inadequate (L6,1) 

Temporarily  
inadequate (L6,2) 

Continuously  
inadequate 

(L6,1) 

CPC7 14h 14h 14h 

CPC8 Adequate,  
limited  

experience (L8,2) 

Adequate, high 
experience (L8,3) 

Adequate,  
limited 

experience 
(L8,2) 

CPC9 Inefficient (L9,2) Inefficient (L9,2) Efficient (L9,3) 

 

Table 6. 12 Opinion aggregation under the CPC1 

    Standardised Fuzzy set (a1, a2, a3,a4)   

Expert Judgement a1 a2 a3 a4 

Ex1 L(1,3) 0.3 0.7 0.7 0.9 

Ex2 L(1,2) 0.1 0.3 0.3 0.7 

Ex3 L(1,3) 0.3 0.7 0.7 0.9 

Degree of agreement(S) Average degree of agreement (AA) 

S12  0.7 AA(Ex1)   0.85 

S23  0.7 AA(Ex2)   0.7 

S31   1 AA(Ex3)     0.85 

Relative degree of agreement (RA) Consensus degree coefficient (CC) 

RA(Ex1)  0.354167 CC(Ex1)   0.34208 

RA(Ex2)  0.291667 CC(Ex2)   0.30083 

RA(Ex3)   0.354167 CC(Ex3)     0.35708 

Aggregated result   Aggregated Fuzzy set(S1,S2,S3,S4) 

    S1 S2 S3 S4 

Rag(HT)     0.239833 0.579667 0.579667 0.83983 

Defuzzification     0.55311 

Normalised score        55.3111 

 



120 
 

Table 6. 13 Aggregated CPC scores 

CPC scores CPC1 CPC2 CPC3 CPC4 CPC5 CPC6 CPC7 CPC8 CPC9 

Aggregated 0.55 0.33 0.71 0.76 0.46 0.32 14h 0.65 0.45 

Normalised 55.31 33.25 71.40 76.23 46.46 32.36 14h 65.32 45.36 

 

Table 6. 14 Fuzzification and their distribution of belief for linguistic scales (Multiple experts) 

Linguistic 
level 

CPC1 CPC2 CPC3 CPC4 CPC5 CPC6 CPC7 CPC8 CPC9 

L(i,1) 0 0.675 0 0 0.35 0.7 0 0 0 

L(i,2) 0.375 0.325 0 0.467 0.65 0.3 1 0.833 0.625 

L(i,3) 0.625 0 0.95 0.533 0 0 0 0.167 0.375 

L(i,4) 0 N/A 0.05 N/A N/A N/A N/A N/A 0 

 

 

Figure 6. 14 BN-CREAM by multiple experts’ judgement 
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6.4 Finding and discussion 

The contextual factors were evaluated to predict the human error mode of emergency 

steering by dividing them into a single expert and expert group. As shown in Figure 6. 15, the 

probability of human error of 3.11E-02 and 3.85E-02 and both COCOMs are located between 

Opportunistic and Tactical modes. The results obtained through the analysis can be used as 

follows. First, it identifies the vessel's current contextual mode and provides a rough 

assessment of the vessel's failure likelihood for the planned operations. This is the outcome 

of thoroughly examining the ship's current resources, individual, organisational, and 

environmental factors. It can assist in determining whether an emergency training or 

operation is appropriate for the current situation the ship encounters. Second, it can be used 

as a screening tool to see if further risk analysis including human reliability assessment, is 

required. As a result, the outcome of the analysis for the case study might be interpreted as 

indicating that an emergency steering drill can now be conducted, although more risk analysis 

is required to strengthen the ship's safety system. Interestingly, these results showed no 

noticeable difference between single expert judgement and multiple expert judgement. 

However, there is a distinct possibility that a single expert's assessment will show significant 

deviations due to the expert's selection and bias. As previously stated, a single expert's 

approach prepares for unavoidable scenarios that require significant and immediate results. 

Despite its obvious limitations, it is intended to provide analysts with a variety of possibilities. 

Therefore, further caution must be exercised when employing a single expert. 

The proposed method provides a simple tool to quickly estimate the overall risk level of a ship 

when resources for risk analysis are very limited, such as the captain's sole decision. However, 

this method has clear limitations that do not provide results on which tasks are more 

dangerous or how much each PSF contributes because the proposed method is designed to 

be used as quickly and efficiently as possible by simplifying the task analysis process and 

weighting process for PSFs.  
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Figure 6. 15 COCOM and Human error probabilities per single and multiple experts 

 

6.5 Chapter summary 

In this chapter, the method of estimating the human error mode using BN-CREAM is described 

by dividing it into a single expert and expert group for the emergency steering operation. This 

chapter is presented to help understand the comprehensive analysis of human reliability 

assessment, which will be further described in Chapters 7 to 9 and will deal with full-scale 

human reliability assessment with a more specific task analysis. 
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7 Human error quantification for human-

oriented tasks 

7.1 Chapter overview 

The primary question for a human reliability assessment in the maritime domain is, how we 

can accurately comprehend the human factors present in a maritime operation on a practical 

level. This chapter discusses a novel approach that is based on Cognitive Reliability and Error 

Analysis (CREAM). The method's defining feature is that it establishes a framework for 

evaluating specific scenarios involving maritime human errors and for assessing the context 

in which human actions emerge. The output of the context assessment is then to be used as 

model inputs for reflection of the context effect in the procedure assessment. The proposed 

approach is divided into two components: context assessment processing and human error 

quantification modelling. To increase the reliability of human error quantification, this study 

adopted a Fuzzy multiple attribute group decision-making method, Bayesian networks, and 

evidential reasoning. The Fuzzy conclusion of the context assessment is used as the model 

input in the CREAM basic method and as weighting factors in the CREAM extended method 

to account for the fact that the probability of human failure varies with external conditions. 

The chapter is organised in the following manner to accomplish this goal: Section 7.2 discusses 

human factors in the maritime industry and gives an overview of CREAM. Section 7.3 

describes the proposed method, and section 7.4 presents a case study of a ship's engine room 

firefighting procedures. The findings and discussion are presented in Section 7.5, followed by 

a chapter summary in Section 7.6. 

7.2 Human factors in the maritime industry and CREAM 

overview 

While safety is a critical issue in maritime, it remains challenging to predict and prevent 

accidents because the cause of the accident can be a variety of factors. Notably, the human 

factors associated with ship operation in the maritime industry played a significant role in the 

accident. Human error is strongly associated with accidents, accounting for between 65 and 
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90% of all accidents (Kristiansen (2013); Ung (2015); Akyuz et al. (2018); Kurt et al. (2016b); 

Antão and Soares (2019)). According to Kurt et al. (2015) and Kurt et al. (2016a), their research 

conducted in the EU funded SEAHORSE Project concluded that 20-30% of standard operating 

procedures are ineffective hence not being followed strictly during operations. This means 

we need to bring more attention to review procedures on board with a specific focus on 

human performance to achieve safer operations. However, the terms ‘human factors' and 

‘human error’ are often used without a clear understanding (Khan, 2008). It is since the 

seafarers face many hazardous situations since they should not only carry out the navigation 

of ship but also have to conduct other responsibilities such as cargo loading and discharging, 

ballasting and de-ballasting, bunkering and maintenance work including hot and closed space 

work mostly independently in space away from land. Specific parts of the ship's functions 

have been automated, but a human still controls or interacts with most of the work. Therefore, 

to ensure safety at sea, human factors, specifically Human Reliability Analysis (HRA), needs to 

be considered at the core of safety assessments. However, HRA has always been a concern 

for safety engineers and risk assessment analysts due to the fundamental limitations such as 

insufficient data, methodological limitations related to subjectivity of analysts and expert 

judgment, and uncertainty concerning the actual behaviour of people during accident 

conditions (Konstandinidou et al., 2006). According to Schröder-Hinrichs et al. (2011), it is 

more difficult to collect reliable data because human and organisational factors related to 

accident development and emergency response are not reported enough. In this context, 

prospective methods for quantifying human reliability across the first generation and over the 

third generation HRA methods have been proposed through the nuclear and aviation sectors 

and recently applied to the maritime sector, but the third generation methods are still in the 

development stage. As a representative method, cognitive reliability and error analysis 

method (CREAM) was first developed by Hollnagel (1998) and can be considered as one of 

the most popular and commonly used second generation HRA method.  

According to studies conducted by Hollnagel (1998) and later by Fujita and Hollnagel (2004), 

to predict human performance reliability, a context description must be provided because a 

discussion of what is likely to happen in a given situation must be based on a description of 

the specific circumstances or conditions. Therefore, it is reasonable that human error 

probability can be determined directly from a characterisation of the context. This condition 
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is described in terms of the degree of control presented by four characteristic control modes: 

Strategic, Tactical, Opportunistic and Scrambled modes, which identify different performance 

reliability. The CREAM can be used for both retrospective and prospective purposes, and 

CREAM can apply to qualitative and quantitative analysis. The quantitative CREAM consists of 

basic and extended methods. Firstly, the CREAM basic method is a human failure probability 

quantification process that defines nine conditions, such as working conditions and crew 

collaborations, called Common Performance Conditions (CPCs) affecting human performance. 

In a basic predictive CREAM, it evaluates CPCs to predict human error probability concerning 

the contextual control modes with four different failure probability intervals corresponding 

to a value of combined CPC scores by using mapping in the diagram of the control mode. This 

method is mainly used for screening purposes in HRA and can identify conditions that may 

reduce or improve the human reliability aspects of risk assessment. While subsequent and 

more detailed analyses of human interactions can be acquired by the CREAM extended 

method (He et al., 2008), the combined score of the CPCs for context assessment derived 

from the basic method can be an essential parameter for the extended method. Therefore, 

the extended method will be able to obtain more accurate results for designated tasks of the 

procedures. 

In this regard, this chapter proposes a new framework for estimating human error 

probabilities through scenario description and procedure analysis based on the CREAM 

method and illustrates the practical application by offering a way to transform human 

activities on board and their contextual conditions into analytical forms for HRA. 
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7.3 Methodology 

This section introduces a hybrid approach combining Fuzzy theory, Bayesian network and 

evidential reasoning to CREAM to predict human error probability in maritime onboard 

procedures. The Fuzzy multiple attributive group decision-making methodology by Ölçer and 

Odabaşi (2005) is employed and customised for opinion aggregation to minimise the 

subjectivity of experts’ judgment. According to Marseguerra et al. (2007), human 

performance in accidents has shown that the influence of the contextual conditions on the 

task is greater than the characteristics of the task itself. The context of a critical maritime 

scenario which may include factors such as time management, the external environment, 

proper procedures, and the crew training level, is more important and safety-critical in an 

emergency when compared to typical operating situations. Therefore, the effect of the 

context should be considered when predicting human error. In this respect, the CREAM 

method is selected as an appropriate framework for evaluating maritime emergency 

procedures on ships. The reasons are that firstly, CREAM can be used to assess the context 

and apply it to an analysis of cognitive activities required for individual tasks, respectively. 

Secondly, CREAM is a convenient structure to employ other techniques for developing an 

advanced approach. The flow chart of the process is shown in Figure 7. 1. 

 

Figure 7. 1 Flow chart of the proposed approach 
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7.3.1 Common performance condition assessment 

Individual CPCs have linguistic variables which indicate the level of CPC that addresses an 

expected effect on performance reliability in terms of negative or positive aspects. In the 

original CREAM, the only linguistic variable is decided with a 100% degree of belief for an 

assessment of the concerned CPC. However, a limited number of linguistic variables is 

insufficient to reflect CPC’s impact on human reliabilities in a practical situation. To better 

depict the effects of CPC, Fuzzy sets are employed because Fuzzy sets are one of the best 

practices to tackle the ambiguity and vagueness of human error detection problems (Akyuz, 

2016). Each CPC associates three or more Fuzzy sets to describe the impact of each CPCs. The 

Fuzzy trapezoidal number is adopted, and the corresponding Fuzzy numbers to each CPC level 

are developed and illustrated in Table 6. 2 of Chapter 6. The Fuzzy trapezoidal number is 

selected since it is intuitively easy to be used by decision-makers (Ölçer and Odabaşi, 2005). 

For example, ‘Adequacy of organisation’ is assessed with four linguistic variables, namely 

‘Deficient’, ‘Inefficient’, ‘Efficient’ and ‘Very Efficient’. The horizontal axis represents a 

numerical score of this CPC that varies from 0 to 100, where the most negative value is 0, and 

the positive is 100. The vertical axis represents a degree of membership from 0 to 1 in Figure 

7. 2. Note that the Fuzzy set for each CPC in this study is not an absolute value; it varies 

depending on the various situations and expert opinions.  

 

 

 

 

 

 

 

 

  Figure 7. 2 Membership functions for Adequacy of organisation 
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7.3.1.1 Experts’ judgement and Fuzzy opinion aggregation 

The experts must assess each CPC score and their relative importance with corresponding 

linguistic terms. Linguistic scale for CPC level and their corresponding Fuzzy set developed and 

provided in Table 6. 2 of Chapter 6. For the relative importance of CPCs, scale and 

standardised Fuzzy sets are listed in Table 7. 1. 

Table 7. 1 Linguistic terms and their standardised Fuzzy set 

Linguistic terms Standardised Fuzzy sets 

Very highly important (0.8, 0.9, 1, 1) 

Highly important (0.6, 0.75, 0.75, 0.9) 

Important (0.3, 0.5, 0.5, 0.7) 

Less important (0.1, 0.25, 0.25, 0.4) 

Not related (0, 0, 0.1, 0.2) 

 

The purpose of the application of the Fuzzy opinion aggregation is to translate the experts' 

multiple qualitative assessments of CPC score and relative importance into a single 

aggregated opinion with Fuzzy opinion and convert it into a crisp value through defuzzification. 

The opinion aggregation procedure is made based on a Fuzzy multiple attributive group 

decision-making methodology by Ölçer and Odabaşi (2005) and modified as follows; 

(a) Calculate the degree of agreement (Similarity) 

Let’s assume that A=(a1, a2, a3, a4), B=(b1, b2, b3, b4) and A and B are standardised Fuzzy sets. 

Here, S(A, B), which is the degree of similarity between A and B, is measured by the below 

equation; 

S(A,B) = 1 −
|𝑎1−𝑏1|+|𝑎2−𝑏21|+|𝑎3−𝑏3|+|𝑎4−𝑏4|

4
                                                   (7-1) 

(b) Calculate the average degree of agreement (AA) 

Let’s define AA(Exi) as the i-th average degree of agreement and calculated by equation 2 as 

bellows; 

AA(Exi) = 
1

𝐷−1
 ∑ 𝑆(𝐸𝑥𝑖, 𝐸𝑥𝑗)𝐷

𝑖=1
𝑖≠𝑗

                                                                          (7-2) 
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Where D is a number of experts 

(c) Calculate the relative degree of agreement (RA) 

Let’s define RA(Exi) as the i-th relative degree of agreement and calculated by equation 3 as 

bellows; 

RA(Exi) = 
𝐴𝐴(𝐸𝑥𝑖)

∑ 𝐴𝐴(𝐸𝑥𝑖)𝐷
𝑖=1

                                                                                              (7-3) 

(d) Calculate the consensus degree coefficient (CC) 

Let’s define CC(Exi) as the consensus degree coefficient for i-th expert and calculated by 

equation 4 as bellows; 

CC(Exi) = β ∗ 𝑤𝑖 + (1 − 𝛽) ∗ 𝑅𝐴(𝐸𝑥𝑖)                                                                (7-4) 

Where β is a relaxation factor between 0 and 1.  A Homogeneous group of the expert is 

considered when β is 0 (Ölçer and Odabaşi, 2005). A coefficient wi means the relative 

importance among the different experts. 

(e) Calculate the aggregation result of the Fuzzy opinion (RAG) 

The aggregated result of the experts’ judgement RAG can be obtained as 

RAG = ∑ 𝐶𝐶(𝐸𝑥𝑖) ∗ 𝑃(𝐸𝑥𝑖)
𝐷
𝑖=1   = (S1, S2, S3, S4)                                                  (7-5) 

(f) Defuzzification 

Finally, Fuzzy opinions (RAG) for each CPC and their relative importance are converted to crisp 

value by a centre of gravity (COG) method (Takagi and Sugeno, 1985) as 

x = 
∫ 𝜇(𝑥)∗𝑥 𝑑𝑥

𝑆4
𝑆1

∫ 𝜇(𝑥) 𝑑𝑥
𝑆4

𝑆1

                                                                                                       (7-6) 

Noted that defuzzified CPC scores need to be converted from standardised numbers to their 

original score with an interval between 0 and 100 and the relative importance of CPC (RIi) is a 

normalised number that means ∑ 𝑅𝐼𝑖
9
𝑖=1 = 1. 
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7.3.1.2 Fuzzification 

Based on the defuzzified aggregated experts’ opinion for the CPC level, the CPC scores are 

associated with a Fuzzy set to the CPC level. 

Let Lij, µij and CPCi define as follows. 

Lij represents a j-th linguistic variable for i-th CPC. 

µij is a value of membership for Lij.  

CPCi is a belief structure corresponding to the i-th CPC score and expressed as follows.  

CPCi= ((µi1, Li1), (µi2, Li2), (µi3, Li3), (µij, Lij)), where i= [1, 9] and j=[1, 4]                      (7-7) 

The Fuzzy trapezoidal set expressed as (a,b,c,d) and membership function µij for random score 

x is obtained by equation (6-1) of Chapter 6. 

7.3.1.3. Adjusted belief structure for CPC 

In the previous step, each CPC is expressed by a belief structure. However, the relation of 

dependency among CPCs should be considered, and CPCs are to be adjusted because CPCs 

are not independent of the effect of other CPC. The rules for the mutual impact of CPCs are 

defined as shown in Table 6. 4 of Chapter 6. For example, the Rule of the 4th row indicates 

that ‘Crew collaboration quality’ depends on both ‘adequacy of organisation’ and ‘adequacy 

of training and experience’. If ‘crew collaboration of quality’ is inefficient (Neutral) AND 

‘Adequacy of organisation’ is very efficient (Positive) AND ‘Adequacy of training and 

experience’ is Adequate, high experience (Positive), then “Crew collaboration quality is 

adjusted to positive from neutral. Interactive relations can be modelled by a Bayesian 

network technique (Yang et al., 2013) and enable presenting rather complex systems 

(Hänninen, 2014).   Bayesian network model based on Rules acquires four new adjusted CPCs 

from the nine original CPCs. Adjusted CPCs are also represented by a new belief structure as 

follows. 

 

CPCi’= ((µi1’, Li1), (µi2’, Li2), (µi3’, Li3), (µij’, Lij)), where i= [1, 9] and j= [1, 4]                  (7-8) 
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Nine CPCs enter into a model as input variables with belief structures, and 4 CPCs are adjusted 

based on dependency rules.  

7.3.1.4 Weighted Fuzzy set of CPCi  

An important issue regarding the model is whether all input parameters have equal 

importance (Konstandinidou et al., 2006) because the distinction of CPCs is not assumed to 

be independent of one another (Fujita and Hollnagel, 2004). Therefore, the relative 

importance of CPCs must be considered in the assessment process and carefully decided by 

expert judgement. The relative importance of each CPC was assigned by expert judgment in 

section 7.3.1.1. So, this section explains how to apply a relative importance value from the 

expert judgement to the proposed framework. For calculation purposes, it is needed to define 

a weighting factor Wi which is calculated by multiplying the number of CPCs (i.e. 9) by RIi. The 

adjusted & weighted CPCi" from the original assessment of CPC score is represented as 

follows by multiplying weighting factors to adjusted CPCi'.  

Wi = 9 x RIi                                                                                                                                 (7-9) 

µij’’=Wi x µij’                                                                                                                              (7-10) 

CPCi’’= ((µi1’’, Li1), (µi2’’, Li2), (µi3’’, Li3), (µij’’, Lij)), where i= [1, 9] and j= [1, 4]                  (7-11) 
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7.3.2 Human error quantification with the CREAM basic method 

This section describes the process of determining the significant contextual control mode and 

predicting overall human failure probability in the specific scenario by utilising nine Fuzzy sets 

resulting from the context evaluation. The method consists of three main steps. First, nine 

Fuzzy sets are combined with positive and negative CPC scores. These two crisp values 

indicate the point (sums of the reduced CPCs, sums of the improved CPCs) on the two-

dimensional CREAM Diagram of Control Mode in Figure 7. 3. Secondly, the control mode 

corresponding to the point of combined CPC score is determined with a form of the Fuzzy set 

for four control modes through evidential reasoning. Finally, the human error probability is 

obtained through a defuzzification process by the Weighted Mean of Maxima method from 

the Fuzzy set of control mode. 

7.3.2.1 CPC evaluation 

Fuzzy sets of CPCs scores can be quantified to a numerical value by defining a specific value 

as follows. 

                   1, Lij is ‘Improved’. 

    Lij =         0, Lij is ‘Not significant’. 

                  -1, Lij is ‘Reduced’,                                                                                               (7-12) 

 

CPCi’’ = ∑ µij′′ ∗ Lij
n
j=1 , where n= 3 or 4                                                                             (7-13) 

CPCi’’ value has one of three values depending on the expected number: positive number, 

negative number, or zero. To combine the CPC score, positive numbers are added separately 

between positive numbers and negative numbers. For not significant cases, i.e. Lij=0, it is 

possible to assume ∑ 𝐶𝑃𝐶𝑖′′𝑁𝑜𝑡 𝑠𝑖𝑔𝑛𝑖𝑓𝑖𝑐𝑎𝑛𝑡  will not make a severe difference (Hollnagel, 1998) 

and does not need to be considered. The combined CPC score is finally represented on the 

Cartesian coordinate system in the form as (∑ 𝐶𝑃𝐶𝑖′′𝑅𝑒𝑑𝑢𝑐𝑒𝑑  , ∑ 𝐶𝑃𝐶𝑖′′𝐼𝑚𝑝𝑟𝑜𝑣𝑒𝑑 ) 
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7.3.2.2 Fuzzification of combined CPC score   

The Contextual Control Mode (COCOM) is the output for nine performance condition 

assessments. Human error probability concerning four control modes is defined with Fuzzy 

triangular sets, as shown in Figure 6. 11 based on the control modes and action probability in  

Table 6. 8. The human error probability is represented by the Napierian logarithm function. 

The combined CPCi score is regarded as a point on the diagram of the CREAM methodology 

for operator control mode, as shown in Figure 7. 3. However, the original diagram of CREAM 

provides four different control modes with their error probability interval in  

Table 6. 8. For the specific human error probability estimation corresponding to each 

combined CPCi scores, the approach introduced by Yang et al. (2013) based on the evidential 

reasoning algorism of Jian-Bo and Dong-Ling (2002) is employed to infer the distribution of 

degrees of belief to four control modes from a basic diagram of CREAM for operator control 

modes in this paper. This method avoids the problem of incorporating Fuzzy logic into CREAM 

because too many If-Then Rule need to be established in the inference engine(Wu et al., 2017). 

In the proposed method, the control mode of the selected scenario is estimated by the 

distribution of degrees of belief to the four control modes instead of the single control mode 

in a logical way. The algorithm of human error probability estimation to a point K of the 

combined CPC score can be analysed and explained by the following pathways. Let point K to 

be corresponding to the combined CPC score, (∑ 𝐶𝑃𝐶𝑖′′𝑅𝑒𝑑𝑢𝑐𝑒𝑑  ,∑ 𝐶𝑃𝐶𝑖′′𝐼𝑚𝑝𝑟𝑜𝑣𝑒𝑑 ), defined as 

the coordinates of x and y on the diagram, as shown in Figure 7. 3. The distribution of degrees 

of belief corresponding to four control modes consisting of Strategic (D1), Tactical (D2), 

Opportunistic (D3) and Scrambled (D4) is defined by a set AK and represented as follows. 

AK = ((Ak
1, D1), (Ak

2, D2), (Ak
3, D3), (Ak

4, D4)),   where ∑ 𝐴𝑖
𝑘 = 14

𝑖=1                                      (7-14) 

The set of AK can be obtained by synthesising two different subsets of the distribution of 

control mode, AK- and AK+, which are obtained by analysing the portion of squares of varying 

control modes in each row and a column about the point K as shown in Figure 7. 3 and 

expressed by as follows.  

 AK-= ((Ak-
1, D1), (Ak-

2, D2), (Ak-
3, D3), (Ak-

4, D4)) 

 AK+= ((Ak+
1, D1), (AK+

2, D2), (Ak+
3, D3), (Ak+

4, D4))   
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 Where ∑ 𝐴𝑖
𝐾+ = 1,4

𝑖=1   ∑ 𝐴𝑖
𝑘− = 14

𝑖=1                                                                                (7-15) 

The difference between synthesising process introduced by Yang et al. (2013) and the 

proposed method is not to define the whole If-Then Rule, but to represent the selected CPC 

score into a distribution of belief degrees to the four control modes for quantification by 

defuzzification. The process to derive set AK from A+ and A- is as follows. 

Firstly, suppose coefficient values, θK+ and θK-, represent a normalised number as equation 

(17) corresponding to X = (∑ 𝐶𝑃𝐶𝑖′′𝑅𝑒𝑑𝑢𝑐𝑒𝑑  +1) and Y = (∑ 𝐶𝑃𝐶𝑖′′𝐼𝑚𝑝𝑟𝑜𝑣𝑒𝑑   +1) from point K. 

The reason for adding one respectively to the sum of positive and negative CPC  is that the 

centre of the coordinates is moved parallel from (0,0) to (1,1) to prevent the normalised value 

θ  from being zero when both ∑ 𝐶𝑃𝐶𝑖′′𝑅𝑒𝑑𝑢𝑐𝑒𝑑   and ∑ 𝐶𝑃𝐶𝑖′′𝐼𝑚𝑝𝑟𝑜𝑣𝑒𝑑   are zero on the diagram.  

θK- =
X

X+Y
    , θK+  = Y

X+Y
                                                                                                                (7-16)          

  

Then, assume that MK+ and MK- are sets of belief degrees to support the hypothesis that the 

set AK+ and AK- are identified in four control modes. It means a higher score of improved CPC 

increases the value of θK+ and a higher score of reduced CPC increases the value of θK-, thus 

sets MK+ and MK-
 support the hypothesis of set AK+ and AK- respectively as weights. 

MK-
 =   ((θK-Ak-

1, D1), (θK-AK-
2, D2), (θK-Ak+

3, D3), (θK-Ak-
4, D4))  

MK+
 =   ((θK+Ak+

1, D1), (θK+AK+
2, D2), (θK+Ak+

3, D3), (θK+Ak+
4 D4))                                              (7-17) 

 

Finally, an output of the human error quantification model is represented as a set AK = (Ak
1D1, 

Ak
2D2, Ak

3D3, Ak
4D4). It is a distribution of belief degrees to the four control modes for four 

control modes against a random point K which have ∑ 𝐶𝑃𝐶𝑖′′𝑅𝑒𝑑𝑢𝑐𝑒𝑑  and ∑ 𝐶𝑃𝐶𝑖′′𝐼𝑚𝑝𝑟𝑜𝑣𝑒𝑑    in 

the selected scenario and relevant coefficients and equations are followed. 

𝐴𝑖
𝑘’ = P(𝑀𝑖

𝐾+
 x 𝑀𝑖

𝐾−+ 𝑀𝑖
𝐾+x θK+ + 𝑀𝑖

𝐾−x θK-) 

H = P (θK+ x   θK-)    

P=|1 − ∑ ∑ (𝑀𝑇
𝐾+ ∗ 𝑀𝑅

𝐾−)4
𝑅=1,𝑅≠𝑇

4
𝑇=1 |

−1
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 𝐴𝑖
𝑘    = 

𝐴𝑖
𝑘’

1−𝐻
    ,  

 (i =1, 2, 3, 4)            

AK = ((Ak
1, D1), (Ak

2, D2), (Ak
3, D3), (Ak

4, D4))                                                                             (7-18) 

Where H is the non-normalised remaining belief unassigned after the commitment of belief 

to the four control modes as a result of the synthesis of A+ and A- and P is the normalising 

factor. 

 

Figure 7. 3 CREAM diagram of control mode 

7.3.2.3 Defuzzification and human error probability 

Defuzzification is the process of converting a Fuzzy conclusion into a crisp value. The Weighted 

Mean of Maxima (WMoM) method is selected for this defuzzification. A set of belief degrees 

to the four control modes is defuzzified into a crisp value as follows.  

Crisp value (CV) = ∑ 𝐴𝑖
𝑘 ∗ 𝑤𝑖

4
𝑖=1                                                                                                (7-19) 

Where wi is the significant value of the i-th Fuzzy membership function.  

The weighted value of a Fuzzy membership function is a transverse axis when the Fuzzy 

membership function is a maximum value. Membership functions have been developed 
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based on CREAM's human failure probability interval, as shown in Figure 6. 11. The value wi 

can be calculated as -3.651, -2, -1.151 and -0.5. The final step is to convert a crisp value to 

human error probability since the CV is a logarithm value of human failure probability as 

below. 

HEP (human error probability) = 10CV                                                                                     (7-20) 

In the proposed method, all points on the surface can represent individual human error 

probability corresponding to the combined CPC scores, contrary to the conventional method 

addresses four modes for the 52 sets of CPC scores. This method makes the quantitative 

model more sensitive to the changes in the input value.                                      

7.3.3 Human error quantification with the CREAM extended 

method 

The CREAM extended method aims to produce specific action failure probabilities (Hollnagel, 

1998), while the basic method does not consider specific human activities in predicting the 

action failure probability but only through a context assessment. The CREAM extended 

method can be applied if further analysis is required through the screening process using the 

human error probability obtained through the CREAM basic method or when the study of 

individual event sequences is desired. Regarding risk assessment, this method can also be 

utilised for procedure review by identifying the delicate tasks needing risk control options or 

a task to revise from the whole procedure. The CREAM extended method consists of three 

main steps, and the basic framework in this paper follows the original CREAM extended 

method introduced by Hollnagel (1998). The significant characteristic of the proposed method 

is that weighted and adjusted Fuzzy sets for CPC scores are utilised to adjust a nominal 

cognitive failure probability. Therefore, this section summarises task analysis and verification 

in the step. 1, building the cognitive demand profile and determining the credit failure mode 

in step. 2, then describes how to use Fuzzy sets to adjust the cognitive failure probabilities. 

7.3.3.1 Task analysis and verification 

Task analysis refers to methods of formally describing and analysing human-system 

interaction (Kirwan, 1994). Task analysis is conducted to define the steps which address the 

designated duties that the crew should complete successfully to achieve the main goal of the 
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procedures with a hierarchical task analysis from the selected scenario. Then, the equipment 

or procedures of a vessel shall be evaluated to ensure that it satisfies the compulsory 

requirements of the domestic law or international convention according to the navigational 

area due to its operational characteristics. This process requires identifying the relevant 

provisions of the international and domestic conventions to verify the procedures' suitability. 

7.3.3.2 Build a cognitive demand profile and determine a credible error 

mode 

This step starts with describing the scenario according to the event sequence and identifying 

cognitive activities that characterise the activity of each work stage or event segment. The 

fifteen cognitive activity types are provided, and each cognitive activity is associated with one 

or more basic cognitive functions that consist of observation, interpretation, planning and 

execution by a generic cognitive-activity-by-cognitive-demand matrix as shown in Table 7. 2. 

Once the cognitive demand is decided for the task element, the next step is to identify the 

most likely generic failure type for the cognitive activity of the task element. The four basic 

cognitive functions are classified into 13 generic failure types, and the corresponding 

cognitive failure probability (CFP) for each generic failure type is given, as shown in Table 7. 

3.  

Table 7. 2 Generic cognitive activity by cognitive demand matrix (Hollnagel, 1998) 

Cognitive 

Activity type Observation Interpretation Planning Execution 

Co-ordinate     V V 

Communicate       V 

Compare   V     

Diagnose   V V   

Evaluate   V V   

Execute       V 

Identify   V     

Maintain     V V 

Monitor V V     

Observe V       
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Plan     V   

Record   V   V 

Regulate V     V 

Scan V       

Verify V V     

 

Table 7. 3 Nominal values and uncertainty bounds for cognitive function failures  

(Hollnagel, 1998) 

Cognitive 

function 

Generic failure type Lower 

bound  

(5%) 

Basic 

value 

Upper 

bound  

(95%) 

Observation O1. Wrong object observed 3.00E-04 1.00E-03 3.00E-03 

O2. Wrong identification 2.00E-02 7.00E-02 1.70E-02 

O3. Observation not made 2.00E-02 7.00E-02 1.70E-02 

Interpretation I1. Faulty diagnosis 9.00E-02 2.00E-01 6.00E-01 

I2. Decision error 1.00E-03 1.00E-02 1.00E-01 

I3. Delayed interpretation 1.00E-03 1.00E-02 1.00E-01 

Planning P1. Priority error 1.00E-03 1.00E-02 1.00E-01 

P2. Inadequate plan 1.00E-03 1.00E-02 1.00E-01 

Execution E1. Action of wrong type 1.00E-03 3.00E-03 9.00E-03 

E2. Action at wrong time 1.00E-03 3.00E-03 9.00E-03 

E3. Action on wrong object 5.00E-05 5.00E-04 5.00E-03 

E4. Action out of sequence 1.00E-03 3.00E-03 9.00E-03 

E5. Missed action 2.50E-02 3.00E-03 4.00E-02 
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7.3.3.3 Adjusted CFP by weighting factors 

The last step in the CREAM extended method is to adjust the nominal CFP concerning the 

effect of the CPC. Nine Fuzzy sets for all CPC scores are utilised in this step. For example, the 

Fuzzy set ((µ11’’, L11), (µ12’’, L12,), (µ13’’, L13,), (µ14’’, L14)) represent a Fuzzy score of CPC1. First, 

let's define Wijn as a weighting factor for the n-th generic failure type of the j-th CPC level at 

the i-th CPC and get data from the original CREAM by Hollnagel (1998). Then, let's define Win 

as a weighting factor for n-th cognitive function of CPCi. The weighting factor, Wn, is acquired 

as follows. 

Win =   ∑ µ𝑖𝑗 ∗  𝑊𝑖𝑗𝑛
 4
𝑗=1                                                                                              (7-21) 

Wn = ∏ 𝑊𝑖𝑛
9
𝑖=1                                                                                                           (7-22) 

Where i= 1 to 9, j=1 to 3 or 4 and n= observation, Interpretation, planning and Execution. 
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7.4 Application of Fuzzy CREAM to engine room fire drill 

on a ship (Case study2) 

According to Darbra and Casal (2004), accidents associated with fire and explosion at seaports 

account for 29% and 17%, respectively. The statistical analysis for Maritime Accident 

Investigation Branch (MAIB) data by de Maya et al. (2019a) found that fire and explosion 

accidents account for 6.78% of all maritime accidents from 1990 to 2016. Those incidents 

have a reputation for high mortality. Weng and Yang (2015) show that fire and explosion 

related incidents are 132% higher in death tolls than other types of accidents. In particular, 

for passenger ships, fire/explosive accidents are the most frequent occurrence of a total loss 

of vessels compared to other accidents (Eliopoulou et al., 2016). According to Baalisampang 

et al. (2018), 48% of fire incidents in ships are related to human error, followed by mechanical 

failure at 22% and temperature response at 14%. In this context, this paper was motivated to 

apply the proposed method for potential fire incidents in an engine room where most fire 

incidents occur. 

For an illustration of the proposed approach, both scenario and procedures for the engine 

room fire-fighting in general cargo ship have been selected since fire drill at sea is a critical 

situation in which the crews are required to complete tasks for fire-fighting with limited 

resources such as personnel, equipment and time. The scenario of an engine room fire-

fighting is described in section 7.4.1 to assess CPCs and predict overall HEP without 

considering specific human activity in the selected control mode by the CREAM basic method. 

The CREAM extended method used the engine room fire drill procedure in section 7.4.4.1 to 

conduct task analysis and predict individual CFP to all tasks.  

The application of the proposed method to case study and data collection was conducted in 

the following ways. 

Firstly, to develop an actual emergency response procedure, the existing fire-fighting 

procedures used in cargo ships were obtained from numerous companies. A group of experts 

verified and enhanced the procedure to ensure compliance with SOLAS and STCW 

requirements. Next, the scenario was generated to reflect the nine CPC characteristics 

through meetings of the expert group. Also, a criterion was applied when selecting experts 
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for the evaluation stage. In other words, experts with practical experience in fire-fighting drills 

on ships as crew members or safety system auditors are chosen for this evaluation. Then, the 

assessment was conducted independently of each expert to eliminate the group thinking bias. 

The fire-fighting procedures and scenarios were provided and evaluated by a questionnaire 

using linguistic terms on the relative importance of each CPC and CPC level. 

7.4.1 Scenario definition  

The scenario for an engine room fire drill on a general cargo ship is described to illustrate the 

proposed method and focuses on presenting CPCs for evaluation as follows. 

On a hot summer day, a general cargo ship was waiting to depart at the anchoring position 

after finishing cargo loading. The temperature was 38 °C, and the humidity was 70 %. The sea 

conditions and winds were generally good. The vessel was five years old general cargo ship, 

G/T 5,000, and overall, the vessel was in good condition. The ship's management company 

has managed a total of 30 vessels, holding both the company's DOC certificate and SMC 

certificates for individual ships in accordance with an International Safety Management Code 

(ISM), and obtained ISO certificates on the quality management system. Last month, the 

company conducted an internal audit of the vessel, and all three identified nonconformities 

have been rectified. A total of 20 crew members were on board and were made up of three 

different Nationalities. Six crew members were replaced the previous day and conducted 

familiarisation training during the last day's afternoon. The ship’s captain planned to conduct 

a fire drill and abandon ship exercise on the day at 2 p.m. The fire extinguishing equipment 

consisted of a fixed CO2 gas system in the engine room, two main fire pumps inside the main 

engine room, an emergency fire pump in the steering gear room, portable fire extinguishers, 

and two firefighters's outfits, etc. All fire pumps were manually operated on-site and remotely 

in the fire control room and bridge. All fire extinguishing equipment of the ship has completed 

the periodical inspection in accordance with the SOLAS Convention. For communication 

during training, there were three portable communication devices. The company provided 

the Muster List to the vessel that consists of duties and responsibilities in case of such mishaps, 

designated and assigned to each person on the ship in case of emergency including fire and 

abandon ship. The captain had carried out a monthly fire-fighting and abandon ship drill three 

days ago, and the records were written in the ship's logbook. This drill is the first to be trained 
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in the vessel for six newly onboard crews, while the other 14 crews joined last month's 

training following the captain's training plan. 

7.4.2 Common performance condition assessment 

Experts' relative importance is considered a heterogeneous group depending on their 

background and assigned as 0.20, 0.18, 0.21, 0.20 and 0.21. For assessment, experts are asked 

to assign CPC scores and their relative importance in Table 7. 4 and Table 7. 5. Then, opinion 

aggregation from CPC1 to CPC9 except for the CPC7 and relative importance for nine CPCs are 

done. A relaxation factor β is assumed to be 0.5. As an example, specific aggregation for CPC4 

is illustrated in Table 7. 6. Finally, aggregated Fuzzy opinions are defuzzified and listed in Table 

7. 7.  Once experts’ judgement and Fuzzy opinion aggregation are completed, the next step is 

to convert the defuzzified CPC scores to Fuzzy membership again for a human error 

quantification. Then adjust Fuzzy sets by dependency relation shown in Figure 7. 4, illustrated 

by a Genie software. Finally, the weighted & adjusted Fuzzy sets are obtained by multiplying 

the weighting factor by the adjusted Fuzzy sets. The Fuzzy memberships are provided in Table 

7. 7. 

Table 7. 4 Experts' evaluations of CPCs and their standardised Fuzzy set 

CPC E1 E2 E3 E4 E5 

CPC1 
Efficient Efficient Efficient Inefficient Efficient 

(0.3, 0.7, 0.7, 
0.9) 

(0.3, 0.7, 0.7, 
0.9) 

(0.3, 0.7, 0.7, 
0.9) 

(0.1, 0.3, 0.3, 
0.7) 

(0.3, 0.7, 0.7, 
0.9) 

CPC2 
Incompatible Incompatible Compatible Compatible Incompatible 

(0, 0, 0.2, 0.6) (0, 0, 0.2, 0.6) 
(0.2, 0.6, 0.6, 

0.9) 
(0.2, 0.6, 0.6, 

0.9) 
(0, 0, 0.2, 0.6) 

CPC3 
Adequate Adequate Tolerable Adequate Tolerable 

(0.3, 0.7, 0.7, 
0.9) 

(0.3, 0.7, 0.7, 
0.9) 

(0.1, 0.3, 0.3, 
0.7) 

(0.3, 0.7, 0.7, 
0.9) 

(0.1, 0.3, 0.3, 
0.7) 

CPC4 
Appropriate Appropriate Acceptable Appropriate Acceptable 

(0.6, 0.9, 1, 1) (0.6, 0.9, 1, 1) 
(0.2, 0.6, 0.6, 

0.9) 
(0.6, 0.9, 1, 1) 

(0.2, 0.6, 0.6, 
0.9) 

CPC5 

Matching 
current 
capacity 

Matching 
current capacity 

Matching 
current 
capacity 

Matching 
current 
capacity 

Matching 
current 
capacity 

(0.2, 0.6, 0.6, 
0.9) 

(0.2, 0.6, 0.6, 
0.9) 

(0.2, 0.6, 0.6, 
0.9) 

(0.2, 0.6, 0.6, 
0.9) 

(0.2, 0.6, 0.6, 
0.9) 
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CPC6 

Temporarily 
inadequate 

Temporarily 
inadequate 

Temporarily 
inadequate 

Temporarily 
inadequate 

Temporarily 
inadequate 

(0.2, 0.6, 0.6, 
0.9) 

(0.2, 0.6, 0.6, 
0.9) 

(0.2, 0.6, 0.6, 
0.9) 

(0.2, 0.6, 0.6, 
0.9) 

(0.2, 0.6, 0.6, 
0.9) 

CPC8 

Adequate, 
limited 

experience 

Adequate, 
limited 

experience 

Adequate, 
limited 

experience 

Adequate, 
limited 

experience 

Adequate, 
limited 

experience 

(0.2, 0.6, 0.6, 
0.9) 

(0.2, 0.6, 0.6, 
0.9) 

(0.2, 0.6, 0.6, 
0.9) 

(0.2, 0.6, 0.6, 
0.9) 

(0.2, 0.6, 0.6, 
0.9) 

CPC9 

Inefficient Efficient Efficient Inefficient Efficient 

(0.1, 0.3, 0.3, 
0.7) 

(0.3, 0.7, 0.7, 
0.9) 

(0.3, 0.7, 0.7, 
0.9) 

(0.1, 0.3, 0.3, 
0.7) 

(0.3, 0.7, 0.7, 
0.9) 

 

Table 7. 5 Experts' evaluation of the relative importance of CPCs 

  E1 E2 E3 E4 E5 

RI1 
Moderate 

Highly 
important 

Highly 
important 

Moderate 
Highly 

important 
(0.3,0.5,0.5,0.

7) 
(0.6,0.75,0.75,

0.9) 
(0.6,0.75,0.75,

0.9) 
(0.3,0.5,0.5,0.

7) 
(0.6,0.75,0.75,

0.9) 

RI2 

Highly 
important 

Highly 
important 

Highly 
important 

Highly 
important 

Highly 
important 

(0.6,0.75,0.75,
0.9) 

(0.6,0.75,0.75,
0.9) 

(0.6,0.75,0.75,
0.9) 

(0.6,0.75,0.75,
0.9) 

(0.6,0.75,0.75,
0.9) 

RI3 

Highly 
important 

Moderate 
Highly 

important 
Moderate Moderate 

(0.6,0.75,0.75,
0.9) 

(0.3,0.5,0.5,0.
7) 

(0.6,0.75,0.75,
0.9) 

(0.3,0.5,0.5,0.
7) 

(0.3,0.5,0.5,0.
7) 

RI4 
Moderate Moderate 

Very highly 
important 

Moderate Moderate 

(0.3,0.5,0.5,0.
7) 

(0.3,0.5,0.5,0.
7) 

(0.8,0.9,1,1) 
(0.3,0.5,0.5,0.

7) 
(0.3,0.5,0.5,0.

7) 

RI5 
Moderate 

Highly 
important 

Moderate Less important Moderate 

(0.3,0.5,0.5,0.
7) 

(0.6,0.75,0.75,
0.9) 

(0.3,0.5,0.5,0.
7) 

(0.1, 0.25, 
0.25, 0.4) 

(0.3,0.5,0.5,0.
7) 

RI6 
Moderate 

Highly 
important 

Highly 
important 

Highly 
important 

Moderate 

(0.3,0.5,0.5,0.
7) 

(0.6,0.75,0.75,
0.9) 

(0.6,0.75,0.75,
0.9) 

(0.6,0.75,0.75,
0.9) 

(0.3,0.5,0.5,0.
7) 

RI7 Less important 
Highly 

important 
Moderate Less important Moderate 
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Table 7. 6 Aggregation under the CPC4 

Fuzzy sets for expert opinion Relative degree of agreement (RA) 

Ex1 0.60 0.90 1.00 1.00 RA(Ex1)   0.21 
Ex2 0.60 0.90 1.00 1.00 RA(Ex2)   0.21 
Ex3 0.20 0.60 0.60 0.90 RA(Ex3)   0.19 
Ex4 0.60 0.90 1.00 1.00 RA(Ex4)   0.21 
Ex5 0.20 0.60 0.60 0.90 RA(Ex5)   0.19 

Degree of agreement(S)   Relative degree of agreement (RA) 

S12 1.00  S34 0.70 RA(Ex1)   0.21 
S23 0.70  S15 0.70 RA(Ex2)   0.21 
S13 0.70  S25 0.70 RA(Ex3)   0.19 
S14 1.00  S35 1.00 RA(Ex4)   0.21 
S24 1.00  S45 0.70 RA(Ex5)   0.19 

Average degree of agreement (AA)  Consensus degree coefficient (CC) 

AA(Ex1)    0.85 CC(Ex1)   0.20 
AA(Ex2)    0.85 CC(Ex2)   0.20 
AA(Ex3)    0.78 CC(Ex3)   0.20 
AA(Ex4)    0.85 CC(Ex4)   0.20 
AA(Ex5)    0.78 CC(Ex5)   0.20 

         
Rag (HT) 0.44 0.78 0.76 0.96     
Defuzzification   0.72     
Normalised score     72.29         

 

 

 

 

 

 

(0.1,0.25,0.25,
0.4) 

(0.6,0.75,0.75,
0.9) 

(0.3,0.5,0.5,0.
7) 

(0.1,0.25,0.25,
0.4) 

(0.3,0.5,0.5,0.
7) 

RI8 

Highly 
important 

Very highly 
important 

Very highly 
important 

Very highly 
important 

Highly 
important 

(0.6,0.75,0.75,
0.9) 

(0.8,0.9,1,1) (0.8,0.9,1,1) (0.8,0.9,1,1) 
(0.6,0.75,0.75,

0.9) 

RI9 

Highly 
important 

Highly 
important 

Highly 
important 

Moderate Less important 

(0.6,0.75,0.75,
0.9) 

(0.6,0.75,0.75,
0.9) 

(0.6,0.75,0.75,
0.9) 

(0.3,0.5,0.5,0.
7) 

(0.1,0.25,0.25,
0.4) 
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Table 7. 7 Fuzzy sets for the CPCs assessment for fire-fighting scenario 

CPC evaluation Fuzzy sets for CPC score 

CPCi score RIi Wi µi1 µi2 µi3 µi4 

CPC1 57 0.12 1.05 0 0.33 0.68 0 

CPC2 35 0.13 1.2 0.63 0.38 0 - 

CPC3 51 0.11 0.95 0 0.48 0.53 0 

CPC4 72 0.1 0.89 0 0.6 0.4 - 

CPC5 55 0.09 0.8 0.13 0.88 0 - 

CPC6 55 0.12 1.05 0.13 0.88 0 - 

CPC7 14h 0.08 0.7 0 0 1 - 

CPC8 55 0.15 1.36 0.13 0.88 0 - 

CPC9 52 0.11 1 0 0.45 0.55 0 

Total - 1 9 9 

Adjusted Fuzzy sets for CPC score 
Weighted & adjusted Fuzzy sets for 

CPC score 

µi1 ' µi2 ' µi3 ' µi4 ' µi1” µi2” µi3” µi4” 

0 0.33 0.68 0 0 0.34 0.71 0 

0.63 0.38 0 - 0.75 0.45 0 - 

0 0.48 0.53 0 0 0.45 0.5 0 

0 0.6 0.4 - 0 0.53 0.36 - 

0.13 0.88 0 - 0.1 0.7 0 - 

0.15 0.85 0 - 0.16 0.89 0 - 

0 0 1 - 0 0 0.7 - 

0.13 0.88 0 - 0.17 1.19 0 - 

0.02 0.45 0.53 0 0.02 0.45 0.53 0 

9 9 
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Figure 7. 4 Bayesian presentation for the dependency of the performance condition 

7.4.3 Human error quantification with the CREAM basic method  

This section presents the process of calculating the overall human error probability from Fuzzy 

memberships for CPCs using the proposed approach-based CREAM basic method. 

 

7.4.3.1 CPC evaluation 

In this step, adjusted & weighted Fuzzy sets of CPCs scores are quantified to the combined 

CPC score. The combined CPC score is calculated as a reduced effect of 1.54 and an improved 

effect of 0.36 by multiplying the expected impact following section 7.3.2.1. 

 

7.4.3.2 Fuzzification of combined CPC score    

This section describes the process of inferring the distribution of belief degrees corresponding 

to four control modes consisting of Strategic (D1), Tactical (D2), Opportunistic (D3) and 

Scrambled (D4) from the combined CPC score point K (1.54, 0.36).  Subsets A1.54 and A0.36 are 

obtained by analysing the portion of squares of different control modes in each row and 

column to the point K as follows.  
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AK- = A1.54 = ((
2

8
 , D1), (

6

8
 , D2), (0, D3), (0, D4)) 

 AK+= A0.36 = ((0, D1), (
3

10
, D2), (

3

10
, D3), (

4

10
, D4))  

Normalised coefficient θ 1.54 and θ0.36 are acquired after parallel movement of centre of 

coordinate from (0,0) to (1,1) by the equation (7-16) as follows. 

θ1.54 = 
2.2.5418

2.54+1.36
  =0.65, θ0.36 = 

1.36

2.54+1.36
  =0.35                                                                              

M1.54 and M0.36 are belief degrees to support the hypothesis that the subset AK- and AK+ are 

identified in four control modes by the equation (7-17) as follows. 

M1.54
 =   ((0.65 *

2

8
 , D1), (0.65*

6

8
 , D2), (0, D3), (0, D4))                   

M0.36
 = ((0, D1), (0.35*

3

10
, D2), (0.35*

3

10
, D3), (0.35*

4

10
, D4))                         

Coefficients P, H and set of AK are calculated by equation (7-18) and an output of the human 

error quantification model is derived as follows. 

P=1.21, H=0.27 

A (1.54, 0.36) = ((0.18, D1), (0.68, D2), (0.06, D3), (0.08, D4)) 

7.4.3.3 Defuzzification and human error probability 

 A set of belief degrees to the four control modes A (1.54, 0.36) is defuzzified into a logarithm 

number negative 2.12; then HEP is derived by equation (7-20) as follows. 

HEP (human error probability) = 10CV = 0.0076  
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7.4.4 Human error quantification with the CREAM extended 

method 

 In accordance with SOLAS Chapter3, Regulation 19.3.2, all crew members shall participate in 

at least one abandon ship and fire drill every month (IMO, 2001). Fire-fighting facilities in each 

ship vary depending on the requirement of fire detection and extinguish system as well as on 

the type of vessels and cargo. Therefore, fire drills for specific ships should be planned so 

proper consideration of regular practice in various emergencies can be made. The procedures 

also have to consider an abandon-ship decision made by the ship’s Master in case of fire-

fighting failure. 

7.4.4.1 Task analysis and verification 

 The hierarchical task analysis for the procedures of engine room fire-fighting is shown in 

Table 7. 8. The procedures are confirmed that all compulsory requirements by SOLAS Chapter 

3, Regulation 19.3.5.2 are included (IMO, 2001). The procedure consists of seven main tasks 

which are i) Fire detection and announcement, ii) Assembly at the muster station, iii) Check 

openings in the engine room area, iv) Preparation of the fireman, v) Preparation of the fire 

pump and water spray, vi) Fire-fighting, vii) Further actions and main tasks are divided to 

twenty-three subtasks as Table 7. 8. 

Table 7. 8 Sample procedures of the engine room fire-fighting on ships 

Engine room fire-fighting procedures 

1. Fire detection and announcement 

     1.1 Detect fire in the engine room 

     1.2 Report to the wheelhouse 

     1.3 Push the fire alarm and make an announcement 

     1.4 Report to stations 

2. Assembly at the muster station 

     2.1 Ensure all crew gathered at the muster station 

     2.2 Check fireman's outfit and other personal rescue equipment 

     2.3 Describe the fire-fighting procedures and duties to all crew members 

     2.4 Check communication equipment 

3. Check openings in the engine room area 

     3.1 Stop all-electric ventilation fan  

     3.2 Close all air inlets and doors into the engine room 

     3.3 Ensure no air supply into the engine room 

4. Preparation of the fireman 
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     4.1 Wear a fireman's outfit with equipment 

     4.2 Ensure all fireman's equipment is good in order 

5. Preparation of the fire pump and water spray 

     5.1 Open suction valve for the fire pump 

     5.2 Close main isolating valve 

     5.3 Connect at least two fire hoses to fire hydrants  

     5.4 Start the (emergency) fire pump 

     5.5 Check the water pressure  

6. Fire fighting 

     6.1 Start water spray to engine room boundary for cooling  

     6.2 Fireman, access into fire site and fire fighting  

7. Further actions 

     7.1 Ensure fire is extinguished completely  

     7.2 Check the necessary of the fixed fire extinguisher system (e.g.CO2 gas)  

     7.3 Check the necessary of the abandon ship 

 

7.4.4.2 Build a cognitive demand profile and determine a credible error 

mode  

All tasks from 1.1 to 7.3 matched one of the cognitive activities associated with cognitive 

demand and credible failure mode. The most likely error mode for the cognitive activity of 

each task is decided carefully in Table 7. 9. Nominal Cognitive Failure Probability (CFPO) is 

provided in Table 7. 3.  

7.4.4.3 Adjusted CFP by weighting factors 

The weighting factor per cognitive demand is calculated by equations (7-21) and (7-22) for 

fire-fighting procedures, and the adjusted CFP throughout the whole procedure is illustrated 

in Table 7. 9. 

Table 7. 9 CREAM extended method analysis result for the engine room fire-fighting 
procedures 

Tasks 
Cognitive 

activity 

Cognitive 

Demands 

The most 

credible Error 

mode 

CFPO Wn 
Adjusted 

CFP 

1.1 Observe Observation 
O3. Observation 

not made 
7.00E-02 2.64 1.85E-01 
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1.2 Communicate Execution 
E5. Missed 

action 
3.00E-03 

2.98 
8.94E-03 

1.3 Execute Execution 
E5. Missed 

action 
3.00E-03 

2.98 
8.94E-03 

1.4 Communicate Execution 
E5. Missed 

action 
3.00E-03 

2.98 
8.94E-03 

2.1 Observe Observation 
O3. Observation 

not made 
7.00E-02 2.64 1.85E-01 

2.2 Verify 
Observation O2. Wrong 

identification 
7.00E-02 2.64 1.85E-01 

Interpretation 

2.3 Communicate Execution 
E5. Missed 

action 
3.00E-03 

2.98 
8.94E-03 

2.4 Verify 
Observation O3. Observation 

not made 
7.00E-02 2.64 1.85E-01 

Interpretation 

3.1 Execute Execution 
E5. Missed 

action 
3.00E-03 

2.98 
8.94E-03 

3.2 Execute Execution 
E5. Missed 

action 
3.00E-03 

2.98 
8.94E-03 

3.3 Monitor 
Observation O2. Wrong 

identification 
7.00E-02 2.64 1.85E-01 

Interpretation 

4.1 Execute Execution 
E1. Action of 

wrong type 
3.00E-03 

2.98 
8.94E-03 

4.2 Verify 
Observation O2. Wrong 

identification 
7.00E-02 2.64 1.85E-01 

Interpretation 

5.1 Execute Execution 
E3. Action on 

wrong object 
5.00E-04 

2.98 
1.49E-03 

5.2 Execute Execution 
E3. Action on 

wrong object 
5.00E-04 

2.98 
1.49E-03 

5.3 Execute Execution 
E1. Action of 

wrong type 
3.00E-03 

2.98 
8.94E-03 
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5.4 Execute Execution 
E4. Action out of 

sequence 
3.00E-03 

2.98 
8.94E-03 

5.5 Verify 
Observation O2. Wrong 

identification 
7.00E-02 2.64 1.85E-01 

Interpretation 

6.1 Execute Execution 
E5. Missed 

action 
3.00E-03 

2.98 
8.94E-03 

6.2 Execute Execution 
E4. Action out of 

sequence 
3.00E-03 

2.98 
8.94E-03 

7.1 Observe Observation 
O2. Wrong 

identification 
7.00E-02 2.64 1.85E-01 

7.2 Diagnose 
Interpretation I2. Decision 

error 
1.00E-02 3.84 3.84E-02 

Plan 

7.3 Diagnose 
Interpretation I2. Decision 

error 
1.00E-02 3.84 3.84E-02 

Plan 
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7.5 Findings and discussion 

The proposed approach presents individual human failure probabilities obtained by a 

proposed CREAM based method by separating the context assessment process and human 

error quantification process based on a particular maritime scenario; engine room fire-

fighting procedures. From the result of the basic method, it is revealed that a significant 

control mode is a Tactical mode with 68 % belief and also have 18% belief in Strategic mode, 

6 % belief in Opportunistic mode and 8% belief in Scrambled mode. The overall human failure 

probability is calculated as 0.0076, which can occur under the given circumstance described 

in the fire-fighting scenario. For the result of the extended method, the weighting factor per 

cognitive function shows the most significant adverse effect on the interpretation in a given 

scenario with 3.84, followed by 2.98 for execution, 2.67 for planning and 2.64 for observation. 

For the comparison, the weighting factor in Tactical mode is 1.90 by a simple table in the 

original CREAM. The range of weighting between 2.64 and 3.849 of the proposed approach is 

quite reasonable. The main finding is that the vulnerable subtasks with the higher failure 

probability are identified during the fire-fighting procedure, as shown in Table 7. 9.  Tasks 1.1 

(Detect fire in the engine room), 2.1 (Ensure all crew gathered at the muster station), 2.2 

(Check fireman's outfit and other personal rescue equipment), 2.4 (Check communication 

equipment), 3.3 (Ensure no air supply into the engine room), 4.2 (Ensure all fireman's 

equipment good in order), 5.5 (Check the water pressure), and 7.1 (Ensure fire extinguished 

completely) have the highest failure probability of 0.185. The lowest HEP is 0.00149 for Tasks 

No. 5.1 (Open suction valve for the fire pump) and 5.2 (Close main isolating valve). This result 

means that simple physical activity has a lower failure probability than complex cognitive 

activities, which need the additional ability for interpretation and decision. The study also 

found that 'Adequacy of training and experience' is recognised as the most significant CPC 

factor contributing to human error in fire-fighting scenarios with a weight of 1.36, followed 

by 'working conditions' with a weight of 1.20 times, 'the adequacy of organization' and 

‘available time’ with a weight of 1.05. The weighting for nine CPCs is illustrated in Figure 7. 5. 

For comparison, the original CREAM method is applied to the same assessment as Table 7. 

10. The overall results can be found to be within reasonable limits. Notably, the proposed 

method can identify the effects of other control modes that are ignored by the single control 

mode, and the quantified human failure probability can be obtained. The method allows the 
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same analysis to be expressed in a more detailed output. This research result can improve the 

fire-fighting procedures and other critical operating procedures on the ship and contributes 

to safety at sea. 

 

Figure 7. 5 Factors contributing to human failure in fire-fighting 

 

Table 7. 10 Comparison result with the original CREAM method 

Outputs Original CREAM Proposed Method 

Combined CPC Score 

 
 

Expert1 (1,1) 

Expert2 (1,1) 

Expert3 (0,0) 

Expert4 (1,1) 

Expert5 (1,0) 

(1.54,0.36) 

 
 

 

Control Mode 

 
 

 

Tactical (100%) 

 
 

Tactical (68%) 

Strategic (18%) 

Scrambled (8 %) 

Opportunistic (6%) 

Overall Human Error 

Probability 

 

between 0.001 and 0.1 
 

0.0076 
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7.6 Chapter summary 

This chapter introduced a new framework-based CREAM applicable to the maritime industry 

and illustrated practical fire-fighting scenarios and procedures. The characteristics and 

expected advantages of the proposed method are: Firstly, the proposed method provides an 

independent process of Common Performance Condition (CPC) assessment from HEP 

quantification models. This structure provides a simple way to reflect a change of parameters. 

For example, when the concerned analysis is needed to change the type of CPCs and their 

linguistic terms with Fuzzy sets to reflect the characteristics of the context, the same HEP 

quantification model can be applied to various situations by separating the quantification 

model from the CPCs assessment. Furthermore, the same quantification model can be applied 

to individual assessments by different experts, with different weighting factors for the relative 

importance of CPC. This simple structure could be realised to get an instant estimation of 

human failure probability without adjusting the parameters of the HEP quantification model 

for assessing a specific task. Secondly, the output of the CPC assessment can be utilised as an 

input value in the CREAM basic method and weighting factors in the CREAM extended method, 

respectively. This method makes the whole procedure more useful by allowing the results of 

the CPC assessment to be used not only in the basic method but also in the extended method. 

Finally, the proposed method can evaluate the context in a maritime scenario based on the 

CREAM basic method and illustrate practical application to onboard procedures in the context 

of vessels using the CREAM extended method. The proposed framework also can be extended 

to apply to the other ship procedures with various scenarios. The quantification model does 

not require a rule-based inference system for a more convenient application. Instead, it infers 

the distribution of belief for control modes from the specific combined score of CPC for 

human error quantification. In conclusion, this study's results can positively impact the safety 

of shipping operations and the enhancement of safety at sea by providing a framework 

applicable to human error analysis. 
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8 Modelling human errors for human reliability 

assessment 

8.1 Chapter overview 

Human error mode and human errors per task were previously estimated using CREAM-based 

methods in chapters 6 and 7. However, these methods are not suitable for applying to 

relatively complex operations where machines and humans interact because CREAM-based 

methods do not provide a suitable model to consider interactions between errors. To expand 

assessment capacity from human error to human reliability, this chapter proposes an 

integrated model for human reliability assessment, which incorporates human errors into risk 

assessment. The chapter is organised in the following manner to accomplish this goal: Section 

8.2 introduces research motivation and background. Section 8.3 describes the proposed 

method, and section 8.4 presents a case study of rescue boat drills for man overboard on 

ships. The findings and discussion are presented in Section 8.5, followed by a chapter 

summary in Section 8.6.  

8.2 Research motivation and background 

Once human errors are predicted, the next step is a human error representation which utilises 

modelling to carry out a risk assessment to reduce error. Some studies have demonstrated a 

risk assessment combining the human reliability assessment methods. For example, Zhou et 

al. (2017b) utilised the CREAM method with a modified fault tree model for LNG spill accidents 

during LNG carriers' handling operations for risk assessment. Ung (2019) applied fault-tree 

analysis where a modified Fuzzy Bayesian network-based CREAM was applied to a risk 

assessment of human error contribution in oil tanker collisions. Although various HRA 

techniques are used in maritime cases to enhance safety, the following research gaps are 

identified for HRA application in the maritime industry. Firstly, these HRA techniques mainly 

focus on quantifying human errors while they do not deal well with the dependency among 

tasks. Furthermore, the previous HRAs do not address how to incorporate each failure event 

into the system structure in a detailed method. Therefore, systematic modelling, including 

human error, needs to be developed. Secondly, the issue of uncertainty and inconsistency in 
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expert judgment arising from the process of quantifying human errors remains to be 

improved despite efforts in previous studies. Finally, as mentioned above, SPAR-H is a 

technology developed for the nuclear industry, so the provided PSFs are from the operation 

of the nuclear industry and need to be customised for application to specific operations 

maritime. 

Thus, a hybrid method that combines SPAR-H and a reliability block diagram is developed to 

fill the research gap. First, a modified SPAR-H is employed to estimate the probability of 

human error. Then, the Fuzzy opinion aggregation method improves research consistency 

while reducing subjectivity and ambiguity. Finally, the Reliability Block Diagram (RBD) analysis 

is used to model human reliability to consider system configuration and task dependencies. 

The procedures of a rescue boat drill for a man overboard in a specific context defined by a 

scenario are chosen to present human error probabilities for each task and human reliability 

for the entire procedure. 
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8.3 Methodology 

This section introduces a hybrid approach that combines SPAR-H with the Fuzzy theory to 

assess human reliability during onboard procedures. To minimise the subjectivity and 

variability of experts, we adapt and customise Fuzzy multi-attribute group decision-making 

methodologies by Ölçer and Odabaşi (2005) for an opinion aggregation. The context of critical 

maritime scenarios may include factors like the human-machine interfaces, the complexity of 

the task, working conditions, and crew training levels. However, different operations are not 

carried out in the same environment. Therefore, the characteristics of each task and the 

factors that affect its performance should be evaluated individually. For this reason, the 

Petro-HRA method by Bye et al. (2017),  based on SPAR-H by Blackman et al. (2008), is 

selected as an appropriate framework for evaluating ship offshore emergency procedures. 

This is because the SPAR-H method helps measure the effectiveness of performance shaping 

factors on human performance for individual tasks to estimate human errors. At the same 

time, the Petro-HRA provides a comprehensive quantitative risk assessment framework for 

whole procedures. The flowchart of the proposed approach is shown in Figure 8. 1. 

 

Figure 8. 1 Flow chart of the proposed approach 
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8.3.1 SPAR-H overview 

The Standardised Plant Analysis Risk Human Reliability Analysis (SPAR-H) method was 

developed to estimate the human error probabilities associated with operator and crew 

actions and decisions in response to initiating events at commercial U.S. nuclear power plants 

by Blackman et al. (2008). In the SPAR-H approach, the calculation of HEP rates is 

straightforward, starting with pre-defined nominal error rates for cognitive versus action-

oriented tasks and incorporating performance shaping factor multipliers upon those nominal 

error rates (Blackman et al., 2008). The SPAR-H method has been applied to human error-

related research in various industries. For example, Jahangiri et al. (2016) used the SPAR-H 

method to analyse and quantify the potential human errors and extract the required 

measures for reducing the error probabilities in the permit to work system in a chemical plant. 

In the petroleum industry, the Petro-HRA method, which used the SPAR-H method as the 

basis for the quantification model, has been developed to analyse human actions as barriers 

in major accidents and the applicability of human reliability analysis methods (Bye et al., 2017). 

The Petro-HRA project provides guidance on the comprehensive process of HRA as well as 

human error quantification. In the maritime industry, Parhizkar et al. (2021) applied the SPAR-

H method to estimate the effect of performance shaping factors on the human error 

probability for the probabilistic risk assessment of decision-making in emergencies of the 

dynamic positioning drilling unit.  

8.3.2 Scenario definition 

The scenario defines the scope and boundaries of the analysis and is used as the underlying 

data for subsequent qualitative and quantitative analysis (Bye et al., 2017). This step focuses 

on describing the context of individual tasks throughout the whole process. The main 

objective of scenario development is to create a more detailed description of the event 

sequence to identify potential human errors better and understand the operational context. 

The scenario in this paper includes detailed information such as the tasks performed, 

individuals responsible and their roles, the task location (indicating the working conditions 

and the external environmental conditions), and the equipment used with their interfaces. 
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8.3.3 Task analysis 

The goal of task analysis in this research can be defined as simply subdividing the functions 

into tasks, tasks into subtasks, and subtasks into human actions. A task analysis describes the 

steps performed as part of the activity, providing a method of systematically organising the 

information collected about the task (Bye et al., 2017). In this paper, two different task 

analysis methods are utilised. First, a hierarchical task analysis is performed to define the task 

on the procedure's primary goal, along with subtasks to address the specified duties the 

operator should complete. Second, the HTA provides a graphical overview of the tasks 

involved in the analysis scenario. However, hierarchical task analysis is not sufficient to 

provide appropriate information in the context associated with the tasks. Therefore, a tabular 

task analysis is utilised to provide more information for experts' judgment and better organise 

data. 

8.3.4 Deriving and rating PSFs 

This section begins with the definition of the PSF and describes the step-by-step process of 

implementing expert evaluations and representing the consensual results in the 

corresponding PSF multipliers. 

8.3.4.1 Define PSFs and guidance for PSF ratings 

The selection of PSFs that affect human performance and their assessment criteria should 

change depending on context. Therefore, the PSFs definition, levels provided by Whaley et al. 

(2011), were refined by maritime experts with customised guidance to establish and rate 

characteristics in onboard rescue drills. The provided description of PSFs should be as clear as 

possible for experts to determine the appropriate PSF rating for the task being analysed while 

preventing them from selecting the PSF rating mechanically. The criteria for PSFs are set in 

this section through expert consensus before judgment for PSFs, considering these two 

opposing aspects simultaneously.  

i) Human-machine interface (PSF1) 

The Human-Machine Interface (HMI) PSF refers to the quality of equipment, controls, 

hardware, software, monitor layout, and the physical workstation layout, where the 

operator/crew receives information and carries out tasks (Bye et al., 2017). Human-machine 
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interfaces should be appropriately evaluated for the tasks required from two perspectives: 

interfaces for diagnosis, such as monitors and visible & audible alarms, and interfaces for 

execution, such as switch buttons, levers, and keyboard(s).  

ii) Threat Stress (PSF2) 

Threat stress refers to the expectation or fear of physical or mental harm (Salas et al., 1996).  

Examples of situations that can cause threat stress on a ship include fear felt by the worker in 

a confined space, or fear that a lifeboat could fall when it is suspended high above the surface 

of a davit fall. 

iii) Level of experience or training skill (PSF3) 

This PSF refers to the experience and training of the operator(s) involved in the task and 

should focus on satisfying the experience/skill required by the assigned task, which is 

identified through task analysis rather than measuring the skills of the worker(s) in a wide 

range of areas.  

iv) Procedures (PSF4) 

The procedures PSF represents the existence and use of formal operational procedures for 

the task and includes user manuals and instructions for machine and software operations for 

the task. The procedure is assessed from the following perspectives: whether all required 

procedures are in place; whether the procedures are easily accessible and visible from the 

workplace; whether the procedure/manual/instruction contains enough content to perform 

the task; and whether the content is unambiguous and is easy to understand linguistically and 

graphically. 

v) The complexity of the task (PSF5) 

Task complexity refers to how difficult the task is to perform in the given context. The degree 

of complexity is measured using different information, including physical and mental 

hardness, the number of goals, and the number of steps. 

vi) The working condition (PSF6) 

The working condition refers to the physical variables in which the work is performed (e.g., 

temperature, humidity, vibration, noise level, allowable space, and intensity of light). This 
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affects mental state by causing certain moods and emotions. For example, suppose the 

workplace moves even though it occupies the same space (e.g., a lifeboat). In that case, the 

different characteristics of lifeboats at stowed positions and lifeboats on the sea should be 

reflected. 

vii) Environmental condition (PSF7) 

Environmental conditions refer to the state of the ship's environment, including weather 

conditions, sea conditions, and the time of day. The effects of environmental conditions 

should be evaluated differently depending on the location (e.g., control room, boat on the 

sea, etc.). 

viii) Time pressure (PSF8) 

Time pressure indicates the amount of pressure that requires the operation to be performed 

in time. Thus, the time pressure depends on the available time compared to the minimum 

time required. Examples scenarios of negative effects include where: the event to avoid has 

already occurred or where it is too late to recover within a specified period; a slight delay in 

time has serious negative consequences; the operator must complete the operation before 

starting the next sequence operation; and where the task must be performed simultaneously 

with other tasks or at a specific time. 

ix) Ship safety management system (SMS) and supports (PSF9) 

The PSF refers to safety, work, and management support, which consists of three related 

factors: 1) adequacy of established SMS; 2) the degree of implementation of SMS; and 3) the 

degree of support offered by the company to perform tasks. 

8.3.4.2 Adaption of Fuzzy theory  

The selected PSFs have linguistic variables that negatively or positively represent the level of 

PSFs dealing with expected impacts on performance reliability. In conventional SPAR-H, 

monolingual variables are determined with 100% faith in the relevant PSF evaluation. 

However, a limited number of language scales are insufficient to reflect the impact of PSF on 

human confidence in real-world situations (Ahn and Kurt, 2020). Therefore, fuzzy sets are 

employed to describe the impact of PSFs better because they offer a useful procedure when 

dealing with the ambiguity of human error detection problems (Akyuz, 2016). Each PSF 
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connects eight Fuzzy triangular sets to illustrate the impact of each PSF as shown in Figure 8. 

2.  

 

Figure 8. 2 Fuzzy membership for PSFs 

 

The Fuzzy triangular set expressed as (a, b, c) and membership function µ(x) for a linguistic 

variable is obtained as follows. 

 

                                    
x−a

b−a
 ,   a≤ x <b 

           µ(x) =               1,       x=b                         where a≤ b ≤c                                        (8-1) 

                                    
c−x

c−b
 ,    b< x ≤c 

                                    0,       Otherwise                     

                                                        

8.3.4.3 Experts' judgment and Fuzzy opinion aggregation 

A group of experts are asked to evaluate the level of each PSF considering the characteristics 

of each task. A linguistic scale for PSF levels and their corresponding Fuzzy set are developed 

and provided in Table 8. 1. 
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Table 8. 1  Evaluation of PSFs influence on performance with Fuzzy sets 

Level of PSF 

Fuzzy 

set 

Number of 

PSF(N) 

SPAR-H 

multiplier 

Interpolated 

Multiplier 

Extremely high negative* - - HEP=1 HEP=1 

Very high negative (6, 7, 7) N=7 50 50 

  
6<N<7 - 25N-125 

High negative (5, 6, 7) N=6 25 25 

  
5<N<6 - 15N-65 

Moderate negative (4, 5, 6) N=5 10 10 

  
4<N<5 - 5N-15 

Low negative (3, 4, 5) N=4 5 5 

  
3<N<4 - 3N-7 

Very low negative (2, 3, 4) N=3 2 2 

  
2<N<3 - N-1 

Nominal / not applicable (1, 2, 3) N=2 1 1 

  
1<N<2 - 0.5N 

Low positive (0, 1, 2) N=1 0.5 0.5 

  
0<N<1 - 0.4N+0.1 

Moderate positive (0, 0, 1) N=0 0.1 0.1 

* If one (or more) PSFs are an extremely high negative case, then the HEP for the corresponding task shall be set 

to 1 regardless of any other multipliers for the other PSFs.  

The purpose of applying the Fuzzy opinion aggregation in Figure 8. 1 is to translate the 

experts' multiple qualitative assessments of PSF ratings into a single aggregated opinion with 

Fuzzy opinion and convert it into a crisp value through defuzzification. The modified opinion 

aggregation procedure, adapted from (Ahn and Kurt, 2020), is made by incorporating a Fuzzy 

multiple attributive group decision-making methodology by Ölçer and Odabaşi (2005) as 

follows: 

(a) Calculating the degree of agreement (Similarity) 
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Assume that the Fuzzy set selected by experts A and B as A= (a1, a2, a3), B= (b1, b2, b3), and A 

and B are standardised Fuzzy sets. Here, S (A, B), which is the degree of similarity between A 

and B, is measured by equation 6: 

S (A, B) = 1 −
|𝑎1−𝑏1|+|𝑎2−𝑏21|+|𝑎3−𝑏3|

3 𝑥 𝑁𝑚𝑎𝑥
                               (8-2) 

Nmax is seven because a maximum level of PSF is defined as seven. 

(b) Calculating the average degree of agreement (AA) 

Let’s define AA(Exi) as the ith average degree of agreement between experti and expertj, and 

this can be calculated by equation 7: 

AA(Exi) = 
1

𝐷−1
 ∑ 𝑆(𝐸𝑥𝑖, 𝐸𝑥𝑗)𝐷

𝑖=1
𝑖≠𝑗

                                            (8-3) 

Where D is the number of experts 

(c) Calculating the relative degree of agreement (RA) 

Let’s define RA(Exi) as the i-th relative degree of agreement which can be calculated by 

equation 8:  

RA(Exi) = 
𝐴𝐴(𝐸𝑥𝑖)

∑ 𝐴𝐴(𝐸𝑥𝑖)𝐷
𝑖=1

                                                               (8-4) 

(d) Calculate the consensus degree coefficient (CC) 

Let us define CC(Exi) as the consensus degree coefficient for i-th expert, which can be 

calculated by equation 9:  

CC(Exi) = 𝛽 ∗ 𝑤𝑖 + (1 − 𝛽) ∗ 𝑅𝐴(𝐸𝑥𝑖)                                 (8-5) 

Where β is a relaxation factor between 0 and 1, note that a Homogeneous group of experts 

can be calculated by assigning β as 0.  

(e) Calculating the aggregation result of the Fuzzy opinion (RAG) 

The aggregated Fuzzy set RAG can be calculated using the following equation: 

RAG = ∑ 𝐶𝐶(𝐸𝑥𝑖) ∗ 𝑃(𝐸𝑥𝑖)
𝐷
𝑖=1   = (S1, S2, S3)                          (8-6) 

(f) Defuzzification 
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Finally, an aggregated Fuzzy set RAG for each PSF is converted to a crisp value by a centre of 

gravity (COG) method, demonstrated below:  

Defuzzified rating of PSF = 
𝑆1+𝑆2+𝑆3

3
                                      (8-7) 

8.3.4.4 Calculation of multipliers from the defuzzied PSFs ratings 

The SPAR-H output in Table 8. 1 provides eight multipliers for eight different PSF ratings, but 

information on multipliers between integer intervals is not available. To make the multiplier 

a continuous number, it is assumed that the function follows a linear pattern between 

adjacent PSF ratings, as shown in Figure 8. 3. The seven functions of linear lines between 

points can be calculated based on the PSF rating and their multiplier, respectively. The idea 

of using linear lines was adopted from a research study for dynamic probabilistic risk 

assessment of decision-making for dynamic positioning drilling units (Parhizkar et al., 2021). 

For example, a value corresponding to the multiplier for the rating of numbers N between 6 

and 7 can be interpolated by using Equation 25N-125. Seven linear functions for each interval 

are listed in Table 8. 1. This increases sensitivity by providing a corresponding multiplier for 

consecutive numbers obtained using Fuzzy rather than integers, resulting in an accurate value. 

 

Figure 8. 3 Multiplier for defuzzified PSFs level 
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8.3.5 Human error quantification 

According to SPAR-H, human error probability is calculated as the sum of diagnosis error and 

execution error. Each error has a nominal failure probability of 0.01 and 0.001, respectively. 

However, human error probability in this paper is calculated using the below equations, as 

the 'OR' gate calculation is more reasonable and consistent for computing other failure events 

than the sum of diagnosis and execution errors. 

HEP = 1-( 1- Diagnosis Error) x (1- Execution Error)                                                                  (8-7) 

Diagnosis Error = Nominal Diagnosis Error x Composite Multipliers of PSFs                        (8-8) 

Execution Error = Nominal Execution Error x Composite Multipliers of PSFs                       (8-9) 

When there are more than three negative PSFs, human error probability needs to be adjusted 

by equation (8-10). 

Adjusted HEP = 
0.01∗∏ 𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑒𝑟𝑠 𝑜𝑓 𝑃𝑆𝐹𝑠

0.01∗(∏𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑒𝑟𝑠 𝑜𝑓  𝑃𝑆𝐹𝑠−1)+1
     +      

0.001∗∏ 𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑒𝑟𝑠 𝑜𝑓 𝑃𝑆𝐹𝑠

0.001∗(∏𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑒𝑟𝑠 𝑜𝑓  𝑃𝑆𝐹𝑠−1)+1
       (8-10) 

8.3.6 Modelling of human reliability assessment  

Once the human error probability of a sub-task is derived, several rules need to be formulated 

to calculate the total probability of failure of the entire task. The equations listed in Table 8. 

2 are used to obtain the total human reliability in the entire procedure. For sub-task with low 

or no dependency, failure probability is derived from the multiplication of HEP for sub-taski 

in parallel systems. Failure probability is derived from the sum of HEP for sub-taski in series 

systems. The minimum HEP of all sub-works is used for parallel subtasks with high or complete 

dependence. That is, since the task succeeds when any of the sub-tasks is successful, the 

probability of success of the entire task is assigned to the highest probability of success of the 

sub-task. The maximum HEP of all sub-works is used for sequential sub-tasks with high or 

complete dependence. When one of the sub-tasks fails, the highest probability of failure of 

the sub-task is assigned as the probability of failure of the entire task. The mentioned method 

proposed by (He et al., 2008) provides a simple and effective way to calculate human 

reliability, but the following assumptions should be applied. First, all sub-tasks constituting 

the task should be connected to either parallel or serial systems. Second, the level of 

dependence on all sub-tasks should be the same within the task. However, since a 
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combination system of series and parallel cannot be applied, there is a limit to its application 

to actual cases. In addition, the level of dependence on sub-tasks cannot always be assumed 

to be the same for all cases within the task and may be different. Therefore, this paper 

proposes a new approach using a Reliability Block Diagram (RBD), assuming each task and 

sub-task are system components for this HRA modelling. Details will be explained in 

conjunction with the case study illustrated in Section 8.4. 

Table 8. 2 Calculating the Human error probability from HEPs of its sub-tasks (He et al., 
2008) 

System 

description 

System sub-task 

dependency Notation for task HEP & Reliability 
 

 

Parallel 

system 
 

High dependency 
 

𝐻𝐸𝑃𝑇𝑎𝑠𝑘 = 𝑀𝑖𝑛{𝐻𝐸𝑃𝑆𝑢𝑏−𝑡𝑎𝑠𝑘 𝑖} or             

𝑅𝑇𝑎𝑠𝑘 = 𝑀𝑎𝑥{𝑅𝑆𝑢𝑏−𝑡𝑎𝑠𝑘 𝑖}                           

(13) 

(14) 

Low or  

no dependency 

𝐻𝐸𝑃𝑇𝑎𝑠𝑘 = ∏(𝐻𝐸𝑃𝑆𝑢𝑏−𝑡𝑎𝑠𝑘 𝑖) or                 

𝑅𝑇𝑎𝑠𝑘 = 1 − ∏(1 − 𝑅𝑆𝑢𝑏−𝑡𝑎𝑠𝑘 𝑖)                 

(15) 

(16) 

Series 

system 

 
 

High dependency 
 

𝐻𝐸𝑃𝑇𝑎𝑠𝑘 = 𝑀𝑎𝑥{𝐻𝐸𝑃𝑆𝑢𝑏−𝑡𝑎𝑠𝑘 𝑖} or             

𝑅𝑇𝑎𝑠𝑘 = 𝑀𝑖𝑛{𝑅𝑆𝑢𝑏−𝑡𝑎𝑠𝑘 𝑖}                            

(17) 

(18) 

Low or  

no dependency 
 

𝐻𝐸𝑃𝑇𝑎𝑠𝑘 = 1 − ∏(1 − 𝐻𝐸𝑃𝑆𝑢𝑏−𝑡𝑎𝑠𝑘 𝑖)   

                 ≈  ∑(𝐻𝐸𝑃𝑆𝑢𝑏−𝑡𝑎𝑠𝑘 𝑖) or 

𝑅𝑇𝑎𝑠𝑘 = ∏(𝑅𝑆𝑢𝑏−𝑡𝑎𝑠𝑘 𝑖)                               

(19) 

 

(20) 
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8.4 Application of SPAR-H framework to an emergency 

response drill for man overboard on ships (Case study 3) 

Emergency preparedness is of paramount importance in successful emergency responses at 

sea. Therefore, emergency drills are regularly conducted to maintain acceptable levels of 

emergency preparedness. However, it needs to be considered that emergency drill operations 

themselves include significant risks, and there is no evidence that these risks are appropriately 

considered when planning emergency drill operations. Human error is a main contributor to 

accidents during emergency drill procedures. The main question posed is how overall risk, 

including human errors, during an emergency drill can be correctly evaluated. This section 

demonstrates the application of the new hybrid approach based on the Standardised Plant 

Analysis Risk Human Reliability Analysis (SPAR-H) method with a Fuzzy multiple attributive 

group decision-making method to emergency response drills. The method provides a 

framework for evaluating specific scenarios associated with human errors and identifies 

contributors that affect human performance. Estimated human errors are utilised to assess 

human reliability using a new approach based on a system reliability block diagram. For an 

illustration of the proposed approach, both scenario and procedures for the man overboard 

rescue drill during ship navigation have been selected because survival crafts were one of the 

three significant causes of fatality of seafarers, along with entering confined spaces and falling 

overboard in accordance with the 2001 MAIB report (Ross, 2006). This scenario was 

developed based on the real shipboard rescue drill observed, and the scenario of a man 

overboard rescue drill is described in section 8.4.1 to assess PSFs and estimate human error 

probabilities. The hierarchical task analysis and tabular task analysis are conducted 

respectively and are described in section 8.4.2.  

8.4.1 Scenario definition  

The scenario for a rescue boat drill for a man overboard on a ship is described as an illustration 

of the proposed method. One applied assumption is that the person in charge of 

watchkeeping is able to observe the man overboard situation. According to SOLAS regulation 

III/14.1 (IMO, 2018b), the rescue boat should be launched in no more than 5 minutes in such 

cases. 
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The ship was under navigation in the open sea from the port of Nagoya to the port of Tokyo 

for cargo loading. The temperature was 32 °C, and the humidity was 70 %. The wind speed 

was moderate, and the current speed was relatively high. The vessel was a newly constructed 

container ship, G/T 6,500 TEU, and the overall vessel condition was described as good. The 

ship's management company has managed a total of 130 vessels, holding both the company's 

DOC certificate and SMC certificates for individual ships in effect by an International Safety 

Management Code (ISM), and has obtained ISO certificates on the quality management 

system. A month prior, the company conducted an internal audit of the vessel, and two 

identified nonconformities were rectified. There was a record of the supply of all items on 

time which were requested by the ship. A total of 22 crew members were on board and were 

made up of two different nationalities. All crew members have precious experience as rescue 

crews and have relevant certificates as qualified rescue crew. The captain had more than 

twenty years of experience and had been working for the company for five years as a captain 

since the time of ship delivery. The chief officer had seven years of experience and had been 

onboard the ship for three months. The officer on duty boarded the ship the previous month 

with three years of experience as a third officer. The watchkeeping crew had five years of 

experience as AB. Crewman-A, the person in charge of rescue boat control, had seven years 

of sailing experience as a second officer and had also been on board since ship delivery. 

Crewman-B and -C had boarded three months ago with three years of experience as oilers. 

Crewman-D, who was responsible for winch control, boarded six months ago with a twenty-

year career as a bosun. As a result of the health record review and interview of all crew 

members, there were currently no crew members taking medications or experiencing physical 

and/or mental ill-health. The muster list, including procedures for rescuing men overboard, 

was posted on the walls of the navigation bridge, each corridor and cafeteria, as well as on 

their respective duty pocketbooks. The search and rescue procedure, including William’s turn, 

is visible on the wall of the navigation bridge. The rescue boat davit posts how it works with 

an illustration. Instruction on the operation of the release hook within the rescue boat is 

posted with the illustration. 

The ship's captain planned to conduct the man overboard drill with a No.1 enclosed type 

lifeboat, which is assigned as a rescue boat, at 3 p.m. Once the drill begins, the watchkeeping 

crew on duty identify a man overboard and throws a life buoy. The lifebuoy is a quick-release 
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type, which automatically drops when the safety pin is removed, and the lever is pulled and 

reports to the officer on duty. The officer on duty reduces the vessel speed, marks the man's 

location falling into the sea, immediately reports to the captain and the relevant authorities, 

and uses a public address system and alarm to notify other crew members. As soon as the 

captain is aware of the situation, they move to the navigation bridge and manoeuvre the ship 

back to the location where the person was reported as overboard. The rest of the crew gather 

with personal equipment at the muster station on the boat deck. The chief officer instructs 

the wearing of personal equipment and performs the inspection. The chief officer then 

delivers the safety briefing to the crew and instructs them to prepare for the rescue boat 

launch. These tasks include disconnecting the charging cable socket from the boat, removing 

the securing wire and lashing stopper, and connecting a painter line to hook on the rescue 

boat FWD. Crewman-A, -B, and -C are designated as rescue crews and board the rescue boat, 

while the rest of the crew are responsible for helping to launch and recover a rescue boat by 

controlling a davit winch. The rescue boat is a davit launching type and is lowered by gravity 

when the winch brake is released. The winch breaker is operated using a lever after removing 

the safety pin. The boat is raised by pressing a button on the remote controller to operate the 

winch. Crewman-D is responsible for the winch operation. The boat release hook system can 

be operated in both on-load and off-load conditions. A hydrostatic interlock device is installed 

to prevent crew members from falling out before reaching sea level. The hydrostatic interlock 

can be manually released if the water pressure is not working properly due to severe sea 

conditions even though the boat has reached water level. In this case, releasing is called an 

on-load release, while scenarios where the boat is buoyant and released without force 

applied to the hook are deemed an off-load release. The release hook is operated using a 

lever after removing the safety pin by Crewman-A. Then, the pull lever on the rescue boat's 

FWD is pulled, and the painter line is removed before rescue operations begin. Once the 

rescue boat is wholly removed from the primary vessel, the rescue boat is manoeuvred to 

begin rescue operations. At the end of the rescue activity, a suspension link from the davit fall 

is connected to the hook of the rescue boat for boat recovery. If the rescue boat is properly 

connected to the wire of the davit, the winch is activated to raise the boat to the stowed 

position. More specific tasks are described in the task analysis. 
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8.4.2 Task analysis 

The hierarchical task analysis for the procedures of the rescue boat drill for a man overboard 

is shown in Figure 8. 4. The procedure consists of eight main tasks, which are i) Preparation 

of rescue activity, ii) Ship manoeuvring, iii) Assembly and safety briefing, iv) Preparation of 

boat lowering and embarkation, v) Boat testing and lowering, vi) Boat release, vii) 

Manoeuvring and rescue activity, and viii) Boat recovery. Additional information obtained 

from the tabular task analysis is described in Table 8. 3. 

 

 

 

Figure 8. 4 Hierarchical Task analysis 
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Table 8. 3  Tabular task analysis (part of, Full TTA is listed in Appendix A)  

Task Responsible 

person 

Location H-M 

interface 

Equipment Required 

additional 

manual  

1.1 Detect a man 

overboard 

Watchkeeping 

crew 

Wing bridge N/A N/A N/A 

1.2 Throw a 

lifebuoy into the 

sea  

Watchkeeping 

crew 

Wing bridge Safety pin, 

lever 

handle 

Quick-

release 

lifebuoy 

Manual for 

quick release 

lifebuoy 

1.3 Report to the 

duty officer  

Watchkeeping 

crew 

Nav. bridge N/A N/A N/A 

1.4 Slow down 

speed and stop 

the ship 

Duty officer Nav. bridge  Lever 

handle 

Engine 

telegraph 

N/A 

1.5 Mark the 

position where a 

man overboard 

Duty officer Nav. bridge Display 

screen 

Chart or 

ECDIS 

N/A 

1.6 Report to 

Master 

Duty officer Nav. bridge Telephone Telephone N/A 

1.7 Push alarm 

and make an 

announcement  

Duty officer Nav. bridge Push-

button, 

Announce 

device 

Alarm 

system, P.A. 

system 

Manual for 

alarm system, 

Manual for PA 

system 

1.8 Report to 

Authorities 

Duty officer Nav. bridge VHF VHF Manual for 

radio 

equipment and 

contact details 

1.9 Take personal 

equipment  

All rescue 

crews 

Cabin room N/A Personal 

equipment 

N/A 
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8.4.3 Performance shaping factors assessment 

Five maritime experts are carefully selected for this assessment, where experts are asked to 

select a linguistic scale of PSFs for each task. Then, qualitative expert opinions are aggregated. 

Experts' relative importance is considered a heterogeneous group, depending on their 

background. A relaxation factor (β) is assumed to be 0.4, and relative importance wi among 

experts is determined as 0.20, 0.18, 0.21, 0.20 and 0.21 for five experts. As an example, 

specific opinion aggregation for Task 8.2 is illustrated in Table 8. 4 and Table 8. 5.  Once 

experts' judgment and Fuzzy opinion aggregation are completed, the aggregated rating is 

converted to the multiplier for each PSF for a human error quantification, following equations 

in Table 8. 1. 

Table 8. 4 Experts' evaluation for PSFs of task 8.2 

PSFs PSF1 PSF2 PSF3 PSF4 PSF5 PSF6 PSF7 PSF8 PSF9 

Expert 1 N N N N N LN LN VLN N 

Expert 2 VLN N N VLN N VLN LN N LP 

Expert 3 N N N VLN N LN VLN VLN N 

Expert 4 N VLN N VLN N N N N LP 

Expert 5 N VLN N VLN N LN LN N N 

Aggregated rating 2.18 2.39 2.00 2.81 2.00 3.44 3.42 2.40 1.61 

Interpolated 

multiplier 

1.18 1.39 1.00 1.81 1.00 3.32 3.27 1.40 0.81 

*N is nominal, VLN is very low negative, LN is Low negative, LP is Low positive 

Table 8. 5 Opinion aggregation working condition of task 8.2 

Degree of agreement(S) The relative degree of agreement 
(RA) 

S12 0.86 RA(Ex1) 0.21 
S23 0.86 RA(Ex2) 0.2 
S13 1 RA(Ex3) 0.21 
S14 0.71 RA(Ex4) 0.18 
S24 0.86 RA(Ex5) 0.21 
S34 0.71 

 

S15 1 Consensus degree coefficient (CC) 
S25 0.86 CC(Ex1) 0.2 
S35 1 CC(Ex2) 0.19 
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S45 0.71 CC(Ex3) 0.21 
The average degree of agreement (AA) CC(EX4) 0.19 
AA(Ex1) 0.89 CC(Ex5) 0.21 
AA(Ex2) 0.86 

  

AA(Ex3) 0.89 Result of aggregation (Rag) 
AA(Ex4) 0.75     (2.44, 3.44, 4.44) 
AA(Ex5) 0.89 Defuzzified rating 3.44 

 

8.4.4 Human error quantification  

The human error probabilities for each sub-task of a man overboard procedure during the 

whole rescue boat drill are listed in Table 8. 6. Human error probability is computed based on 

the SPAR-H human quantification technique, which is described in section 8.3.5.  

Table 8. 6  Human error probability for each sub-task of a man overboard procedure 

Task Diagnosis 

Error 

Executio

n Error 

Human 

Error 

1. Preparation of rescue activity 
  

1.1 Detect a man overboard 2.04E-02 2.04E-03 2.24E-02 

1.2 Throw a lifebuoy into the sea 5.72E-03 5.72E-04 6.29E-03 

1.3 Report to the duty officer 3.60E-03 3.60E-04 3.96E-03 

1.4 Slow down speed and stop the ship 3.30E-03 3.30E-04 3.63E-03 

1.5 Mark the position where a man overboard 3.05E-03 3.05E-04 3.36E-03 

1.6 Report to Master 2.23E-03 2.23E-04 2.45E-03 

1.7 Push alarm and make an announcement 2.03E-03 2.03E-04 2.23E-03 

1.8 Report to Authorities 9.81E-03 9.81E-04 1.08E-02 

1.9 Take personal equipment 2.91E-03 2.91E-04 3.20E-03 

1.10 Move to muster station 3.65E-03 3.65E-04 4.01E-03 

1.11 Move to Navigation bridge 3.65E-03 3.65E-04 4.01E-03 

2. Ship manoeuvring  
   

2.1 Manoeuvring a ship to where a man overboard 1.59E-02 1.59E-03 1.75E-02 

2.2 Search a man overboard 2.08E-02 2.08E-03 2.28E-02 

2.3 Slow down the ship speed 1.58E-03 1.58E-04 1.74E-03 

3. Assembly and safety briefing  
   

3.1 Wear personal equipment 3.33E-03 3.33E-04 3.66E-03 
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3.2 Check number of crews and their equipment 2.84E-03 2.84E-04 3.12E-03 

3.3 Deliver a safety briefing 9.52E-03 9.52E-04 1.05E-02 

4. Preparation of boat lowering and embarkation  
   

4.1 Separate the charging cable 6.47E-03 6.47E-04 7.11E-03 

4.2 Close boat drain valves 1.12E-02 1.12E-03 1.23E-02 

4.3 Secure a painter line to the rescue boat painter 

hook 

1.70E-02 1.70E-03 1.86E-02 

4.4 Remove boat securing wires 1.33E-02 1.33E-03 1.47E-02 

4.5 Remove the lashing stopper on boat davit 1.33E-02 1.33E-03 1.46E-02 

4.6 Rescue boat boarding 8.24E-03 8.24E-04 9.06E-03 

5. Boat testing and lowering 
   

5.1 Push the engine start button 1.04E-02 1.04E-03 1.15E-02 

5.2 Move the steering wheel 8.93E-03 8.93E-04 9.82E-03 

5.3 Pull out the safety pin for the winch brake 5.45E-03 5.45E-04 6.00E-03 

5.4 Raise the lever of the winch brake to lower the 

boat to the sea level 

1.30E-02 1.30E-03 1.43E-02 

6. Boat release 
   

6A Off-load release rescue boat 
   

6A.1Check hydrostatic interlock lever position 1.56E+01 1.56E-01 1.56E-02 

6A.2 pull out the release handle safety pin 1.04E+01 1.04E-01 1.04E-02 

6A.3 Pull the release hand 1.04E+01 1.04E-01 1.04E-02 

6A.4 Open the boat F & A hatch doors 5.90E+00 5.90E-02 5.90E-03 

6A.5 Disconnect suspension links from hook 2.19E+01 2.19E-01 2.19E-02 

6A.6 Pull the painter release handle 1.57E+01 1.57E-01 1.57E-02 

6B On- load release rescue boat 
   

6B.1Check hydrostatic interlock lever position 1.56E+01 1.56E-01 1.56E-02 

6B.2 Pull out the release handle safety pin 1.04E+01 1.04E-01 1.04E-02 

6B.3 Remove the hydrostatic interlock cover 1.29E+01 1.29E-01 1.29E-02 

6B.4 Lift up the hydrostatic interlock lever 1.03E+01 1.03E-01 1.03E-02 

6B.5 Pull the release handle 1.04E+01 1.04E-01 1.04E-02 

6B.6 Pull the painter release handle 1.57E+01 1.57E-01 1.57E-02 
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7. Manoeuvring and rescue activity 
   

7.1 Manoeuvring the rescue boat to approach a man 2.49E-01 2.49E-02 2.68E-01 

7.2 Rescue a man (Pull up a man to a boat) 2.65E-01 2.65E-02 2.85E-01 

7.3 Manoeuvring the rescue boat to the ship for 

recovery 

2.09E-01 2.09E-02 2.26E-01 

8. Boat recovery 
   

8.1 Connect a painter line to the painter hook 1.67E-01 1.67E-02 1.81E-01 

8.2 Place FWD & AFT hooks reset position 

simultaneously 

3.65E-01 3.65E-02 3.89E-01 

8.3 Push the release handle 8.98E-02 8.98E-03 9.80E-02 

8.4 Insert the release handle safety pin 9.02E-02 9.02E-03 9.84E-02 

8.5 Connect suspension links to boat release hooks 2.10E-01 2.10E-02 2.26E-01 

8.6 Push the winch up button to stowed position 7.03E-03 7.03E-04 7.73E-03 

 

8.4.5 Human reliability assessment 

Once human error probabilities for each sub-task are derived, the final step is to incorporate 

the human error probability of the sub-task into Hierarchical task analysis in Figure 8. 4 to 

derive single failure probability for overall assessment by considering system description and 

dependency of sub-tasks based on the Rules in Table 8. 2.  However, as mentioned in section 

3.5, to apply these rules to each major task, the sub-tasks should be sequentially connected 

for evaluation of dependency, and the tasks should also be decomposed to the level to which 

the same system can be assumed. This section introduces the following techniques for 

converting from HTA to reliability block diagrams for each task with different characteristics. 

According to the HTA in Figure 8. 4, the entire procedure consists of eight major tasks, and 

each task consists of each sub-task. Task 1 consists of eleven sub-tasks that must be 

successfully performed to complete the preparation of rescue activities. However, sub-tasks 

for task 1 do not always occur sequentially, and some sub-tasks are linked to multiple sub-

tasks. This makes it challenging to connect sub-tasks to either serial or parallel systems for 

task 1. For example, sub-task 1.1 in Figure 8. 4 requires actions in sub-tasks 1.2 and 1.3, and 

sub-task 1.3 initiates five actions in sub-tasks 1.4, 1.5, 1.6, 1.7, and 1.8, which may occur in 

any order. For human reliability modelling, task 1 is decomposed into six different groups of 
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sub-tasks for missions. Each group is assessed by their system configuration and dependency 

of sub-tasks, as shown in Figure 8. 5. Specifically, the reliability of group R1-1 is assigned as 

the maximum value of two sub-tasks because sub-tasks 1.1 and 1.2 are high dependencies in 

the serial system. If one of the two sub-works fails, the mission for group R1-1 fails, and the 

success or failure of preceding sub-task 1 affects the conditional probability of sub-task 1.2. 

Similarly, missions from groups R1-2 to R1-6 are configured, as shown in Figure 8. 6. Once 

reliabilities for all missions from group R1-1 to R1-6 are derived, total reliability for task 1 is 

assigned as a multiplication of each group’s reliabilities, and the value is 8.83E-01 because if 

any of the six missions fails the task 1 will fail (series system) and six missions have a low 

dependency. For task 2, reliability for task 2 is assigned as minimum reliability since sub-tasks 

from 2.1 to 2.3 are in the series system, and three subtasks are a high dependency. For task 

3, sub-task 3.2 ‘Check the number of crews and their equipment is redundancy for the sub-

task3.1 ‘Wear personal equipment relation. It means if any of the two sub-tasks succeed, then 

task 3 will succeed. Therefore, group reliability for sub-task 3.1 & 3.2 is calculated by equation 

16 because they are in the parallel system with low dependency. The total reliability for task 

3 is assigned as multiplication of reliabilities for a group of sub-tasks 3.1 & 3.2 and sub-task 

3.3 since they are in a series system with low dependency and the value is 9.89E-01 as shown 

in Figure 8. 7. In task 4, the sub-task from 4.1 to 4.6 is configured in a series system with no 

dependence. This means that task 4 succeeds only when all sub-works are successfully 

completed, but the success or failure of each sub-task does not affect the success or failure 

of other sub-tasks.  For example, sub-task 4.1 ‘Separate the charging cable ‘and sub-task 4.2 

‘Close boat drain vales ‘should be completed successfully before rescue boat launching, but 

each sub-tasks 4.1 and 4.2 does not affect each other’s result. The reliability of task 4 is the 

product of the reliabilities of individual sub-tasks. For task 5, four sub-tasks are classified as 

two different series systems with high dependency. Then two groups are combined in a serial 

system with no dependency, as shown in Figure 8. 7. The value of the reliability of task 5 is 

9.74E-01. Tasks 6A, 6B, and 7 are all serial sequenced systems with high dependency. 

Therefore, the minimum reliability of their sub-tasks is assigned as each task’s reliability. The 

values are 9.78E-01, 9.84E-01 and 7.15E-01, respectively. Similarly, the reliability of task 8 is 

assigned as 6.016E-01 in Figure 8. 7. Finally, the total reliability of the rescue drill scenario can 

be derived from the reliability block diagram in Figure 8. 8 by computing the reliabilities of 
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each task. In order to determine the final failure probability value for the man overboard drill, 

eight main tasks should succeed individually. These tasks should be conducted sequentially 

and highly dependent. Therefore, the minimum reliability of eight tasks is assigned as overall 

reliability for the whole procedure, and the value is 6.06E-01. 

 

Figure 8. 5 Sub-task level reliability block diagram for task 1 

 

 

Figure 8. 6 Reliability block diagram for task 1 



179 
 

 

Figure 8. 7  Reliability block diagram for different types of tasks 

 

Figure 8. 8 System-level reliability block diagram 

8.5 Findings and discussion 

The proposed approach presents individual human error probabilities obtained by a proposed 

method based on a particular maritime scenario: a rescue boat drill for a man overboard 

procedure. The overall high human error has been demonstrated during the manoeuvring 

and rescue activity of task 7. This seems to have adversely affected human performance. The 

narrow space in the enclosed boat restricted the crew's free movement, affected the crew's 

vision, and even the high noise interrupted communication. Additionally, waves and currents 

at sea affected the main vessel, making it difficult to control the ship. Therefore, these 

ambient factors increase stress exerted on the crew and pressure on time for direct rescue 
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activities. Sub-task 8.2 (Place FWD & AFT hooks reset position simultaneously) in the boat 

recovery (task 8) has the highest HEP value as of 3.89E-01 during the whole procedure due to 

the unfavourable circumstances (such as the manoeuvring and rescue activity phase) and 

each crew member should perform their task simultaneously, even if it is a simple task. The 

second-highest human error probability is that of sub-task 7.2 (Rescue a man) at 2.85E-01. 

Sub-task 7.1 (Manoeuvring the rescue boat to approach a man) at 2.68E-01; sub-task 7.3 

(Manoeuvring the rescue boat to the ship for recovery) & sub-task 8.5 (Connect suspension 

links to boat release hooks) are 2.26E-01 in order, are also at notably high probabilities of 

failure. Conversely, sub-tasks 2.3 (Slow down the ship speed), 1.6 (Report to Master) and 1.7 

(Push alarm and make an announcement) show the lowest HEP with a range from 1.74E-03 

to 2.45E-03. In human reliability assessment for each task, tasks 1 through 4 are to prepare 

for rescue operations where human reliabilities intervals range from 8.83E-01 to 9.89E-01. 

The operations in the rescue boat are divisible: task 5 for embarkation at the boat stowed 

position; task 6 for boat release where the boat is hung on the wire fall; task 7 for rescue 

activities; and task 8 for boat recovery at sea condition. The human reliability ranges for tasks 

5 through 8 in a rescue boat operation are in 6.06E-01 to 9.84E-01. These different human 

reliability intervals, occurring in the same rescue boat and while performing similar tasks, 

demonstrate that even if the task takes place in the same workspace with the same crew, 

human performance changes depending on the characteristics of the circumstance. The task 

with the lowest reliability is the process of boat recovery of task 8. Compared to task 

6(Release rescue boat) 's reliability interval of 9.78E-01 to 9.8.4E-01, depending on the type 

of boat release, the boat recovery process causes more human errors than release. 

Interestingly, whether the rescue boat is released on-load or off-load condition, it does not 

change the reliability of the entire process. This means tasks that take place in sea conditions 

after a rescue boat is released from a wire fall significantly affect whole reliability. Finally, the 

PSFs contributing to human error in rescue scenarios for each task phase are illustrated in 

Figure 8. 9. However, the extent to which PSF affects human performance may vary from sub-

task to sub-task, even within the same task. The most significant contributing factors are the 

ambient conditions for the workplace and environmental conditions in tasks 6 to 8 related to 

the rescue boat operation at sea, which is at the core of the procedures. These findings reveal 

the impact of any task on the operation's success or failure, allowing for the adoption of 
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additional safety measures for the indicated task. Furthermore, assessments of elements that 

affect human performance contribute to the efficient improvement of system safety. 

 

 

Figure 8. 9 PSFs contribution for task phases 
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8.6 Chapter summary 

Human error is one of the main contributing factors to failure during emergency preparedness 

in maritime transportation. Although human error assessment is a critical issue in maritime 

safety, the quantification process is difficult due to the limited human error data. Therefore, 

many parts of the quantification process rely on the qualitative judgment of experts. 

Therefore, forming consensus properly and effectively quantifying the collected diverse 

opinions is important. In this context, this paper introduces a new framework-based SPAR-H 

approach applicable to maritime emergency drill scenarios and illustrates practical rescue 

boat drill procedures for a man overboard. There are various characteristics and expected 

advantages of the proposed method. Firstly, the proposed method provides refined PSFs with 

customised guidance to reflect onboard rescue drills' characteristics for expert opinion 

collection. The selected PSFs have a language variable representing the level of PSF that deals 

negatively or positively with the expected impact on performance reliability and developed a 

Fuzzy set to better describe the impact of PSF. Secondly, the Fuzzy opinion aggregation 

method converts experts' multiple qualitative assessments of PSF ratings into one integrated 

opinion with Fuzzy opinions and converts them into crisp values through defuzzification. 

SPAR-H then calculates human error probabilities based on PSF ratings from an expert’s 

opinion aggregation method for tasks during rescue boat drills. This hybrid approach may 

enhance the reliability and consistency of the outcomes. Notably, the novel approach to 

model a human reliability assessment from individual human error probabilities based on a 

reliability block diagram applies to various systems. In addition, this approach effectively 

displays the relationship between complex tasks in a simplified way, which cannot be 

achieved solely by applying hierarchical task analysis. 

In conclusion, maintaining emergency preparedness is undeniably essential in ship operation. 

However, it is also important to evaluate whether training for emergency preparedness is in 

a suitable state to be implemented. This study provides a framework for conducting a human 

reliability assessment of emergency training, which can help ship operators in the decision-

making process and positively impact the safety of ship operations and maritime safety. 
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9 System reliability assessment in the modern 

complex system 

9.1 Chapter overview 

By introducing autonomous or software-controlled systems, human operators are 

increasingly required to perform cognitive-intensive tasks in addition to existing labour-

intensive tasks. Thus, it will be more difficult to identify human roles in future complex 

systems with traditional approaches such as hierarchical task analysis used in the 

conventional HRA. This chapter demonstrates a novel systematic approach for a human 

reliability assessment to better understand human activities in complex systems. The 

proposed framework is a hybrid method combining the System Theoretic Process Analysis 

(STPA) and the Success Likelihood Index Method (SLIM) to assess the system reliability. STPA 

is adopted to analyse the interaction relationship between different types of system 

components. The primary purpose of STPA is to find and analyse human activities that affect 

the risk contained in human-machine interaction systems. Then the identified human 

activities are evaluated and quantified by the SLIM as a probability of human error. Finally, 

the system reliability block diagram represents the derived human error probabilities to 

assess the entire system for a probabilistic risk assessment. To accomplish this goal, the 

chapter is organised in the following manner: Section 9.2 introduces research motivation and 

LNG bunkering overview. Section 9.3 describes the proposed method, and section 9.4 

presents a case study of the Emergency Shutdown system during LNG ship-to-ship bunkering. 

The findings and discussion are presented in Section 9.5, followed by a chapter summary in 

Section 9.6.  

9.2 Research motivation and background 

The development of new technologies in the maritime industry brings about a drastic change 

in how the maritime industry approaches new challenges and opportunities. Many ship 

operations have been changing with state-of-the-art technology to partially or fully 

automated control systems. Due to these changes, human roles in cognitive-intensive 

behaviour are becoming increasingly crucial in maritime operations in addition to the existing 
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labour-intensive behaviour. In terms of safety management, it will be more difficult to identify 

human roles with traditional approaches such as hierarchical task analysis commonly used in 

the traditional Human Reliability Assessment (HRA) in future complex systems. Traditionally, 

hazard analysis techniques such as failure tree analysis (FTA) and failure mode and impact 

analysis (FMEA) have been in widespread use for decades. However, conventional 

approaches are not suitable for capturing the effects of changes in modern, more complex 

systems that are software-intensive and have a socio-technological component. In particular, 

techniques for identifying and quantifying the rapidly changing human roles are not 

adequately considered in human reliability analysis. Therefore, it is necessary to examine 

what improvements have been made to apply the existing HRA techniques to the changed or 

added human role. In this context, this chapter proposes utilising a novel systematic approach 

for a human reliability assessment in a human-machine interaction system. In the field of 

hazard analysis, the System Theoretic Process Analysis (STPA) is considered to be a relatively 

new technique that is based on the System-Theoretic Accident Model and Processes (STAMP) 

(Leveson and Thomas, 2018). On the other hand, the Success Likelihood Index Method (SLIM) 

is an HRA technique for determining the likelihood of human error while completing a specific 

task (Embrey et al., 1984). In this study, the System Theoretic Process Analysis (STPA) is 

employed to identify human roles and defective interactions between different types of 

system components in a complex system. The SLIM is embedded in human error 

quantification to be incorporated into probabilistic risk assessment. For an illustration of this 

new approach for a complex system in maritime operation, the emergency shutdown system 

for the LNG ship-to-ship bunkering process is adopted because the emergency response 

through the human-machine interaction during safety-critical operations like LNG bunkering 

should be carefully evaluated in terms of safety to prevent loss of life, environmental pollution, 

and damage to property. 

9.3 Methodology 

The suggested framework is a hybrid method for assessing system reliability that combines 

the STPA and the SLIM. As new technologies, like autonomous ships and software control 

systems, have been integrated into maritime operations, human responsibilities in the 

maritime system have shifted away from labour-intensive behaviours to cognitive demand 

intensive activities. As a result, it is vital to assess what enhancements have been made to the 
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current HRAs to adapt them to new human roles. Therefore, systematic approaches are 

proposed to better understand human activities in the complex system. 

In this context, the STPA is adopted to analyse the interactions between various system 

components (i.e., humans, software, and machines). The fundamental objective of applying 

STPA in this study is to identify human actions that influence the system risk. The SLIM 

evaluates and quantifies the identified human activities as a form of human error probability. 

The computed human error probabilities are then utilised to assess system reliability through 

a system reliability block diagram for a probabilistic risk assessment. Meanwhile, unsafe 

control actions discovered by STPA can be studied further, as needed by the study scope, to 

identify potential loss scenarios, develop further requirements, identify mitigations, and 

make safety recommendations. This technique enables qualitative or quantitative assessment 

of system reliability, or a combination of the two, depending on the analysis objective. The 

suggested method's flow chart is depicted in Figure 9. 1. 

 

Figure 9. 1 Flow chart of the proposed approach 
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9.3.1 Systematic approach 

The STPA is divided into four distinct stages (Leveson and Thomas, 2018). The first stage is to 

establish the analysis's aim. This stage addresses the loss, system's description, and 

boundaries. The second stage is to build what is known as a control structure, which is a model 

of the system. The control structure describes the system as a feedback and control loop 

representing functional linkages and interactions. Typically, the control structure begins at an 

abstract level and is adjusted repeatedly to incorporate more detailed knowledge about the 

system. The third step is to analyse the control action to determine how it can result in the 

loss. The discovered unsafe control actions are then utilised to define the system's functional 

needs and restrictions. Finally, the last phase determines the reasons for unsafe control in the 

system. The following section 9.4 will discuss the details of these four steps with a case study. 

9.3.1.1 Modelling the human controller 

Humans can be viewed as a system component from a system perspective. In comparison to 

logical computer controllers, human decision-making processes, on the other hand, are 

difficult to predict and far more complicated. Additionally, an external component, 

Performance Shaping Factors (PSF), which the system cannot regulate, influences the human 

controller's reaction. Thus, when anticipating the human controller's response in a particular 

environment, the process model for the human controller should be more thorough and 

enlarged to incorporate external factors affecting human performance. In this context, a 

novel process model for human controllers was presented, as seen in Figure 9. 2, to explain 

human errors and identify contributing factors more efficiently. The model of the human 

controller is divided into two components: diagnosis and execution. It contains PSFs that 

affect human performance. The diagnosis is further divided into the 'sensation & perception’ 

process to know updated system conditions and the ‘decision-making’ process to decide how 

to act. Sensation and perception are separate processes but are very closely related. 

Therefore, even though it is challenging to distinguish processes accurately, it is helpful to 

identify specific PSFs affecting each process. For example, if a fire alarm occurs, the volume 

of the sound may affect the sensation. However, additional identification methods such as 

the type and interval of the sound are required to recognise that it is an alarm for fire. 
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In this study, system inputs representing the beliefs about process are classified into process 

variables, process environment, and process behaviour. The process variable is the value of a 

specific part of a current measured process, such as speed or pressure. The process 

environment is defined as an event that is not directly controlled by the system controller but 

affects the process. The last factor, process behaviour, indicates responsibility for the control 

action. Process behaviour can be expressed in control modes such as automatic and manual 

modes. For these three factors, a loss scenario can be created by considering the factors 

affecting each process of sensation and perception. Diagnosis's following process consists of 

making decisions about action objects, action types, and action sequences based on the 

updated system information. When the diagnosis process is over, the next execution stage 

appears as physical behaviour. Each box in the human model is useful for identifying specific 

performance shaping factors that affect the human controller’s thoughts and behaviours. 

 

Figure 9. 2 Logic controller VS Human controller model 

9.3.1.2 PSFs derivation  

Although numerous studies have been undertaken on PSF, there is still considerable 

uncertainty regarding its effect on human performance. Additionally, expert opinion is 

employed to establish the relative relevance and ranking of PSF. However, the evaluation 

results vary significantly depending on each expert group. How PSF affects human 
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performance is frequently mischaracterised, and evaluations are commonly conducted 

without using suitable criteria. Table 9. 1 shows that the evaluation criteria for customised 

PSFs were created to mitigate this issue. The presented PSFs are derived from a review of the 

literature for existing HRA methods such as HEART (Williams, 1985), THERP (Swain, 1964), 

CREAM (Hollnagel, 1998) and SPAR-H(Blackman et al., 2008). The most effective strategy to 

cope with uncertainty is to break it down to a level we can easily understand. In addition, 

when the PSF of the application form is determined, the rating of PSF is measured as an 

evaluation criterion. For example, if the input interface is applied with a sound alarm, the 

rating is evaluated according to the degree of audibility. In the SLIM approach, the PSF is 

utilised to compute the human error. The criteria are also used as keywords to identify the 

loss scenario of STPA. Therefore, the developed PSF taxonomy can be used for quantitative 

and qualitative analysis. 

Table 9. 1 Customised PSFs for ESD system during LNG ship-to-ship bunkering operation 

PSFs Possible type of application Keywords 

1. Interface 

(Input device) 

Monitor screen, Digital number 

display, Analogue gauge, Visible alarm 

(Lamp), Audible alarm, Other 

Layout, Visibility, 

Distinctness (unclear 

marking), Consistency, 

Audibility, Aesthetics, 

Malfunction, Other 

2. Interface 

(Output device) 

Keyboard, Mouse, Handle, Lever, 

Pushbutton, Switch, Touch surface, 

Other 

Usability, Layout, 

Distinctness (unclear 

marking), Consistency, 

Malfunction, Accessibility, 

Other 

3. Procedure Operations manual, Emergency 

manual, Maintenance manual, step by 

step procedure, Checklist, Graphic 

display, Diagram, Other 

Missing, Unclear, 

Vagueness, Wrong, 

Complex, Other 

4. Working                           

condition 

Stress, Ambient condition, Facility, 

Lighting, Noise, Interruption, 

Bad, Hot, Noisy, Dark, 

Bright, High, Low, Other 
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Temperature, Humidity, Fatigue, 

Other 

5. Time Available time, Required time, Other Shortage, enough, Other 

6. Experience &     

training 

Relevant Experience, Formal Training, 

Technical knowledge, Skill, 

Qualification, Emergency response 

training, Other 

Lack, Short, Not done, 

Unfamiliar, Not enough, 

Other 

7. Environmental 

condition 

Weather, Sea condition, Wind, Time 

of day, Ship movement, Visibility, 

Interference from other vessel's 

navigation, Mooring condition, other 

Bad, Windy, Tough, Rain, 

Snow, Slippery, Dark, Late, 

Other 

8. Complexity SIMOPS, Workload, Working time, 

Number of goals, Designated person, 

Other 

Over, Many, Long, Not 

assigned, Hard, Other 

9. Organisational 

factors 

Communication, Safety culture, 

Supervision, Safety Management 

System, Human resource, Supply, 

Audit, Monitoring, Other 

Lack, not enough, Not done, 

Difficult, Low, Not efficient, 

Wrong, Other 

9.3.2 Human error quantification with SLIM  

The Success Likelihood Index Method (SLIM) is an evaluation tool for human reliability used 

to quantify the likelihood of human error when completing a specific duty (Embrey et al., 

1984). It is a practical and straightforward method to estimate human error when obtaining 

human error data is difficult (Park and in Lee, 2008). Performance Shaping Factors (PSF), 

which have a significant impact on human performance, are quantified in SLIM and changed 

to a preference index form (Akyuz, 2016), allowing for the quantitative representation of 

external factors impacting human performance in the form of human error. SLIM consists of 

a six-step process that includes the following steps: 1) task analysis and scenario definition, 2) 

PSF derivation, 3) PSF weighting, 4) PSF rating, 5) SLI calculation, and 6) SLI to HEP conversion. 

In this paper, since the STPA, as mentioned above, is adopted to identify human tasks in the 

complex system in more detail, the SLIM method is used for the rest of the steps except for 

the first step. 
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9.3.2.1 PSF weighting 

Prior to assigning a rating to each PSF, its relative importance should be determined, as not 

all PSFs have the same effect on human performance. Additionally, to accurately reflect the 

features and characteristics of each task, the relative importance of PSFs should be measured 

for each task independently. Experts evaluate the significance of each PSF on a scale of 0 to 

100 and then determine the mean weight value. As in equation (9-1), the normalised weight 

is generated by dividing the mean weight value by the sum of the mean weights. 

Normalised Weight(𝑊𝑖)  =
𝑀𝑒𝑎𝑛 𝑊𝑒𝑖𝑔ℎ𝑡𝑖

∑ 𝑀𝑒𝑎𝑛 𝑊𝑒𝑖𝑔ℎ𝑡𝑖9
𝑖=1

                  (9-1) 

9.3.2.2 PSF rating 

PSF rating refers to the expert judgment process determining how each PSF impacts each task. 

Selected experts assign a score to each PSF ranging from 0 to 100. To minimise the deviation 

of expert evaluations, the Likert scale and upper and lower bounds for the relevant ratings 

are provided in Table 9. 2. According to evaluation criteria such as professional, service time, 

and experience, the selected expert group has relative importance (𝑤𝑗). The consensus rating 

(𝑅𝑖) for each 𝑃𝑆𝐹𝑖  is computed as the sum of the values obtained by multiplying the j-th 

expert's rating for the i-th PSF (𝑅𝑖𝑗) by the expert's relative importance (𝑤𝑗) as specified in 

Equation (9-2). Note that since 𝑤𝑗  is a normalised value for all experts, a separate 

normalisation process is not required for the consensus rating. 

Consensus rating (𝑅𝑖) for 𝑃𝑆𝐹𝑖 =   ∑ 𝑤𝑗 × 𝑅𝑖𝑗
𝑛
𝑗=1                (9-2) 

Table 9. 2  Likert scale and score bounds 

Likert scale Upper bound Lower bound 

Highly positive  85 100 

Positive  70 85 

Moderate  50 70 

Negative  30 50 

Highly negative  0 30 
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9.3.2.3 Human error calculation 

After the consensus rating 𝑅𝑖 and normalised weight 𝑊𝑖 of 𝑃𝑆𝐹𝑖 are determined, the Success 

likelihood Index (SLI) for each task is computed by equation (9-3). 

𝑆𝐿𝐼 = ∑ Ri x Wi 9
𝑖=1           (9-3) 

Accordingly, the SLI value is converted into the HEP value using equations (9-4), where a and 

b are constant (Embrey et al., 1984).  The details of constant determination will be discussed 

in the following section 9.4. 

Log of Probability of Success = a*SLI + b        (9-4) 

9.3.3 Modelling system reliability  

After deriving the probability of nominal failure, including human errors for each component, 

the method of integrating the system reliability of each task into the probability risk model 

should be considered. Therefore, this section adopted an approach by Ahn et al. (2022) using 

a Reliability Block Diagram (RBD), assuming each human task is a system component for 

reliability modelling. In addition to human tasks, events, functional elements, and any 

behaviour expressed as success and failure can be regarded as elements of the system. The 

system configuration method and dependency between components must be defined to 

model a reliability block diagram. For system configuration, if a sub-system is essential for the 

mission success of the overall system, it should be modelled as a series component. The 

parallel configuration indicates that the primary function of that sub-system is duplicated, 

thus allowing a switch over to the redundancy in the event of failure. The example of each 

system is illustrated in  Figure 9. 3. The next step is to determine the dependence between 

components. Dependence can occur between and within people (Swain, 1964). In this study, 

dependence between and within people and between people-machines or between events-

other events is extended to the same principle. The dependence means how the probability 

of failure or success of one task can be related to the failure or success of another task. If the 

conditional probability of one event is the same regardless of whether another event occurs, 

the two events are independent, otherwise dependent. Conditional probabilities may be 

applied differently depending on the degree of dependence. However, this paper assumes 

that the relationship between the two components or events is independent to simplify the 



192 
 

calculation process. Once the configuration and dependence of the system components are 

defined, the formulas in Table 9. 3 are applied to calculate the reliability of the sub-system 

and the entire system.  

 

Figure 9. 3  Example of serial and parallel system modelling 

Table 9. 3  System reliability corresponding system configuration and dependency 

System 

description 
 

System sub-task 

dependency 
 

Notation for Error Probability & 

Reliability 
 

 

Parallel system 

 

 
 

Dependency 
 

𝐸𝑃𝑇𝑎𝑠𝑘 = 𝑀𝑖𝑛{𝐸𝑃𝑆𝑢𝑏−𝑡𝑎𝑠𝑘 𝑖} or                     

𝑅𝑇𝑎𝑠𝑘 = 𝑀𝑎𝑥{𝑅𝑆𝑢𝑏−𝑡𝑎𝑠𝑘 𝑖}                        

(5) 

(6) 

Independency 

 
 

𝐸𝑃𝑇𝑎𝑠𝑘 = ∏(𝐸𝑃𝑆𝑢𝑏−𝑡𝑎𝑠𝑘 𝑖) or                  

𝑅𝑇𝑎𝑠𝑘 = 1 − ∏(1 − 𝑅𝑆𝑢𝑏−𝑡𝑎𝑠𝑘 𝑖)                
 

(7) 

(8) 

Series system 

 

 
 

Dependency 
 

𝐸𝑃𝑇𝑎𝑠𝑘 = 𝑀𝑎𝑥{𝐸𝑃𝑆𝑢𝑏−𝑡𝑎𝑠𝑘 𝑖} or                 

𝑅𝑇𝑎𝑠𝑘 = 𝑀𝑖𝑛{𝑅𝑆𝑢𝑏−𝑡𝑎𝑠𝑘 𝑖}                         

(9) 

(10) 

Independency 

 
 

𝐸𝑃𝑇𝑎𝑠𝑘 = 1 − ∏(1 − 𝐸𝑃𝑆𝑢𝑏−𝑡𝑎𝑠𝑘 𝑖) 

                  

≈  ∑(𝐸𝑃𝑆𝑢𝑏−𝑡𝑎𝑠𝑘 𝑖) or 

𝑅𝑇𝑎𝑠𝑘 = ∏(𝑅𝑆𝑢𝑏−𝑡𝑎𝑠𝑘 𝑖)                               

(11) 

 

(12) 
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9.4 Application of hybrid method combined the STPA and 

the SLIM to ESD system of the LNG ship-to-ship bunkering 

process (Case study 4) 

 

9.4.1 LNG bunkering process overview 

On January 1, 2020, new regulations governing Sulphur emission limitations from ships 

became effective, following the MARPOL Annex IV amendment (IMO, 2018a). The primary 

change of the MARPOL Annex VI is the addition of emission control zones (ECA) to gradually 

reduce Sulphur Oxides (SOx), Nitrogen Oxides (NOx), and Particulate Matter (PM) emissions 

globally and to reduce air pollutant emissions in designated waters to improve global air 

quality, preserve the environment, and protect human health. Several potential alternatives 

to traditional marine fuels, such as abatement technologies and alternative marine fuels, have 

been introduced to the maritime industry over the previous two decades (Jang et al., 2021). 

In this context, LNG is being accepted as an alternative fuel for ships as a strategy for 

environmental compliance for vessels during navigation and port operations. LNG as a ship 

fuel has an immediate and significant impact on reducing SOx, PM, and NOx emissions. As a 

result, the applicable multilayer regulatory framework strongly favours the usage of LNG as 

fuel (EMSA, 2018). In addition, global initiatives to safeguard the environment will enhance 

the trend toward LNG-powered fleets and the need for LNG bunkering at the port. 

In contrast, the rising concern is that if LNG becomes widely employed as a ship fuel, the 

degree of risk associated with bunkering and the general procedures used in containment and 

operation would considerably increase. LNG is well recognised as a clean fuel that can be 

consumed entirely and effectively, with very little soot produced during small-scale 

combustion (Sun et al., 2014). On the other hand, LNG vapour in the air is explosive under 

certain concentration limits. Once ignited, free natural gas clouds burn very slowly, resulting 

in comparatively little overpressure in open space. However, if flammable natural gas is 

generated in a confined space, the surrounding areas may experience higher overpressure. 
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Fires and explosions are the primary dangers associated with LNG storage and bunkering, and 

they may occur due to leaks and spills in the presence of ignition sources (Aneziris et al., 2020). 

Furthermore, liquefied natural gas is a cryogenic liquid stored at a very low temperature of -

162°C at atmospheric pressure. The cryogenic liquid that comes into touch with the hull 

structure will cause the fragile hull to fracture and lose ductility, destroying the ship's 

structure (Li and Huang, 2012). Moreover, it can cause cryogenic burns to human skin and an 

asphyxiant in an enclosed space. Therefore, LNG should be handled by establishing a very 

high level of safety measures and robust procedures. However, concerns about this risk are 

due to the complex system of LNG fuel ships and the feature that LNG bunkering progress in 

the interaction of several stakeholders with a different contexts. In system reliability 

assessment, humans are an inevitable component to consider since they play a significant 

part in increasing safety onboard; reliability assessment has always been a critical subject for 

researchers and decision-makers in this field (Kayisoglu et al., 2021). 

 

Figure 9. 4 Ship-to-Ship LNG bunkering operation(KLAW, 2022) 

Ship-to-ship LNG bunkering is supplying LNG from a bunker supply ship to a bunker receiving 

ship that uses LNG as a propulsion fuel via a transfer hose, as illustrated in Figure 9. 4. The 

bunkering procedure may be separated into three phases: the pre-bunkering phase, which 

involves safe mooring and hose connection, the bunkering phase, which consists in filling LNG, 

and the post-bunkering phase. While bunkering methods vary according to ship and facility, 

the following general sequences apply (EMSA, 2018).  

Step1. Initial Precooling  
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Before starting the operation, precooling the filling lines and the cargo pump at the 

discharging unit is necessary. 

Step 2. Connection of Bunker Hose  

After the previous precooling is complete, the transfer hoses are attached to the manifold. 

Sophisticated hose handling equipment like hose cranes or loading arms may be used to 

convey bunker hoses to the receiving vessel. Each manifold must be earthed, and an insulating 

flange near the coupling must be put on the receiving vessel to avoid ignition sources caused 

by electrostatic build-up. 

Step 3. Inerting the Connected System 

The inerting procedure involves injecting an inert gas into a system to substitute a hazardous 

gas already present. Nitrogen is used as an inerting gas to eliminate moisture and oxygen 

from storage tanks and the connecting pipe. In particular, the presence of oxygen in the 

system causes an explosive environment within the LNG supply line, resulting in potentially 

hazardous scenarios that should be prevented using an inerting process. 

Step 4. Purging the Connected System  

For the remaining nitrogen to be removed from the system following engine specifications, 

the system is purged with natural gas until the ratio is between 97–98 per cent. 

Step 5. LNG Filling 

When all the necessary preparations have been completed, the LNG filling process may begin. 

There are two different methods of bottom filling and top filling in the filling sequence. 

Step 6. Liquid Line Stripping  

After the pump has been turned off, the liquid collected in the bunker hoses must be 

discharged before the disconnection can be made. 

Step 7 Inerting  

In a process similar to Step 3, the LNG bunkering line should be inerted before disconnection 

at the end of the operation.  
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The strategy and planning for emergency events that may happen throughout the LNG 

bunkering operation are critical for protecting workers, the environment, the public, and 

assets in the case of an accident. Thus, building and executing appropriate LNG systems and 

bunkering operations (ABS, 2017).  

The Emergency Shutdown (ESD) system is critical to the vessel's safety. The ESD system is 

installed as part of an LNG bunkering system designed safely and effectively to stop the flow 

of LNG (vapour as applicable) or prevent damage to the delivery system in an emergency. The 

control systems involved in the ESD, which is a linked system to allow both parties (onboard 

receiving ship and the bunkering ship) to shut down the transfer in an emergency, can be 

activated automatically or manually. ESD can be composed of two parts (ABS (2017); IACS 

(2017); EMSA (2018)). The ESD stage 1 system shuts the LNG transfer process down in a 

controlled manner when it receives inputs from one or more hazardous events listed in Table 

9. 4. While the ESD stage 2 is a system that activates the decoupling of the transfer system 

between the two vessels. Therefore, risk analysis for the ESD system should also consider the 

entire ship-to-ship LNG bunkering process. The ESD system is configured as a sub-system, and 

interactions between humans and machines, including software should also be investigated 

for analysis. 

9.4.2 System description: LNG bunkering and emergency shut 

down system 

The system is to be analysed, and the boundary should be defined to identify system hazards 

(Leveson and Thomas, 2018). The abstraction of the Emergency Shutdown (ESD) system for 

ship-to-ship LNG bunkering is conceived in Figure 9. 5, and the interaction between humans 

and machines is modelled in Figure 9. 6 to support the system definition. The initial stage of 

the conceptual visual definition has been developed into a more detailed physical diagram in 

Figure 9. 7 to support a unified perspective and understanding of the system by experts for 

LNG bunkering operations. LNG Bunkering is the practice of providing Liquefied Natural Gas 

(LNG) fuel to LNG fuelled ships. Depending on the LNG bunkering mode, it can be divided into 

ship-to-ship, truck-to-ship, or terminal-to-ship. In this study, the ship-to-ship bunkering mode 

was selected. A ship that supplies fuel is called a bunker supply vessel, and a ship that 

consumes LNG as fuel and receives it is called a receiving vessel. When the two ships are safely 
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moored for LNG fuel supply, the two types of hoses are connected to the manifold flanges of 

both ships. One is a liquid filling hose, and the other is a vapour return hose. An operator is in 

the control room of each vessel for LNG bunkering operation, and a site operator is also 

located near the manifold. A control monitoring system that controls the process of the 

system is installed on each ship. The LNG bunker transfer system is to be equipped with a 

linked and compatible ESD system that is completely independent of the installed control and 

monitoring system. This system will be used to halt bunker flow in an emergency (ABS, 2017). 

ESD systems can be activated automatically and manually on each vessel, from both the 

control room and manifold side, and ESD systems on both vessels are linked. Emergency 

release coupling (ERC) is installed at each hose to disconnect the fuel supply in an emergency 

immediately. Remotely operated ESD valves must be installed in each bunkering line 

immediately adjacent to the manifold joining point.  

 

Figure 9. 5 Abstraction of ESD system for ship-to-ship LNG bunkering process (Adopted from 

Leveson and Thomas (2018)) 
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Figure 9. 6 Human-machine interaction model 

 

Figure 9. 7 Simplified ship-to-ship LNG bunkering physical diagram 
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9.4.3 Loss and hazard identification 

Losses may include death or injury, ship structural damage, marine pollution, mission failure, 

or any other type of loss deemed undesirable by stakeholders (Leveson and Thomas, 2018). 

During ship-to-ship LNG bunkering, loss and hazards of the ESD system are defined as shown 

in Table 9. 4. Hazards are defined as events that the ESD system that must be activated 

according to the Guide for LNG bunkering (ABS, 2017), and described as loss as a state in 

which the ESD system fails to emergency response when such a hazardous situation occurs. 

Table 9. 4 Loss and Hazards definition 

Definition of System Loss and hazards 

Loss 

L1. Failure of emergency response by the ESD system when the hazardous 

situation occurred. 

Hazards 

H1. Detection of gas in the cargo machinery space at levels more than 60% of 

LEL  

H2. Detection of gas in the bunkering manifold area at levels more than 60% of 

LEL  

H3. High pressure is generated at bunkering manifolds 

H4. High-high pressure is generated in the vapour return line 

H5. Loss of motive power for the ESD valve  

H6. Activation of the emergency release system (ERS) by default 

H7. The liquid level in the LNG receiving tank has risen to a High-high level. 

H8. High-high pressure is generated in LNG receiving tank 

H9. ESD signal generated manually or automatically by LNG receiving vessel 

H10. Fire detection onboard 
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9.4.4 Model control structure 

The control structure is a system model composed of feedback control loops that impose 

safety restrictions on the system's behaviour. A process model determines which control 

actions are required to maintain the system's effectiveness and explain and anticipate 

interactions between humans, their mental models, and the logic control system (Leveson 

and Thomas, 2018). As shown in Figure 9. 8, the control structure for the ESD system 

represents the responsibilities of humans and software according to the process model. The 

corresponding control action can be identified from the control structure for the ESD system. 

 

Figure 9. 8 Control diagram for ESD system 

9.4.5 Identification of the unsafe control actions 

After modelling the control structure, the next phase is identifying Unsafe Control Actions. 

The system is managed automatically or manually according to the system logic by two human 

controllers, a control room operator, a site operator near the manifold, and a software 

controller. This stage identifies Unsafe Control Activities, which are control actions that could 

result in a hazard in a particular context and worst-case setting. As illustrated in Table 9. 5, 
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hazardous control actions are recognised by possible error modes, including not providing 

controls, incorrect controls, and timing errors. 

Table 9. 5  Unsafe Control Actions (Part of, Full UCAs are listed in Appendix B) 

Control action Not providing Providing Timing error 
(Controller) Cause hazard Causes Hazard Too early/ late 

CA1. Setting up 
user-configurable 
parameters in the 
system (Control 
room operator) 

UCA1.1 Operator did 
not set up system user-
configurable parameter 
for max gas detection 
level in cargo 
machinery space. As a 
result, when the 
LNG vapour gas in the 
cargo machinery space 
exceeded 60% LEL, ESD 
was not automatically 
activated by the ESD 
system. (H1) 

UCA1.2 Operator 
wrongly set up system 
user-configurable 
parameter for max gas 
detection level in 
cargo machinery 
space. As a result, 
when the 
LNG vapour gas in the 
cargo machinery 
space exceeded 60% 
LEL, ESD was not 
automatically 
activated by the ESD 
system. (H1) 

N/A 

UCA1.3 Operator did 
not set up system user-
configurable parameter 
for max gas detection 
level at bunkering 
manifold area. As a 
result, when the LNG 
vapour gas near the 
bunkering manifold 
exceeded 60% LEL, ESD 
was not automatically 
activated by the ESD 
system. (H2) 

UCA1.4 Operator 
wrongly set up system 
user-configurable 
parameter for max gas 
detection level at 
bunkering manifold 
area. As a result, when 
the LNG vapour gas 
near the bunkering 
manifold exceeded 
60% LEL, ESD was not 
automatically 
activated by the ESD 
system. (H2) 

N/A 

CA.2 Activate ESD 
manually(Control 
room operator) 

UCA2.1 Operator did 
not activate ESD 
manually when the 
LNG vapour gas in the 
cargo machinery space 
exceeded 60% LEL, and 
other controllers did 
not activate ESD.  (H1) 

UCA2.2 Operator did 
activate ESD manually 
when the amount of 
LNG vapour gas 
contained in cargo 
machinery was within 
the acceptable limit. 
(H1) 

UCA2.3 Operator did 
activate ESD manually 
too late when the 
LNG vapour gas in the 
cargo machinery 
space exceeded 60% 
LEL, and other 
controllers did not 
activate ESD. (H1) 
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UCA2.4 Operator did 
not activate ESD 
manually. As a result, 
when the LNG vapour 
gas near the bunkering 
manifold exceeded 
60%, LEL and ESD were 
not activated by other 
controllers. (H2) 

UCA2.5 Operator did 
activate ESD manually 
when the amount of 
LNG vapour gas 
contained near the 
bunkering manifold 
was within the 
acceptable limit. (H2) 

UCA2.6 Operator did 
activate ESD manually 
too late. As a result, 
when the LNG vapour 
gas near the 
bunkering manifold 
exceeded 60%, LEL 
and ESD were not 
activated by other 
controllers. (H2) 

CA.3 Override to 
stop ESD 
activation(Control 
room operator) 

N/A UCA3.1 Operator did 
override to stop ESD 
activation by the 
system when the 
LNG vapour gas in the 
cargo machinery 
space exceeded 60% 
LEL. (H1) 

N/A 

N/A UCA3.2 Operator did 
override to stop ESD 
activation by the 
system. As a result, 
when the LNG vapour 
gas near the 
bunkering manifold 
exceeded 60% LEL. 
(H2) 

N/A 

CA.4 Activate ESD 
automatically(ESD 
logic computer) 

UCA4.1 ESD logic 
controller did not 
activate ESD when the 
LNG vapour gas in the 
cargo machinery space 
exceeded 60% LEL. (H1) 

UCA4.2 ESD logic 
controller activated 
ESD when the amount 
of LNG vapour gas 
contained in cargo 
machinery was within 
the acceptable limit. 
(H1) 

N/A 

UCA4.3 ESD logic 
controller did not 
activate ESD. As a 
result, when the LNG 
vapour gas near the 
bunkering manifold 
exceeded 60% LEL. (H2) 

UCA4.4 ESD logic 
controller activated 
ESD when the amount 
of LNG vapour gas 
contained near the 
bunkering manifold 
was within the 
acceptable limit. (H2) 

N/A 
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CA.5 Activate ESD 
manually(Site 
operator) 

UCA5.1 Site operator 
did not activate ESD 
manually when the 
LNG vapour gas in the 
cargo machinery space 
exceeded 60% LEL, and 
other controllers did 
not activate ESD. (H1) 

UCA5.2 Site operator 
activated ESD 
manually when the 
amount of LNG vapour 
gas contained in cargo 
machinery was within 
the acceptable limit. 
(H1) 

UCA5.3 Site operator 
did activate ESD 
manually too late 
when the 
LNG vapour gas in the 
cargo machinery 
space exceeded 60% 
LEL, and other 
controllers did not 
activate ESD. (H1) 

UCA5.4 Site operator 
did not activate ESD 
manually when the LNG 
vapour gas near the 
bunkering manifold 
exceeded 60% LEL, and 
other controllers did 
not activate ESD. (H2) 

UCA5.5 Site operator 
activated ESD 
manually when the 
amount of LNG vapour 
gas contained near the 
bunkering manifold 
was within the 
acceptable limit. (H2) 

UCA5.6 Site operator 
did activate ESD 
manually too late 
when the LNG vapour 
gas near the 
bunkering manifold 
exceeded 60% LEL, 
and other controllers 
did not activate ESD. 
(H2) 

 

9.4.6 Identify loss scenarios 

Loss scenarios can be considered the catalysts for hazardous control behaviour, i.e., scenarios 

that result in UCA and scenarios in which control actions are done wrongly or not done. The 

causes of unsafe control behaviour are divided into controller failure and decision-making 

error. The scenarios in which control actions are incorrectly executed (or are not executed at 

all) result from control path and control process issues. Figure 9. 9 shows multi-level hazards 

with pathways to cause hazardous scenarios. The human controller model was used to 

describe unsafe control behaviour in more detail. However, the process of identifying loss 

scenarios is a highly iterative task. Since the proposed framework for system reliability does 

not require complete STPA analysis, this section briefly describes how human models and 

PSFs in Table 9. 1 are utilised to create loss scenarios. The causal scenarios that result in 

unsafe control actions are described in Table 9. 6. 
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Table 9. 6 Causal Scenarios result in unsafe control actions 

Unsafe 

Control 

Actions 

Human 

diagnosis 

process 

Type of 

Information 

PSFs Example scenarios (Written Form) 

UCA2.1  Sensation Process 

variables 

Input 

interface 

(Sound 

alarm) 

The operator did not activate ESD 

manually because the CR operator failed 

to hear alarm sounds due to lower sound 

volume in the control room when the LNG 

vapour gas in the cargo machinery space 

exceeded 60% LEL.  

UCA2.1  Sensation Process 

variables 

Working 

environment 

(Noise) 

The operator did not activate ESD 

manually because the CR operator failed 

to hear alarm sounds due to the noise in 

the control room when the LNG vapour 

gas in the cargo machinery space 

exceeded 60% LEL.  

UCA2.1  Perception Process 

variables 

Input 

interface 

(Sound 

alarm) 

The operator did not activate ESD 

manually because the alarm sound was 

not distinguished when the LNG vapour 

gas in the cargo machinery space 

exceeded 60% LEL, so the CR operator was 

unaware of which alarm sound was 

activated. 

UCA2.1  Perception Process 

behaviour 

Input 

interface 

(Visual 

indication of 

control 

mode) 

The operator did not activate ESD 

manually because the indication of control 

mode was not distinguished when the 

LNG vapour gas in the cargo machinery 

space exceeded 60% LEL. Hence, the CR 

operator believed that the ESD system 

was activated automatically, even though 

ESD failed to be activated. 
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UCA3.5  Decision-

making 

Process 

environment 

Procedure 

(Emergency 

procedures) 

The operator wrongly overrode to stop 

ESD activation when the action should not 

have been done because the CR operator 

believed that ESD activation was not 

required to be activated when ESD valve 

motive power was lost due to the wrong 

procedures. 

 

 

 

Figure 9. 9 Loss scenario pathway 

9.4.7 Human error calculation by the SLIM method 

The SLIM was used to quantify human error probabilities for human responsibilities for 

incorporating them into the probabilistic risk assessment. Five professionals with practical 

experience in ship-to-ship LNG bunkering as crew members or safety system auditors did this 

assessment. Following that, each expert conducted the review separately to eliminate 

groupthink. The standard procedures (ABS (2017); EMSA (2018); IACS (2017)) and findings 

through STPA analysis were provided for evaluation. The experts were tasked with responding 
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to questionnaires designed to ascertain the relative importance and evaluation of 

corresponding PSFs. 

9.4.7.1 Identification of human tasks 

Through the control structure of STPA analysis, the tasks of the control room operator and 

site operator are identified in Table 9. 7. First, it is necessary to analyse what context human 

role is required for more careful human error prediction. This is divided before and after the 

start of the LNG process. Before the process, the human role is to set up system parameter 

values for events that lead to hazards in the ESD system process. Next, the required human 

tasks during the process show what actions are needed in which system context and who is 

responsible, as shown in Table 9. 8. 

Table 9. 7 List of human tasks for ESD system during LNG ship-to-ship bunkering operation 

Tasks 

T1. Setting up user configurable parameters in the system  by CR operator 

T2. Activate ESD manually by the CR operator 

T3. Overring to stop ESD by the CR operator 

T4. Activate ESD manually by the site operator 

 

Table 9. 8 human responsibility per system context for ESD system 

System variables/ 
environment 

Automatic system 
behaviour 

Expected 
action 

Responsible 
person 

Before start N/A Set up 
parameters 

CR controller 

Normal Activated Overriding CR controller 

Normal Not activated No action 
required 

N/A 

Abnormal Activated No action 
required 

N/A 

Abnormal Not activated Activate ESD CR controller and 
site controller 
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9.4.7.2 PSF weighting 

At this stage, the priority of PSFs was applied to consider the impact of each PSF on human 

performance. Again, linear scales from 0 to 100 were used for evaluation, and the determined 

mean weights were normalised to indicate relative importance. Since the degree of PSFs 

contributing to each task is different, the relative importance of PSFs for each task was 

evaluated separately, as shown in Table 9. 9.  

Table 9. 9 Weightings of PSFs per task 

Task PSF Weighting EX1 EX2 EX3 EX4 EX5 

Mean  

Weight 

Normalised  

Weight(𝑊𝑖) 

Task1 

PSF1 Interface (Input device) 10 20 10 10 10 12 0.04 

PSF2 

Interface (Output 

device) 80 70 80 70 90 78 0.23 

PSF3 Procedure 50 60 70 60 60 60 0.18 

PSF4 Working condition 30 50 70 40 30 44 0.13 

PSF5 Time 10 20 10 10 10 12 0.04 

PSF6 Experience & training 70 60 80 60 70 68 0.20 

PSF7 

Environmental 

condition 10 10 10 10 10 10 0.03 

PSF8 Complexity 10 20 30 20 10 18 0.05 

PSF9 Organisational factors 20 30 40 20 40 30 0.09 

Task2 

PSF1 Interface (Input device) 80 80 90 90 80 84 0.20 

PSF2 

Interface (Output 

device) 90 80 90 70 90 84 0.20 

PSF3 Procedure 70 60 70 60 70 66 0.16 

PSF4 Working condition 50 60 50 40 60 52 0.12 

PSF5 Time 30 40 50 40 40 40 0.09 

PSF6 Experience & training 50 60 50 40 40 48 0.11 

PSF7 

Environmental 

condition 10 10 10 10 10 10 0.02 

PSF8 Complexity 10 10 30 40 20 22 0.05 
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PSF9 Organisational factors 10 10 20 10 30 16 0.04 

Task3 

PSF1 Interface (Input device) 80 80 90 90 80 84 0.19 

PSF2 

Interface (Output 

device) 90 80 90 70 90 84 0.19 

PSF3 Procedure 70 60 70 60 70 66 0.15 

PSF4 Working condition 50 60 50 40 60 52 0.12 

PSF5 Time 30 40 50 40 40 40 0.09 

PSF6 Experience & training 70 70 80 80 60 72 0.16 

PSF7 

Environmental 

condition 10 10 10 10 10 10 0.02 

PSF8 Complexity 10 10 30 40 20 22 0.05 

PSF9 Organisational factors 10 10 20 10 30 16 0.04 

Task4 

PSF1 Interface (Input device) 70 80 80 90 80 80 0.15 

PSF2 

Interface (Output 

device) 80 80 90 90 70 82 0.15 

PSF3 Procedure 60 70 80 90 80 76 0.14 

PSF4 Working condition 70 80 70 80 90 78 0.14 

PSF5 Time 30 40 50 30 50 40 0.07 

PSF6 Experience & training 60 70 80 70 70 70 0.13 

PSF7 

Environmental 

condition 50 60 90 80 70 70 0.13 

PSF8 Complexity 10 30 50 40 20 30 0.06 

PSF9 Organisational factors 10 20 10 10 10 12 0.02 

 

9.4.7.3 PSF rating and SLI 

The PSF rating process is crucial in calculating human errors, but the PSF rating is ambiguous, 

and the gap is wide depending on experts. For this reason, a Likert scale was provided, as 

mentioned in section 3.2.2. The selected expert group has the relative importance (𝑤𝑗) which 

was assigned to 0.20, 0.18, 0.21, 0.20 and 0.21, according to evaluation criteria such as 

professional position, serviced time, and experience. Consensus rating 𝑅𝑖 for 𝑃𝑆𝐹𝑖  is 

computed for each task using equation (9-2), as demonstrated in Table 9. 10, which shows 

values of  𝑅1 to 𝑅9 for task 1 based on expert judgments on 𝑃𝑆𝐹𝑖.  After the consensus rating 
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𝑅𝑖 and normalised weight 𝑊𝑖 for 𝑃𝑆𝐹𝑖  are determined, the Success likelihood Index (SLI) for 

all tasks was derived by equation (9-3), as shown in  

Table 9. 11. 

Table 9. 10 Experts’ PSFs ratings and consensus ratings for Task1 

Expert No. Ex1 Ex2 Ex3 Ex4 Ex5 Consensus 

𝒘𝒋 0.2 0.18 0.21 0.2 0.21 Rating 𝑹𝒊 

PSF1 78 86 78 73 85 80 

PSF2 50 71 76 54 68 64 

PSF3 75 50 70 73 50 64 

PSF4 70 74 75 50 73 68 

PSF5 45 50 65 60 73 59 

PSF6 70 80 65 53 75 68 

PSF7 50 52 70 80 65 64 

PSF8 50 30 45 30 50 41 

PSF9 50 75 70 50 50 59 

 

Table 9. 11 SLI for each task 

Task 
 

PSF1 PSF2 PSF3 PSF4 PSF5 PSF6 PSF7 PSF8 PSF9 SLI 

Task1 𝑅𝑖 80 64 64 68 59 68 64 41 59 
64.08 

 
𝑊𝑖 0.04 0.23 0.18 0.13 0.04 0.2 0.03 0.05 0.09 

Task2 𝑅𝑖 68 80 59 68 41 68 64 36 59 
64.50 

 
𝑊𝑖 0.2 0.2 0.16 0.12 0.09 0.11 0.02 0.05 0.04 

Task3 𝑅𝑖 68 80 54 68 41 68 64 36 59 
63.97 

 
𝑊𝑖 0.19 0.19 0.15 0.12 0.09 0.16 0.02 0.05 0.04 

Task4 𝑅𝑖 36 64 54 31 41 54 41 24 59 
45.37 

 
𝑊𝑖 0.15 0.15 0.14 0.14 0.07 0.13 0.13 0.06 0.02 
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9.4.7.4 Human error calculation 

The human error probability is derived from SLI by calculating anchor values and performing 

the calibration equation (9-4). In the case of LNG ship-to-ship bunkering work, absolute 

probability judgment by experts was used for endpoints because there is no empirical data 

available for human failure probabilities. This method is used in rare event scenarios to 

estimate calibration tasks (Kayisoglu et al., 2021). This method allows experts to assume the 

best and worst scenarios to estimate constants ‘a’ and ‘b’. For the control room operator and 

site operator, the constant values were determined as shown in Table 9. 12 by experts 

considering the given context. Then, human error probability is derived by equation (9-4), as 

shown in Table 9. 13. 

Table 9. 12 Estimate HEP for the best and worst scenarios of LNG ship-to-ship bunkering 

operation 

Responsible person HEP  Best scenario  HEP  Worst 
scenario 

Constant 
a value 

Constant 
b value 

Control room operator 1.00E-04 1.00E-02 4.32E-05 -4.36E-03 

Site operator 1.00E-03 1.00E-01 4.53E-04 -4.58E-02 

 

Table 9. 13 Human error probability for each task 

Tasks SLI 

Log (Success 

probability) 

Success 

probability HEP 

Task1 64.0780 -0.0016 0.9963 3.67E-03 

Task2 64.5028 -0.0016 0.9964 3.63E-03 

Task3 63.9707 -0.0016 0.9963 3.68E-03 

Task4 45.3666 -0.0252 0.9436 5.64E-02 
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9.4.8 System reliability assessment for human-machine 

interactive controller 

To present human error in the system reliability model, it is necessary to understand how the 

interactive relationship between humans and machines is connected to the system process. 

The control roof of the human-machine interaction system for the ESD system for the ship-

to-ship LNG bunkering process is defined in Figure 9. 8. The failure probabilities of software, 

sensors and equipment vary on factors such as built specification, manufacturer, and time 

dependency of the life cycle. However, considering the limited scope of this study, 

quantitative data collection for all parts of equipment needs to be assumed reasonably based 

on literature (Khalaquzzaman et al. (2014); Kang et al. (2009); Kamyab et al. (2013); ABS 

(2017); EMSA (2018); IACS (2017)). For this analysis, the software's failure probability was 

assumed to be 0.001. Each sensor, cable, and equipment was supposed to be the same value, 

but 1.0E-6 for the rest of the equipment except software, reflecting the independent 

redundancy requirements of the currently applied Maritime Rules. The remained problem is 

how to interpret each role of human being in a reliability model. First, the failure of the control 

room operator to override and set system parameters is interpreted in terms of human errors 

because it degrades the reliability of the software. If any of them fails, the function of the 

human-software interactive controller fails, so three elements are connected in series. 

On the other hand, if the main functional human-software controller fails, the ESD system can 

be manually activated by the control room operator and the site operator, respectively, so 

the human role here serves as a redundancy. Therefore, the role of humans in manually 

activating ESD is connected in parallel. The setup task is linked with the logical computer in 

serial connection, and their relation is dependent, but the logical computer and the override 

functions are independent. Considering these three factors, the calibrated error probability 

7.34E-03 obtained by formulas in Table 9. 3 becomes the error probability of the human-

software interactive controller that carries out the primary automatic activation. The human 

roles of the control room operator and site operator for manual activation of ESD and main 

software functions are independent. The total system reliability calculated by the equation in 

Table 9. 3 is 1.5E-06, considering the system configuration and dependence relationship as 

shown in Figure 9. 10. This is a relationship in which five components from sensors to 
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equipment are connected in series and dependent, so in the end, the errors of the entire 

system are represented by maximum errors. In terms of reliability, the minimum reliability 

represents the overall system reliability. This means that the overall reliability increases only 

when the error probability of the controller composed of humans and software is decreased 

to 1.0E-06, which is the error level of other components. 

 

Figure 9. 10 System reliability for ESD system for ship-to-ship LNG bunkering 

9.4.9 Comparative analysis for system design alternatives 

The current ESD system with an error probability of 1.5E-06 was used as the baseline to 

improve the controller reliability in which humans and software link. The following three 

different system configurations were used as alternatives for comparison. The first alternative 

is to install an additional independent ESD system. The second alternative is to place one 

supervisor in the control room. Finally, the third alternative is to deploy one supervisor near 

the manifold site. The system reliability block diagram for each case is illustrated as shown in 

Figure 9. 11, Figure 9. 12, Figure 9. 13 and Figure 9. 14, and the human-machine controller 

reliability of each system is obtained as shown in Figure 9. 15. Alternative 2 offers the highest 

reliability. 
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Figure 9. 11 Baseline ESD system reliability block diagram 

 

Figure 9. 12  ESD system reliability block diagram (Alternative 1) 
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Figure 9. 13 ESD system reliability block diagram (Alternative 2) 

 

Figure 9. 14  ESD system reliability block diagram (Alternative 3) 



215 
 

 

Figure 9. 15 Reliability of the ESD system controllers with different system configurations 

9.5 Findings and discussion 

The proposed method identified the flawed interaction between humans and other system 

components through a systematic approach, thereby recognising unsafe control actions that 

lead to hazardous situations from a system control perspective. The scenarios were explored 

based on identified UCAs as to what causes contribute and how unwanted dangerous 

situations occur. In addition, identified hazards, unsafe control actions, and loss scenarios 

induce safety recommendations for each step. This qualitative analysis contributes to 

strengthening safety measures through better understanding and interpretation of the 

system while identifying human responsibilities in the system. According to the system 

situation, human responsibility identified through system analysis was expressed as expected 

human roles, as shown in Table 9. 8. This means that within a complex system, the human 

role is not evaluated independently regardless of the system's situation but should be treated 

as a dependent human role in response to changes in the system situation. Next, the error 

probabilities of the identified system components were predicted, and human errors were 

obtained through the SLIM method. In the process of quantifying human errors, the Likert 

scale and weighted normalised mean value were used to minimise uncertainty, ambiguity, 

and inconsistency according to expert groups, and experts carefully evaluate human error 

probability. Human errors from task 1 to task 4 were evaluated from a minimum of 3.68E-03 
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to a maximum of 5.64E-02. All the tasks 1 to 3 performed by control room workers showed 

similar probabilities of error at 3.6E-03.  

In contrast, the probability of human error at the site operator was 5.64E-02, indicating that 

the overall hostile working environment, shown by experts' PSF evaluation, had a more 

significant impact on the site operators' performance than the control room operators. When 

the probability of error in individual system components was obtained, they were modelled 

by the system reliability block diagram to evaluate the reliability of the entire system. Thus, 

individual system components constitute the system by two criteria, system description, 

serial or parallel and level of dependence. Finally, a comparative analysis of three different 

design options was conducted against the reliability of the integrated controller between 

humans and software analysed in the case study for design suggestions. The current system's 

reliability was (1 − 1.50E-06), while the reliability was the highest at (1 − 7.43E-10) when one 

more supervisor was placed in the control room and the reliability level of (1 − 8.48E-08) when 

one more supervisor was placed on the site. However, even if an independent ESD is installed, 

the overall reliability does not change. These results show how critical human roles are in a 

complex system where humans, machines, and software interact. Humans have a more 

significant impact on the system than any other system element if humans have an overriding 

authority over the system. This human influence can work positively or negatively on system 

performance from a safety perspective. Therefore, it is necessary to recognise that the level 

of each factor affecting human performance plays a decisive role in system reliability. 

Consequently, it is essential to identify flawed interactions between humans and machines 

and humans' overriding authority that can be misused. In addition, if the human role in the 

system is well designed and the factors affecting human performance are well managed, the 

human role in the system will play a more significant role in recovering system errors than 

contributing to the cause of the error. These findings can contribute to the prioritisation of 

system improvement elements while identifying the optimal combination of humans and 

machines to maximise system reliability. 
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9.6 Chapter summary 

This chapter demonstrated a new hybrid method combining STPA and SLIM to analyse the 

human role qualitatively and quantitatively in emergency shutdown operations during LNG 

vessel-to-vessel bunkering. This systemic approach based on STPA was created to assist in 

understanding human process models and capturing additional causal scenarios. The human 

process model with PSFs is unique as it proposes a new simplified model of the human 

diagnosis process from a system perspective. The scenario development process is a newly 

proposed guideline that can be quickly applied to identify a rich set of scenarios related to 

human behaviour, including system information, human diagnosis processes, and 

performance shaping factors. The SLIM calculates quantitative human error probabilities 

from the identified human responsibilities by measuring the contribution of Performance 

Shaping Factors to human reliability. Traditional STPA does not pursue an error probability 

model, but quantification is an inevitable process that should be applied to probabilistic risk 

assessment frameworks currently used as Maritime's industrial standard. Furthermore, this 

method can represent errors of all system components to integrate HRA into the whole risk 

picture through the system reliability block diagram. 

In conclusion, in safety-critical systems that involve and rely on human interactions, human 

reliability assessment alone will not be sufficient to evaluate human behaviour without 

considering operators’ interactions with the system. In such systems, the human operators’ 

role should be viewed as a system component and analysed in relation to other components 

that interact with it. The approach demonstrated in this chapter show promising results for 

calculating overall reliability in such operations.  
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10 Discussions and recommendations for the 

future research 

10.1 Overview 

To begin, Section 10.2 of this chapter summarises this research study, demonstrating its 

distinctiveness through the use of the research findings. Then, section 10.3 contains a 

complete overview of the aim and objectives of this research. Then, Section 10.4 discusses 

the shortcomings of this PhD study. Finally, the concluding section, Section 10.5, contains a 

range of recommendations for future researchers. 

10.2 Brief review of the research study and its originality 

There is no doubt that human performance is vital in safety-critical industries. Therefore, 

understanding the mechanism by which humans interact with the system is critical. 

Numerous academics have made efforts to comprehend human behaviour in terms of 

reliability. They begin with identifying the components influencing the performance and 

probabilistically forecasting it. Initially, academics concentrated on quantifying human error 

and attempting to anticipate it more precisely. Numerous strategies for assessing human 

reliability have been developed and implemented. The earlier studies focused on 

characterising human behaviour from an independent human perspective. However, because 

human performance is influenced by external elements such as the environment and 

organisation, additional research has been undertaken in this field. As a result of this 

endeavour, researchers aimed to estimate the likelihood of human error. Apart from the 

accuracy of the expected human error probability, it is worth noting that the predicted human 

error probability offers the system very little information. In other words, the likelihood of 

human error alone is insufficient to account for the system's influence on humans. This is 

because the success or failure of a human's specific responsibilities does not immediately 

affect the system's condition. As a result, the probabilities of human error should be modelled 

from the entire system or process perspectives. The total reliability should be assessed across 

a broader range by establishing a network of the individual human acts required to 

accomplish system goals. This is the method of determining human reliability. Additionally, in 
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the modern system, procedures that rely on machines and software have surpassed duties 

entirely constituted by human acts. There is no use in analysing human reliability exclusively 

through the viewpoint of such a system. Thus, when the reliability of humans, machines, and 

software is correctly represented, as well as the reliability of mutual interference, it is feasible 

to evaluate the safety of a  real system. Based on this fact, this study expands the approach 

from human error mode to human reliability assessment and system reliability assessment 

via extended human error evaluation in understanding human mechanisms that correlate to 

the level of complexity and interaction of the system.  

The first chapter of the study addressed specific issues relating to human reliability 

assessment and its maritime applications, while the second chapter conducted critical 

literature reviews to identify research gaps. Following an in-depth evaluation of the literature, 

the next step is to establish research objectives and goals and the research structures 

necessary to accomplish them. Four case studies were conducted, each with a varying degree 

of complexity and circumstances. Prior to conducting case studies, Chapter 5 analysed 

numerous HRA methods to determine the most appropriate HRA strategy for each case study 

in this research. Chapter 6 developed a direct human error mode determination method 

based on BN-CREAM for estimating the overall probability of human error in a given context. 

The method was demonstrated during an emergency steering manoeuvre. Following that, a 

framework based on CREAM and Fuzzy theory was developed in Chapter 7 to anticipate all 

human failure probabilities during engine room fire-fighting procedures. Then, a novel 

approach based on a system reliability theory was introduced to examine the interaction 

between multiple human performance issues. The approach was demonstrated in Chapter 8 

through an emergency preparedness case study involving a man-overboard situation. Finally, 

Chapter 9 provides the complete framework for system reliability assessment, which is 

proposed to assess system reliability, including human error, in a complex system of maritime 

operations.  In addition, in Chapter 9, the framework for evaluating system reliability is 

applied to a case study, evaluating the system reliability in a ship-to-ship LNG bunkering 

operation. 
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10.3 Achievement of research aim and objectives 

This PhD study aimed to develop a more consistent and comprehensive human reliability 

assessment framework that can extend to system reliability and can be applied to various 

maritime operations and systems. Second, the developed human reliability assessment 

framework should provide not only a single method but also different approaches optimised 

for various analytical ranges that differ according to the activity's complexity, data availability, 

human and material resources, and the significance of failure. Thus, the overall framework 

developed within this research study is focused on fulfilling the aforementioned aim. As a 

result of this study, four frameworks for assessing human reliability have been developed, 

each with its own set of optimised methods for research purposes, ranging from predicting 

human errors that may occur during simple procedures to analysing the system reliability of 

complex maritime systems. 

Additionally, the following specific research objectives established in Chapter 3 were fulfilled 

as below: 

• To critically review the literature relevant to the current maritime human error prediction, 

human reliability, and system safety to identify the shortcomings of the recent research 

and available methods.  

An extensive critical review of human reliability assessment methods and research for 

practical applications (Chapter 2) was conducted. To begin, a review of the literature was 

undertaken to aid in the understanding of human error. Then, a further review of the 

overall process and framework for human reliability assessment was conducted. Following 

that, an in-depth evaluation of detailed HRA methods was performed, with specific attention 

to HRA-related research conducted maritime. Finally, section 2.8 derived and discussed the 

shortcomings and application issues associated with the previous HRA approach for 

identifying the research gap. 

• To derive or develop customised performance shaping factors suitable for each context 

arising from the Maritime’s operation or system characteristics. 

In Chapter 8, customised PSFs were derived for man-over-board scenarios, and guidance for 

rating each PSF was developed. Moreover, PSFs developed for context evaluation of the LNG 



221 
 

bunkering situation introduced in Chapter 9 provide possible application forms and keywords, 

enabling specific evaluation criteria that existing HRA methods have not provided. 

• To modify and develop advanced human error quantification techniques. 

Four improved HRA approaches were presented in this study for quantifying human errors. 

To begin, the BN-CREAM technique was applied to Chapter 5's case study of emergency 

steering operation, which calculates the overall failure probability of human error by 

evaluating only the contextual factors related to a specific task. Following that, a case study 

on an engine room fire drill was conducted using the CREAM approach in conjunction with 

Fuzzy theory to quantify human errors in a more comprehensive approach dealing with 

specific person tasks, particularly those involving cognitive activity. Following that, a case 

study was performed for the man overboard drill using a customised PSF in conjunction with 

the SPAR-H technique. Finally, a new approach based on SLIM was proposed for quantifying 

human error in complicated structures such as LNG bunkering systems. 

• Enhance human error identification techniques for a complex system. 

To identify human errors, the human duties necessary to accomplish system goals were 

broken into the simplest elements possible through task analysis. The hierarchical task 

analysis technique was adopted to achieve this, and additional data were obtained using 

tabular task analysis. Additionally, STPA was proposed to analyse the interaction relationship 

between various system components within a complex system to discover human errors that 

could not be identified using existing approaches. STPA's primary objective is to identify and 

analyse human behaviours influencing the system risk associated with human-machine 

interaction. As a result, this study contributed to the development of a variety of human error 

detection algorithms appropriate for the complexity of a given research topic. 

• Enhance human error representation modelling to assess system reliability and integrate 

errors into PRA 

A human error representation model was developed to assist in the translation of human 

responsibilities into a system element for each activity. Reliability block diagrams were 

utilised for representing an entire system using individual human errors while taking their 

dependencies and system configurations into account to consider recovery actions and 
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interactions among tasks. Chapters 8 and 9 demonstrate how the proposed method for 

modelling human error was used in case studies to assess human and system reliability. 

• Establish criteria and a mechanism for determining the most appropriate HRA approach 

for a particular project. 

An approach was developed to select an appropriate method for human reliability analysis 

from a pool of existing methods that satisfy the research objectives. Four criteria and 

associated fourteen sub-criteria for identifying the optimal method were defined as a 

guideline for evaluating HRA approaches. The Technique for Order of Preference by Similarity 

to Ideal Solution (TOPSIS) method was utilised to prioritise the HRA techniques from a number 

of selected HRA methods. Four evaluations of the case studies that form this thesis were 

conducted. 

• The following frameworks were developed to provide an optimum assessment approach 

for various purposes by considering the characteristics of the analysis target. 

Finally, four frameworks based on enhanced HRA methodologies were constructed as primary 

research outputs, and their applications to case studies were tested to validate and show the 

frameworks' feasibility. 

1) Develop an instant human error calculation model that responds to immediate and 

straightforward analysis needs. (Chapter 6) 

2) Develop a human error calculation framework for extended human activities (Chapter 7) 

3) Develop a human reliability assessment framework to integrate human error into a 

probabilistic risk assessment framework that can extend to system reliability assessment 

(Chapter 8) 

4) Develop a human reliability assessment framework in a complex system by enhancing the 

human error identification approach (Chapter 9) 
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10.4 Limitations of the research study 

Despite previous research efforts in the literature, it was identified that maritime researchers 

are still unable to understand the human interaction within the system adequately. There is 

an increasing number of variables to consider when it comes to the operation of the system 

at sea, which has become more complex in modern ship systems. In this setting, determining 

human reliability and the system's total reliability is a significant difficulty. As a result, 

numerous assumptions were made, which may have caused a loss of information and 

uncertainty.  As a result, the limitations identified throughout this research study are as 

follows. 

• As noted in Chapter 2, one of the primary challenges in HRA research is a lack of human 

error data. As a result, it was inevitable that the data shortage would inevitably arise 

over the course of this research. The normal human error data used in this research 

was generated from existing HRA procedures. However, there is an inherent limitation 

to accepting those nominal error probabilities that were not created with the 

maritime industry in mind but with the nuclear and aviation sectors. Even though the 

error value was adjusted using a PSF customised for the maritime sector to overcome 

these limitations, this study must admit the nominal human error value's underlying 

limitations. 

• Along with data issues on human error, there is a lack of studies on human behaviour 

at sea. Even if a sequence of tasks comprising a system or operation is divided and 

extracted into a comprehensible minimal unit of human behaviour, the general human 

behaviour type corresponding to the understandable minimum unit of human 

behaviour is not formed in accordance with the maritime specifics. For instance, 

HEART's eight generic task types describe highly generalised and typical patterns of 

human behaviour, posing limitations in describing human behaviour throughout 

diverse maritime activities. Therefore, there is a limit to claiming that the types of 

human behaviour used in this study completely represent the types of human 

activities at sea. 

• Despite numerous advancements and new investigations on PSFs in this study, it 

remains challenging to articulate the components that influence human performance. 
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This is also a natural constraint for developing PSF. PSF is difficult to quantify since 

separate elements do not act independently of one another in human behaviour. 

Additionally, the measurement of this PSF is complicated because it is inherently 

qualitative in nature, relying on expert judgement rather than quantitative 

measurement. 

• The four case studies given in this paper were designed to illustrate a range of 

scenarios that may occur at sea. Nonetheless, the case examples offered do not 

encompass the whole spectrum of human behaviours that can occur at sea. Numerous 

complicated types of human behaviour can occur concurrently when performing tasks 

at sea, but the number and type of case studies examined were limited due to practical 

constraints. 

• An expert-based approach was used to evaluate the operating system's condition at 

sea and generate necessary data. However, the number of experts who participated 

in this study was restricted, and experts’ knowledge of human factors was limited. 

• The situations or processes employed in the analysis were analysed progressively. 

However, the study does not represent a dynamic process that could occur in a 

repeating and reverse order. 

• Data based on assumptions and literature were used to analyse the reliability of 

machines and software used to analyse system reliability. In complex systems, 

hardware and software reliability are also important factors, so research on this part 

could not be conducted because it went beyond the scope of this study. Still, this 

integration is required to evaluate overall system reliability. 

10.5 Recommendations for future research 

Based on the limitations given in the previous section, recommendations for future research 

are listed below: 

• Human error data collecting is substantially more difficult in the maritime industry 

than in other industries. This is because the ship's operations are not limited to a 

certain place, and its operation pattern is complex. Therefore, research is required to 

establish a uniform platform that systematically collects human error data to combine 

data from various sources. For instance, efforts such as constructing online survey 
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platforms and creating numerous Likert scales for easy-to-understand practical 

assessments are required to quantify and accurately reflect the expertise of a more 

significant number of experts. In addition, maritime operations will require a 

structured classification of human errors to prevent data duplication and omission. In 

addition, it is necessary to model the experimental design and execution of additional 

human error data because it is challenging to acquire objective data on specific human 

performance through observation. 

• Human tasks onboard extend beyond ship manoeuvring. Consequently, the range of 

human activities at sea is extensive. Numerous procedures are required, including 

cargo handling, ballasting, anchoring, bunkering, and mooring. Moreover, each 

technique has its context and demands human behaviour. To adequately explain the 

details of maritime operations, identify distinct PSFs, and assess their influence, it is 

necessary to build a tailored nominal human error probability. Therefore, more 

particular PSFs must be found for the maritime industry, and their impact on human 

performance must be examined. To achieve this objective, establish more specific 

PSFs for the maritime industry. Second, more research is required to determine how 

PSF impacts human performance. Third, it is vital to develop quantitative or easily 

quantifiable PSFs to ensure consistency and objectivity in evaluations. To ensure 

consistency and objectivity in evaluations, measurable or easily quantifiable PSFs are 

required. 

• Although current technologies offer substantial benefits to maritime operations, they 

also present new safety risks. For instance, the automation of ship operations, which 

is rapidly becoming a reality, no longer faces opposition. Thus,  it is required to analyse 

the system reliability of new technology before implementing emerging technologies. 

Consequently, evolving technologies require fast action to address the increased 

hazards posed. Primarily, it is essential to investigate the various situational awareness 

generated by introducing a human-machine interface environment such as 

augmented reality and remote control stations. 

• The study's scope should be broadened to include a variety of scenarios and 

procedures, ranging from ordinary onboard activities such as maintenance to 

emergency response abilities with critical operations. For example, it is essential to 

have systems that can adapt to rapidly advancing technologies, such as cybersecurity 
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and autonomous ships. This is because defining and categorising various types of 

human activity cannot be done independently; instead, it must be performed as part 

of the task analysis of certain maritime operations and systems. Additionally, case 

studies on more diverse maritime operations should be conducted to determine how 

implementation-related cognitive and physical acts may be related to actual sea 

activity. 

• Finally, research is required to develop effective ways of implementing quantified 

human error in the maritime industry. Priority one should be research into 

incorporating human elements into the regulatory framework. The current formal 

safety assessment framework has no defined approach for addressing human factors. 

The subsequent step is to include an evaluation method for human factors in an 

individual safety system. Moreover, it should be studied how to facilitate end-user 

participation. For instance, if the results of risk analysis are to aid ship operations 

indeed, software aid like a dashboard that enables users to support choices, including 

the interpretation of research results actively, is required. 

 

10.6 Chapter summary 

This chapter discussed the research study and its uniqueness. Second, the research study's 

primary contributions were highlighted. Additionally, a summary of the aim and objectives of 

this research study was included, as well as the limitations. Finally, recommendations for 

future research were made.  
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11 Conclusion 

11.1 Overview 

This chapter presents a summary of the study's overall conclusions. 

11.2 Concluding statements 

This PhD study provides a flexible, ideal framework for evaluating the reliability of humans 

and systems, allowing them to be optimised in varied circumstances.  However, there are 

different human errors, and the path from these errors to accidents is not intuitively apparent. 

Therefore, conceptual frameworks such as diagrams and models used to depict abstract 

processes for systematic recognition and classification of human error are essential for 

understanding the mechanism of human error. In this regard, explaining all phenomena using 

a single method is challenging. Consequently, human reliability assessments can be regarded 

similarly to identifying the specific degree of each object using a multi-measurement device 

that best matches the features of each object. Therefore, this study developed various human 

reliability assessment frameworks that may be applied to analysing diverse maritime 

systems and operations. As a result of these efforts, this research study contributed to 

developing an enhanced human reliability assessment framework for boosting human error 

identification, quantification, and modelling and suiting diverse analytical needs depending 

on the system's complexity and interaction. To demonstrate the framework's practical 

application and feasibility, they were applied to emergency response procedures for 

emergency steering, engine room fires, man overboard situations, and critical functions of 

the LNG bunkering process. Four(4) frameworks for human reliability assessment developed 

in this manner will contribute to the widespread usage of human reliability assessment, 

ranging from basic analyses performed by ship crew to in-depth analyses conducted by 

human reliability experts. 

Therefore, this work contributed to five distinct research interests. First, the approach 

provided in this study for selecting the optimal human reliability analysis method broadens 

the scope of human reliability research in the maritime sector by combining the analysis 

objective with the most suitable analysis method. Choosing an ideal human reliability 
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assessment method enables a thorough understanding of human factors, preventing the 

omission of the impact of human error on the system while generating cost-benefit research 

results. Next, the first case study applied the BN-CREAM to emergency steering operations. 

This study identified a control mode with an overall human error probability for emergency 

steering operations. In contrast to the present BN-CREAM model, which utilises a group of 

CPCs to reduce the effort required for calculation, the suggested method contains all the 

necessary individual logic to prevent data loss. In addition, the provision of a human error 

mode estimation model based on the BN-CREAM facilitates end-user access to human 

reliability analysis. Thirdly, the expanded CREAM methodology applied to the engine room 

fire drill demonstrates the likelihood of human failure for each human activity. The proposed 

strategy effectively takes into account the relative significance of each CPC. In addition, the 

use of evidence reasoning improves the calculation's precision. Fourthly, the SPAR-H 

framework provides a customised PSF list with accompanying guidelines. Unique reliability 

block diagrams depict estimated human errors to incorporate into overall system reliability. 

The presented method adequately indicates the effectiveness of redundancy and task 

dependency. Finally, using a novel human process model, the combination of STPA and SLIM 

identifies human responsibilities, with the system state revealing the path to the event 

scenario. A quantitative risk model can account for human error using the proposed method. 

Especially, a comparative analysis reveals an optimal design solution. 

Although various risk analysis approaches have been applied to maritime scenarios, the 

results have not been integrated into probabilistic risk frameworks. Most evaluations are 

limited to qualitative analysis or include probability measurements of human error without 

proper modelling. Therefore, this study's methods and findings can be applied to the maritime 

industry to enhance the implementation of the HRA technique in the following manners. The 

offered methodologies and findings can be implemented differently concerning the 

probability of human error and the evaluation of PSF. First, the probability of human error 

can be utilised to identify and prioritise vulnerable areas in the ship's procedures and 

operational systems. Incorporating human factors into probabilistic risk assessment can also 

be used to estimate overall risk based on quantified human errors. The method can also be 

used to improve system design and procedures by analysing how the overall system's 

reliability changes due to new techniques and variations in how people collaborate. Moreover, 
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when resources for risk analysis are restricted, like in the case of the captain's sole decision, 

an instant calculation model of human error can be implemented to estimate the ship's 

overall risk level to support the decision-making process of the ship. In the meantime, given 

that quantified human errors are the consequence of analysing the human task and the 

surrounding environment, the PSF evaluation results may help to identify and address 

vulnerable PSFs. For instance, the effect of human-machine interfaces on human 

performance can be assessed and included in a ship's user interface and layout design. This 

research will improve maritime safety by examining human errors at sea, identifying further 

problems, and adopting safety measures. 

11.3 Chapter summary 

This chapter summarised the author's conclusions on this research work. 
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Appendix A 
Table AA. 1 Tabular task analysis for rescue boat drill 

Sequential tasks 
Responsible 
person 

Location 
Interface or 
equipment 

Required 
procedures 
or manuals 

1. Detect a man overboard, report and move to a duty position 

1.1 Detect a man 
overboard 

Watchkeeping 
crew 

Wing bridge N/A N/A 

1.2 Throw a life buoy into 
the sea  

Watchkeeping 
crew 

Wing bridge 
Quick release 
lifebuoy 

Manual for 
quick 
release 
lifebuoy 

1.3 Report to a duty officer  
Watchkeeping 
crew 

Navigation 
bridge 

N/A N/A 

1.4 Slow down speed and 
stop the ship 

Duty officer 
Navigation 
bridge 

N/A N/A 

1.5 Mark the position 
where a man overboard 

Duty officer 
Navigation 
bridge 

Telephone N/A 

1.6 Report to Master Duty officer 
Navigation 
bridge 

Engine 
telegraph 

N/A 

1.7 Push the alarm and 
make an announcement  

Duty officer 
Navigation 
bridge 

Alarm system, 
public address 
system 

Manual for 
alarm 
system, 
Manual for 
PA system 

1.8 Report to Authorities Duty officer 
Navigation 
bridge 

Radio 
equipment 

Manual for 
radio 
equipment 
and 
contact 
details 

1.9 Take personal 
equipment  

All rescue 
crews 

Cabin room 
Personal 
equipment 

N/A 

1.10 Move to muster 
station  

All rescue 
crews 

Cabin room N/A N/A 

1.11 Move to Navigation 
bridge 

All rescue 
crews 

Accommodation  N/A N/A 

2. Ship manoeuvring to return to the position 

2.1 Manoeuvring a ship to 
where a man overboard  

Master 
Navigation 
bridge 

Ship 
navigation 
equipment 

 
Williamson 
or 
Anderson/ 
single 
turning 
manual 
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2.2 Search a man 
overboard 

Master 
Navigation 
bridge 

N/A N/A 

2.3 Stop the ship Master 
Navigation 
bridge 

N/A N/A 

3. Gathering and safety briefing at the muster station 

3.1 Wear personal 
equipment 

All rescue 
crews 

Muster station 
Personal 
equipment 

 Lifejacket 
or 
immersion 
suit 
wearing 
instruction 

3.2 Check the number of 
crews and their equipment 

Chief officer Muster station 
Personal 
equipment 

 Lifejacket 
or 
immersion 
suit 
wearing 
instruction 

3.3 Deliver a safety briefing Chief officer Muster station N/A N/A 

4. Preparation of boat lowering and embarkation  

4.1 Separate the charging 
cable 

Crew-A Boat deck 
Charging cable 
and connecter 

Manual for 
davit 
operation 

4.2 Close boat drain valves Crew-A Boat deck 
Boat lashing 
wire 

Manual for 
davit 
operation 

4.3 Secure a painter line to 
the rescue boat painter 
hook 

Crew-B Boat deck 
lashing 
stopper 

Manual for 
davit 
operation 

4.4 Remove boat securing 
wires 

Crew-C Boat deck 
boat bottom 
plug 

Manual for 
davit 
operation 

4.5 Remove the lashing 
stopper on boat davit 

Crew-C Boat deck 
Painter line 
and hook 

Manual for 
davit 
operation 

4.6 Rescue boat boarding Crew-A, B, C Boat deck N/A N/A 

5. Boat testing and lowering 

5.1 Push the engine start 
button 

Crew-A 
Boat in a 
stowed position 

Rescue boat 
engine 

Manual for 
rescue 
boat 
operation 

5.2 Move the steering 
wheel 

Crew-A 
Boat in a 
stowed position 

Rescue boat 
steering gear 

Manual for 
rescue 
boat 
operation 
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5.3 Pull out the safety pin 
for winch braker 

Crew-D Boat deck 
safety pin for 
winch braker 

Manual for 
davit 
operation 

5.4 Raise the lever of the 
winch brake to lower boat 
to the sea level 

Crew-D Boat deck 
winch brake, 
rescue boat 
davit 

Manual for 
davit 
operation 

6. Boat release 

6.1Check hydrostatic 
interlock lever position  

Crew-A 
Boat hanging 
condition 

Hydrostatic 
interlock 
system 

Manual for 
a boat 
release 
mechanism  

6.2 On load release rescue boat 

6.2.1 pull out the release 
handle safety pin 

Crew-A 
Boat on the sea 
with fall 

release handle 
safety pin 

Manual for 
a boat 
release 
mechanism  

6.2.2 Pull the release hand Crew-A 
Boat on the sea 
with fall 

Boat release 
system 

Manual for 
a boat 
release 
mechanism  

6.2.3 Pull the painter 
release handle 

Crew-A Boat on the sea 
Rescue boat 
painter 
release device 

 

6.3 Off load release rescue boat 

6.3.1 Pull out the release 
handle safety pin 

Crew-A 
Boat on the sea 
with fall 

release handle 
safety pin 

Manual for 
a boat 
release 
mechanism  

6.3.2 Remove the 
hydrostatic interlock cover 

Crew-A 
Boat on the sea 
with fall 

the 
hydrostatic 
interlock 
cover 

Manual for 
a boat 
release 
mechanism  

6.3.3 Lift up the 
hydrostatic interlock lever 

Crew-A 
Boat on the sea 
with fall 

the 
hydrostatic 
interlock lever 

Manual for 
a boat 
release 
mechanism  

6.3.4 Pull the release hand Crew-A 
Boat on the sea 
with fall 

Boat release 
system 

Manual for 
a boat 
release 
mechanism  

6.3.5 Open the boat's F & A 
hatch doors 

Crew-B, C Boat on the sea 
Boat hatch 
door 

Manual for 
a boat 
release 
mechanism  

6.3.6 Disconnect 
suspension links from hook 

Crew-B, C Boat on the sea 
Suspension 
links 

Manual for 
a boat 
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release 
mechanism  

6.3.7 Pull the painter 
release handle 

Crew-B Boat on the sea 
Painter 
release hook 

Manual for 
rescue 
boat 
operation 

7. Manoeuvring and rescue activity 

7.1 Manoeuvring the 
rescue boat to approach a 
man 

Crew-A Boat on the sea 
Boat control 
system 

Manual for 
rescue 
boat 
operation 

7.2 Rescue a man (Pull up a 
man to a boat) 

Crew-B, C Boat on the sea 

  

7.3 Manoeuvring the 
rescue boat to the ship for 
recovery 

Crew-A Boat on the sea 
Boat control 
system 

Manual for 
rescue 
boat 
operation 

8. Boat recovery 

8.1 Connect a painter line 
to the painter hook 

Crew-B Boat on the sea 
painter and 
painter hook 

Manual for 
rescue 
boat 
operation 

8.2 Place FWD & AFT hooks 
in reset position 
simultaneously 

Crew-B, C Boat on the sea 

FWD & AFT 
hooks and 
boat release 
system 

Manual for 
a boat 
recovery 
mechanism 

8.3 Push the release 
handle 

Crew-A Boat on the sea 
Boat release 
system 

Manual for 
a boat 
recovery 
mechanism 

8.4 Insert the release 
handle safety pin 

Crew-A Boat on the sea 
release handle 
safety pin 

Manual for 
a boat 
recovery 
mechanism 

8.5 Connect suspension 
links to boat release hooks 

Crew-B, C Boat on the sea 
Suspension 
links and boat 
release hook 

Manual for 
a boat 
recovery 
mechanism 

8.6 Push the winch up 
button to stowed position 

Crew-D Boat on the sea 
Boat release 
system 

Manual for 
davit 
operation 
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Appendix B  
List of Unsafety Control Actions for ESD system during LNG STS bunkering 

Table AB. 1 Control Action 1. Setting up user configurable parameters in the system 

Not providing 
Cause hazard 

Providing 
Causes Hazard 

Too 
early/ 
late 

UCA1.1 Operator did not set up system 
user configurable parameter for max 
gas detection level in cargo machinery 
space. As a result, when gas detection in 
cargo machinery space was above 60% 
LEL, ESD was not activated 
automatically by the ESD system. (H1) 

UCA1.2 Operator did wrongly set up 
system user configurable parameter for 
max gas detection level in cargo 
machinery space. As a result, when gas 
detection in cargo machinery space was 
above 60% LEL, ESD was not activated 
automatically by the ESD system. (H1) 

N/A 

UCA1.3 Operator did not set up system 
user configurable parameter for max 
gas detection level at bunkering 
manifold area. As a result, when gas 
detection at bunkering manifold area 
above 60% LEL, ESD was not activated 
automatically by the ESD system. (H2) 

UCA1.4 Operator did wrongly set up 
system user configurable parameter for 
max gas detection level at bunkering 
manifold area. As a result, when gas 
detection at bunkering manifold area 
above 60% LEL, ESD was not activated 
automatically by the ESD system. 

N/A 

UCA1.5 Operator did not set up system 
user configurable parameter for max 
pressure at bunkering manifold. As a 
result, when the pressure at the 
bunkering manifold is high, ESD was not 
automatically activated by the ESD 
system. 

UCA1.6 Operator wrongly set up system 
user configurable parameter for max 
pressure at bunkering manifold. As a 
result, when the pressure at the 
bunkering manifold is high, ESD was not 
automatically activated by the ESD 
system. 

N/A 

UCA1.7 Operator did not set up system 
user configurable parameter for max 
pressure in the vapour return line. As a 
result, when the pressure in the vapour 
return line was high, ESD was not 
activated automatically by the ESD 
system. 

UCA1.8 Operator wrongly set up system 
user configurable parameter for max 
pressure in the vapour return line. As a 
result, when the pressure in the vapour 
return line was high, ESD was not 
activated automatically by the ESD 
system. 

N/A 

UCA1.9 Operator did not set up system 
user configurable parameter for the 
event of ESD valve motive power loss. 
As a result, when ESD valve motive 
power was lost, ESD was not activated 
automatically by the ESD system. 

N/A N/A 
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UCA1.10 Operator did not set up system 
user configurable parameter for the 
event of ERC activation by fault. As a 
result, When ERC was activated by 
default, ESD was not activated 
automatically by the ESD system. 

N/A N/A 

UCA1.11 Operator did not set up system 
user configurable parameter for the 
event of High-high liquid level in 
receiving tank. As a result, ESD was not 
automatically activated by the ESD 
system when the high-high liquid level 
was in the LNG receiving tank. 

N/A N/A 

UCA1.12 Operator did not set up system 
user configurable parameter for the 
event of high-high pressure in LNG 
receiving tank. As a result, ESD was not 
automatically activated by the ESD 
system when high-high pressure was in 
the LNG receiving tank. 

N/A N/A 

UCA1.13 Operator did not set up system 
user configurable parameter for the 
event of ESD signal receiving from 
receiving vessel. As a result, when ESD 
signal was received from receiving 
vessel, ESD was not activated 
automatically by the ESD system. 

N/A N/A 

UCA1.14 Operator did not set up system 
user configurable parameter for the 
event of fire onboard. As a result, when 
fire onboard was detected, ESD was not 
activated automatically by the ESD 
system. 

N/A N/A 
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Table AB. 2 Control Action 2. Activate ESD manually 

Not providing 
Cause hazard 

Providing 
Causes Hazard 

Timing error 
Too early/ late 

UCA2.1 Operator did not 
activate ESD manually when gas 
detection in cargo machinery 
space above 60% LEL; other 
controllers activated the ESD.  
(H1) 

UCA2.2 Operator did 
activate the ESD 
manually when gas 
detection in cargo 
machinery was 
normal. (H1) 

UCA2.3 Operator did activate 
the ESD manually too late when 
other controllers did not 
activate gas detection in cargo 
machinery space above 60% LEL 
and ESD. (H1) 

UCA2.4 Operator did not 
activate the ESD manually when 
other controllers did not 
activate gas detection at 
bunkering manifold area above 
60% LEL and ESD. (H2) 

UCA2.5 Operator did 
activate ESD manually 
when gas detection at 
the bunkering 
manifold area was 
normal. (H2) 

UCA2.6 Operator did activate 
the ESD manually too late when 
other controllers did not 
activate gas detection at 
bunkering manifold area above 
60% LEL and ESD. (H2) 

UCA2.7 Operator did not 
activate the ESD manually when 
the pressure at the bunkering 
manifold was high, and other 
controllers did not activate the 
ESD. (H3) 

UCA2.8 Operator did 
activate ESD manually 
when the pressure at 
the bunkering 
manifold was normal. 
(H3) 

UCA2.9 Operator did activate 
ESD manually too late when the 
pressure at the bunkering 
manifold was high, and other 
controllers did not activate the 
ESD. (H3) 

UCA2.10 Operator did not 
activate the ESD manually when 
the pressure in the vapour 
return line was high, and the 
ESD was not activated 
automatically by the ESD 
system. 

UCA2.11 Operator did 
activate ESD manually 
when the pressure in 
the vapour return line 
was normal. 

UCA2.12 Operator did activate 
the ESD manually too late when 
the pressure in the vapour 
return line was high, and ESD 
was not activated automatically 
by the ESD system. 

UCA2.13 Operator did not 
activate the ESD manually when 
the ESD valve motive power was 
lost, and the ESD was not 
activated automatically by the 
ESD system. 

N/A UCA2.14 Operator did activate 
the ESD manually too late, the 
ESD valve motive power wass 
lost, and theESD was not 
activated automatically by the 
ESD system. 

UCA2.15 Operator did not 
activate the ESD manually when 
the ERC was activated by default 
and the ESD was not activated 
automatically by the ESD 
system. 

N/A UCA2.16 Operator did activate 
the ESD manually too late, the 
ERC was activated by default, 
and the ESD was not activated 
automatically by the ESD 
system. 
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UCA2.17 Operator did not 
activate the ESD manually when 
the ESD system had a high-high 
liquid level in the LNG receiving 
tank, and the ESD was not 
activated automatically. 

N/A UCA2.18 Operator did activate 
the ESD manually too late when 
a High-high liquid level in the 
LNG receiving tank and the ESD 
was not activated automatically 
by the ESD system. 

UCA2.19 Operator did not 
activate ESD manually when the 
ESD system had high pressure in 
the LNG receiving tank, and the 
ESD has not activated 
automatically. 

N/A UCA2.20 Operator did activate 
the ESD manually too late, when 
a High-high pressure in the LNG 
receiving tank, and ESD is not 
activated automatically by the 
ESD system. 

UCA2.21 Operator did not 
activate the ESD manually when 
the ESD signal was received 
from receiving vessel, and ESD is 
not activated automatically by 
the ESD system. 

N/A UCA2.22 Operator did activate 
the ESD manually too late when 
the ESD signal was received 
from receiving vessel, and the 
ESD was not activated 
automatically by the ESD 
system. 

UCA2.23 Operator did not 
activate the ESD manually when 
fire onboard was detected, and 
the ESD is not activated 
automatically by the ESD 
system. 

N/A UCA2.24 Operator did activate 
the ESD manually too late when 
fire onboard was detected, and 
the ESD was not activated 
automatically by the ESD 
system. 
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Table AB. 3 Control action3. Overriding 

Not 
providing 
Cause 
hazard 

Providing 
Causes Hazard 

Timing 
error 
Too 
early/ 
late 

N/A UCA3.1 Operator did override to stop the ESD activation by the 
system when gas detection in cargo machinery space above 60% 
LEL. (H1) 

N/A 

N/A UCA3.2 Operator did override to stop the ESD activation by the 
system when gas detection at bunkering manifold area above 
60% LEL. 

N/A 

N/A UCA3.3 Operator did override to stop the ESD activation by the 
system when the pressure at the bunkering manifold was high. 

N/A 

N/A UCA3.4 Operator did override to stop the ESD activation by the 
system when the pressure in the vapour return line was high. 

N/A 

N/A UCA3.5 Operator did override to stop the ESD activation by the 
system when the ESD valve motive power was lost. 

N/A 

N/A UCA3.6 Operator did override to stop the ESD activation by 
system When the ERC was activated by default. 

N/A 

N/A UCA3.7 Operator did override to stop the ESD activation by the 
system when High-high liquid level in an LNG receiving tank. 

N/A 

N/A UCA3.8 Operator did override to stop the ESD activation by the 
system when High-high pressure in an LNG receiving tank. 

N/A 

N/A UCA3.9 Operator did override to stop the ESD activation by the 
system when the ESD signal was received from receiving vessel. 

N/A 

N/A UCA3.10 Operator did override to stop the ESD activation by the 
system when fire onboard was detected. 

N/A 

 

 

 

 

 

 

 



252 
 

Table AB. 4 Control action 4. Activate ESD automatically 

Not providing 
Cause hazard 

Providing 
Causes Hazard 

Timing 
error 
Too 

early/ 
late 

UCA4.1 ESD logic controller did not 
activate the ESD when gas detection in 
cargo machinery space above 60% LEL. 
(H1) 

UCA4.2 ESD logic controller activated 
the ESD when gas detection in cargo 
machinery was normal. (H1) 

N/A 

UCA4.3 ESD logic controller did not 
activate the ESD when gas detection at 
the bunkering manifold area above 60% 
LEL. (H2) 

UCA4.4 ESD logic controller activated 
ESD when gas detection at the 
bunkering manifold area was 
normal. (H2) 

N/A 

UCA4.5 ESD logic controller did not 
activate the ESD when the pressure at 
the bunkering manifold was high. (H3) 

UCA4.6 ESD logic controller activated 
the ESD when the pressure at the 
bunkering manifold was normal. (H3) 

N/A 

UCA4.7 ESD logic controller did not 
activate the ESD when the pressure in 
the vapour return line was high. 

UCA4.8 ESD logic controller activated 
the ESD when the pressure in the 
vapour return line was normal. 

N/A 

UCA4.9 ESD logic controller did not 
activate the ESD when ESD valve motive 
power was lost. 

N/A N/A 

UCA4.10 ESD logic controller did not 
activate the ESD When ERC was 
activated by default. 

N/A N/A 

UCA4.11 ESD logic controller did not 
activate the ESD when a high-high liquid 
level was in the LNG receiving tank. 

N/A N/A 

UCA4.12 ESD logic controller did not 
activate the ESD when High-high 
pressure in the LNG receiving tank. 

N/A N/A 

UCA4.4.13 ESD logic controller did not 
activate the ESD when ESD signal was 
received from receiving vessel. 

N/A N/A 

UCA4.14 ESD logic controller did not 
activate the ESD when fire onboard was 
detected. 

N/A N/A 
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Table AB. 5 Control action 5. Activate ESD manually 

Not providing 
Cause hazard 

Providing 
Causes Hazard 

Timing error 
Too early/ late 

UCA5.1 Site operator did not 
activate the ESD manually 
when gas detection in cargo 
machinery space above 60% 
LEL and ESD was not 
activated by other 
controllers. (H1) 

UCA5.2 Site operator 
activated the ESD manually 
when gas detection in 
cargo machinery was 
normal. (H1) 

UCA5.3 Site operator did 
activate the ESD manually too 
late when other controllers did 
not activate gas detection in 
cargo machinery space above 
60% LEL and ESD. (H1) 

UCA5.4 Site operator did not 
activate the ESD manually 
when gas detection at the 
bunkering manifold area 
above 60% LEL, and ESD was 
not activated by other 
controllers. (H2) 

UCA5.5 Site operator 
activated the ESD manually 
when gas detection at the 
bunkering manifold area 
was normal. (H2) 

UCA5.6 Site operator did 
activate the ESD manually too 
late when other controllers did 
not activate gas detection at 
the bunkering manifold area 
above 60% LEL and ESD. (H2) 

UCA5.7 Site operator did not 
activate the ESD manually 
when the pressure at the 
bunkering manifold was 
high, and other controllers 
did not activate ESD. (H3) 

UCA5.8 Site operator 
activated the ESD manually 
when the pressure at the 
bunkering manifold was 
normal. (H3) 

UCA5.9 Site operator did 
activate the ESD manually too 
late when the pressure at the 
bunkering manifold was high, 
and other controllers did not 
activate ESD. (H3) 

UCA5.10 Site operator did 
not activate the ESD 
manually when the pressure 
in the vapour return line was 
high, and other controllers 
did not activate ESD. 

UCA5.11 Site operator 
activated the ESD manually 
when the pressure in the 
vapour return line was 
normal, and other 
controllers did not activate 
ESD. 

UCA5.12 Site operator did 
activate the ESD manually too 
late when the pressure in the 
vapour return line was high, 
and other controllers did not 
activate ESD. 

UCA5.13 Site operator did 
not activate the ESD 
manually when the ESD 
valve motive power was 
lost, and other controllers 
did not activate ESD. 

N/A UCA5.14 Operator did activate 
the ESD manually too late, the 
ESD valve motive power is lost, 
and other controllers did not 
activate ESD. 

UCA5.15 Operator did not 
activate ESD manually when 
ERC was activated by default 
and ESD was not activated 
by other controllers. 

N/A UCA5.16 Operator did activate 
ESD manually too late, ERC was 
activated by default, and other 
controllers did not activate 
ESD. 
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UCA5.17 Site operator did 
not activate the ESD 
manually when Other 
controllers did not activate a 
high-high liquid level in the 
LNG receiving tank and ESD. 

N/A UCA5.18 Site operator did 
activate the ESD manually too 
late when Other controllers 
did not activate a high-high 
liquid level in the LNG 
receiving tank and ESD. 

UCA5.19 Site operator did 
not activate ESD manually 
when Other controllers did 
not activate high-high 
pressure in LNG receiving 
tank and ESD. 

N/A UCA5.20 Site operator did 
activate the ESD manually too 
late when Other controllers 
did not activate high-high 
pressure in the LNG receiving 
tank and ESD. 

UCA5.21 Site operator did 
not activate the ESD 
manually when the ESD 
signal was received from 
receiving vessel, and other 
controllers did not activate 
the ESD. 

N/A UCA5.22 Site operator did 
activate ESD manually too late 
when ESD signal was received 
from receiving vessel, and 
other controllers did not 
activate ESD. 

UCA5.23 Site operator did 
not activate ESD manually 
when a fire on board was 
detected, and other 
controllers did not activate 
ESD. 

N/A UCA5.24 Site operator did 
activate ESD manually too late 
when a fire on board was 
detected, and other 
controllers did not activate 
ESD. 

 

 

 

 

 


