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ABSTRACT

The objective of this research is to study the impact of trade policy on growth 1n India
in a time-series framework. This has been done in several steps. In the first step, a
time-series index of trade policy was constructed and its relationship with growth was
examined. In the second step, the impact of trade policy on exports was examined. In
the next step, we investigated the issue of causality between export growth and
income growth to see if the export-led-growth hypothesis i1s valid even for a 'large’
country such as India. Finally, the alternative hypothesis of government-led-growth
was also tested since the governmental intervention in India was expected to engineer
an economic take-off in India. If this latter thesis is rejected by the data, then, by
contrast, the earlier thesis of export-led-growth (if accepted) would be rendered even

more remarkable.

In carrying out the above steps we have made use of cointegration and error-
correction modelling. This is an appropriate methodology to use for our purpose as it
helps us to handle non-stationary time series and at the same time preserves the long-
run information. More specifically, the Engle-Granger two-step approach, Johansen's
Maximum Likelihood procedure and Granger-causality technique have been

employed. The time period of our study is 1950-96.

It emerges from this research that liberal trade policy leads to faster economic growth
in India. Secondly, the elasticities of exports with respect to the real effective
exchange rate and world income are quite large, signifying that world demand
conditions were not significant in constraining Indian exports. Further, the available
evidence suggests that the export-led-growth thesis is valid even for a 'large’ country
like India. In this context, what we actually find is that a two-way causality between
export growth and output growth. Finally, the evidence presented by us suggests that
the expansion of the government sector is detrimental to growth, i.e., the government-
led-growth thesis is rejected by the data. An examination of this thesis at a
disaggregated level shows that while the expansion of government investment has a

negative impact on growth, the impact of growth in government consumption is



insignificant. An interesting finding emerging from our study i1s that the mvestment
ratio has an insignificant impact on growth in India The impact of trade policy on

growth appears to be via higher productivity rather than through higher investment.

The policy conclusion emerging from this study is that export pessimism of the past
was misplaced and India would do well to pursue export expansion much more
vigorously than hitherto. This would require policies aimed at offsetting the earlier
anti-export bias, such as an aggressive exchange rate policy, lowering the degree and
dispersion of protection further, de-reservation of (removal of reservation status for)
the small-scale sector and liberalisation of the agricultural and consumer goods
sectors. This would also require a strategy to tackle infrastructural bottlenecks, which

are posing a serious constraint on India's growth and exports.
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CHAPTER 1

INTRODUCTION

In the literature broadly two types of trade strategies have been distinguished:
outward orientated and inward orientated. Outward-orientated strategy is broadly one
where the system of incentives is neutral between production for exports and
production for home market. Inward orientation, on the other hand, favours

production for the home market and discriminates against exports.

A number of studies suggest that those countries adopting outward oriented strategies
have outperformed those adopting inward oriented strategies. For example, World
Bank (1987) has classified 41 developing countries according to their. trade
orientation and found that trade strategy has a profound impact on economic
performance. The performance of outward oriented economies was found to be better
in terms of such indicators as GDP growth, saving and investment ratios, capital-
output ratios, inflation, export growth, income inequality, agricultural and industrial

growth, and total factor productivity growth.

Some studies have used correlation framework, while some others a regression
framework, to establish the superiority of outward-oriented strategy. For example,
Michaely (1977), Heller and Porter (1978) and Balassa (1978) take export growth as
a proxy for outward orientation and find a significant correlation between the export
variable and GDP groﬁth. Feder (1983) and Ram (1985) use a production function
type of framework and find that export growth has a significant impact on GDP
growth. These studies, however, are cross-country studies. More recently, Bahmani-
Oskooee and Alse (1993) I;resent time-series evidence suggesting strong support for

the export-led-growth thesis.

Why do outward-oriented economies perform better? Krueger (1980) gives three
arguments. Firstly, developing countries have a small domestic market and techno-
economic requirements of production such as minimum efficient plant size,

Indivisibilities in the production process, increasing returns to scale and necessity of
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competition require outward orientation in trade strategy. Secondly, excesses of
import substitution such as extreme currency overvaluation combined with
quantitative controls in trade and industrial sector restricted competition and
encouraged rent-seeking behaviour. Finally, under export promotion, policy makers
get a quick feedback and any policy mistakes can be rectified quickly; therefore under

export promotion, policies are closer to optimum and policy makers are constrained 1n

such a way that they do not impede growth.

While outward orientation has recently been claimed to lead to better economic
performance, many countries of Latin America and Asia chose an inward-looking
strategy of development in the post-war period. India also followed the same strategy.
Many countries of Asia, after completing the first easy stage of import substitution,
changed over to outward orientation. India along with many Latin American countries
continued 1nto deeper and deeper import substitution. The consequences were adverse

in terms of economic efficiency and resource use.

Latin America was influenced by the ideas of export pessimism expressed by Raul
Prebisch (1950). In his view, adverse market conditions for primary exports would
not permit developing countries to attain high rates of economic growth by relying on
export production. At the same time these countries could not be expected to
compete with developed countries in manufactured exports. Therefore, the only way
open to developing countries was to industrialise behind protective walls and follow
an inward looking strategy. Similar ideas were expressed by Gunnar Myrdal (1956,
1957) who influenced the policies followed by India. Indian policies were also

influenced by the example of centralised planning in USSR.

1.1 Indian Planning Experience

India became independent in 1947. To some extent it was natural for India to adopt
Inward orientation after independence in view of her colonial experience. Under
British rule, Indian economy experienced a prolonged period of stagnation. Whatever

development took place was largely lopsided in nature. For example, railways were



primarily built to take raw materials from the hinterland to the ports for export and
then transport back imported manufactured goods from ports to the hinterland.
Moreover, railways were largely built from imported materials and therefore did not
have backward and forward linkages in the economy. While railway building led to
development of industries in Britain, it led to dualistic or lop-sided development in
India. Further, under the policy of laissez faire pursued by the rulers, sufficient
modern industry to compensate for the decline of traditional handicrafts (which
declined because of competition from cheap machine-made goods) did not come up.
Some authors, in fact talked of 'de-industrialisation' under the British rule. Under
these conditions, trade was regarded as exploitative and was seen, by the nationalist

opinion, to be benefiting Britain rather than India.

The planning process in India started from 1951. India's development strategy, since
the second plan (1956-61) onwards, has come to be known as the Nehru-Mahalanobis
strategy. Nehru was the first prime minister of India and was heavily influenced by
ideals of Fabian Socialism and the example of centralised planning in Soviet Union.
That India under the leadership of Nehru went in for socialist economic policy
framework particularly since the mid-fifties had something to do with Nehru's
ideological moorings, cannot be denied. Similarly, the two-sector model developed by
Prof. Mahalanobis (the author of the second five year plan) accorded primacy to the
capital goods sector and closely resembles the work of Fel'dman (1928) in USSR,

though the Indian work was done compléetely independently of Fel'dman's findings.

At the start of the planning process the planners subscribed to the supply-side view of
the growth process in which capital accumulation was the key to growth. The key
question was how an economy could be transformed from one saving 5 per cent of its
income from one saving 20 per cent. In this scheme of things, demand considerations
were more or less ignored; the need to motivate investment via adequate growth of
demand found no place. Chakravarty (1987) summarises the basic constraints and

assumptions at the start of the planning process in India. In his words:



"First, the basic constraint on development was seen as being an acute deficiency of
material capital, which prevented the introduction of more productive technologies.
Secondly, the limitation on the speed of capital accumulation was seen to lie in the
low capacity to save. Thirdly, it was assumed that even if the domestic capacity to
save could be raised by means of suitable fiscal and monetary policies, there were
structural limitations preventing conversion of savings mto productive investment.
Fourthly, it was assumed that whereas agriculture was subject to secular diminishing
returns, industrialisation would allow surplus labour currently underemployed in
agriculture to be more productively employed in industries which operated according
increasing returns to scale. A fifth assumption was that if market mechanism were
accorded primacy, this would result in excessive consumption by the upper income
groups, along with relative underinvestment in sectors essential to the accelerated
development of the economy. Sixthly, while unequal distribution of income was
considered to be a 'bad thing, a precipitate transformation of the ownership of
productive assets was held to be detrimental to the maximisation of production and
savings. In other words, there was a tolerance towards income inequality, provided it
was not excessive and could be seen to result in higher rate of growth than would be

possible otherwise” (pp. 9-10).

Given all these perceptions, it was felt that basic questions relating t6 how much to
save, where to invest and in what forms could be best handled with the help of a plan.
Added to the above perceptions was the assumption of low elasticity of export
demand which meant that the Indian planners operated on the assumption of a nearly
closed economy. In Chakravarty's view, in a closed economy framework if a high
savings rate is to be translated into real investment, capital goods need to be produced

at home and accorded priority. In his words:

"In such an economy, if savings were to be substantially raised from a low initial level
of around 5% in 1950 to 20% in 1975, inter-sectoral consistency over time would
demand that the productive capacity of capital goods sector would have to rise at an
accelerated rate to convert growing savings into additional real investment. It was

therefore the need to raise the real savings rate that led Indian planners to accord



primacy to a faster rate of growth in the capital goods sector, although doubtless

there could be other considerations such as building up defence capability" (p.12).

Whatever the reasons for adopting the above strategy, that it kept India m a low

growth trap cannot be denied. The performance of the Indian economy bears this out.
Analysis of the Indian growth process shows that Indian growth performance was
lacklustre till the seventies with the rate of growth hovering around the annual
average of 3.7% per annum (1951-79). This growth rate was not enough for the
trickle down effect to take place. If population growth is assumed to be 2.3% per
annum, this implies a per capita income growth of 1.4% or thereabouts. This was not
sufficient to make any significant dent on poverty. When this is contrasted with the
per capita income growth rates achieved by the super performers of the Far East, the
failure of India's strategy becomes obvious. Not only was the rate of growth slow, it
was distorted as it favoured capital intensive industries (in a country where capital

was scarce and labour was relatively abundant) and discriminated against labour-

intensive exports.

The efficiency of resource use was also poor. This 1s evident by looking at such
indicators as capital output ratios and total factor productivity growth. The capital
output ratios were high not only because of high capital intensity of the production
process but also because of inefficiency in the use of capital. Total factor productivity
performance was also poor. Ahluwalia (1985, 1991), in her study of the Indian
manufacturing sector, has found that while in many countries total factor productivity
growth contributed significantly to the growth process, in India its contribution was

negative or insignificant till the end of the seventies.

While the saving rate jumped from 10% of GDP in 1950 to 22% by the end of
seventies, the growth rate of the economy did not show any commensurate iﬁcrease.
Clearly, resource use was highly inefficient as seen by evidence cited above.
According to Bhagwati (1993), weak growth performance of the Indian economy
reflected a disappointing productivity performance rather than disappointing saving

performance. The main features of the policy framework which stifled efficiency and



growth were. (1) extensive bureaucratic controls over production, investment and

trade; (2) inward-looking trade and investment policies; (3) a substantial public sector

which went well beyond public utilities and infrastructure which it is supposed to

provide.

Over the years the government in India seemed to have become ‘all pervasive'. Not
only did th.e government intervene directly through investment in infrastructure,
irrigation, defence production, fertilisers, iron and steel, and technical education, it
also tried to control the flow of private investment in 'desired’ directions through
import and industrial licensing. The government used its licensing power to decide
such things as plant size, location, choice of technology and import content.
Overtime, it came to occupy such areas as cars, scooters, bicycles, bread, leather,
tourism, hotels and domestic and international trade. While government entry into
non-priority areas meant less resources for such things as education and health, the
net result of the expansion of bureaucracy to man various controls was the
proliferation of rent-seeking activities. Entrepreneurs were rewarded not for excelling
in competition in the market place but for their abilities to manipulate licenses! No

wonder, then, that the productivity pertormance of the economy suftered heavily.

It 15 only during the 1980s that the trend rate of growth picked up to about 5.9% per
annum. Industrial as well as export growth also increased. Total factor productivity
performance was also much better. This may partly be attributed to the partial
liberalisation of the Indian economy during the 1980s. This took the form of more
flexible exchange rate policy and liberalisation in the import and industrial licensing
provisions. However, the policies of the eighties were unsustainable because they
involved large macro economic imbalances. More specifically, there were large fiscal
deficits financed by large internal and external borrowings resulting in high inflation
and unsustainably large current account deficits throughout the eighties. Soon the
Internal imbalances manifested themselves in the foreign exchange crisis of 1991 when
Ireserves were barely sufficient to finance half a month's import bill. Many international
credit rating agencies downgraded India's credit rating. There was no option but to go

to the IMF for loans under the usual 'conditionalities'.



In 1991 India embarked upon a comprehensive set of reforms involving stabilisation
and structural adjustment of which trade liberalisation was an important component.
Since then many far-reaching reforms have been carried out in India’s trade and
exchange rate policies. The rupee has been made fully convertible on the current
account. India is gradually becoming free from the tyranny of quantitative restrictions
on trade and by 1st April, 2001 all remaining quantitative restrictions on mmports will
be lifted. The peak rate of tariff has been drastically reduced and rationalisation of the
tariff structure has been carried out. Rules governing foreign direct and portfolio
investments have been liberalised. Apparently, as a result of these policies India has
jumped to a higher growth path of 6-7% per annum. The foreign exchange reserves
have also considerably improved and on 14th July, 2000 stood at $36.6 billion.
However, the task is far from complete. More difficult reforms involving the financial

sector, privatisation, labour laws and legal framework for infrastructure are still to be

carried out.

1.2 Objectives

Prima facie, it appears that India's growth performance is linked to the kind of trade
regime prevailing in India. Up to the end of the seventies, India's trade regime could
be described as extremely inward oriented with industrial and trade sectors
characterised by quantitative controls. The exchange rate was controlled by the
government and was treated as an administered price. The outcome of these policies
was a growth rate of 3.7% per annum which hardly had any trickle down impact. In
the eighties, some liberalisation in industrial licensing and trade was attempted; and
the exchange rate policy was more flexible as compared to the earlier period. All this
1s reflected in a higher growth rate of the economy which was about 5.9% per annum
during the eighties. After the start of the reforms in 1991, which included stabilisation
and structural adjustment, the Indian economy has jumped to a higher growth path. If
the year 1991-92 is excluded which saw GDP growing by 0.4% due to severe fiscal
and monetary compression, the growth rate in the next five years works out to 6.5%

per annum during 1992-97. At present the Indian economy is growing at a rate which



lies between 6 to 7% per annuil. Clearly, there is a prima facie evidence of a link

between trade orientation and growth in India. It becomes important to test this

relationship more formally.

The objective of this research, therefore, is to study the impact of trade policy on
erowth in India in a time-series framework. This will be done in a number of steps so
that various links in the chain of trade policy to growth are comprehensively studied.

There are at least four reasons for undertaking a time-series study.

Firstly, no study exists which has tried to analyse the relationship between trade policy
and growth in India in a comprehensive and systematic manner using a quantitative
framework. True, some studies (Bhagwati and Desai, 1970; Bhagwat and Srinivasan,
1975) do document the debilitating impact of industrial and import controls on India’s
economic performance. Similarly some studies (Panchmukhi, 1973; Goldar and
Saleem, 1992) have tried to study the structure of protection in India at one or a few
points in timé by computing effective rates of protection across various industrial
groups. Some studies (Goldar, 1986 and 1986a; Ahluwalia, 1991) have also tried to
study the impact of effective rates of protection and import substitution on total factor
productivity growth in a cross-section framework. But perhaps no comprehensive
study exists which attempts to study the impact of trade policy on growth in India in a
time series framework. So one reason for undertaking a time-series study is to fill the

gap of a lack of any comprehensive time-series study on India.

Much of the empirical work on the subject of trade policy and growth adopts cross-
sectional framework and neglects time-series analysis. One reason for this state of
affairs is that it is very difficult to measure or quantify trade policy. Although very
- elegant definitions of trade orientation have been put forward in the literature such as
the concept of bias (Bhagwati, 1978; Krueger, 1978) or effective rate of protection
(Balassa, 1965; Johnson (1965): Corden,‘ 1966), yet these concepts are difficult to
operationalise in a time-series framework. Because of enormous data requirements
great difficulties were faced in constructing Bias or Effective Rates of Protection

indices. It is thus clear that some other satisfactory index of trade policy is required



for a time-series study. So the second reason for undertaking a time-series study is to

construct an index of trade orientation for India. And perhaps this study constitutes

the first such attempt.

The time-series index of outward orientation will be based on the work of Dollar
(1992) who constructs a cross-country index of real exchange rate distortion and
variability. Dollar's cross-country index is based on price level data made available by
Summers and Heston (1988). We shall try to modify hus framework for a time-series
study of India. It may be noted that the same adaptation can be used for any country
for which Summers and Heston price level data are available. However, a comparative

study of all the countries is beyond the scope of this research; we shall only confine

ourselves to India.

Further, most cross-country econometric work in this area assumes that more
outward-oriented economies experience faster growth of exports and then it 1s tested
whether countries experiencing faster growth of exports also experience rapid growth
of GDP. A positive answer to the second proposition is then interpreted to mean that
outward orientation leads to faster growth. The problem with this approach is that the
link between trade policy and exports remains unestablished. We shall, therefore, not
use export growth as a proxy for outward orientation; rather we shall attempt to

construct an index of trade policy as noted above.

The popularity of the cross-section approach, whether using correlation or regression
framework, does not ﬁnply that it has been very influential in shaping policy views. It
1s doubtful whether the recent popularity of trade liberalisation is based on evidence
cited by cross-section studies alone. Country-specific analysis, which has provided
~ detailed discussions on the way in which different policies have affected economic
performance in a number of countries, has contributed much more to influence policy

making. That is the third reason for undertaking a time-series study on India.

Many researchers (Sheehey, 1990; Pritchett, 1996) have noted that superiority of

Outward orientation must rely on evidence other than cross-country tests. They have



cast doubt on the conclusions of cross-country results because various indicators of
trade policy used n these studies have turned out to be uncorrelated. Obviously, time-
series studies assume mmportance and are often more intluential in shaping policy

ViIEWS.

Finally, it was often argued that for small countries such as Singapore, Taiwan and
Korea outward orientation in trade policy may be justified: but for large countries
such as India such an approach may be unsuitable in view of its large internal market.
For such countries import substitution was thought to be a more appropriate
approach. Although India may be large in terms of population or geographical size, in
terms of per capita income it is still small. With a per capita income of $390 in 1997.
It cannot be regarded as a large market by any stretch of imagination. In terms of per
capita income India emerges as one of the poorest economies of the world and is

ranked 102nd out of 133 countries in 1997 by the World Development Report, 1998-
99.

Even it 1t 1s assumed that India has a large domestic market, this should have favoured

India to exploit the economies of scale and not handicapped it. By this token India

should have performed better than the far-eastern countries; but nothing of that sort
happened as India’s growth experience suggests. The point to note 1s that a country

like South Korea, with the world market at its disposal, was able to exploit the

economies of scale while India, with only internal market to cater to, could not.

Clearly, India's market was not big enough.

According to the World Development Report, 1998-99. India's GNP in 1997 was
$373.9 billion and was ranked as 15th largest economy of the world. In terms of
purchasing power parity, India’s GNP jumps to $1587 billion and it emerges as the
fifth largest economy of the world after US, China, Japan and Germany. However, it
may be noted that in terms of per capita income, calculated by purchasing power
parity method, India is still a poor economy and continues to rank low at 92nd.

Therefore, it is clear that in terms of per capita income, whether calculated in the

usual way or by purchasing power parity method, India is not a large market.
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Even if GNP calculated in terms of purchasing power parity dollars is regarded as the
appropriate way of measuring the size of a country's market, the question 1s; is inward
orientation still justified for 'large’ economies? It would, therefore, be interesting to

see whether outward orientation would lead to higher growth for a 'large' economy

such as India.

1.3 Methodology

As noted above the relationship between trade policy and growth will be studied in a
number of steps so as to bring out various links in the chain. The first task is to
construct a time-series index of trade policy and this will be done on the basis of
Dollar (1992), as noted above. The second task is to examine the relationship between
outward orientation index and growth in India. In the third step we take up the impact
of trade policy on exports. Next, we investigate the issue of causality between export
growth and income growth in India to see if the export-led-growth hypothesis is valid
even for a large country such as India. Finally, to put the whole thing in perspective.

an effort will be made to examine whether the government sector also acts as an

engine of growth.

In carrying out the above steps we shall use cointegration and error-correction
modelling. More specifically, we shall use the Engle-Granger (1987) two-step
approach, Johansen (1988) and Johansen and Juselius (1990) Maximum Likelihood

method, the ARDL approach to cointegration (Pesaran and Shin, 1995; Pesaran et al.
1996), and Granger's (1969) causality technique.

Why do we use cointegration and error-correction modelling? Empirical research
shows that most economic time series Is nonstationary and, therefore, the classical
methods such as Ordmary Least Squares become inapplicable. As most economic time
series 1S integrated to the order one, ie. I(1), first differencing often results in
stationz}rity. But this way of dealing with the problem of nonstationarity is like

throwing the baby out with the bath water. Although we may get a nonstationary time
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series by first differencing, this is at the cost of long-run information contained in level

variables. Ideally, one should have an approach where the short run can be combined
with the long run. That 18 why cointegration and error-correction modelling is an
appropriate method to use and 1s, theretore, popularly applied in time-series analysis.
In the error-correction formulation, long-run information i1s contained in the error-

correction term and short-run influences are captured by the lagged differenced terms.

Details ot the methodological issues are discussed in Chapter 3.

1.4 The Scheme of the Dissertation

I'he scheme of the dissertation is as follows. In Chapter 2 we shall review the
theoretical as well as empirical literature on the subject. In Part 1 of the chapter we
shall emphasise theoretical issues. We shall start with the various arguments put
forward to favour import-substitution strategy and then consider the adverse
consequences of such a strategy. We shall also touch upon the debate on trade as an
engine’ of growth vs. trade as a 'handmaiden’ of growth. Next we shall discuss the
recent renewal of interest in trade liberalisation and why outward orientation performs

better. Finally, we shall go into the design of trade reform and the political economy

Issues to be kept in mind while doing it.

Part 11 of Chapter 2 shall survey the empirical evidence on the subject of trade policy
and growth. We shall start with the multi-country studies and then consider
econometric studies using correlation and regression framework. We shall then
consider the shortcomings of these studies. As we shall note, one major weakness of
the econometric studies 1s that they do not go into the issue of causality between
export growth and income growth. We shall then discuss a set of time-series studies
which do go into this aspect. Another drawback of econometric studies is that they
use export growth as a proxy for outward orientation and their results are not robust
to alternative trade policy variables. We shall then discuss the studies using such

alternative variables. Finally, we shall take up some studies using subjective indices of

trade orientation.
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In Chapter 3 we shall take up the methodological 1ssues. As noted above we shall use
cointegration and error-correction modelling as this allows us to combine the short
run with the long run. As most economic time series 1s nonstationary we shall start

with the question of testing for stationarity. Then we shall brietly review the various

approaches to cointegration such as the Engle-Granger two-step method, Johansen's

Maximum Likelihood Method and the ARDL approach. We shall also discuss the

strengths and weaknesses of these methods. Finally we shall discuss the Granger-

causality procedure.

Chapter 4 will examine India's trade and industrial strategy and its consequences.
India’s strategy of development will be analysed in terms of the main features of
India’'s model of growth since 1951. In the process, we shall dwell on the debilitating
impact of India's trade and industrial policies since independence such as Industrial
Policy Resolution 1948, Industrial Policy Resolution 1956, Industrial Development
and Regulation Act 1951, Monopolies and Restrictive Trade Policies Act 1970,
Foreign Exchange Regulation Act 1973, Urban Land Ceiling and Regulation Act
1976 and Industrial Disputes Act 1947. Next, we shall make an assessment of the
strategy in terms of such performance indicators as exports, growth, capital-output

ratio, total factor productivity growth and poverty eradication. Finally, we shall

consider India’s trade liberalisation since 1991 and its impact.

An index of outward orientation for India will be constructed in Chapter 5. Then we
shall use it to examine its relationship with growth in India. In the process we shall
compare our results with that of Dollar (1992) in a cross-country context. We shall
adapt Dollar's method for the index for India. His cross-country index of real
exchange rate distortion 1s based on international comparison of prices prepared by
Summers and Heston (1988). This index is then used to investigate whether there is

an empirical relationship between outward orientation and growth using a sample of

95 developing countries. Essentially, his method consists of correcting Summers and
Heston price levels for variation in factor endowments. As non-tradable prices ditfer
widely across countries depending on relative factor endowment. Summers and

Heston price levels therefore need to be appropriately corrected. This is done by
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regressing relative price levels on endowments. The estimated relationship then gives

the international 'norm' and a country's orientation is measured as a deviation from

this 'norm..

In Chapter 6 we shall examine the relationship between various indicators of trade
policy, including Dollar’s index, on exports. Most studies using export growth as a
proxy for outward orientation assume that liberal trade policy leads to faster export
growth but they do not prove this. In our study on India, we shall explicitly explore
this link. If liberal trade policy does lead to faster export growth 1n India, then we are
justified in concluding that the link between trade policy and growth lies through

exports. But as we said this needs to be explicitly examined rather than being simply

assumed.

In Chapter 7 we take up the issue of causality between export growth and GDP
growth. The earlier econometric work, whether using correlation or regression
framework, did not go into this issue. To examine this issue one has to get away from
cross-country framework and adopt a time-series approach. In other words, the issue
of causality has to be addressed for each country separately. Only then can one pass a
judgement on whether a particular case is that of export-led growth or not. Export-
led-growth thesis cannot be judged just on the basis of a correlation or regression
framework. The issue of causality has to be directly addressed; and for India this is

done in Chapter 7.

Chapter 8 goes into the issue of government-led growth. In India the role of the state
was all encompassing covering almost all spheres of economic activity. The public
Sector not only intervened directly through investment, but also indirectly by its
regulatory framework to channel private investment in 'desired’ directions. All this was
done to engineer an economic take-off in India. Did it really happen? Did the
sovermment succeed in its aim? Answers to these questions can be found if we
address the issue of causality between expansion of the government sector and GDP

growth directly. It is also important to take up the issue of government as an engine

14



of growth because then we shall know which engine works better in India- exports or

government.

In Chapter 9 we shall present a summary of our findings and make some concluding
observations. We shall also analyse the policy implications for India emerging from
our study. We shall also discuss what more needs to be done to make export

promotion a success in India.
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CHAPTER 2

TRADE POLICY AND GROWTH: A SURVEY OF THE
LITERATURE

There is a vast literature on the subject of trade policy and growth. In this chapter we

propose to survey this literature, and start by defining trade policy or strategy.

According to the World Development Report 1987, there are broadly two types of
trade strategies: outward orientated and inward orientated. Outward orientation 1s
defined in terms neutrality of incentives between production for exports and
production for home market. In other words, the policy regime i1s neutral between
earning a unit of foreign exchange through exports and saving it through import
substitution. Inward orientation, on the other hand, favours home production and

discriminates against exports.

Another way of defining the trade regime would be in terms of the effective exchange
rates for exports and imports, as done by Bhagwati (1978) and Kreuger (1978). If the
effective exchange rate for exports is greater than the effective exchange rate for
Imports, it represents the export-promotion regime. If it is the other way round, it
represents an import-substitution regime. If the effective exchange rate for exports
equals that of imports, it represents a neutral regime. Bhagwati and Krueger define
trade liberalisation as a move which reduces the anti-export bias and helps a country

{0 move towards neutrality. .

Neutrality in trade regime can be achieved by maintaining high tariffs and then
oifsetting their effect through export subsidies. Therefore, a neutral regime is
consistent with an illiberal policy. In order to avoid this, the concept of liberalisation
can be redefined more sharply where all distortions including tariffs and subsidies are

reduced. Papageorgiou et al (1991) define trade liberalisation as any act which would
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make a trade regune more neutral and nearer to a system free of government

intervention. This concept embraces two notions: greater neutrality and freer trade.

This chapter 1s divided into two parts. In the first part, we examine critically the
theoretical arguments and issues concerning each type of trade strategy: import

substitution and export promotion. In the second part, we take up the empirical

literature on the subject.

Part I: Trade Policy and Growth: Theoretical Issues

2.1.1 Import Substitution Under Protection

Although classical and neo-classical economusts talked of the virtues of free trade, the
idea of liberal trade has not been very popular during most of the twentieth century.
Atter the Second World War, it was fashionable for newly independent economies to
adopt inward orientated strategies and to industrialise behind high tariff walls. In
doing so they were not only influenced by their colonial past but also the prevailing
economic view which favoured an import substitution model of development rather
than an export promotion model. Many arguments were put forward in support of

Import substitution behind protectionist walls.

2.1.1(a) The Singer-Prebisch Hypothesis:

Protectionist policies were influenced by the ideas of export pessimism expressed by
Raul Prebisch (1950) and H. W. Singer (1950). It was argued that while primary
exports of developing countries faced adverse market conditions and deterioration of
their terms of trade, these countries could not rely on manufactured exports for
growth because of a lack of competitiveness. Therefore, the only alternative for these
countries was to produce for the home market behind high tariff walls. Prebisch was
highly nfluential in Latin America and as Secretary General of the UN Economic

Commussion for Latin America (ECLA) he was instrumental in moulding the thinking

of these countries.
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The Prebisch-Singer hypothesis of secular decline in terms of trade of the primary
producers is based on the analysis of the British terms of trade made by Prebisch for
the years 1873-1938. Singer gave the theoretical underpinnings to the argument. First,
as per capita income in advanced countries increases, operation of Engel's law would
ensure that proportionately less 1s spent on primary goods as these goods have an
income elasticity of less than one. Secondly, developed countries, due to technological
advances, have developed substitutes for primary commodities in the form of
synthetics. This ensures that demand for primary goods may not increase at a fast rate.
while manufactured goods produced by developed countries will have a price

advantage as they are produced by multinationals who have the monopolistic power
to set prices. The net result would, therefore, be a deterioration in the terms ot trade

of primary goods producing countries.

Prebisch's empiricism has been questioned on a number of grounds. Firstly, the
analysis 1s based on the UK's terms of trade and does not take into account those of
developing countries. If the UK's terms of trade have improved, it does not
necessarily mean that those of developing countries have declined. Secondly, a
substantial part of the UK's imports came from New Zealand and Australia which are
not developing countries. Finally, issues hke improvement in the quahty of
manufactures or fall in the prices of the UK's imports due to deciine in shipping costs
have been ignored. However, Singer (1989) has pointed out that subsequent analysis
by Spraos (1980,1983) "has shown that correction for shipping costs and changing
quality would not destroy the empirical basis for the hypothesis" (p. 324).

Recent evidence by Grilli and Yang (1988) shows that from 1900 to 1986 relative
prices of all primary commodities fell by 36% or 0.5% per annum. Non-fuel primary
commodities during the same period fell by 40% or 0.6% per annum. Grilli and Yang
thus confirm that terms of trade for the primary commodity producers have fallen but.

perhaps, not by as much as 1s implicit in the work of Prebisch.
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Sapsford and Balasubramanyam (1994), after reviewing the recent statistical evidence
on terms of trade and also after noting the statistical refinements in analysing the
terms of trade from the days of Prebisch, come to the conclusion that the balance ot
evidence supports the hypothesis and "there can be few hypotheses In economics that
have stood the tests of both time, and new statistical techniques, so well” (p. 1743).
Although the magnitude of the estimates of the decline in the terms of trade varies
from 0.7% to 1.3% (or higher) per annum, the phenomenon is real especially for those

countries which depend heavily on primary exports as a source of foreign exchange.

Even if the terms of trade of primary producers have declined, it does not warrant the
conclusion that developing countries cannot diversify and expand their manufactured
exports. As the experience of south-east Asian countries shows, it is possible to grow
through export expansion. Here it may be pointed out that diversification need not
necessarily be into capital and technology intensive manufactures; it could be into

processing of primary exports.
2.1.1(b) Infant Industry Argument for Protection:

This argument, the oldest existing argument for protection, was put forward by a

German economist Fredrich List in the context of German industry which could not

compete with the more established British industry and therefore needed protection to
'‘grow up'. It was argued that free trade may have been good tfor Britamm whose
position as the leading industrial power was well established. But tor the young and
emerging German industry protection was required. The infant industry argument
soon came to be accepted more widely and others, particularly J. S. Mill, recognised

its 1mportance.

The crux of the argument 1s that a small firm may be unable to reap the economies of
scale and, therefore, requires tariff protection to do so. Once the firm has grown up

free trade can be allowed by dismantling the taritf. The tirm then is expected to face

international competition. Therefore, the argument 1s for short-term protection so that
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in the long run the country protecting its infant industry can have a higher level of

welfare.

In the short run, however, protection implies loss of consumer welfare as the
consumer has to pay a higher price. It also involves a production cost in the torm of
loss of producer surplus. Therefore, for the infant industry argument to be justified, it
is essential that the infant industry should pass two tests, the Mill test and the Bastable
test (Sodersten, 1980). Under the Mill test the requirement 1s that infants should
eventually be able to grow up and compete at world market prices. Under the
Bastable test, not only should the infant be able to face international competition 1t

should also be in a position to pay back the losses due to protection during infant

industry period.

A close look at the above argument shows that the argument is not as convincing as it
may first appear. It may be argued that existence of economies of scale may itselt not
be sufficient to protect an industry. If a well-developed capital market exists then the
investment will be undertaken even without protection. If the capital market does not
function properly, as may be the case in developing countries, infant protection may
be justified. Even in this case it may be argued that it is better to deal with the capital

market imperfection directly rather than protecting industries.

At the heart of arguments about infant industry protection lies the existence of
external economies or external spillover effects which the firm may not be in a
position to capture. For example, a firm may find it unprofitable to educate or train
people who always have the option to leave this firm and join some other. In such a
case, the investing firm 1s not able to appropriate or internalise the benefits of
educating and training its workforce which may spillover to rest of the economy.
Clearly, social benefit exceeds private benefit. Theretfore, the state can step in to

subsidise such investments. Here it may be noted that, from the point of view of

etficient allocation of resources, it may be preferable to give a subsidy to industries

having external spillover effects than protecting them through tariffs.



The mfant industry argument i1s essentially dynamic. It i1s an argument for short-term
protection till a country’s real pattern of comparative advantage emerges. Therefore,
the argument can be used for protecting only those industries in which a developing

country is likely to have comparative advantage 1n the long run and not for protecting

all industries. In practice many developing countries have used tariffs to implement
their policies of import substitution where protection was provided indiscriminately

and indefinitely. Many countries of Latin America and Asia are such examples.

Corden (1987) has poimnted out an important qualification to the use of tantts or
quotas for mfant industry protection. If an infant is to be protected or rather
“promoted” then it should not just be oriented towards producing for the home
market but also for exports. Most developing countries have very small home markets
and, therefore, should eventually aim for world markets even if they initially produce
for the home market. Assistance provided to these industries by governments should
not discriminate between home and foreign markets and should take the form of

subsidised infrastructure or expenditure on education to build up suitable workforce

rather than tariffs or quotas.

2.1.1(c) Other Arguments

The case for import substitution under protection has also been made by putting
forward a number of arguments against trade. The idea that free trade will benefit
developing countries has been criticised in the literature. Neo-classical theory tells us
that each country can gain from trade if it produces in line with its comparative
advantage. This theory has been criticised on the grounds that it is a static theory and
cannot be used to describe the dynamic process of growth which developing countries
are trymng to pursue. It can be argued that dynamic comparative advantage keeps on
Changing over time and a country can consciously strive to change its dynamic

comparative advantage overtime.

Another criticism of the neo-classical trade theory is directed against the factor price

equalisation theorem. According to this theorem, free trade is a substitute for factor

2]
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mobility and tends to equalise not only prices of products but also factors. Critics
have, however, pointed out that in reality international distribution of income has
become more unequal. Gunnar Myrdal (1956) has argued that “if left to its own
course, economic development 1s a process of circular and cumulative causation
which tends to award its favours to those who are already well endowed and even to
thwart the effort of those who happen to live in regions that are lagging behind”
(Meier, 1989; p. 385). Further, “on the international as on the national level trade
does not by itself necessarily work for equality. A widening of markets strengthens
often on the first hand the progressive countries whose manufacturing industries have
the lead and already fortified in surroundings of external economies, while the
underdeveloped countries are in a continuous danger of seeing even what they have of
industry and, in particular, their small scale industry and handicrafts outcompeted by

cheap imports from industrial countries, if they do not protect them™ (p. 385).

International trade does promote exports of primary products from developing
countries but here the countries face adverse demand conditions in the form of
inelastic demand. Any technological improvement leading to reduction in price of
primary goods benefits the importing countries. Therefore “forces in the markets will
In a cumulative way tend to cause even greater international inequalities between

countries as to their level of economic development and average nattonal mncome per

capita” (p. 385).

Meier (1989) notes that it is inappropriate to read too much into the factor price
equalisation theorem as it is based on highly restrictive assumptions. These
assumptions are identical production functions in all countries, constant returns to
scale 1n the production of each commodity, and perfectly competitive product and
factor markets. In reality these assumptions are likely to be violated and, therefore, it
s no surprise that factor returns have not equalised between rich and poor countries.
The criticism against the theorem seems, therefore, to be highly overdrawn. The

essence of the neo-classical trade theory that real income of a country will be higher

with trade than without may then still hold.



At this stage 1t may be useful to consider whether freer trade leads to worsening of
income distribution. Edwards (1997), after analysing several trade policy indices and
inequality measures for 44 countries, finds that there is no evidence linking openness
or trade liberalisation to mcrease in mequality. On the contrary, countries with more

distorted trade regimes have had more unequal distribution of income.

Another argument against trade 1s that it has led to duahstic development
developing countries. In the initial stages of their development foreign capital was
attracted in export sector which was profitable to the investing country but inhibited

development in poor countries by retarding domestic investment or supply of

domestic entrepreneurs. The argument however does not look very convincing. As
Myint (1958) notes that the real choice was not between employing the resources in
export sector or domestic production, but between giving employment to surplus

resources n export production or leaving them idle.

Some critics have also argued that international trade inhibited saving in
underdeveloped countries through the so called “international demonstration eftect.”

When the poor countries come in contact with high consumption levels ot advanced

countries, they try to imitate them with the result that consumption levels in poor
countries rise leaving little for investment. It is, however, equally plausible to argue,
as Myt (1964) has done, that the international demonstration effect may have

increased the supply of effort in these countries by offering them incentive consumer

goods.

2.1.2 Stages of Import Substitution and Consequences of the Strategy

Bela Balassa (1980,1989) has described the various stages of import substitution
under protection. The first stage is 'easy' as the production process along with the
required technology are simple. The second stage is ‘difficult’ as the production gets
more complex and makes tall demands on the availability of technical skills and

technology. Import substitution can even occur fairly early on mn a country without

protection for those goods where transportation costs are high. Such industries enjoy
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natural protection because of high transportation costs and may consist of necessities
and conveniences of life as well as education. The process of import substitution can

be speeded up if natural protection is accompanied by tariff or quota protection.

The first stage of import substitution has been described as an easy stage and does not
require high protection. During this stage import of non-durable consumer goods such
as clothing, shoes and household goods and their inputs such as textile tabrics, leather
and wood is replaced by domestic production. Production of such commodities 1s
easy because these commodities are intensive 1n unskilled labour. The efficient scale of
output is low and costs do not rise substantially at lower levels of output. Further,
production does not involve the use of sophisticated technology and a network ot
suppliers of parts, components and accessories is not required for efficient operations.
To the extent that domestic production of such commodities leads to diffusion ot
technology, labour training and entrepreneurship development, there i1s a case for

moderate degree of infant protection for these industries.

In the second stage, the process of import substitution becomes much more ditticult
and 1s like "travelling up the staircase”. For the industries to develop high rates of
protection are required. During this stage, imports of intermediate goods and
consumer and producer durables are replaced by domestic production. The
production of such goods is highly capital intensive and is subject to economies of
scale. Production also requires high degree of skills and sophisticated technology
which may be beyond the capability of developing countries. Therefore, those
developing countries which embark on this stage may find themselves increasingly out
of tune with thewr comparative advantage with domestic resource cost (DRC) ratios

for these products being very high.

In the post-war period several countries of Latin America and South Asia adopted
second-stage import substitution under the influence of export-pessimism philosophies
touted at that time. Second-stage import substitution was not a suitable policy for
these countries as the production process got more and more out of tune with the

dictates of comparative advantage. As already noted, the production process makes
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tall demands on skills and technology. Balassa (1980) has highlighted the adverse

effects resulting from second-stage import substitution.

To begin with, while the infant industry argument calls for temporary protection until
industries become internationally competitive, in the above countries protection was
regarded as permanent. There was a tendency to indulge in import substitution at any
cost. Moreover, uncritical acceptance of the demands of protection led to
considerable variations in explicit and implicit rates of protection. In the absence of
international price comparisons, the protective effect of quantitative restrictions could
not even be established. The neglect of intra-industry relationships further increased

the dispersion of protection rates or effective rates of protection with adverse effects

on economic etficiency.

Countries applying inward-orientated strategies were further characterised by the
existence of sellers' markets. Sellers' market may be described as a situation
domuinated by one or at best a few sellers and shortage of goods. Because goods are in
short supply any shoddily produced and high priced products get sold. In terms of
quality, price or variety consumers have little choice. There is lack of competition in
the market. While import competition was eliminated by protection, the possibility of
domestic competition was limited by small domestic markets. The existence of sellers’

market provides little incentive to improve quality and productivity or cut costs. The

result was a high-cost industrial structure.

Another feature of inward orientation practised in these countries was financial
repression. This led to negative real interest rates which adversely affected domestic
savings, encouraged self investment including inventory accumulation at low returns.
and encouraged the transfer of funds abroad. Negative interest rates also necessitated
credit rationing that generally favoured import substituting investments in the private
as well as public sector. Moreover, underpricing of capital led to its more extravagant

use and encouraged capital-intensive techniques of production.
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There was also a tendency to underprice utilities in these countries. This may be
because of low interest rates or as a consequence of conscious decision. The
underpricing of utilities benefited particularly energy-intensive industries. The result
was that these countries ended up using their scarce resources more extravagantly,

whereas the proper thing would have been to use scarce resources more productively.

The countries following second-stage import substitution tended to rely on
quantitative instruments such as industrial and import licensing, quotas and exchange
controls. In the process they de-emphasised the role of prices with the result that
output and input prices became distorted. This led to misallocation of resources which
could have been avoided had these countries confined themselves to the use of more

transparent mstruments such as taritts.

The policies of import substitution discriminated against exports as well as agriculture
sector 1n these countries. Effective rates of protection for these countries show that
while domestic industries enjoyed high effective protection, exports and agriculture
were given negative effective protection. The discrimination against exports did not
permit the development of manufactured exports. Primary exports also suffered on
account of low prices which discouraged production and encouraged their domestic
consumption. The result was that little exportable surplus was left. Further, turning

the internal terms of trade against agriculture and other primary activities led to

decline 1n export-market shares.

The slowdown of primary exports and lack of manufactured exports led to foreign
exchange shortages. 'The foreign exchange constraint became increasingly binding and
did not permit rapid growth. When attempts were made to speed up growth beyond

what was permitted by foreign exchange availability, this resulted in foreign exchange

crises.

T'hese economies also ran into saving shortage because of the high capital

requirements ot capital-intensive production, on the one hand, and income loss due to



protection on the other. Negative real interest rates contributed to capital fhght

aggravating the saving constraint further.

In several developing countries, the cost of protection has been estimated and turns
out to be a significant proportion of GNP. At the same time evidence also suggests
that total factor productivity growth, which measures technical progress, was lower 1n
countries engaged in second-stage import substitution than in industrial countries.
Thus, Balassa (1980) reaches the conclusion that "rather than reducing the economic
distance vis-a-vis the industrial countries that infant industry protection was suppbsed

to promote, ...there was a tendency for this lag to increase over time" (Meier, 1989;

p. 399).

The above analysis seems to suggest that it 1S not import substitution per se which
leads to lower growth and inefficiency in the use of resources. Rather the above
adverse effects result only if the process is carried too far into the second stage. It is
important to note that no country, with the exception of UK and Hong Kong, has
industrialised without protecting its industries. While first-stage import substitution
may be justified on infant industry grounds, it is hard to justify the inefficient second
stage which takes a country further and further away from its true comparative
advantage, whether static or dynamic. After all a country cannot be expected to move
directly from export of primary commodities to export of manufactures. The first-
stage import substitution can be viewed as a stage lying between export of primary
goods and export of manufactures. The experience of South Korea, Taiwan and
Singapore confirms that these countries initially followed first stage import
substitution and then switched tracks to export promotion. In doing so they were able

to avoid the inefficient second stage.
2.1.3 Trade as an Engine of Growth

After having established the adverse consequences of import substitution especially
when 1t 1s carried too far into the second stage, we now turn to the theme of trade as

an engine of growth. The idea that trade acts as an engine of growth can be traced
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back to classical economists starting with Adam Smith. Before the advent of classical
economists mercantilist school of thought advocated intervention in foreign trade
sector to earn an export surplus. This could be done by encouraging exports and
limiting imports. The classical economists, on the other hand, advocated free trade as
trade leads to gains in static as well as dynamic terms. The i1dea of trade as an engine
of growth is based on three arguments (Meier, 1989): vent for surplus argument,

comparative cost argument and dynamic gains from trade.

The "vent for surplus" idea attributed to Adam Smith postulates the existence of
surplus capacity in the form of land and labour before an economy is opened up to
international trade. Trade opens up the possibility of utilising this surplus capacity to
produce for exports. Trade, therefore, gives vent to this surplus capacity which
otherwise would have remained unused. Since resources are unemployed before trade,
trade leads to increase in production as well as consumption of a society. The country
through utilisation of surplus capacity starts producing on the production possibility
frontier (from a point inside it) and through trade moves to a point outside the

frontier.

Subsequent classical economists like Ricardo considered the gains from trade arising
from specialisation in accordance with comparative advantage. Gains from trade arose
from more efficient allocation of resources rather than by the use of surplus resources.
This, however, is a static argument which enables a country specialising in accordance
with its comparative advantage to gain from better utilisation of existing resources. It
says nothing about how the production possibility frontier can itself be shifted

outwards.

Trade, therefore, not only has static but also dynamic effects. The dynamic or growth-
producing effects of trade are termed as indirect effects of trade. Mill talked of these
effects which are of three types: (1) those that widen the extent of the market, induce
innovations and increase productivity; (2) those that increase saving and capital
accumulation; and (3) those that have educative effect in instilling new wants and

tastes and in transferring technology, skills and entrepreneurship.
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Nurkse (1962) has propounded the view that trade was an engine of growth in the
nineteenth century because the center (i.e., UK) vigorously transmitted its growth to
the outlying areas of the world through its increasing demand for food and raw
materials. However, the twentieth century was different as the world trade slowed
down considerably during the first half. The quantum of world trade during 1928-33
grew by 57% in comparison to 270% during 1850-80 and 170% during 13880-1913.
This "export lag" led him to advocate balanced growth for developing countries as
trade option had become unavailable. This also implied inward oriented import
substitution policies for developing countries. Nurkse did not oppose the principle
that trade could act as an engine of growth but, due to unfavourable external
conditions, he was pessimistic about its availability to the developing countries m the

twentieth century.

Kravis (1970) has argued that evidence does not support the view that trade played a
dominant role in the success stories of the nineteenth century although it was one of
the factors. A more appropriate expression would, therefore, be to describe trade as a
'handmaiden' of successful growth rather than an autonomous ‘engine' of growth. In
his view growth, where it occurred, was mainly due to favourable internal factors and
external demand represented an added stimulus which varied in importance from
country to country and period to period. Moreover, evidence did not provide any
basis for the view that external demand conditions for today's developing countries
were less favourable than they were in the earlier century. Trade could still play as a
handmaiden role in the growth of today's developing countries as it did for the

periphery countries in the earlier century.

According to Kravis, trade is one among many factors affecting growth and 1t 1s
unlikely to be the dominant factor in many instances. The US, which was the greatest
success story of the nineteenth century, owed its development mainly to internal
factors. While some other countries like India and Ceylon did not experience fast
growth despite the fact that trade expanded as fast for them as in the case of US. Thus

"exaggeration of the past role of trade has often served to heighten the contrast drawn
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with allegedly less favourable present day world markets and thus to minimise the
potential role of trade for today's developing countries. The term ‘engine of growth' 1s
not generally descriptive and involves expectations which cannot be fulfilled by trade
alone; the term ‘handmaiden of growth' better conveys the notion of the role trade can
play" (p. 869). The implication is that developing countries should not attribute their
export difficulties to unfavourable external demand; rather they should look to the
more important problems at home. Those countries which have shared more fully in
the expansion of world trade have done so not on the basis of favourable markets for
their traditional exports but on the basis of their efforts to raise export shares and
diversify their exports. A good export performance results from internal factors

affecting mobility of resources rather than from favourable external demand.

2.1.4 Trade Liberalisation

We have seen that the idea of trade as an engine of growth goes as far back as Adam
Smith but for most of the present century the idea has not been very popular. After
the Second World War most developing countries chose inward orientation. In doing
so they were not only influenced by their colonial past but also the prevailing
economic view which favoured import-substitution policies. However in the 1980s the
pendulum began to swing in the opposite direction towards freer trade. The
developing countries began to realise the destructiveness of protectionist policies and
the sacrifices it involves in terms of growth and efficiency in the allocation of
resources. Therefore, they began to adopt trade liberalisation. The debt crisis as well

as collapse of communism contributed further to the process of trade liberalisation.

Dornbusch (1992) gives four reasons for the new enthusiasm for freer trade: anti-
statism, poor economic performance mmward oriented countries, better information and
World Bank pressure. These are discussed below:

(a) The world has seen a broad intellectual swing away from emphasising the
beneficial role of state in the 1980s, and protectionism is seen as one of the

manifestations of an overly intrusive state. State intervention was earlier justified on
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the grounds of market failure. Economists now began to talk of government failure in
the light of the experience gained in the earlier decades.

(b) Many developing countries, which adopted import-substituting-industrialisation
strategies, ended up with a dismal economic performance. These countries often
resorted to populist macroeconomic policies which led to debt crises and
hyperinflation. An adverse external environment also added to the woes of these
countries. Since plentiful credit is no longer available to these countries, attention now
has shifted to productivity gains and the use of trade opportunities to achieve this.

(¢) Because of better access to information about the outside world, consumers have
become conscious of the quality and price of goods available outside. Similarly, the
firms know what technology and inputs their competitors elsewhere are using and,
therefore, demand the same access.

(d) Major research projects under the World Bank and NBER, have documented the
il effects of inward orientation and lessons learnt from successful export promotion
strategies. As a result of this, trade vs. protection perspective gave way to the
importance of adopting more neutral trade regimes. Successful performance of
outward-orientated economies encouraged World Bank to make trade liberalisation a

condition for lending.

Trade has forward and backward linkages with rest of the economy and if properly
utilised can give a powerful stimulus to growth impulses in the economy. Whether
these linkages are utilised or not depends on the nature of the commodity produced
and nature of a country's policies. If export sector producing a particular commodity
1s well mntegrated with rest of the economy and does not merely remain an enclave,
then it will exercise the intended effect on growth. Similarly, if policies of a country-
are appropriate and enable it to make use of its trade opportunities, again trade will

exert the intended beneficial effect.

There are many channels through which trade liberalisation may positively influence
growth. One such channel may be technical progress or the total factor productivity
growth. Dornbusch (1992) notes that although systematic attempts at quantification

fail to single out trade policy as a major factor in economic growth, growth
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accounting has not come up with a satisfactory explanation for the residual which may
be as much as 30 to 50 percent of growth. The other channels through which trade
liberalisation could bring benefits are broadly these: improved resource allocation in
the static sense; access to better inputs and intermediate goods; an economy better
able to take advantage of economies of scale and scope; greater domestic
competition; availability of favourable growth externalities like the transfer of
knowhow; and a shakeup of industry that may create a Schumpeterian environment

especially conducive to growth.

Krueger (1980) finds that countries adopting export-oriented trade strategy have
outperformed those adopting inward-oriented strategy. As an explanation for the
superlority of outward orientation three hypothesis are examined each of which

contains some element of validity. The three hypotheses are summarised below.

Firstly, the techno-economic requirements such as minimum efficient size of plant,
Increasing returns to scale, indivisibilities in the production process and necessity of
competition require outward orientation. Failure to exploit these phenomena through
trade may significantly impair growth. Export promotion permits entrepreneurs to
base their plans on whatever size of plant seems more appropriate; domestic market is
not a binding constraint. Due to greater competition under export promotion,
monopoly power is less likely to arise. Export promotion may also be more efficient in
permitting rapid expansion of profitable activities; under import substitution inefficient
firms and sectors expand approximately as rapidly as efficient ones. Finally outward
orientation permits more use of labour which is abundant in most developing

countries.

The second hypothesis states that differences in growth rates have resulted, not from
the choice of strategy per se, but rather from the excesses in the ways in which import
substitution strategies were administered. For example, extreme currency
overvaluation combined with quantitative restrictions provided the equivalent of
prohibitive tariff protection. Techniques of allocating import licenses were such that

they prevented competition among domestic firms and rewarded entrepreneurs for
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their licence-getting abilities rather than their cost-minimising performance. Excessive
and detailed quantitative controls were employed over many aspects of economic

activity and this in turn encouraged rent seeking.

The third hypothesis is that policies adopted under export promotion are closer to an
optimum and the role of trade policy is to constrain the policy makers 1n such a way
that they do not impede growth. According to this explanation, there need not be a
bias for exports; a neutral regime would do. Even if there i1s a conscious bias in favour
of export promotion, it is better than import substitution as the policy would be less
distortive. Policy makers receive the feedback of their policies quickly and can take
corrective action when required. It is argued that incentives cannot be as biased
towards export promotion as they can be under import substitution. This is so because
to do so would require export subsidisation which would immediately manifest itself
in the form of a drain on the budget. Also, if the exchange rate is out of tune with the
market the result would become apparent in the form of an imbalance on the current
account. Moreover, if the exporters are expected to compete in the international
market they have to be provided ready access to imported capital goods, intermediate
goods and raw materials. This would in turn call for a fairly liberal and efficient trade

regime.
2.1.5 New Export Pessimism

Many East Asian countries have demonstrated that it is possible to grow on the basis
of manufactured exports. However, many critics like Cline (1982) have expressed
doubts whether the East Asian model of development can be generalised. Export
expansion may have worked for these countries but it cannot be replicated elsewhere
as these countries were successful because of favourable initial conditions. Some
have invoked the fallacy of composition argument to assert that if other developing
countries also reach high exports to GDP ratios the world market would be saturated
and their terms of trade may deteriorate. More recently, Lutz and Singer (1990) have
argued that the so called Washington consensus, advocating outward orientation as an

engine of growth, is based on two assumptions namely small country and fallacy of
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composition. The evidence presented by them suggests that there is a sizeable group
of countries for which the assumption of exogenous traded goods prices can be
rejected. The implication is that terms of trade considerations should be included 1n
trade liberalisation policies and this should make the advocates of trade liberalisation
at any price a little more cautious. The terms of trade effects may rise considerably if

several countries liberalise simultaneously.

It can be argued that it would be unreasonable to expect that all countries would
export at the same time, at the same rate and with the same range of exports.
Empirical studies (see Balassa, 1983) suggest that intraindustry trade through
horizontal specialisation has increased and the extent of such trade conducted by
industrialised countries has grown much more rapidly with developing countries than
with other industrialised countries. Moreover, the ever-changing structure of
comparative costs allows a country to proceed up the sophistication ladder of
manufactured exports; as a country moves up this ladder another country 1s waiting 1n
the queue to take its place. Further, critics may be emphasising too much on the
external demand conditions; whereas the reality may be that it 1s the domestic factors
like the ability to compete in world markets which may be at the root of successful
export performance (Kravis, 1970; Riedel,1984; Love, 1984 ). Lastly, there 1s a large
scope for intra-LDC trade as the trade within the developing countries accounts for a

small proportion of their total trade.

2.1.6 Design of Trade Reform

The transition from inward orientation to outward orientation involves costs as some
activities become more profitable and others less so. The industries whose profitability
1s threatened may resist the change and may employ political means to obstruct the
process. Moreover the workers who are threatened by the new changes may step up
their militancy making it difficult for the decision makers to implement reforms. The

problem of transition makes the design of policy reform important.
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World Development Report (1987) has listed three types of trade-reform measures:
replacing quantitative restrictions with tariffs, reforming tariffs and direct promotion
of exports.

(a) A move from non-tariff barriers to tariffs i1s commonly accepted as a move
towards more open trading system. Tariffs are more transparent than quantitative
restrictions because they are price instruments and therefore changes in foreign prices
feed in more readily to the domestic economy. Thus a move from quotas to tariffs can
be regarded as a first step of trade policy reform.

(b) The movement towards greater neutrality of trade regime involves first, lowering
the average level of protection and second, reducing the dispersion or variance of
protection. It is possible that reform may reduce average protection but may not make
the tariff structure more neutral. For example, a reform which lowers the protection
on inputs and capital goods but leaves the protection on final goods intact ends up
increasing the effective protection though it may reduce the average level of
protection. There are various ways of lowering the level and dispersion of tariffs.
World Bank recommends simple schemes as opposed to case by case or fine tuning
methods. One simple way would be to follow the so called concertina approach to cut
tariffs above a certain ceiling and then further reducing them to a lower ceiling and so
on. This may lead to low adjustment cost without leading to increases in effective
protection rates.

(c) As long as the average tariffs are not zero, discrimination against exports will
remain which can be offset by subsidising them or making inputs available at world
prices. However, this may require budgetary resources that may not be readily
available. Administering a subsidy may also encounter administrative problems and
may encourage rent seeking. It may further lead to WTO disputes and countervailing

duties in importing countries.

Apart from above, trade reform should be associated with a real devaluation if current
account 1s not to deteriorate and if employment losses in import-substituting
industries are to be made up by employment gains in export promotion. Providing a

realistic real exchange rate is vital to the success of trade reform and this would
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require macroeconomic policy that manages inflation and nominal exchange rate mn

such a manner that domestic costs are kept in line with international prices.

Trade reform is partly a political process in which credibility and expectations play an
important role. Rodrik (1989, 1990), in this context, emphasises the role of credibility
and sustainability for successful implementation of reforms. Rodrik argues that trade
reform will be successful if it moves resources away from sectors where they are less
productive into sectors where they will be more productive. In the process of doing so
considerable adjustment costs may be borne. The willingness of workers and
entrepreneurs to bear these costs would depend on their views about staying power of
these reforms. Therefore, it is not trade liberalisation per se but credible trade
liberalisation that is the source of efficiency benefits. It is therefore incumbent on the
policy maker to ensure that the reform is viewed as sustainable. If the trade reforms
are viewed as unsustainable this leads to uncertainty in the policy environment and
this can cripple the animal spirits of private investors. Weakly credible reforms create
uncertainty in the private sector in two ways. They create doubt about the kind of
policies the government would follow when the reversal materialises as well as to the
timing of the reversal. In such an atmosphere investors may prefer to keep their
wealth abroad in liquid form and may shun physical investment until some of the key

uncertainties are resolved.

There are a number of reasons why credibility problems may arise. Credibility
problems may arise because the government is engaged in following inconsistent
policies. For example, if the exchange rate is sizeably overvalued the private sector
can soon figure out that the resulting current account deficits are unsustainable.
Therefore, trade liberalisation that 1s not accompanied by a sufficiently large
devaluation will be perceived as unsustainable. Credibility problems may also arise
due to dynamic inconsistency of policies. The government may be tempted to revert
to the previous policies after the private sector responds to reforms. For example, the
government may promise subsidy to exporters upon exports and once the exports are
shipped the government may backtrack on its commitments. Trade reforms may also

run into problems because of distributional implications: factors of production specific
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to export production may gain and those specific to import-competing activities may
lose out. When considerable political opposition is expected due to redistribution,
entrepreneurs may prefer to wait until the dust is settled-until either the reform
becomes well entrenched or it is decisively defeated. Unsettled macroeconomic
environment is the perhaps the greatest enemy of trade reforms. High inflation, low
erowth and high real interest rates may all distort relative prices and may diminish the
ability of the private sector to adjust to the changes in relative prices. In many cases
the credibility is damaged because the public is unsure about the true motives I
implementing the reform. The government may be implementing reform under World
Bank or IMF pressure and its own commitment to reform may be weak. A reform can
also end up being reversed for no better reason than a widespread pessimism that 1t
will not survive. In such a case the supply and investment responses may not be

forthcoming and the reform may fail.

The importance of sustainability derives from the fundamental link between stability
and private investment. The government committed to reforms has to ensure a stable
environment, the key components of which are: (a) stable macro policies, chietly a
small fiscal deficit and a realistic exchange rate policy; (b) a credible and predictable
set of microeconomic incentives, widely expected to be sustained into the indefinite
future; and (c) the absence of sharp distributional changes that would create political
pressures to reverse course down the line. The eradication of allocative mefficiencies
through liberalisation may sometimes have to play a secondary role when it threatens

policy stability.

Liberalisation can result in benefits only if it is perceived to be credible and
sustainable. In Rodrik's (1990) words, "getting prices right in a temporary manner can
easily do more damage to resource allocation than leaving them distorted. The
uncertainty induced by such policies can seriously damage private mnvestment, as well
as discredit other reforms implemented simultaneously” (p. 939). The conclusion,
therefore, is that if liberalisation comes in conflict with the requirements of

sustainability then it may have to take a back seat, at least for the time being.
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Finally, the range of trade reform should preferably be narrow but its magnitude
ambitious. In Rodrik's view, credibility and sustainability require a big push rather
than gradualism. A big push may be required to defeat a sense of deja vu on the part
of workers and entrepreneurs; to neutralise the sluggishness of private-sector
responses arising out of capital irreversibilities; and to build up a constituency for

reform as quickly as possible.

Part II: Trade Policy and Growth: Empirical Evidence

Prebisch and Myrdal prescribed import protection and export taxes on primary
products for developing countries. These policies came to be widely pursued after
World War II. Since primary exports faced inelastic demand conditions in the world
markets, a policy that raised their prices was expected to increase export earnings of
developing countries. Yet in Prebisch's own country Argentina this led to reduced

export-market shares rather than increased export earnings.

Kravis (1970) showed that after gaining export shares in earlier periods, developing
countries lost market shares in primary as well as manufactured exports during 1953
to 1966. Excluding fuels, the primary exports of developing countries increased by
1.8% per year as compared with a growth of 5.7% per year for developed countries
during the above period. As we noted earlier, the differential export performance of
developed countries was linked to their success in increasing export market shares and
diversifying exports. This, in turn, was the outcome of policies followed rather than

external factors.

In this chapter, we survey the empirical evidence on the impact of trade policy on
growth. Edwards (1993) has classified modern empirical work on trade policy and
growth mnto two broad categories: (a) large scale multi-country studies that have
investigated in detail the experiences of a group of countries with trade policy reform.
These studies have often been sponsored by multilateral institutions and have led to
book length research on each country studied; (b) econometric studies that have

investigated, on the basis of cross-country data, the relationship between export

38



expansion and growth. To this list we have added two more: (c) studies using
alternative indicators of trade orientation; and (d) those using subjective indices of

trade orientation.

2.11.1 Multi-country Studies

The studies by Little, Scitovsky and Scott (1970) and Balassa (1971) are path-
breaking works and have analysed the commercial policies of a number of countries
and their impact on economic growth. The Little et al project dealt with Argentina,

Brazil, Mexico, Malaysia, Pakistan, Philippines and Norway.

The most important contribution of these studies was the computation of effective
rates of protection (ERPs) for each country so as to see how the structure of
protection provided to intermediate and final goods affected the relative profitability
of sectoral value added. It was shown that degree of protection granted to
manufacturing value added was significantly higher than suggested by nominal
protection rates. From this it was concluded that most developing countries had
excessively protected their industries at the cost of agriculture and exports. The
emerging policy recommendation was that developing countries should reduce their

degree of protection and open up their economies to international competition.

These studies captured the structure of protection in various countries studied at a
point of time and no attempt was made to study the evolution of ERPs over time. As
a result no serious effort was made to analyse liberalisation episodes. Secondly, the
studies concentrated on the characteristics of import-substitution regimes and did not
investigate the characteristics of alternate trade regimes or how specific countries

evolved from one trade regime to another.,

Another multi-country study was undertaken by Bhagwati (1978) and Krueger (1978)
and makes an attempt to classify trade regimes. The study included nine individual
countries but no volume on these countries was published. Trade orientation was

sought to be captured by the degree of bias against exports (B) and this was defined
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as a ratio of effective exchange rate of imports to effective exchange rate for exports.
When B is less than one, it implies export-promotion regime and when greater than

one, import-substitution regime. When B equals one, it represents a neutral regime.

In the above study trade liberalisation was defined as any policy that reduces the anti-
export bias. However, this can be achieved by maintaining high tariffs and then
offsetting their effect by subsidising exports. With time, however, the concept of
liberalisation has acquired a sharper focus where all trade distortions are sought to be
removed including tariffs and subsidies. This position of liberal trade has been
criticised by Deepak Lal and S. Rajapatirana (1987) who argue that there 1s no firm
evidence linking liberal trade regime and economic performance. In the empirical
country cases, Bhagwati and Krueger mostly made use of reduction in import licenses

premium as the fundamental step in trade liberalisation.

Krueger and Bhagwati also attempted a five-phase definition of trade regimes as these
evolve over time. Phase I is characterised by across the board imposition of
quantitative restrictions usually associated with balance of payments crisis. During
Phase II, the control system becomes more complex and discriminatory increasing the
anti-export bias of the regime. Phase III marks the beginning of the liberalisation
process in which devaluation is accompanied by relaxation of quantitative restrictions.
In Phase IV, the process of liberalisation is continued and quotas are replaced by
tariffs. In Phase V, the economy is fully liberalised where current account is fully

convertible and quantitative restrictions are no longer used.

Bhagwati and Krueger consider devaluation as an important liberalisation policy. The
reason is that in the presence of quantitative restrictions a real devaluation will reduce

rents accruing to import licenses and therefore the premium on them will be lower.

This will result 1n a reduction in anti-export bias.

Using the data from individual country studies, Krueger (1978) econometrically tested
two hypothesis: (a) more liberalised regimes result in higher rates of growth of

exports and (b) a more liberal trade sector has a positive effect on aggregate growth.
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Krueger tested these hypotheses using pooled data for traditional and non-traditional

eXpOrts.

(1) Log X = ap; + g log REEX; + 1T, + a;d,T, + azdth -+ a3d1 + asd, + uy

where X, = non-traditional or traditional exports in country i in period t

REERX = real effective exchange rate for exports

T, = linear time trend
d, = dummy that takes value of one in phase I and II and zero otherwise
d, = dummy equal to one in phase IV and V and zero otherwise

(2) GNPt = b() -+ b]T[ 1 bZIOgXt +b3d1Tt +b4d2T[ -+ U,

where X, is an index of dollar value of exports of country 1 in year t relative to 1's

average exports over the entire period

The results of the regression analysis showed that a more depreciated real effective
exchange rate for exports (REERX) has a positive impact on non-traditional exports;
traditional exports however are not sensitive to changes in REERX. For both types of
exports, d;, the dummy variable for phases IV and V, was significantly positive
suggesting that a move to a more liberalised regime also has a positive effect on

export growth. However, REERX was more umportant than movements in the

liberalisation ladder.

As far as GNP growth is concerned, Krueger argued that her estimates provided
strong evidence in favour of an indirect effect of liberalisation on growth. Higher
exports positively affect GNP growth. However, dummy variable coefficients were

not significant suggesting that there is no direct effect of liberalisation on growth.
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2.11.2 Econometric Studies Using Cross-country Data

In the multi-country studies, only a few countries were studied. Some researchers
have tried to broaden the scope of the enquiry by using larger cross-country data to
test econometrically the relationship between trade orientation and growth. One way
of doing that would be to establish a correlation between rate of growth of exports

and that of output, where export growth is taken as a proxy for outward orientation.

Michaely (1977) suggested that this correlation is not appropriate as exports are a
part of output and the problems of multicollinearity arise. Therefore, in his 41 country
sample for 1950-73, Michaely used rank correlations between rate of growth of
export shares of GDP and output growth. He found that the Spearman rank
coefficient was significantly positive (0.308) for the entire sample and 0.523 for a sub-

sample of 23 middle income countries.

Heller and Porter (1978) noted that Michaely's own procedure of correlating growth
rate of export share of output with output growth is subject to the same criticism as
cited by him. Therefore, they suggested replacing output growth with growth of
output net of exports. The authors obtained a high positive correlation between the
two variables in a cross-country study using a sample of 41 countries. Their results
were reconfirmed by Balassa (1978) who correlated export growth with growth of

output net of exports by using pooled data for nine countries for the period 1960-73.

Edwards (1993) notes that the above results suffer from three main criticisms. Firstly,
by looking at correlation coefficient other factors affecting output growth are ignored.
Secondly the issue of causality between export growth and output growth is not
addressed. Thirdly the above results are not based on a model or firm theoretical

foundation.

Feder (1983) bases his work on a model derived from neo-classical production
function. The idea behind this approach is that exports contribute to output growth in

two ways. Firstly, they generate externalities in rest of the economy through improved
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techniques of production and better management. Secondly, the export sector 1s more
productive and, therefore, its expansion relative to other sectors has a positive net

effect on total output. Feder uses the following equation for rate of growth of GDP.

Y/IY=a@/Y)+b(L/L)+c XY) (XX

Feder used a sample of 31 semi-industrialised countries to estimate the above

equation from the period 1964-73. The hypothesis tested was whether the coefficient

of (X/Y) (X /X) was significantly positive. He obtained the following result with t

statistic in brackets:

Y/Y =0.002 +0.178 (/Y) + 0.747 (L /L) + 0.422 (X/Y) ( X /X)
(.180) (3.542) (2.862) (5.454)
R*=0.69

From these findings Feder interpreted that marginal factor productivities in export

sector are higher than in the non-export sector. He also tried to disentangle export

productivity from export externality by estimating an equation that included ( X /X) as
an additional regressor. He found that both effects are positive but export externalities

were relatively more important than productivity differentials.

Ram (1985) has used a simpler model where exports enter the production function as

an additional variable: Y = f ( K, L, X). In this case, the relevant exports variable is

( X /X) and not (X/Y) ( X /X) as in Feder. A problem with this simpler formulation is
that the channels through which exports impact upon GDP are not specified. Based

on this, Ram estimates the following equation:
YIY =a+b@/Y)+c(L/L)+d (X /X)

where b is marginal physical product of capital and ¢ and d are elasticities of output

with respect to L and X.
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Ram estimated this equation by using data on 74 developing countries for the periods
1960-70 and 1970-77. He also introduces dummy variables to differentiate between
low and middle-income countries. His findings are: (1) in all cases export variable has
large and statistically significant coefficients; (2) the effect of export growth on GDP
is larger in 1970-77 than in 1960-70 as might be expected from the fact that greater
strain on balance of payments during 1970-77 would have made export performance
more important to economic growth; and (3) the export coefficient is larger for
middle-income countries than for low-income countries during 1960-70 but during
1970-77 this differential almost vanishes. From this he concludes that export

performance does seem important for economic growth.

The above studies suffer from a number of drawbacks: (a) the problem of in-built
correlation between exports and GDP, as exports are a substantial part of GDP; (b)
the omission of world trading environment; (c) the strength of the relationship may be
stronger for middle-income countries; (d) the issue of causality between export
growth and income growth is not addressed; (e) the results lack robustness to the
inclusion of other explanatory variables or the sample chosen; and (f) the problems

related to equation specification. These criticisms are discussed below.

2.11.2(a) the problem of in-built correlation:

Sheehey (1990) argues that the above results based on correlations or production
function type regressions are biased by an in-built correlation between exports and
GDP as exports are a substantial component of GDP. Sheehey argues that these
empirical tests have no bearing on export promotion-import substitution controversy.
Using correlation as well as regression framework, he applied the same tests to all
other major subcategories of GDP and it was found that they had a similar
relationship to GDP as exports. This suggests that the tests seem to be capturing a
correlation with GDP common to all large categories of production. Therefore, the
superiority of export promotion must rely on evidence other than cross-country tests.
In another paper, Sheehey (1992) argues that if one takes alternate export variables

not subject to this bias (i.e. X/Y ratio and rate of growth of this ratio) then the
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relationship between exports and growth is not robust at all. It was found that X/Y
ratio generally showed negative relationship with GDP during the period 1960-81. As
far growth in X/Y is concerned, it had a positive impact on growth for more
industrialised countries in the 1960s, a period of strong growth in world trade. In
general, a stronger trade orientation may result in lower output growth particularly

during a pertod of weak world demand.
2.11.2(b) neglect of world trading environment

This brings us to another issue. Is the export-GDP relationship sensitive to rate of
growth of world trade? If that is the case, the success of the outward-orientated

strategy would depend upon the world market conditions.

One way of taking account of the world market environment would be to compare the
results of the cross-country growth equation for two or more periods. Some authors

have tried to run regression equations for pre and post 1973 oil shock. Balassa (1985)

found that the coefficient of ( X /X) is higher for 1973-79 period than for the earlier
1960-73 period. Similarly Ram (1985), as we noted, found that the coefficient of

(X /X) is higher for 1970-77 than for 1960-70. Ram (1987) in another paper divides
his sample of countries before the o1l shock (1960-72) and after the o1l shock (1973-
82). For vast majority of the countries the coefficient for the later period is greater
than that of the earlier period. The results of these earlier studies led Balassa to
conclude that 1n the face of the external shocks outward-orientated strategy showed

better results in terms of economic growth.

Rana (1988), however, pointed out that Balassa's method is not strictly comparable as
his pre-1973 sample included 11 countries and post 1973 sample had 41 countries.
Rana reestimated the equations using the same group of countries in both the periods.
Using pooled data he found that the coefficient of the export variable turned out to be
smaller for the post 1973 period than for the pre 1973 period. These results were
supported by Kohli and Singh (1989) who found that the coefficient of the export
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variable was always significant in the first period while it was not always so in the

later period.

Another approach to take account of the world economic environment 1s to classify
countries in two categories: those facing favourable world demand and those facing
unfavourable demand. Gray and Singer (1988) divide the countries between those
facing above average world demand and those facing below average world demand.
They found that Spearman correlation coefficient was significantly positive for
countries facing above average world demand and insignificant for those facing below
average world demand. This led Gray and Singer to conclude that outward orientation
could not be considered as a universal recommendation for all conditions and for all

countries.

2.11.2(c) Is the strength of the relationship confined to middle-income countries?

Another drawback of the approaches linking exports with GDP is that these findings
may be confined to middle-income countries. As we noted earlier, Michaely had found
the correlation was higher for the middle-income countries than for the whole sample.
Helleiner (1986) has argued that a minimum level of development 1s required before a
country can reap the benefits of export promotion. Moreover export-promotion

policies are likely to have doubtful effects for the poor countries of Africa.

In addressing this criticism Ram (1985) made use of dummy variables to capture the
differential between middle and low-income developing countries. The criterion used
for differentiating the countries between poor and middle income is per capita income
of $300 in 1977, the same as used by the World Bank. As we noted, he found that
during 1960-70 the impact of export performance on growth was larger for middle-
income countries but during 1970-77 the differential almost vanishes. Kohli and Singh
(1989), on the other hand, distinguish between countries on the basis of a minimum
critical threshold related to trade structure rather than per capita income. Of the 41
countries, those having more than 6% export growth per annum or exports to GNP

ratio exceeding 17% were classified as outward orientated and others as non-outward
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orientated. Using Feder's model, they found that during 1960-70 the coetficient of
export growth was significantly positive for both group of countries but significantly
larger for outward-orientated countries. For the pertod 1970-81, however the

coefficient of the export variable was insignificant for both group of countries.

2.11.2(d) the issue of causality

Another problem with above studies relates to causality. Most of the studies using
regression framework noted above assume that the causality runs from exports to
GDP. However, it is plausible to argue that it is the faster growing countries that have
a more dynamic export sector. It 1s also equally plausible to argue that there could be
simultaneity in the relationship between exports and GDP. Some authors have tried to
test the direction of causality between exports and growth. Jung and Marshall (1985)
have used 37-country sample to perform Granger-causality technique and found that
in 22 cases it was not possible to establish the direction of causality without
ambiguity. Only in four cases, the direction of causality ran from exports to GDP.
These were Egypt, Indonesia, Costa Rica and Ecuador. Hutchinson and Singh (1987)
have applied Granger causality test to 34 countries and found that only in ten
countries causality ran from exports to GDP; in three cases GDP growth caused

export growth; while in 18 cases it was not possible to establish one-way causality.

Bahmani-Oskooee et al. (1991) have criticised the Granger test on the grounds that
there is arbitrariness in the choice of lags and in the level of significance. They,
therefore, employ the two-stage procedure developed by Hsiao to overcome the
shortcomings of the Granger procedure. Love (1994) uses Hsiao synthesis to examine
the two engine of growth hypothesis: (1) that export growth is positively and causally
related to income growth; and (2) that growth of government sector is positively and
causally related to income growth. Using time-series data for 20 countries and
employing Heller and Porter approach of defining income net of exports, Love finds
weak support for exports as an engine of growth hypothesis. While ten countries
exhibited positive causality from exports to income, the number of countries

exhibiting such causality drops to five if income is taken net of exports. In contrast to
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the case of export growth, Love finds very little evidence consistent with government-

led-growth hypothesis.

Bahmani-Oskooee and Alse (1993) have criticised the studies based on the standard
causality procedures on the grounds that these procedures cannot be applied without
taking into account the cointegrating properties of the concerned variables. If exports
and GDP variables are cointegrated then the standard Granger test is inapplicable and
may lead to misleading results. In this case another channel of causality opens up
through the error-correction term. Therefore, they recommend cointegration and
error-correction modelling to combine the short-term as well as long-term causal
impacts. Employing this methodology and using quarterly data, they find that there is
a strong empirical support for two-way causality between export growth and GDP

growth 1n 8 out of 9 countries studied.

Esfahani (1991) has tackled the causality problem by employing three-equation

framework. He finds that when his growth equation 1s estimated using two-stage least

squares, the estimated coefficient of (X/Y) ( X /X) became insignificant. Moreover,
most of the literature analysed above is based on the presumption that exports
generate positive externality. Esfahani, however, argues that exports also help relax
foreign exchange constraint as in two-gap models. Therefore, ignoring imported

inputs biases the coefficient of the export variable upwards and once intermediate

imports are included, the coefficient of (X/Y) (X /X) drops and even becomes

insignificant for some sub-periods.

2.11.2(e) robustness of results

This brings us to the issue of robustness of the results linking export growth with
GDP growth. Levine and Renelt (1992) examine whether the conclusions from the
existing studies are robust or fragile to small changes in the conditioning information
set. Using Leamer's (1983) extreme bound analysis, Levine and Renelt find that
almost all results are fragile; and the statistical significance of nearly every structural

and policy indicator is highly sensitive to the inclusion of additional explanatory
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variables. The only robust results are positive correlation between GDP per capita

growth and the share of investment in GDP and between the investment share and the

ratio of international trade to GDP.

As far as the effect of trade-policy indicators is concerned, the extreme bound analysis
used by Levine and Renelt yields three important results. First, if one substitutes
imports or total trade for exports in cross-country growth or investment regressions,
one essentially obtains the same coefficient estimate and coefficient standard error.
Thus researchers, who identify a significant correlation using an export performance
measure, should not associate this result with exports per se because it could be
obtaimned by using a corresponding measure of import or total trade. Second, the share
of trade 1n GDP i1s robustly and positively related to the share of investment in GDP.
The same result was obtamned using exports to GDP ratio or import to GDP ratio.
Fmally, 1n the presence of investment share in GDP in the equation, there was no
robust independent relationship between any trade or international price distortion
measure and growth; although exports to GDP share was found to be robust in
growth equation when mnvestment variable was dropped. Thus, on the basis of these
three results, Levine and Renelt conclude that the relationship between trade and
growth 1S based on enhanced investment and not necessarily through improved

resource allocation.

Levine and Renelt did not find any robust relationship between any trade-policy
indicator and growth; nor did they find any robust link between any human capital
variable and growth. Levin and Raut (1997) confirm these findings using panel data
for a sample of 30 semi-industrialised countries over the period 1965-84. They find
the same sensitivity of results to changes in time period, selection of_ countries and
explanatory variables that was documented by Levine and Renelt. However, Levin
and Raut find a strong and robust evidence of an interaction between average
education and growth in export GDP ratio, which earlier studies have not considered.
Their results indicate a high degree of complementarity between trade policies and
education expenditures and provide new empirical support for the hypothesis that

export orientation contributes to economic growth through economies of scale and
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other sectoral productivity differentials and not merely by relaxing import capacity
constraints. In addition, growth in the manufactured exports/GDP ratio has a strong

influence on economic growth, whereas growth in the ratio of primary exports to

GDP has negligible influence, indicating that increasing returns and other efficiencies
are mainly concentrated within the manufactured export sector. These findings lend
support to policies that simultaneously promote investment in human capital as well as

investment in manufactured export sector.

2.11.2(f) problems relating to equation specification

Finally, the cross-country regression results suffer from the problems related to the
specification of the equation. In linking export growth with GDP growth, certain
important factors such as role of human capital and intermediate imports get omitted.
We have seen that Esfahani's results show that exports also help relax the foreign
exchange constraint as in two-gap models; once intermediate imports are included, the
coefficient of the export variable drops and even becomes insignificant. Similarly, the

assumption of a linear relationship between exports growth and GDP growth has also

been questioned. When the quadratic term (X/Y) ( X /X)* is added to the equation, its
coefficient turns out to significant implying that effect of export growth on GDP

growth is subject to diminishing returns ( Kohli and Singh, 1989).

2.11.3 Alternative Indicators of Trade Orientation

As we saw, the simplest measure of trade orientation uses the actual trade flows such
as growth rate of exports, growth rate of imports, share of imports or exports or total
trade to GDP. The positive association obtained by researchers between an export
performance measure and growth could be obtained by substituting the export
performance measure with any other trade flow measure. One problem with the trade
flows 1s that they are at best an imperfect proxy for trade policy. Apart from trade
policy, trade flows are affected by other factors such as country size, population,
resource endowments etc. For example, large countries generally have smaller trade

shares.
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Therefore, one improvement over the trade-flow approach is to use the deviations of
actual from predicted trade flows based on variables such as country size, resource
endowments etc. This 1s done by Syrquin and Chenery (1989), who adjust the actual

trade flows for certain structural characteristics of a country mentioned above.

Balassa (1985) constructed an index of trade policy as the deviations of actual exports
from the exports predicted by a structural model of trade. He assumed that exports
are a function of per capita income, population and mineral resource availability. The
residuals in the cross-country export equation were used to measure trade orientation;
positive ones indicating export promotion and negative ones inward orientation.
When this trade variable was included in the growth equation, its estimated coefficient

was significantly positive for a sample of 43 countries studied over the period 1973-

79.

Another approach, introduced by Leamer (1988), uses an empirical Heckscher-Ohlin
model with nine factors to estimate net trade flows and trade intensity ratios for 183
commodities and 53 countries. He then takes the differences between the predicted
and actual trade intensity ratios as an indicator of trade barriers. Leamer uses this
approach to construct two types of indicators: openness indicators and intervention
indicators. The openness indicators measure the impact of trade policy - tariff as well
as non-tarift barriers - in restricting imports. The intervention indicators capture the
extent to which commercial policy distorts trade, either positively or negatively. The
main difference between the two is that the intervention measures, apart from
capturing the impact of trade restrictions, also capture the role of subsidies.

Edwards (1992), using Leamer's indicators, finds a strong and robust relationship
between trade orientation and economic performance. The countries with more open

and less distortive trade policies have tended to grow faster than those countries with

more restrictive commercial policies. Edwards' findings are robust to the choice of
trade policy indicator, estimation method, sample selection, measurement error

correction, equation specification and time period used. Edwards uses nine alternative
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indicators of trade policy to check the robustness of his results. These alternative

indicators are: average black market premium, coefficient of variation in the black
market premium, index of relative price distortion, average import tariffs, average
import tariffs for the manufacturing sector, average non-tariff barriers coverage,
World Development Report’s (1983) index of trade distortion, index of effective rate
of protection and World Bank (1987) index of outward orientation. Edwards,
however, believes that these indices are less desirable as compared to Leamer’s
indicators but are used by him to check the robustness of the results. Leamer’s
indicators are the best that one could possibly obtain in a cross-country setting. They
are objective, comparable across countries and continuous. Moreover, they collapse

the effect of tariff and non-tariff barriers into one index.

Dollar (1992) uses an outward-orientation index based on exchange rate distortion
and variability. He finds that there 1s a significant and negative relationship between
distortion in the real exchange rate and growth of per capita GDP, after controlling
for the effects of real exchange rate variability and investment level. The potential
gains to Latin American and African economies of following more outward-orientated
policies are quite large. Per Capita GDP growth rate would increase an estimated 1.5

to 2.1 percentage points 1if these regions shifted to Asian-type trade policies.

Pritchett (1996) examines the link between the various empirical indicators used in the
literature to measure the trade-policy stance. He finds that that these measures of
trade policy are completely uncorrelated across countries. If this is so then the
conclusion of the studies based on these indicators that outward-orientated countries
perform better is doubtful. Two implications of the paper are: (1) no reliable, robust
estimate of the impact of outward policy orientation on economic performance is
likely to be possible from cross-country data; and (2) the alternative objective
summary measures of trade policy produce entirely different country rankings in terms

of outward orientation.

Harrison (1996) finds that the correlation between the various measures of trade

policy may not always be strong; there is generally a positive association between
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growth and different measures of openness. The strength of the association 1s stronger
if one uses the panel data that combines cross section and time series. The results of
the vector autoregressions suggest that the causality between openness and growth

runs in both directions.

2.11.4 Studies Using Subjective Indices of Trade Orientation

Edwards (1993) notes that most cross country econometric work on the relationship
between trade orientation and growth implicitly or explicitly follows two-stage
methodology. In the first stage it is assumed that more liberalised economues
experienced faster growth of exports. In the second stage it is tested whether
countries with a faster growth of exports have experienced a more rapid growth of
GDP. A positive answer to second proposition is construed as evidence for outward
orientation and liberalisation fostering growth. The fundamental reason why this two-
stage approach is so popular is the difficulty in measuring trade policy or trade

orientation directly.

As an alternative, one may construct subjective indices of trade orientation in which
the researcher uses his information to classify countries in various groups. The World
Bank (1987) study has classified a sample of 41 developing countries into four
groups: strongly outward orientated, moderately outward orientated, moderately
inward orientated and strongly inward orientated. In doing so four indicators-
quantitative and qualitative- have been used. They are effective rate of protection, use
of direct controls such as quotas and import licensing schemes, use of export

incentives and degree of exchange rate overvaluation. Each group of countries is then

examined for two periods, 1963-73 and 1973-85.

The economic performance of the four groups is judged by specific indicators taken as
weighted group averages. These are growth rate of GDP, growth rate of per capita
income, gross domestic saving ratio, growth of manufactured exports and inflation
rates. It was seen that economic performance in terms of above indicators has been

broadly superior for outward-orientated economies as compared to inward-orientated
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economies "in almost all respects”. It is further pointed out that although governments
adopt inward orientation to promote industrialisation, yet various indicators of
industrialisation such as growth of manufacturing value added, share of manufacturing
value added in GDP, share of labour force employed in industry and growth of
employment in manufacturing, show that outward-orientated economies have
performed better. The outward-orientated economies also did better in terms of
agriculture value added and reduction in income inequalities. The study cites evidence
from Fields (1984) to show that outward-orientated strategy has led to improvement
in distribution of income as measured by Gini coefficient. The study further cites
evidence on total factor productivity growth to suggest that rapid economic growth

and efficient industrialisation are usually associated with outward orientation.

The classification adopted by World Bank study 1s based on criteria that are largely
subjective and, therefore, subject to criticism. For example, many researchers have
objected to Korea's classification as strongly outward orientated, although it 1s well
known that government played a key role in Korea's success. Moreover, Korea 1s
classified as strongly outward orientated in both periods, 1963-73 and 1973-85, even
though Korea's trade regime in the earlier period was significantly more restrictive.
Another interesting fact to note is that Chile is classified as only moderately outward
orientated, whereas another World Bank study by Papageorgiou et al (1991) gave

Chile a perfect score of 20 1n its liberalisation index.

Singer (1988) has criticised the World Bank study on the grounds that different initial
levels of per capita income of the four groups of countries have not been taken into
account 1n demonstrating that outward orientation works better. Strongly inward-
orientated countries consist of poorer countries as compared with outward-oriented
countries; and "as we move along the scale, there is a regression 1n per capita income

level even clearer and more striking than the regression in economic performance
highlighted by the WDR" (p. 233). If this is taken into account then "what the WDR

analysis really tells us is that poorer countries find it more difficult to progress than
countries already further up the development ladder, such as the NICs and middle

income countries. This 1s none other than the old principle of vicious circles of
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cumulative causation emphasised by Myrdal, Nurkse and other structuralists so

disliked by the neoclassicals who seem to dominate the WDR" (p. 233)

Some authors have extended the World Bank analysis further by making use of
regression framework. Alam (1991) points out that studies using export growth as a
proxy for outward orientation suffered from the limitation that the connection
between export growth and trade policy remained unproven. To overcome this
problem, he made use of a more direct measure of trade orientation made available by
the World Bank for a sample of 41 countries for two successive time periods. Since
the World Bank uses a fourfold classification of trade orientation, Alam assigns the
values ranging between 1 and 4 to the countries, with the highest value taken by the
strongly outward-orientated regime. By using simple regression framework, the
relationship between trade orientation and various macroeconomic variables 1s then
examined. His results show a positive and statistically significant relationship between
outward orientation and export and output growth rates for both time periods. A
positive relationship between trade orientation and saving or investment rates was
also obtained but these were considerably weaker especially for the first period. This
suggests that the impact of trade policies on growth rates acted more strongly through
increases in productivity rather than through increases in investment rates. This was
corroborated by the results of estimations that regressed output growth rates on
labour growth, investment rates, export growth rates and trade orientation dummies.
Pooling data from the two time periods to avoid problems of multicollinearity, it was
found that productivity growth rates are positively associated with outward

orientation as well as export growth rates.

Clark (1995) notes that while studies have concentrated on studying the impact of
trade orientation on growth, little attention has been paid to study the relationship
between trade orientation and growth of the industrial sector. Industrial growth, 1n
economic development, can be viewed as a diffusion process by which industrial
sector increases its share in total output over time. Clark makes use of the trade
orientation values (ranging from 1 to 4 for 41 countries) as noted above to study the

relationship between trade orientation and diffusion of industrial activity. To measure
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the diffusion of industrial activity, logistic growth functions of the share of
manufacturing value added in GDP are estimated. Industrial diffusion rates are then
related to measures of trade orientation and it is found that a significant positive
relationship exists between the two. When dummy variables are used to represent
trade policy, economies with higher outward orientation are found to have
significantly higher rates of industrial diffusion than strongly inward oriented
economies. Thus outward-orientated policies are found to be superior in fostering
industrial development and developing countries will industrialise faster through

export promotion strategies than by import substitution.

Another World Bank study, which constructs subjective indices of trade orientation,
was edited by Papageorgiou et al (1991). The authors of the study take the benefits of
liberal trade for granted. It is the timing, phasing and sequencing involved which
forms the subject matter of study. The focus is, therefore, on the issues of transition.
In the light of the difficulties faced by earlier studies in classifying countries in
different trade regimes, this study constructs subjective index of trade liberalisation
for 19 countries for as many years as possible between 1948-85. The index takes the
value 1 to 20 depending on the degree of openness in an economy. The study defines
trade liberalisation as "any change which leads a country's trade system toward
neutrality in the sense of bringing its economy closer to the situation which would
prevail if there were no government interference” (Vol. 7, p. 20). Score 1 represents
the highest degree of intervention and 20 the most liberal regime. It is interesting to
note that of the 19 countries studied only Chile gets the perfect score of 20, as

mentioned earlier.

The authors admit the weakness of their index. They emphasise that it is ordinal in

nature and not cardinal and, therefore, wholly subjective. It is thus not comparable
across countries but only over time within a country. Consequently, as Edwards
(1993) notes "the indices could not be used as indicators of trade orientation in their

cross-country analysis; instead they had to rely on dummy variables to classify

different episodes" (p. 1367).
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Greenaway (1993) has pointed out that a crucial deficiency of the above study is the
absence of an explicit analytical framework within which individual analyses are
implemented. The definition of liberalisation is inconsistent; its measurement varies
from one study to another; and authors are given free reign in the data and techniques
they use to evaluate the evolution and aftermaths of liberalisations. Theretore, the key
components of the methodology create problems when inferences are drawn. One
could have improved the utility of the study if three things are done: (1) define
liberalisation more clearly; (2) identify an aggregate measure of distortion which can
be used to assess the extent of liberalisation; and (3) given above, one would have a
more powerful instrument for discriminating between episodes and experiences. Once
the common set of tools is available, different episodes can be evaluated and
compared. In Greenaway's words: " It is not sufficient for all parties to ask the same
questions if they then give inconsistent answers, or obtain their answers inconsistently.

If the answers are to be compared, the means of eliciting those answers should as far

as possible be comparable” (p. 221).

2.I1.5 Conclusions

The empirical debate on the relationship between trade policy and growth appears to
be inconclusive (if the judgement is based on earlier studies on the subject). Edwards
(1992) gives two reasons for this state of affairs. Firstly, the theoretical framework
underlying the relationship was weak. While the theory was clear on the static gains of
trade, 1ts generalisation to a dynamic equilibrium growth setting presented some
problems. It is only recently, with the development of endogenous growth theory, that
some important progress towards providing a more convincing and rigorous
conceptual framework has been made. It 1s now possible to establish a long-run
equilibrium relationship between openness and economic growth. In the neo-classical
approach steady state growth is independent of national policies. Secondly, the
empirical work has suffered because it is very difficult to measure trade orientation

that can be used for time-series analyses as well as cross-country comparisons.
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However, it may be pointed that recent cross-section work by Edwards (1992), using
alternative trade-policy indicators, finds that there is a strong and robust relationship
between trade orientation and economic performance. Edwards' findings are robust to
the choice of the trade policy indicator, estimation method, sample selection, equation
specification and time period used. Further, Edwards (1998) finds robust evidence to
suggest that more open economies experienced faster total factor productivity
growth. It 1s important to note that Edwards (1992, 1998) employs a new growth
theory framework, which makes economic growth endogenous, to take note of the

criticism cited above.

Similarly, recent time-series studies (for example, Bahmani-Oskooee, 1993)
investigating the issue of causality between export growth and income growth in a
colntegration cum error-correction modelling framework have found overwhelming
support for the export-led-growth thesis. While there 1s ample evidence in favour of
export-led-growth hypothesis, support for the alternative government-led-growth
hypothesis is almost non existent (Love, 1994). So the recent contributions on the
subject make it appear that trade policy has a robust influence on growth and
productivity. Even if it is assumed that the debate on the impact of trade policy on
growth 1s 1nconclusive, it cannot be denied that a more open policy stance would
permit a country to make better use of the world trading opportunities as and when
they arise; the country may be denied these opportunities if it adopts an inward-

looking policy stance.

Many authors, who criticised the results of correlations or regressions ]jnking. export
growth to GDP growth, have said that their analysis does not imply adoption of
inward-orientated policy framework; the case for outward orientation, however, has
to be built around evidence other than cross-country results. For example, Sheehey
(1990) stresses that his "results in no way overturn the case for an export promotion
strategy. They merely indicate that a large body of evidence that is supposed to
demonstrate the superiority of this strategy has no bearing on this controversy" (p.
115). Further, "an export promotion strategy, if it does provide the benefits widely

attributed to it, must rely on evidence other than these cross country tests" (p. 115).
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Similarly, Pritchett (1996) finds that various empirical measures of trade policy are
uncorrelated and lead to different country rankings in terms of outward orientation,;
therefore, conclusions about the superiority of outward orientation based on cross-
country studies is doubtful. Edwards (1993) is of the opinion that the cross-country
regression analysis, on its own, may not have played much of a role in the recent
popularity of outward-orientated policies. Successful experiences of Korea, Chile and
other countries have much to do with how advisors and politicians think about trade

orientation and commercial policy.

Assuming that exports (or trade) are important to economic growth, then what is the
precise link between the two? Here again the opinion differs. In Feder's model the link
between the two is through productivity and externality. Alam's results also suggest
that impact of trade policy on growth is through increases in productivity rather than
increases in investment rate. Levine and Renelt, on the other hand, argue that trade
has a resource accumulation effect rather than resource allocation effect. Esfahani's
findings suggest that the exports are important because they help relax the foreign
exchange constraint in a two-gap framework. As we saw, when intermediate imports
are included as an explanatory variable in his model, the coefficient of the export
variable drops and even becomes insignificant. So in the empirical work the precise

link between exports (or trade) and growth is not yet clear.

We have also noted that the relationship between trade and growth may suffer from
lack of robustness. The results are sensitive to the inclusion of the explanatory
variables, time period chosen and the selection of countries in the sample, as Levine
and Renelt have shown. Levin and Raut have argued that this sensitivity results from
the complementarity between trade policy and human capital indicators. Once the
effect of both is combined then the results become robust. Further, manufactured
exports/GDP ratio has a strong influence on growth, whereas the growth in the ratio
of primary exports to GDP has negligible influence. This suggests that economies of
scale and other efficiencies are mainly concentrated in manufactured exports sector.
As a policy response this calls for simultaneous investment in human capital as well as

investment in manufactured exports sector.
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We also noted the evidence on terms of trade which suggests that there 1s a long-term
secular decline in terms of trade for primary exports. This, however, does not imply
inward orientation; rather, diversification is the key to expand manufactured exports.
As we also noted successful export promotion is not due to favourable external
factors; but due to internal factors affecting the mobility of resources and the policies

geared to that end.

Growth 1s a complex phenomenon and many forces may be at work including trade
policy. Too much should not be read into trade or trade policy. Trade can be regarded
as one of the factors affecting growth. As Kravis has demonstrated trade was never an
engine of growth. Better expression would be to say that trade acted as a handmaiden
of growth; and this role it still continues to perform even today as it did in the

nineteenth century.

The recent currency turmoil in South East Asian economies confirms that although
they had the right trade orientation, that by itself was not enough. These economies
suffered from weak financial systems (that could not make efficient use of funds),
directed lending, excessive flow of foreign funds into the property markets, and large
short-term borrowings vis a vis total borrowings. These countries were victims of
their own success arising out of the policies of outward orientation; and they
neglected crucial reform in the financial system. The lesson is not that outward
orientation 1s bad; but that trade policy is one of the factors and crucial reform in

other areas cannot be neglected.

Finally, the debate between export promotion and import substitution appears to be
overdrawn. As we saw, the ill effects of import substitution do not result from import
substitution per se; but from the extreme form of import substitution where the
process 1s carried too far. Moreover, we also noted that export-orientated strategy
calls for neutrality of the incentive structure between export promotion and import
substitution. Interpreted in this manner, export promotion is consistent with efficient

import substitution. Export-promotion strategy, in this neutral sense, helps in making
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better use of the world trading opportunities as and when they arise; at the same time,

it also allows for efficient import substitution in line with what a country can do

better.
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CHAPTER 3

TRADE POLICY AND GROWTH: INDIA'S EXPERINCE

When India became independent in 1947, it was natural to choose an import-
substitution and inward-orientated strategy. During British rule trade was viewed with
suspicion and was looked upon as an instrument of exploitation. Due to import of
cheap machine made goods, the traditional handicrafts declined with the consequent
adverse impact on incomes and employment. They were not compensated by a
sufficient rise in modern industry. Under the colonial pattern of development, foreign
investment was attracted into extractive industries that had hardly any links with the
rest of the economy in terms of forward and backward linkages. This fostered dualism
and 1nhibited growth. Therefore, the net impact of the British rule, 1t was argued, was
to impoverish the country and to "drain" its saving or surplus. All this fitted quite well

with the neo-Marxian thesis of development of the centre at the cost of the periphery.

India started its planned development in 1951. From the second plan onwards
(starting 1st April 1956), emphasis was laid on heavy industries. The public sector
was given a prominent role and was required to occupy the ‘commanding heights' in
the economy. The public sector was viewed as an important instrument to achieve the
goal of "socialist pattern of society" and to engineer an economic take off. Private
investment was to be regulated by industrial licensing in order to channel scarce
investment resources in line with plan priorities. Imports were also controlled through
import licensing, high tariffs and exchange controls. Indian five-year plans were
concelved in a closed economy framework and were based on the assumption of
export pessimism. India thus followed an inward looking strategy, and inspired by the

Soviet Plans, went in for detailed forms of planning.

The objective of this chapter is to outline the trade and industrial strategy since
independence and analyse its consequences. In the process we shall spell out India's

model of growth since 1951 and sketch out the main features of this model. As we go
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along, we shall spell out the administrative and legislative measures undertaken to
give shape to India's development strategy. We shall also attempt to make an
assessment of the strategy followed and try to judge its impact on economic
performance particularly growth. In the light of India's experience we shall comment
upon whether this strategy was justified. We shall also spell out the subsequent

policies of trade liberalisation and their impact.
3.1 India's Model of Growth Since 1951

India's development strategy in the post-independence period was closely connected
to the debates on India's development problems in the pre-independence period. On
the one hand, there was the Gandhian approach that talked of self-sufficient villages
and voluntary limitation of wants. It also talked of development that promoted
harmony between man and nature. On the other hand, there was Nehru's modernising
approach based on scientific spirit and socialist path of development within a
democratic framework. Nehru was greatly influenced by Soviet planning and was very
appreciative of Soviet socialism. The national planning commuttee set up by the
Congress party in the pre-independence period reflected a strongly interventionist
strategy. Inspired by the example of USSR, Nehru favoured a socialist framework for
India and planning was viewed as an instrument to bring about rapid socio-economic

transformation of the society and to uplift mass of the people.

Gandhi's approach was never considered seriously and seemed to lack a theoretical
framework. Nehru's approach, on the other hand, appeared more attractive and held
out a promise of a rapid transtformation of a post-colonial economy. Chakravarty
(1987) thus sums up the position as follows: "While the Gandhian approach has
received a certain measure of support in recent writings of ecologists and ecologically
minded economists, in the early fifties such positions appeared to lack any substantive
theoretical foundations. Gandhi and his followers looked more like moralising old men

than like people who could be expected to change the direction of society” (p. 8).
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The first three five year plans bore the personal imprint of Nehru and were formulated
under his active chairmanship of the Planning Commission. The second plan (1956-
61), which emphasised heavy industry, marked a major break in India's economic
thinking. This plan was formulated by the famous Indian planner, Professor
Mahalanobis. The first three plans can be regarded as important attempts at giving
concrete shape to the vision to which modernising school led by Nehru subscribed.
The main features of the Nehru-Mahalanobis strategy, on which much of India's

planning is based, is described in the following paragraphs.

3.1(a) Primacy to Capital Accumulation

One important feature of planning in India was that capital was regarded as the key to
growth. This was in line with the prevailing thinking enunciated by development
economists like Rosenstein Rodan (1943), Nurkse (1953) Arthur Lewis (1954) and
others. Arthur Lewis had pointed out that the central issue for development
economics was to understand how a country saving 4-5% of its income is transformed
into one saving 12-15%. In this line of reasoning, the primary emphasis was on saving
and investment. The questions of efficiency in the use of resources and the role of

technical progress were ignored.

India's first five-year plan (1951-56) was based on the Harrod-Domar model which
emphasised the role of saving in growth. Given a constant capital-output ratio, the
growth is dependent on the saving rate. The model was also used to determine the
addittonal savings, in the form of foreign aid, which were required to achieve the

targeted rate of growth. Again, the questions of efficiency are assumed away in a

constant capital-output ratio which is technically given.

The Second Five-Year Plan, 1956-61 (Government of India, 1956) which was based
on the Mahalanobis model, emphasised the need to build ahead of demand in the area
of capital goods production. The Mahalanobis strategy deviated from the "textile
first” strategy of development followed successfully by late comer Japan. The

Mahalanobis model was quite similar to the one developed by Feldman in 1928 in
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USSR and popularised by Domar. The Indian work, however, was done

independently.

In the Mahalanobis model, saving rate becomes structurally determined. It 1s assumed
that what 1s physically possible and desirable can also be rendered financially feasible.
By according higher allocation to capital goods sector, rate of investment and hence
the rate of growth in the economy can be pushed up. However, this strategy does not
go into the question of how a plan is to be financed. The experience of inflation in the
mid-sixties, coupled with the government's reluctance to step up investment lest it
added to the prevailing inflation, brought home the point that the problem of financing

a plan has to be very carefully looked into.

The strategy of development formulated in the second five-year plan has by and large
continued in the subsequent plans. The point is that, with their stress on capital
accumulation, the Indian plans succeeded in pushing up the saving rate from 10% 1n
1951 to 20% and above in the 1980s; the growth rate did not register corresponding

increases. The implication is that efficiency in the use of resources did not receive

much attention.

3.1(b) Export Pessimism

Indian five-year plans did not explore the possibility of trade as a "handmaiden of
growth" let alone trade as an "engine of growth". They were conceived in a closed-
economy framework with the assumption of export pessimism. The planners were of
the opinion that in the short run significant increase in export earnings could not be
expected. The second five-year plan (1956) recognised that "it is only after
industrialisation has proceeded some way that increased production would be

reflected in larger export earnings" (p. 99)

Even 1f it 1s assumed that primary exports faced adverse demand conditions in the
world markets, India could have turned to cotton textiles sector, which had already

come up. However, the Indian planners neglected this option. Chakravarty (1987)
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sums up the reasons as follows: "There may be different explanations for this neglect.
But the usual explanations, given in terms of natural resource base (because of the
poor quality of cotton grown in India) or an emphasis on maximising home
consumption rather than on earning foreign exchange are inadequate, even though
there is some basis for these judgements. I believe that the reason was basically
political. Emphasis on textile exports would have required supporting a particular
regilonal group of industrialists at the expense of others. Furthermore, there was the
Gandhian legacy which viewed the textile sector as pre-eminently suited to small-scale

initiative” (p. 16).

Mahalanobis was also of the opinion that employment generation through small-scale
production needed emphasis particularly in small-scale textile sector. In his famous
four-sector model, Mahalanobis wanted to combine high employment growth with
building up of capital goods sector. He assigned an important role to the highly
labour-intensive part of the textile sector for generation of employment. This meant

that modern textile industry did not receive its due importance.

Thus while the Indian plans emphasised on capital goods, there was a parallel
emphasis on small scale industries producing consumer goods and employing 'capital
ight' methods of production. As events turned out, the expected increase in the
production of consumer goods did not materialise. Furthermore, while Mahalanobis
had expected the learning effect of his strategy would lead to gradual decline in the
cost of capital goods, this did not happen either. By the middle of sixties Indian
economy found 1itself engulfed in a crisis situation with inflationary pressures and
shortage of essential consumer goods. The planning process was thus thrown out of

gear and to restore order plan holiday was observed for three years during 1966-69.

3.1(c) Self reliance

The objective of self reliance was emphasised in the third five year plan (1961-66).

The second plan with the emphasis on heavy industries necessitated large scale import
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of machinery. It became clear that second plan had grossly underestimated the import

intensity of industrialisation. Foreign exchange became a constraint on development.

The objective of self reliance can be interpreted in two ways. In the first interpretation
self reliance implies the ability to earn enough foreign exchange to pay for import
requirements. The second interpretation implies import substitution in development
strategy and assumes export pessimism. In India, since the planners talked of export
pessimism, it is the second interpretation which was made the basis for planning. In

the words of Ahluwalia (1991):

"It is important to recognise that self reliance or reduced reliance on external
assistance is perfectly possible with a strategy that plans for higher levels of exports
and imports. But in India self reliance, in practice, has been interpreted to mean a
strong 1mport-substitution orientation in the development strategy. In an extreme
form self rehance was equated with self sufficiency which led to a position of
favouring any displacement of imports by domestic production anywhere in the
economy at whatever cost. The critical link between the objective of self reliance and

import substitution orientation is the assumption of export pessunism” (p. 8).

From hindsight it appears that export pessimism for the sixties and seventies was not
justified for India as the world trade expanded very rapidly during these decades.
Moreover, many countries of South East Asia changed their strategy of inward
orientation to outward orientation to reap the benefits of expanding world trade.
Indian Planning, on the other hand, remained immune to the newly emerging realities
and continued on the path of deeper and deeper import substitution. In Ahluwalia's
(1991) words: "Essentially, planning for exports would amount to planning under
uncertamnty and risk- a much more demanding challenge than the theoretical exercise

of inter-sectoral consistency worked out within a closed-economy framework" (p. 9).
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3.1(d) Primacy to Public Sector

Indian planning adopted a mixed-economy framework with predominant role for the
public sector. While the foundations for the mixed-economy framework were laid in
the Industrial Policy Resolution of 1948, the predominant role of the public sector
was brought out in the Industrial Policy resolution of 1956. In the 1948 Resolution
certain areas of strategic importance were reserved for the public sector. This list was
considerably expanded in the 1956 Resolution. Moreover, to further the objective of
setting up "socialist pattern of society” it was felt that the public sector needed to
occupy the commanding heights of the economy. The exclusive areas for the public
sector 1n the 1956 Resolution included iron and steel, coal, transport, power, atomic
energy, arms and ammunition, items of defence production etc. In other areas such as
fertilisers, non-ferrous metals machine tools etc., they were expected to be
progressively public owned. It 1s, therefore, clear that the planners viewed the state as

an instrument which would nitiate an industrial take off of the economy.

The public sector was expected to not only initiate development through public
ownership of key areas but also to regulate investment in the private sector in line
with plan priorities. This was done through the Industrial development and Regulation
Act of 1951. The Act provided licensing as an instrument for channelling investment
In soclally desirable directions. The Act, through licensing, not only controlled entry
of firms but also output mix, choice of technology, expansion of capacity, location
and 1import content. While the objectives of the Act were to allocate mmvestment in
desired areas, to check the concentration of economic power, and to foster balanced
regional development, in practice none of these objectives was achieved. This was
obvious from the findings of Hazari (1967) and Dutt (Government of India, 1969)

committees which were set up to investigate the working of the Act. Furthermore,

detailed controls not only put a considerable strain on the administrative machinery

but also led to delays in implementation.

Industrial controls were further augmented by additional controls in the form of

Monopolies and Restrictive Trade Practices (MRTP) Act, 1970 and Fbreign
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Exchange Regulation Act (FERA), 1973. The objective of MRTP Act was to check
the abuse of monopoly power. Monopoly power was defined in terms of aggregate
assets as well as market dominance. The Act applied to those undertakings whose
assets exceeded Rs. 200 million or to those whose market share exceeded one third.
Undertakings which came under the purview of MRTP Act were required to take
government approval in the following cases: (1) substantial expansion of capacity; (2)
diversification of existing activities; (3) establishment of interconnected undertakings;
(4) merger and amalgamation with any other undertaking; (5) appointment of
directors of these undertakings on the board of directors of other undertakings. Under
the FERA, foreign companies were required to dilute their equity holdings to 40% of

the total equity of the company.

The above Acts controlled the entry of firms in the industrial sector. Exit was
controlled by labour laws which made it impossible to close down a unit without
government permission. Under the Industrial Disputes Act (1982 Amendment), it was
not possible to retrench workers or to close down a unit employing 100 or more
workers unless permitted by the government. Exit was further controlled by the
application of urban land ceiling laws. The Urban land Ceiling and Regulation Act
(ULCRA), 1976, ensured that many industries could not shift from the congested
locations by disposing off their prime land. For example, many textile mills located in
the heart of Delhi, Bombay etc. were not able to close down or shift location by
selling off their lands and real estates because of this Act. With the freedom of entry

and exit firmly controlled, Indian industry bade farewell to competition with

disastrous consequences.

In the seventies it became obvious that the licensing system had outlived its utility as it
was more of a regulatory and less of a developmental or promotional device. Based
on the recommendations of the official committees, some partial liberalisation was
attempted I late seventies and eighties. However, the changes were marginal in
nature and only scratched the surface of the problem. The principle of intervention

was not given up. For example, some industries were delicensed, some were broad-

69



banded to allow for greater flexibility in product mix, and mn some automatic

expansion of capacity was allowed; but licensing as an instrument was not given up.

3.1(e) Protection

It has been argued earlier that protection may be justified on infant industry grounds
provided that it is for short term and compensates for the losses incurred during
protection phase. In India, however, the argument of infant protection was never
explicitly invoked by the planners. Had they explicitly stated this as the reason for
protection they would have been forced to spell out the degree and phasing of
protection as also the economic losses suffered during the infant phase. Unfortunately,
this did not happen and protection was granted across the board in an indiscriminate

IMAanner.

The system of import controls and their debilitating consequences have been well
documented by Bhagwati and Desai (1970) and Bhagwati and Srinivasan (1975). The
import and exchange policy regime aimed at comprehensive direct control over
foreign exchange utilisation. All uses of foreign exchange in the economy were
decided by administrative decisions. In allocating foreign exchange two criteria were
followed: the principle of 'essentiality’ and the principle of ‘indigenous non-
availability’. An agency had to certify that imports were essential to the economy. At
the same time, some other agency had to clear the imports if they were indigenously
non-available. Thus in addition to licence issuing authority, there was a sponsoring
agency certifying essentiality and a clearing agency for indigenous clearance. In
addition to above requirements, public units had to obtain the permission of

Department of Economic Affairs.

The 1mport-allocation system virtually eliminated the possibility of competition, both
domestic and foreign. Foreign competition was ruled out because of the principle of
indigenous availability. Every item of indigenous production, whatever its cost or
quality, was automatically shielded from competition through imports; the onus of

proof being on the buyer to show that it was unavailable domestically.
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At the same time, domestic competition was minimised by a combination of capital
goods licensing (along with industrial licensing) and the method of actual user
licensing on a "fair share"” basis among rival firms in an industry. Strict capital goods
and industrial licensing eliminated free entry by new firms as well as efficiency induced
expansion by the existing firms. The fact that each firm was entitled to its share of
actual licences and no more ensured that efficient firms could not enlarge output by

competing away scarce imports from less efficient firms.

Under the principle of indigenous availability automatic protection was accorded to all
industries regardless of cost, efficiency and comparative advantage. This automatic
protection was further to be fully anticipated by every producer, merely as long as he
was willing to make his capacity and production known to the relevant agencies in
charge of indigenous clearance. The policy of anticipatory and automatic protection,
as Bhagwati and Srinivasan (1975) note, "served to divorce market determined
investment decisions from any guidelines that international opportunity costs...might

have otherwise provided” (p. 46).

In India, the process of import substitution went well beyond the easy first stage. It
was carried far into the second stage irrespective of comparative advantage or
international cost of production. India thus found itself "travelling up the staircase.”
In many cases the size of the domestic market posed a constraint in reaping the
economies of scale. Moreover, the emphasis on heavy industry made tall demands on
sophisticated technology, skills, parts, components and accessories which were not
easily available. Furthermore the rationale of infant industry protection was

completely disregarded. As Ahluwalia (1985) notes:

"The rationale of infant industry argument would warrant that by the time industries
come of age, protection would be withdrawn and industries would be exposed to
foreign competition. Those industries in which India had comparative advantage
would then compete successfully in the world markets. In fact not only infants, elderly

incompetents were also protected from foreign competition. The result was a high-
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cost industrial structure which could not operate except in a sheltered domestic

market" (p. 114).

3.2 India's Import-Substitution Strategy: An Assessment

In this section we review the assessments to date of India's strategy of development.
This will be done in terms of such performance indicators as growth, exports, import

substitution, total factor productivity growth and poverty eradication.
3.2(a) Exports

The system of import substitution discriminated against exports. This has been
analysed by various studies such as Bhagwati and Srinivasan (1975), Panchmukhi
(1978), Wolf (1982) and Tandon Committee (Government of India, 1980). For
example, Bhagwati and Sri’njvasan find that effective exchange rate for exports, on
average, was less than effective exchange rate for imports. Tandon Committee on
export strategy notes, "a trade regime 1n which there is a significant reliance on tariffs
and licensing affords substantial effective protection to domestic producers in import
competing lines while exports receive no comparable protection. In fact since this type
of protection raises the general cost structure of industry, exports actually suffer from
negative effective protection. This is an important bias in policy as compared to a
neutral regime in which both export-oriented production and import-substituting

production face the same degree of effective protection.”

Bhagwati and Srinivasan (1975) also documented the unfavourable character of
import-substitution regime to exports. They note that one of the important side effects
of the principle of indigenous availability was that exportable items had to be
manufactured with Inferior quality domestically produced inputs and capital
equipment. Thus they faced enhanced difficulties in competing in international
markets, particularly in such items as engineering exports which had to be developed
from scratch. Further, there was little flexibility in getting more inputs through bidding

in the market and capacity could not be expanded owing to stringent controls on
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entry. Industries which needed flexibility in production, in order to get hold of large
foreign orders, found themselves unnecessarily handicapped. Thus Bhagwati and
Srinivasan reach the conclusion that "the entire industrial licensing and import policy
was unfavourable to manufacturing exports largely because it was devised with a

substantially inward-looking bias" (p. 46).

Was export pessimism justified on the part of Indian planners? Was there a demand
constraint on exports? Evidence for the sixties and seventies suggests that external
demand was not a constraining factor for Indian exports. In the sixties and early
seventies India's exports grew more slowly than world exports, leading to a
continuous decline 1n India's share in world exports (Table 3.1). As Tandon
committee notes, "1t 1s particularly disturbing that India's share in world trade declined
at a time when developing countries as a group were actually able to increase their

share."

Manmohan Singh (1964), in a df;saggregated study of India's exports, has shown that
Indian exports were constrained by supply bottlenecks and not by demand. Had the
planners thought of export promotion they would have looked to either cotton textiles
or non-traditional manufactures. For cotton textiles, Mellor and Lele (1975) have
shown that India's share as a proportion of LDC exports declined from 58% in 1953
to 8% 1n 1969. This happened at a time when Japan's textile exports increased
manifold. As regards non-traditional exports are concerned, the evidence suggests
that world demand was growing at a very fast rate. While India failed to utilise this
opportunity, many developing countries were able to achieve high rates of export
growth. Table 3.2 shows that Indian manufactured exports grew by 8.6% per annum

and lagged far behind such exports from other developing countries during 1965-73.

That Indian exports were not hampered by inelastic demand is shown by a number of
studies such as Lucas (1988) and Bhalla (1989). Lucas finds that for the eighteen
groups of exports studied, six had price elasticity of greater than two, twelve had
greater than one and only in one case (metal products), price elasticity was less than

unity. Bhalla has also shown that price elasticities based on aggregate demand
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function were high for non-petroleum exports (about 1.5) and even higher for

manufactured exports.

Table 3.1
India's Share in World Exports
(1960-1977)

Year Share in world | Share in world | share in total
EXpOrts exports excl. exports of
minerals, fuel developing
. etc. countries
1965 | 090 | 100 | 462
1976 ] 055 | 069 | 213
1977 | o048 | - [ 192

Source: UN International Trade Statistics. Reproduced from Ahluwalia (1985)

Table 3.2
Manufactured Exports of developing Countries
(1965-1973)

share in
exports of
developing

countries excl.
18 major oil
exporters

1.04

~3.57
5.43
5.33
4.43
4.17
4.83
4.93
0.25

Country Compound growth rate
(per cent per annum)

- 31.3

33.3
21.4

Argentina
Brazil
o Kong
India
Republic of Korea
Malaysia
Mexico
Singapore
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