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Abstract

As devices using liquid crystals become ever smaller and increasingly complex,

there is a commensurate increase in the need for more effective numerical modelling

tools in the area. In this thesis, an adaptive finite element method is used to solve

a non-linear singularly perturbed boundary value problem which arises from a one-

dimensional Q-tensor model of liquid crystals. The adaptive non-uniform mesh is

generated by equidistribution of a selection of strictly positive monitor functions.

By an appropriate selection of the monitor function parameters, it is shown that

the computed numerical solution converges at an optimal rate with respect to the

mesh density and that the solution accuracy is robust to the size of the singular

perturbation parameter.

A robust and efficient numerical scheme is then used to solve the system of

six coupled partial differential equations which arises from Q-tensor theory. The

key novel feature is the use of a full moving mesh partial differential equation

(MMPDE) approach to generate an adaptive mesh which accurately resolves im-
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portant solution features. This includes the use of a new monitor function based

on a local measure of biaxiality. The behaviour of the method is illustrated on

a one-dimensional time-dependent problem in a π-cell geometry with an applied

electric field. The numerical results show that, as well as achieving optimal rates

of convergence in space and time, higher levels of solution accuracy and a consid-

erable improvement in computational efficiency are obtained compared to other

moving mesh methods used by previous authors on similar problems.

The numerical scheme is then extended to tackle a two-dimensional π-cell prob-

lem. It is shown that the adaptive moving mesh method copes well with the

presence of moving defects, with the mesh adapting and relaxing to capture the

motion, growth and annihilation of the defects.
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Chapter 1

Introduction

It is the botanist Friedrich Reinitzer, pictured in Figure 1.1, who is credited with

discovering liquid crystals in 1888 [64]. Whilst observing the material cholesteryl

benzoate, Reinitzer observed that it had two melting points. He found that the

material, solid at room temperature, melted to a cloudy liquid state at 145.5◦C.

Upon heating the sample further he observed that a second transition took place,

Figure 1.1: Austrian botanist and chemist Friedrich Reinitzer (1857 – 1927).
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Chapter 1 2

with the liquid becoming transparent at 178.5◦C. This is considered the first ex-

perimental evidence of liquid crystals: materials that exhibit mesomorphic phases,

that is, they are intermediate states of matter which occur between the crystalline

solid state and the isotropic liquid state, and display some of the properties of both.

Reinitzer, through this discovery, gave birth to a fertile area of research that has

grown massively over the past century. Liquid crystals are now firmly embedded

in the world around us, and contribute to many, varied areas of scientific research.

We refer interested readers to works, which although outside the direct interests

of this thesis, demonstrate some of the varied applications of liquid crystals: from

the analysis of heat transfer characteristics in e.g. gas turbines [57, 66, 77, 43, 58];

as diagnostic tools for surface shear-stress visualization in hypersonic flows [63];

for measuring the temperature of flowing solid particles in food processing [8]; in

digital particle image thermometry [24]; and in non-destructive testing [31]. Their

optical properties have of course also seen them used extensively in LCDs, see e.g.

[71, 22, 47, 67], which have been at the core of a vastly profitable multi-billion

pound industry since their conception in the 1960s. In recent years, the use of

LCDs in consumer goods such as televisions, laptops, mobile phones, tablets, e-

readers, and an ever increasing number of other devices, has grown rapidly. As a

result, there is increasing interest in the development of efficient simulation tools

for accurately modelling the optical properties of liquid crystals.

Although discovered by Reinitzer in 1888, it was Friedel who later, in 1922, first
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Figure 1.2: Schlieren texture of a nematic liquid crystal.

officially classified liquid crystals as a fourth phase of matter [32]. Additionally, he

classified liquid crystals into three further phases: nematic, smectic and cholesteric.

The liquid crystal phase most commonly used in modern devices is the nematic

phase: throughout this thesis we shall consider only the nematic liquid crystal

4-cyano-4’-n-pentylbiphenyl, which at temperatures below 18 ◦C is in a crystalline

state, between 18 ◦C and 35 ◦C is in a nematic liquid crystal state, and above 35 ◦C

is in an isotropic state. Nematic, being derived from the Greek word for thread,

describes liquid crystals that possess thread-like defects, described as Schlieren

texture, as in Figure 1.2 [42]. Nematic liquid crystals, whilst exhibiting high

orientational order, have no positional order (we expand on what this means in

§1.1).
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1.1 Properties of liquid crystals

Different liquid crystal phases may be classified by the amount and type of orien-

tational and positional order of molecules within a particular material.

Nematic Liquid
T

Crystalline

Figure 1.3: Liquid crystal phases varying with temperature, where temperature is

increasing from left to right.

The degree of orientational order in most liquid crystals depends on tempera-

ture; that is, the liquid crystals are thermotropic. The liquid crystal phase occurs

at temperatures that are sufficiently high so that the material is not in the crys-

talline phase, but low enough so the material is not in the liquid phase. Figure

1.3 provides an illustration of the molecular order of the possible material phases,

changing from solid crystal, to nematic liquid crystal, to liquid as temperature is

increased. In the solid crystal state the molecules are rigidly arranged, forming

a lattice type configuration ensuring that, relative to neighbouring molecules, the

molecules have strong orientational and positional ordering. At the other end of
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the scale we have the isotropic liquid. In this state the molecules are randomly

orientated and positioned, but have sufficient molecular strength of bonding to

prevent the material entering a gaseous state. A liquid crystal falls between these

two states. The molecules in a liquid crystal desire to point along a common axis,

known widely as the director, retaining some of the orientational order but (in the

case of a nematic liquid crystal) none of the positional order of the solid crystalline

state. It is the tendency of the molecules to align parallel to a preferred axis, and

the ability for this preference to be determined by external forces, such as electric

and magnetic fields, that makes the liquid crystals useful in optical devices. Com-

petition between the influences of bounding surfaces and the interaction between

the permanent or induced electric dipoles of the liquid crystal molecules and an ap-

plied electric field can cause the material to switch between different orientational

states, with the resulting change in optical characteristics allowing the material to

be used in LCDs.

1.1.1 Computational modelling of liquid crystals

One of the difficulties in liquid crystal modelling is that the underlying physical

problems frequently involve characteristic length and time scales which vary by

many orders of magnitude. Areas where distortion of the liquid crystal occurs

over small length scales (between 10–100 nm) are of great importance, and it is
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crucial that the behaviour and nature of these so-called defects can be accurately

represented by any numerical model applied to liquid crystal problems where de-

fects occur. This can cause problems in terms of designing accurate and efficient

numerical simulation techniques. The presence in the physical problem of char-

acteristic lengths with large scale differences (the size of the defect is very small

compared to that of the liquid crystal cell which is about 1–10 µm) suggests that

sophisticated numerical modelling techniques could be used here to great effect.

Typically such issues are tackled by introducing some form of adaptive meshing,

which is known to be successful when dealing with vast differences in length scales.

In this thesis we focus on adaptive finite element methods (see e.g. [5, 75, 16, 6,

20, 41]), that can typically be classified in three groups: h-refinement, p-refinement

and r-refinement. The term h-refinement describes the process of adding additional

grid points locally in regions of high error in order to achieve a desired level of

accuracy [37, 75, 5]. Critical to the method is identifying which mesh elements

should be selected for refinement or coarsening. Degrees of freedom will be added

to areas where some local measure of the solution difficulty is high, and degrees of

freedom will be removed from areas where a local measure of the solution difficulty

is low. The principal benefit of h-refinement is that, with appropriate mesh refine-

ments and sufficient degrees of freedom, it should be possible to attain a required

level accuracy. The disadvantages of h-refinement are that it is restricted to al-

gebraic convergence, and for time-dependent problems, it can easily miss rapidly
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evolving solution features (though this can also be said for other approaches, e.g.

r-refinement).

The second strategy, p-refinement, differs from h-refinement in that it generally

has fixed number of elements, and the local polynomial degree of the finite element

basis functions, denoted by p, is increased or decreased based again on some local

error indicator [37, 69, 74]. The benefits of p-refinement are that it can rapidly

reduce solution error as the order of the approximating polynomials is increased.

However, for time-dependent problems, we cannot presume to know where evolving

solution features (such as defects) lie in the domain (this issue is not exclusive to

p-refinement, and can equally apply to other refinement techniques). It is therefore

far from obvious how best to apply p-refinement in a sensible manner.

In a finite element framework, it is popular to combine the h-refinement and

p-refinement approaches. With hp-refinement the local polynomial degree of the

basis is varied simultaneously with the coarsening and refinement process. The

work of Babuška and Guo [37] discovered that the hp method converges expo-

nentially in the number of degrees of freedom, whereas h-refinement only attains

algebraic convergence, and p-refinement attains polynomial convergence, unless

the problem is smooth, in which case p-refinement will also converge exponen-

tially. The method has since been the focus of extensive research over the last few

decades and we refer the reader to further works by Babuška and Guo [36, 35] and

by Oden and Demkowicz [29, 55].



Chapter 1 8

Another strategy is characterised by meshes that move continuously in time

to adapt to evolving solution features. The method dynamically relocates mesh

points to regions of high error while maintaining the same grid connectivity, and

is thus described as r-refinement. This strategy will be the focus of this thesis.

The advantages of this approach include relatively simple implementation, com-

paratively easy extension of existing software for fixed mesh methods and minimal

numerical diffusion and dispersion (that is, the shape and speed of time-dependent

features of the solution are accurately reproduced). Comprehensive accounts of

the current state-of-the-art of adaptive moving mesh methods can be found in

[20, 41, 50, 7, 19, 51, 79].

In terms of liquid crystal modelling, local mesh refinement techniques such

as h-refinement, or increasing the degree of the polynomial approximation, p-

refinement, have been used with some success [23, 33, 34, 44, 53, 59, 70]. However,

such methods often involve a need for complicated evolving data structures, partic-

ularly for time-dependent problems when regions requiring high spatial resolution

can move throughout the domain. There have also been several methods proposed

which use adaptive moving meshes [2, 3, 61, 62]. It is accepted that moving mesh

methods are an efficient and effective means of resolving solutions that contain

sharp features, such as boundary and interior layers, and localised solution sin-

gularities. Further detail on existing work in applying moving mesh methods to

liquid crystal problems, and where the research in this thesis advances on this
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work, is contained in the introductions to Chapters 4, 5 and 6.

1.2 Outline of Thesis

In Chapter 2 we provide an introduction to liquid crystal modelling; specifically we

present the Q-tensor model which will be the focus of this thesis. By considering

the total free energy of a liquid crystal cell under the influence of an applied

electric field, we derive a system of time-dependent equations for the entries of

the Q-tensor. We also introduce Maxwell’s equations as a means of calculating

the electric field in the cell. Taken together, the equations for the entries of the

Q-tensor and the equation for calculating the electric field, provide the complete

system of partial differential equations (PDEs) that will be the focus of the thesis.

In Chapter 3 we construct a weak arbitrary Lagrangian-Eulerian formulation

of the PDEs presented in Chapter 2. In this formulation we must take special

account of the fact that we are solving on an evolving mesh. We then present

the finite element semi-discretisation of the equations, and the resulting highly

non-linear differential algebraic system that will be solved in a variety of settings,

in Chapters 3, 4 and 5.

In Chapter 4 we present a uniaxial one-dimensional liquid crystal model prob-

lem similar to that studied in [62]. Using a spatial rescaling, we highlight the

singular perturbation nature of the model problem and discuss an asymptotic
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expansion of the solution in the boundary layer region. We then present an expla-

nation of the concept of mesh equidistribution, and the importance of the mesh

density function in producing high quality adaptive meshes. An iterative algo-

rithm is used to find approximately equidistributed grids, and to obtain solutions

to a given degree of accuracy. We show that the use of the Beckett-Mackenzie

monitor function [12, 13] can result in over a thousandfold decrease in CPU time

compared to the use of the arc-length monitor function considered by previous

authors. We also present numerical experiments using linear and quadratic fi-

nite elements which confirm that robust and optimal rates of convergence can be

obtained for the one-dimensional nematic liquid crystal cell studied.

In Chapter 5 we consider a time-dependent switching process in a π-cell ge-

ometry which admits two topologically different equilibrium states. This so-called

order reconstruction problem originates from attempts to model real phenomena

first observed in laboratory experiments [9]. A moving mesh partial differential

equation (MMPDE) approach is used to generate the adaptive mesh. A conser-

vative finite element discretization using quadratic elements is used to update the

solution on the adaptive moving mesh. Time integration of the Q-tensor equations

is achieved using a second order semi-implicit Runge–Kutta scheme and adaptive

time-step control. These components form an adaptive algorithm that is carefully

tested, and the computed solutions are shown to converge at optimal rates in both

space and time. Evidence is presented to suggest that the computed solutions
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exhibit nodal superconvergence, which is somewhat surprising given the highly

nonuniform nature of the adaptive moving meshes. For the first time, a monitor

function is constructed based upon a local measure of biaxiality. This is shown

to lead to higher levels of solution accuracy and a considerable improvement in

computational efficiency compared to those monitor functions used previously for

liquid crystal problems.

In Chapter 6 we extend our MMPDE approach and the conservative finite ele-

ment discretisation of theQ-tensor equations to a two-dimensional setting. Adopt-

ing a similar strategy to previous chapters, we apply a number of different monitor

functions to the problem, and present results which indicate that monitor func-

tions based on a local measure of biaxiality produce good quality meshes. We

then apply the biaxiality-based monitor function to a problem first presented by

Bos [80]: a two dimensional π-cell problem with a sinusoidal perturbation across

the centre of the cell. We observe that our choice of monitor function does a

particularly good job of resolving the moving defects present in the liquid crystal

cell. We also present convergence results, showing that computed solutions exhibit

optimal rates of convergence when applied to a two-dimensional stationary defect

first studied in [68].

In Chapter 7 we present a review of the work undertaken in the thesis, and

finish by discussing the possibilities for extending this work in the future.



Chapter 2

Liquid crystal theory

The description of the general biaxial nematic state requires specification of two

directors n(x, t) and m(x, t), which describe the mean molecular alignment at

a point in a give sample volume, and two scalar order parameters S1(x, t) and

S2(x, t), which measure how ordered the molecules are in the n and m directions

respectively. The perpendicular unit directors n and m, shown in Figure 2.1, can

be written as

n = (cos θ cos φ, cos θ sinφ, sin θ),

m = (sinφ cosψ − cosφ sinψ sin θ,− sinφ sinψ sin θ − cosφ cosψ, sinψ cos θ).

There are now five dependent variables, S1(x, t), S2(x, t), θ(x, t), φ(x, t) and

ψ(x, t), from which a theory can be constructed. However it should be noted that

any theory based on these three Euler angles will encounter the following problems:

12
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y

z

x

m n

ψ θ

φ

Figure 2.1: The directors n and m in terms of the Euler angles θ, φ and ψ. The

axes x, y and z form the laboratory frame of reference [53].

when the zenithal angle θ = π/2, the azimuthal angle φ is undefined, and φ = 0

is equivalent to φ = 2π and so there may be problems with multi-valuedness. An

alternative theory, Q-tensor theory, removes the problems that arise from this

angle representation.

2.1 Q-tensor theory

For nematic systems in equilibrium, such as those that are considered in this thesis,

the globally stable phase of the system is the stationary point of the free energy

functional with least free energy. In Landau-de Gennes theory [27, 28], the free
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energy density is usually assumed to depend on the tensor order parameter Q and

its gradient. We define this second rank order tensor by

Q =

√

3

2

〈

u⊗ u− 1

3
I

〉

, (2.1)

where 〈· · · 〉 represents the local ensemble average over the unit vectors u along the

molecular axes and I is the identity. It has five degrees of freedom, two of which

specify the degree of order, and three of which specify the angles of the principal

directions. For directors n and m and scalar order parameters S1 and S2, Q is

given by

Q =

√

3

2

(

S1(n⊗ n) + S2(m⊗m)− 1

3
(S1 + S2)I

)

. (2.2)

This symmetric, traceless tensor Q can be represented as

Q =











q1 q2 q3

q2 q4 q5

q3 q5 −q1 − q4











(2.3)

where each of the five quantities qi, i = 1, . . . , 5, is a function of temporal and

spatial co-ordinates. The eigenframe of Q describes the molecular alignment of

the liquid crystal, and therefore an understanding of the physical meaning of the

eigenvalues and eigenvectors is critical. Specifically, Q has eigenvectors n, m and



Chapter 2 15

n×m with respective eigenvalues

n : λ1 =
1

3
(2S1 − S2) ,

n×m : λ2 =
1

3
(−S1 − S2) ,

m : λ3 =
1

3
(2S2 − S1) .

When two eigenvalues of Q are the same the liquid crystal is in a uniaxial state,

i.e., when λ1 = λ2, λ2 = λ3 , or λ1 = λ3. An isotropic system exists when all

eigenvalues of Q are equal, i.e., when S1 = 0, S2 = 0, so that Q = 0.

The principle advantage of the Q-tensor description over the director-based

approaches, discussed briefly in §2, is that topological defects do not appear in

the model as mathematical singularities. This is clearly important when we are

seeking to model liquid crystal systems where defects, which present themselves

as singularties, are present. Further comment on the benefits of each method is

outside the scope of this thesis, however an in-depth discussion on the Q-tensor

model, and further detail on its connection to the more traditional Frank-Oseen

director-based models, can be found in [52, 53].

2.2 Phenomenological theory

The theoretical framework is formed by the construction of the total free energy

of the liquid crystal cell, F . If it is assumed that distortions of Q are small, then
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F can be taken to depend only on Q and its spatial gradients. That is, we may

write

F =

∫

V

Fbulk(Q,∇Q) dV +

∫

S

Fsurface(Q) dS. (2.4)

In this thesis we will primarily be interested in distortions in the liquid crystal cell

due to an applied electric field. For a liquid crystal cell under the influence of an

applied electric field, we can rewrite (2.4) as

F =

∫

V

(Ft(Q) + Fe(Q,∇Q) + Fu(Q,∇Q)) dV +

∫

S

Fs(Q) dS, (2.5)

where Ft, Fe, Fu and Fs represent the thermotropic, elastic, electrostatic and

surface energy terms respectively. The structure of these terms will be examined

individually below. Note that in this thesis we will apply fixed boundary conditions

(known as strong anchoring), therefore the surface energy term in the free energy

expression is constant so can be ignored in the minimisation, and (2.5) becomes

Fb =

∫

V

(Ft(Q) + Fe(Q,∇Q) + Fu(Q,∇Q)) dV, (2.6)

where Fb denotes the free energy in the bulk. In the Q-tensor model the ther-

motropic energy is typically presented in the form of a Landau power series ex-

pansion: taking the thermotropic energy, Ft, up to fourth order in Q we obtain

Ft =
1

2
A(T − T ∗) tr Q2 −

√
6

3
B tr Q3 +

1

4
C(tr Q2)2, (2.7)

where A, B, C are coefficients independent of temperature. The temperature

dependence is restricted solely to the term T−T ∗, where T represents temperature
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and T ∗ is the pseudocritical temperature at which the isotropic phase becomes

unstable (see [26]). Taking the elastic energy, Fe, up to second order in the gradient

of Q, we obtain

Fe =
1

2
L1(div Q)2 +

1

2
L2|∇ ×Q|2, (2.8)

where L1 and L2 are positive material constants related to the liquid crystal elastic

constants. The contribution to the bulk energy from the applied electric field, E

say, can be written as

Fu = −1

2
ǫ0E · ǫE − P fl ·E, (2.9)

where ǫ = ǭI + ∆ǫ∗Q is the dielectric tensor, ǭ = (ǫ‖ + 2ǫ⊥)/3 is the average

permittivity, ∆ǫ∗ =
√
2(ǫ‖ − ǫ⊥)/

√
3 is the scaled dielectric anisotropy and ǫ0

is the permittivity of free space. The flexoelectric contribution is taken to be

P fl = ē div Q.

Note that the thermotropic coefficients, A, B and C can be measured, while

the elastic constants, L1 and L2 are obtained by using the connection between the

more traditional Frank-Oseen director-based free energy density and the Q-tensor

representation (see, e.g., [52]).

The electric field within the cell may be found by solving Maxwell’s equation.

If we define an (unknown) scalar electric potential U such that E = −∇U , this

reduces to solving ∇ ·D = 0 where the electric displacement D is given by

D = ǫ0ǫ∇U + P fl. (2.10)
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2.3 Material constants

The values used for material constants throughout this thesis are taken from [9]:

A = 0.13× 106JK−1m−3,

B = 1.6× 106Jm−3, C = 3.9× 106Jm−3,

L1 = 9.7× 10−12N, L2 = 2.4× 10−12N,

ǫ⊥ = 5, ǫ‖ = 20,

ē = −27× 10−12Cm−1.

These values are commensurate with a liquid crystal cell of the 5CB compound

4-cyano-4’-n-pentylbiphenyl and correspond to a nematic coherence length of ζ ≈

4.06 nanometres (which is the characteristic length over which the local molecular

order of the liquid crystal persists [28]).

2.4 The static equations

For static problems the quantities qi in (2.3) can be found by solving the Euler-

Lagrange equations, which minimises the total free energy of the system. The

Euler-Lagrange equations for the total free energy (2.6) are

3∑

j=1

∂

∂xj

(
∂Fb

∂qi,j

)

=
∂Fb

∂qi
, i = 1, . . . , 5, (2.11)
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where

qi,j =
∂qi
∂xj

. (2.12)

The five equations (2.11) can then be solved, subject to suitable boundary con-

ditions, to find Q. We discuss boundary conditions in more detail in Chapter 4,

where we present a simplified static problem.

2.5 The dynamic equations

For dynamic systems we may derive time-dependent equations for the quantities

qi in (2.3) using a dissipation principle based on the function

D = tr

[(
∂Q

∂t

)2
]

= 2(q̇1q̇4 + q̇21 + q̇22 + q̇23 + q̇24 + q̇25), (2.13)

where the dot represents differentiation with respect to time. Specifically, with

spatial coordinates {x1, x2, x3}, and viscosity ν this leads to a system of five equa-

tions

ν
∂D
∂q̇i

= ∇ · Γ̂i − f̂i i = 1, . . . , 5, (2.14)

where the vector Γ̂i has entries

(Γ̂i)j =
∂Fb

∂qi,j
, qi,j =

∂qi
∂xj

, j = 1, 2, 3,

f̂i is given by

f̂i =
∂Fb

∂qi
,
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and q̇i is given by

q̇i =
∂qi
∂t
.

Note that the viscosity ν is related to the standard nematic viscosity γ1 by ν =

1/
√
3S2γ1. The equations for i = 2, 3, 5 are of the form

4νq̇i = ∇ · Γ̂i − f̂i, (2.15)

and for i = 1, 4 we have

2ν(2q̇4 + 4q̇1) = ∇ · Γ̂1 − f̂1, (2.16a)

2ν(2q̇1 + 4q̇4) = ∇ · Γ̂4 − f̂4, (2.16b)

respectively. From equations (2.15), (2.16a), and (2.16b) we obtain

6νq̇1 = ∇ · (2Γ̂1 − Γ̂4)− (2f̂1 − f̂4),

4νq̇2 = ∇ · Γ̂2 − f̂2,

4νq̇3 = ∇ · Γ̂3 − f̂3, (2.17)

6νq̇4 = ∇ · (2Γ̂4 − Γ̂1)− (2f̂4 − f̂1),

4νq̇5 = ∇ · Γ̂5 − f̂5.

On combining (2.10) and (2.17), after some manipulation, we arrive at the final

system involving six coupled non-linear PDEs for qi, i = 1, . . . , 5, and the electric

potential U , given by

∂qi
∂t

= ∇ · Γi − fi, i = 1, . . . , 5, (2.18a)
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∇ ·D = 0, (2.18b)

where

Γ1 =
1

6ν
(2Γ̂1 − Γ̂4), f1 =

1

6ν
(2f̂1 − f̂4),

Γ4 =
1

6ν
(2Γ̂4 − Γ̂1), f4 =

1

6ν
(2f̂4 − f̂1), (2.19)

Γi =
1

4ν
Γ̂i, fi =

1

4ν
f̂i, i = 2, 3, 5.

Solving the system of PDEs presented in (2.18) will be the focus of the remainder of

this thesis. Detailed description of the terms in (2.19) can be found in Appendix

A. The boundary and initial conditions applied to (2.18) are discussed in later

chapters, when we present the specific problems to which we apply our numerical

method.
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Finite element method

The system of PDEs (2.18) is highly non-linear, and for the problems we consider in

this thesis no known analytic solution exists. An appropriate numerical method is

thus required to obtain an approximate solution to the equations. The underlying

idea of any numerical method for solving PDEs is to reduce the continuous problem

to a system of algebraic equations with a finite number of degrees of freedom.

There are a number of different approaches that can prove successful for solving

non-linear systems of PDEs. There are three main mesh-based approaches, i.e.,

finite differences, finite elements, and finite volumes, and a number of mesh-free

numerical methods. This thesis will focus on the finite element method: it is

reasonably straightforward to implement; can deal with complex domains; allows

simple implementation of boundary conditions; and can also handle unstructured

meshes with ease.

22
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3.1 Moving mesh finite element method

With a moving mesh method, the finite element mesh adapts over time, but re-

tains its original structure and connectivity. There are two main computational

challenges here: the governing physical PDEs need to be reformulated to account

for the movement of the mesh, and a new adaptive mesh has to be generated at

each time step. To tackle the first of these, it is convenient to introduce a family

of bijective mappings At such that, at time t, point ξ of a computational reference

configuration Ωc is mapped to point x of the current physical domain Ω. That is,

At : Ωc ⊂ R
2 → Ω ⊂ R

2, x(ξ, t) = At(ξ). (3.1)

If a mapping g : Ω → R is defined on the physical domain, and T ⊆ R
+ represents

the time domain, then the temporal derivative of g in the computational frame is

defined as

∂g

∂t

∣
∣
∣
∣
ξ

: Ω → R,
∂g

∂t

∣
∣
∣
∣
ξ

(x, t) =
∂ĝ

∂t
(ξ, t), ξ = A−1

t (x),

where ĝ : Ωc × T → R is the corresponding function in the computational frame,

that is, ĝ(ξ, t) = ĝ((x, t), t) = g(At(ξ)). We also define the mesh velocity ẋ as

ẋ(x, t) =
∂x

∂t

∣
∣
∣
∣
ξ

(A−1
t (x)).

In general, if a function q : Ω → R is smooth enough, then applying the chain

rule for differentiation gives

∂q

∂t

∣
∣
∣
∣
ξ

=
∂q

∂t

∣
∣
∣
∣
x
+ ẋ · ∇q.
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We can therefore reformulate (2.18) to take account of a moving mesh as follows:

∂qi
∂t

∣
∣
∣
∣
ξ

− ẋ · ∇q = ∇ · Γi − fi i = 1, . . . , 5, (3.2a)

∇ ·D = 0. (3.2b)

Note that the main difference between (2.18a) and (3.2a) is the appearance of an

additional convection-like term which is due to the movement of the mesh.

3.2 Conservative weak formulation

To construct a weak formulation of (3.2a) and (3.2b) we consider a space of test

functions v̂ ∈ H1
0 (Ωc). The mesh mapping (3.1) then defines the test space

H0(Ω) =
{
v : Ω → R : v = v̂ ◦ A−1

t , v̂ ∈ H1
0(Ωc)

}
.

A weak formulation of (3.2a) can be obtained using Reynolds’ transport formula

which states that if ψ(x, t) is a function defined on Ω, and Vt ⊆ Ω is such that

Vt = At(Vc) with Vc ⊆ Ωc, then

d

dt

∫

Vt

ψ(x, t)dx =

∫

Vt

(

∂ψ

∂t

∣
∣
∣
∣
ξ

+ ψ∇ · ẋ
)

dx

=

∫

Vt

(
∂ψ

∂t

∣
∣
∣
∣
x
+∇ψ · ẋ+ ψ∇ · ẋ

)

dx . (3.3)

If functions v̂ ∈ H1
0 (Ωc) do not depend on time, then for any v ∈ H0(Ω) we can

establish from (3.3) that

d

dt

∫

Ω

v dx =

∫

Ω

v∇ · ẋ dx (3.4)
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and

d

dt

∫

Ω

vψ dx =

∫

Ω

v

(

∂ψ

∂t

∣
∣
∣
∣
ξ

+ ψ∇ · ẋ
)

dx. (3.5)

A conservative weak formulation can then be obtained by multiplying (3.2a) and

(3.2b) by a test function v ∈ H0(Ω), integrating over Ω and using (3.4) and (3.5). If

HEq
and HEU

denote the approximation spaces with essential boundary conditions

on qi and U , respectively, then the resulting weak form is: find qi ∈ HEq
(Ω),

i = 1, . . . , 5, and U ∈ HEU
(Ω) such that ∀v ∈ H0(Ω) and

d

dt

∫

Ω

qiv dx−
∫

Ω

(∇ · (ẋqi)) v dx =

∫

Ω

Γi · ∇v dx−
∫

Ω

fiv dx, (3.6a)

∫

Ω

D · ∇v dx = 0. (3.6b)

3.3 Finite element semi-discretisation

We now assume that the reference domain Ωc is covered by a uniform partition

Th,c so that Ωc = ∪I∈Th,cI. We will use N to denote the set of nodes of the finite

element mesh and Nint ⊂ N to denote the set of internal nodes. We also introduce

the Lagrangian finite element spaces

Lk(Ωc) = {v̂h ∈ H1(Ωc) : v̂h|I ∈ Pk(I), ∀ I ∈ Th,c}

Lk
0(Ωc) = {v̂h ∈ H1(Ωc) : v̂h|I ∈ Lk(Ωc) : v̂h(ξ) = 0, ξ ∈ ∂Ωc},

where Pk(I) is the space of polynomials on I of degree less than or equal to k.
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The mesh mapping (3.1) is discretised spatially using piecewise linear elements

giving rise to a discrete mapping Ah,t ∈ L1(Ωc) of the form

xh(ξ, t) = Ah,t(ξ) =
N∑

i=1

xi(t)φ̂i(ξ),

where xi(t) = Ah,t(ξi) denotes the position of node i at time t and φ̂i is the

associated nodal basis function in L1(Ωc). We denote the image of the reference

interval Th,c under the discrete mesh mapping Ah,t by Th,t. The finite element

spaces on Ω are defined as

Lk(Ω) = {vh : Ω → R : vh = v̂h ◦ A−1
h,t, v̂ ∈ Lk(Ωc)},

Hh,0(Ω) = {vh : Ω → R : vh = v̂h ◦ A−1
h,t, v̂ ∈ Lk

0(Ωc)},

and Hh,Eq
⊂ Lk(Ω) and Hh,EU

⊂ Lk(Ω) are the finite dimensional approximation

spaces satisfying the Dirichlet boundary conditions for qi and U , respectively.

With this notation, the finite element spatial discretisation of the conservative

weak formulations (3.6a) and (3.6b) then takes the form: find qih(t) ∈ Hh,Eq
(Ωt),

i = 1, . . . , 5, and Uh ∈ Hh,EU
(Ω) such that ∀vh ∈ Hh,0(Ω)

d

dt

∫

Ω

qihvh dx−
∫

Ω

(∇ · (ẋqih)) vh dx =

∫

Ω

Γih · ∇vh dx−
∫

Ω

fihvh dx, (3.7a)

∫

Ω

Dh · ∇vh dx = 0. (3.7b)

We apply strong anchoring, i.e., Dirichlet conditions, to (3.7a). The boundary

condition can be written as Q = Qs, where Qs is the prescribed Q-tensor at
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the boundary. Further details on boundary conditions are given in later chapters,

where we present the specific problems to which we apply our numerical method.

Note that the choice of basis functions can greatly influence the accuracy and

cost of the approximate solution. In our one-dimensional work in Chapter 4 we

consider linear and quadratic basis functions. Increasing the polynomial order of

the basis function should improve solution accuracy, however it also increases the

number of degrees of freedom in the finite element discretisation, and thereby the

overall cost of the numerical method. Any discussion comparing different choices

of basis function therefore must consider both accuracy and computational cost.

Following from results in Chapter 4, we choose to restrict our one-dimensional

work in Chapter 5, and our two-dimensional work in Chapter 6, to quadratic basis

functions. Further details on these choices of basis functions can be found in

Appendix B.

3.3.1 Treatment of the mesh movement terms

We now turn our attention to the term introduced as a result of mesh movement

in (3.7a), i.e.,
∫

Ω

(∇ · (ẋqih)) vh dx. (3.8)
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We could apply the product rule to (3.8) and obtain

∫

Ω

(∇ · (ẋqih)) vh dx =

∫

Ω

(∇ · ẋ)qih vh dx

︸ ︷︷ ︸

A1

+

∫

Ω

ẋ · ∇qih vh dx

︸ ︷︷ ︸

B1

. (3.9)

Alternatively, we could integrate (3.8) by parts to obtain

∫

Ω

(∇ · (ẋqih)) vh dx =

∫

∂Ωt

(ẋ · n)qih vh dl

︸ ︷︷ ︸

A2

−
∫

Ω

(ẋqih) · ∇vh dx

︸ ︷︷ ︸

B2

. (3.10)

Note that A1, B1, and B2 are integrals over the whole domain, whilst A2 is an

integral on the boundary of our domain. With Dirichlet boundary conditions the

test function vh vanishes on the boundary and A2, the boundary integral, will be

exactly zero. It follows from (3.10) that

∫

Ω

(∇ · (ẋqih)) vh dx = B2 = −
∫

Ω

(ẋqih) · ∇vh dx. (3.11)

If the vector qi(t) contains the degrees of freedom defining qih then we can express

(3.9) and (3.11) respectively as

∫

Ω

(∇ · (ẋqih)) vh dx = [A1(t, ẋh(t)) +B1(t, ẋh(t))] qi(t),

∫

Ω

(∇ · (ẋqih)) vh dx = [B2(t, ẋh(t))] qi(t),

where

[A1(t, ẋh(t))]nm =

∫

Ω

∇ · ẋh(t)φm(t)φn(t) dx,

[B1(t, ẋh(t))]nm =

∫

Ω

(ẋh(t)∇ · φm(t))φn(t) dx,

[B2(t, ẋ(t))]nm = −
∫

Ω

ẋφm(t) · ∇φn(t) dx.
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Note that where we use Dirichlet boundary conditions, the integration by parts

approach is more computationally efficient than the product rule approach, as we

must only calculate one matrix term. For more general boundary conditions either

approach can be followed, but care should be taken with the integration by parts

approach where the boundary integral will no longer vanish.

3.3.2 The semi-discrete system of equations

If the vector qi(t) contains the degrees of freedom defining qih, and the vector u(t)

the degrees of freedom defining Uh, then we may express (3.7a) as the system of

non-linear ordinary differential equations

d

dt
(M(t)qi(t))− [A(t, ẋh(t)) +B(t, ẋh(t))] qi(t) = G(t)− F (t), i = 1, . . . , 5,

(3.12)

where

[M(t)]nm =

∫

Ω

φn(t)φm(t) dx

is the (time-dependent) finite element mass matrix, and

[A(t, ẋh(t))]nm =

∫

Ω

∇ · ẋh(t)φm(t)φn(t) dx,

[B(t, ẋh(t))]nm =

∫

Ω

(ẋh(t)∇ · φm(t))φn(t) dx,

[F (t)]n =

∫

Ω

f(t)φn(t) dx,

[G(t)]n =

∫

Ω

Γi(t) · ∇φn(t) dx.
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Rearranging (3.12) we have

d

dt
(M(t)qi(t)) = Gi(t, qi(t),u(t)), (3.13a)

where

Gi(t, qi(t),u(t)) = [A(t) +B(t)] qi(t) +G(t)− F (t).

The discrete weak formulation of the Maxwell equation (3.7b) results in the non-

linear algebraic system

C(qi(t),u(t)) = 0, i = 1, . . . , 5, (3.13b)

with

[C(qi(t),u(t))]n =

∫

Ω

D · ∇φn(t) dx.

The equations (3.13) form a highly non-linear differential algebraic system which

is non-trivial to solve efficiently.
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A simple Q-tensor model in one

dimension

4.1 Introduction

To our knowledge, the first studies of the use of moving mesh methods for liquid

crystal problems were carried out by Ramage and Newton [61, 62] who consid-

ered a Q-tensor description of a nematic liquid crystal. In [62], a static uniaxial

one-dimensional model, not under the influence of an applied electric field, was

considered where the orientation depends solely on the scalar Maier-Saupe or-

der parameter, S. Minimising the free energy density gives rise to a non-linear

second-order boundary value problem for S, and an appropriate choice of bound-

ary conditions produces a single boundary layer. A series of calculations were

31
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performed in [62] for a range of liquid crystal cell sizes, assuming fixed material

properties. Therefore, while the boundary layer thickness remained constant for

these experiments, the proportion of the cell covered by the boundary layer de-

creased as the size of the domain increased thus making the numerical computation

using a fixed number of elements more challenging. The non-uniform mesh used in

[62] was obtained using a well-known technique of equidistributing a positive mon-

itor function across the available mesh elements. The monitor function considered

was a scaled solution arc-length (AL); a popular monitor function which has been

used previously to generate solution adaptive grids for steady and time-dependent

problems [17, 39, 45, 60]. The computations in [62] indicate that solution adap-

tive meshes can help deliver accurate numerical results over a range of different

sized domains and that the solution accuracy far exceeds that obtainable using

uniform meshes with the same number of elements. The AL monitor function was

subsequently used to solve a one-dimensional, time-dependent problem describing

the order reconstruction of a nematic liquid crystal inside a π-cell subject to an

electric field [61] (we tackle this problem ourselves in Chapter 5).

While the calculations in [62] highlight the potential use of adaptive mesh

methods to solve problems in liquid crystals, a careful examination of the results

reveals that the accuracy of the computed solutions deteriorates as the size of

the domain increases using a fixed number of mesh elements. In addition, the

optimal rate of convergence expected using linear and quadratic finite elements is
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not obtained when the domain is sufficiently large and a relatively small number

of mesh elements are used. In this sense the accuracy of the adaptive method

is not robust to changes in the parameters defining the problem, which is clearly

undesirable.

We consider the use of solution adaptive meshes which are obtained by equidis-

tribution of an alternative monitor function which has been used to solve linear

singular perturbation problems by Beckett and Mackenzie (BM) [12, 13]. The BM

monitor function contains few user-defined parameters and the effects of those

that do appear are well understood. In particular, it has been shown that the

adaptive meshes obtained by equidistribution of the BM monitor function are well

suited to singular perturbation problems in the sense that the solution accuracy is

independent of the boundary layer thickness (in contrast to the meshes obtained

by equidistribution of the AL monitor function). Here we carry out a detailed

study of the comparative accuracy obtained using the AL and BM monitor func-

tions for the non-linear Q-tensor boundary value problem considered in [62], and

explain in detail how the boundary layer thickness depends on the physical prop-

erties of the liquid crystal material (see §2.3). The BM monitor function was also

used by Amoddeo et al. [2, 3] to solve the time-dependent order reconstruction

problem considered in [61]. These authors claim that the BM monitor function

produces adaptive meshes which are better suited to capturing the highly-localised

behaviour of a scalar measure of biaxiality than the adaptive meshes obtained using
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the AL monitor function. The detailed results which we present here clarify why

this improvement in accuracy is to be expected for such time-dependent problems.

4.2 Q-tensor theory

The most commonly-used continuum model for nematic liquid crystals is the

Ericksen-Leslie theory for the nematic director, a unit vector which describes the

mean molecular alignment at a point in a given sample volume (see, e.g., [73] for

details). Implicit in this theory are the assumptions that, everywhere in the region

of interest, the material is uniaxial and the degree of order is constant. However,

these assumptions are not always valid, for example, when modelling the core of a

defect. Recall from §2.1 that an alternative model avoids these assumptions by us-

ing the symmetric traceless tensor, Q, to characterise the liquid crystal alignment

(see e.g.[28]). Recall that the second-rank tensor Q is defined by

Q =

√

3

2

〈

u⊗ u− 1

3
I

〉

, (4.1)

where 〈· · · 〉 represents the local ensemble average over the unit vectors u along the

molecular axes and I is the identity. It has five degrees of freedom, two of which

specify the degree of order, and three of which specify the angles of the principal

directions.

For static problems, recall from §2.4 that the equilibrium configuration of the

dependent variables can be found by solving the set of differential equations which
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result from minimising the total free energy, F , of the liquid crystal sample. In

the absence of an applied electric field, we obtain F from (2.6), and we have

F =

∫

V

(Ft(Q) + Fe(Q,∇Q)) dV, (4.2)

where Ft and Fe are the thermotropic and elastic energy terms respectively, and

are defined in §2.2.

We have a set of five coupled partial differential equations to solve to obtain

the equilibrium configuration of the five dependent variables. This is a challenging

problem and hence for these initial investigations we consider a simplified example

which still poses significant numerical challenges because of the different charac-

teristic lengths in the problem.

4.2.1 The model problem

We now introduce the model problem which we will study in depth for the remain-

der of the chapter. We use cartesian co-ordinates and consider a liquid crystal

sample confined between two infinite horizontal plates a distance d apart. We

assume that the anchoring on the plates is fixed and that the problem is “one-

dimensional”, by which we mean that Q varies only in the z-direction, and is

independent of x and y. We define the physical domain as Ωp = z ∈ [0, d].

Recall the Q-tensor theory presented in Chapter 2. In this section we assume

that the material is uniaxial throughout the domain. In this case two eigenvalues
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of Q are equal and there is a unique direction along which the material behaves

isotropically (the material is in fact isotropic in the plane perpendicular to the

director, i.e., it is transversely isotropic). This direction is defined by a unit vector,

the nematic director n, and then Q can be written as

Q =

√

3

2
S

(

n⊗ n− 1

3
I

)

, (4.3)

where S = 〈P2(u · n)〉 is the Maier-Saupe scalar order parameter. Here P2 is the

second Legendre polynomial and comparing (2.1) and (4.3) shows that −1/2 ≤

S ≤ 1. The factor
√

3/2 in (2.1) and (4.3) has been chosen such that tr(Q2) = S2.

The thermotropic energy density in (2.7) then becomes

Ft =
1

2
A(T − T ∗) S2 − 1

3
B S3 +

1

4
C S4. (4.4)

Note that the thermotropic polynomial Ft has stationary points when dFt/dS = 0.

Two of these are physically relevant here: S = 0 corresponds to the isotropic phase,

and

S =
B +

√

B2 − 4AC(T − T ∗)

2C
≡ Seq (4.5)

corresponds to the nematic phase. The clearing temperature, Tc, is the value of T

at which the phase transition takes place. Here, the isotropic and nematic phases

have the same thermotropic energy, that is, at T = Tc, Ft(0) = Ft(Seq) = 0. From

this, it can be deduced that

A(Tc − T ∗) =
2B2

9C
(4.6)
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which follows from the definition of Seq given by (4.5) and the fact that Ft(Seq) = 0

when T = Tc. If the temperature is high enough such that

T > T+ ≡ T ∗ +
B2

4AC
,

then the thermotropic polynomial has only one stationary point corresponding to

the isotropic phase S = 0. A plot of the thermotropic energy polynomial is shown

in Figure 4.1 for various values of T .
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Figure 4.1: Thermotropic energy density Ft as a function of the scalar order pa-

rameter S.

To simplify the problem even further we assume that n is aligned parallel to
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the z-axis so that (4.3) takes the form

Q =

√

3

2
S











−1
3

0 0

0 −1
3

0

0 0 2
3











.

The Q-tensor now depends only on the scalar order parameter S and, in this

simplified case, the elastic energy in (2.8) becomes

Fe =
1

6
(2L1 + L2)

(
dS

dz

)2

. (4.7)

The total free energy can therefore be minimised (and hence the equilibrium con-

figuration identified) by solving a single Euler-Lagrange equation for S, subject to

suitable boundary conditions.

For computational purposes, it is useful to non-dimensionalise lengths with

respect to the nematic coherence length ζ =
√

9CL2/2B2. Following [72], we also

make a second transformation to remove the material specific constants B and C,

using relationship (4.6) to simplify further. Rescaling with

z̄ =
1

ζ
z, S̄ =

3C

2B
S,

the problem is now one of minimising the sum of the non-dimensional energy

densities

F̄t =
χ

2
S̄2 − S̄3 +

1

2
S̄4, F̄e =

ψ

2ζ2

(
dS̄

dz̄

)2

, (4.8)

where

χ =
T − T ∗

Tc − T ∗
, and ψ =

2

3

(
L1

L2
− 1

)

+ 1.
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For the rest of this chapter, we will work with these dimensionless quantities, but

will omit the overbars for ease of notation. Note that the problem domain has

also been scaled in accordance with the above non-dimensionalisation; that is, we

now have the scaled domain Ωs = z ∈ [0, ds] when the true length of the physical

domain is d (with d = dsζ).

With this scaling, the equilibrium nematic scalar order parameter (4.5) becomes

Seq =
(

3 +
√

9− 8χ
)

/4.

When χ > 1 (that is, T > Tc), the minimum of Ft corresponds to the isotropic

phase (S = 0), and for χ < 1, its minimum corresponds to the nematic phase

(S = Seq). There is a first-order phase transition when χ = 1 (T = Tc). When

χ < 0 (T < T ∗), the isotropic phase is unstable whereas the nematic phase is

stable. The nematic phase becomes unstable when χ > 9/8 (T > T+).

All of the numerical experiments in §4.4 are carried out with χ ≈ −0.3455 and

ψ ≈ 3.0278. These values are commensurate with the temperatures and material

constants used in [62], so the results can be directly compared. We note that,

for these values, the associated nematic coherence length is ζ ≈ 4nm and the

(scaled) equilibrium value is Seq ≈ 1.6075. This corresponds to an unscaled value

of approximately 0.4396 which lies within the admissible range for the scalar order

parameter.

As in the next section we will make use of results from singular perturbation
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analysis, we make a final scaling of the z-co-ordinate axis to z/ds so that the

computational domain is Ωc ≡ z ∈ [0, 1].

With the above scalings, the governing differential equation for S(z) is the

Euler-Lagrange equation

∂F

∂S
− d

dz

(
∂F

∂Sz

)

= 0 ↔ ψ

ds
2

d2S

dz2
= χS − 3S2 + 2S3, z ∈ (0, 1). (4.9)

We solve (4.9) subject to the boundary conditions S = 0 at z = 0 and S = Seq

at z = 1. That is, at the left edge of the domain the sample is isotropic, and at

the right edge S has reached its equilibrium value of Seq. With these boundary

conditions the solution develops a steep boundary layer close to z = 0 and this

provides a suitable challenge for the proposed algorithm. Similar steep layers

are present in physically meaningful situations such as domain walls and close to

solution defects.

4.3 Estimates of the boundary layer component

of the solution

It is not immediately obvious why (4.9) is a singularly perturbed boundary value

problem. However, if we let ε =
√
ψ/ds, then (4.9) can be written in the more
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familiar form

−ε2d
2S

dz2
+ (χS − 3S2 + 2S3) = 0, z ∈ (0, 1), S(0) = 0 and S(1) = Seq.

(4.10)

If S0(z) denotes the solution of the reduced problem which is defined by setting

ε = 0 in (4.10), then

b(z, S0(z)) ≡ χS0 − 3S2
0 + 2S3

0 = 0, z ∈ (0, 1). (4.11)

As mentioned earlier, we are interested in the temperature regime T < T ∗ and

hence χ < 0. Under these circumstances we can factorise b(z, S0(z)) so that

2S0(S0 − S̃)(S0 − Seq) = 0,

where S̃ < 0. The reduced problem therefore has three constant solutions: S0 = 0,

S0 = S̃, and S0 = Seq. Only S0 = S̃ and S0 = Seq are stable reduced solutions in

the sense that, for both,

bS(z, S0) = χ− 6S0 + 6S2
0 > λ2 > 0, z ∈ (0, 1).

Clearly, the solution S0 = Seq satisfies the right-hand boundary condition of the

full problem (4.10). At the other boundary we have

−
∫ 0

v

b(z, Seq + t) dt = −
∫ 0

v

2t(Seq + t− S̄)(Seq + t) dt > 0, ∀ t ∈ [−Seq, 0).

(4.12)

The solution S0 = Seq is therefore said to have a stable boundary layer at z = 0

[46, 56]. We seek a solution of the full problem (4.10) that, away from the boundary
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layer at z = 0, is close to S0 = Seq. Thus we may take S0 = Seq as the zeroth-

order smooth component in an asymptotic expansion of S(z). Let v(z) denote the

zeroth-order boundary layer term. The following Lemma, which is equivalent to

Lemma 2.3 in [46], establishes the existence of such a boundary layer term and

gives bounds on its derivatives.

Lemma 4.3.1 Let λ0 =
√

bS(0, Seq). Then, for each δ ∈ (0, λ0), there exists a

positive constant Cδ such that

∣
∣
∣
∣

dkv

dzk

∣
∣
∣
∣
≤ Cδε

−ke−((λ0−δ)z/ε), k = 0, 1, . . . , 4. (4.13)

A zeroth-order asymptotic solution of (4.10) is therefore given by

Sasym = Seq(1− e−λ0z/ε). (4.14)

Using this approximate solution it is possible to get an idea of how the scaled

boundary layer thickness varies in terms of the physical parameters defining our

model. Here we will define the estimated boundary layer thickness as the distance

zbl such that Sasym(zbl) = ΦSeq, where typically Φ ≈ 0.99. It follows from (4.14)

that

zbl = − ε

λ0
ln(1− Φ). (4.15)

We can therefore see that the scaled boundary layer thickness is an increasing func-

tion of ε. The scaled boundary layer thickness is therefore a decreasing function

of the physical size of the liquid crystal cell d, but is an increasing function of the
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ratio of the elastic constants L1/L2. The value of λ0 depends on the temperature

through the parameter χ. A plot of zbl versus χ for ε = 0.01 (d ≈ 0.7 microns) is

shown in Figure 4.2 from which we can deduce that the boundary layer thickness

is a increasing function of temperature in this case.
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Figure 4.2: Variation of boundary layer thickness zbl in terms of the parameter χ

with ε = 0.01, and d ≈ 0.7 microns.
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4.4 Adaptive grid generation

4.4.1 Grid equidistribution

Guided by the singular perturbation analysis of the previous section, we now con-

sider the adaptive numerical solution of (4.10). In one-dimensional moving mesh

methods, the mesh is usually updated via a mesh generating equation based on the

equidistribution of a positive monitor function. That is, grid points are located in

order to limit some measure of the solution error by distributing it equally across

each subinterval. For this type of adaptivity, the new mesh is usually constructed

as the image under a suitably defined mapping of a fixed mesh over an auxiliary

domain. We assume a uniform mesh

ξi = i/N, i = 0, 1, . . . , N, (4.16)

where N is a positive integer, is imposed on the computational domain Ωc, and

denote the corresponding mesh in the physical domain Ωp by

∆N ≡ {a = z0 < z1 < . . . < zN−1 < zN = b}. (4.17)

With this notation,

z = z(ξ, t) : [0, 1] → [a, b], ξ ∈ Ωc = [0, 1],

denotes a mapping from a computational coordinate ξ to a physical coordinate

z. Given a function representing a particular physical quantity from a prob-



Chapter 4 45

lem, T (z, t) say, and an associated strictly positive integrable monitor function

ρ(T (z, t)), the one-dimensional equidistribution principle can be expressed as

∫ zi(ξ,t)

a

ρ(T (s, t)) ds = ξi

∫ b

a

ρ(T (z, t)) dz =
i

N

∫ b

a

ρ(T (z, t)) dz, i = 0, 1, . . . , N.

(4.18)

Many monitor functions depend on derivatives of the exact solution and hence

these have to be approximated using derivatives of the numerical solution. Fur-

thermore, most monitor functions are not easily integrable functions and so the

practical computation of equidistributing meshes requires some form of quadra-

ture to approximate the integrals. A simple way of finding an approximation of

an equidistributed grid is to find the mesh that equidistributes a piecewise con-

stant approximation of ρ(T (z, t)). A popular method for doing so is the so-called

de Boor algorithm [25]. If (4.17) denotes a partition of the domain Ωp using N

elements, and ρ(T (z, t)) > 0 is a continuous function on Ωc, then a grid is said to

be equidistributed if ρ(T (z, t)) is evenly distributed over the mesh elements in the

sense that

∫ zi

zi−1

ρ(T (z, t)) dz =
1

N

∫ b

a

ρ(T (z, t)) dz, i = 1, . . . , N. (4.19)

In particular, if

∆
(k)
N = {a = z

(k)
0 < z

(k)
1 < . . . < z

(k)
N−1 < z

(k)
N = b}, h

(k)
i = z

(k)
i −z(k)i−1, 1 ≤ i < N,
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and ρ
(k)
i (T (z, t)) is a constant on (z

(k)
i−1, z

(k)
i ), then inverse linear interpolation can

be used to find the mesh

∆
(k+1)
N = {a = z

(k+1)
0 < z

(k+1)
1 < . . . < z

(k+1)
N−1 < z

(k+1)
N = b}

which exactly equidistributes ρ(k)(T (z, t)) in the sense that

∫ z
(k+1)
i

z
(k+1)
i−1

ρ(k)(T (z, t)) dz =
1

N

N∑

i=1

ρ
(k)
i (T (z, t))h

(k)
i , i = 1, . . . , N.

Once the mesh has been updated, a new approximation can be obtained using

this mesh. It is then possible to define a new piecewise constant monitor function

that can be used to update the mesh further. It is immediately clear that in

regions of the domain where the monitor function is large, the mesh spacing will

be small, and in regions of the domain where the monitor function is small, the

mesh spacing will be large. One can consider the monitor function as measure

of the local difficulty in solving the underlying physical problem, whose purpose

is to generate a grid that adapts to features of the solution. The approximate

equidistribution strategy presented above was used in [25] to generate solution-

adaptive meshes to solve two-point boundary value problems, and the algorithm

will form part of our iterative solution method.

The choice of an appropriate monitor function is essential to the success of

the use of the equidistribution principle. In [62] the authors considered the scaled
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solution arc-length (AL) monitor function

ρ(SN(z)) =

√

µ+

(
dSN

dz

)2

, (4.20)

where µ is a user-prescribed scaling parameter. Using this monitor function to

solve (4.10), and assuming that SN ≈ Sasym, we see that, external to the boundary

layer region, dSN/dz ≈ 0 and ρ ≈ √
µ, whereas in the boundary layer region,

ρ ≈ Seqλ0ε
−1e−λ0z/ε.

As mentioned in the introduction to this chapter, the AL monitor function has

some shortcomings when applied to the resolution of exponential-like boundary

layers. We therefore consider the alternative monitor function

ρ(SN(z)) = α +

(∣
∣
∣
∣

dSN

dz

∣
∣
∣
∣

)1/m

, where α =

∫ 1

0

(∣
∣
∣
∣

dSN

dz

∣
∣
∣
∣

)1/m

dz, (4.21)

andm is a positive parameter. Beckett and Mackenzie (BM) used a similar monitor

function to solve singularly perturbed reaction-diffusion boundary value problems

using finite difference methods [12] and Galerkin finite element methods [13]. As

the main difficulty in solving (4.10) is resolving the exponential boundary layer,

where the solution first derivative is similar to the second derivative, we have, for

simplicity, used the first derivative of the numerical solution in the definition of

the monitor function whereas the second derivative was used in [12, 13].

The positive factor α in (4.21) acts as a lower bound, or floor, on the monitor

function and its role is to prevent mesh starvation in areas of the domain where

dSN/dz is close to zero. For our model problem, this is the region external to the
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boundary layer at z = 0. It is important to note that α is not a user-specified

parameter as its value is determined a posteriori from the numerical approximation

itself. This is in contrast to the parameter µ in the definition of the AL monitor

function. It has been shown in [13] that the meshes obtained by equidistribution

of the BM monitor are balanced in the sense that approximately half the available

mesh elements are automatically located external to the boundary layer and the

remaining half are located within the boundary layer region.

If the parameter m in (4.21) is greater than 1, then its effect is to smooth

potentially large variations in the value of dSN/dz. Increasing m will lead to

fewer mesh elements in the boundary layer region, leaving more to be deployed

to cover the rest of the domain. This can potentially lead to improved accuracy

for problems with boundary layers and additional solution features that need to

be resolved in the interior of the domain. Such a situation arises in the order

reconstruction problem considered in [2, 3, 9, 61] (and in Chapter 5 of this thesis).

This is one of the reasons put forward by Amoddeo et al. [2, 3] for preferring the

use of the BM monitor with m = 2, as opposed to the AL monitor function: the

latter gives rise to a mesh similar to that obtained with the BM monitor function

with m = 1.

To provide additional guidance on an appropriate choice of the parameter m to

resolve a function with a boundary layer, we have the following result (equivalent

to Theorem 7 from [12]).



Chapter 4 49

Theorem 4.4.1 Let v(z) = e−(λ0z)/ε, and let Ipv(z) denote the piecewise polyno-

mial interpolant of v(z) of degree p on each mesh element. Then, on the mesh that

exactly equidistributes the BM monitor function, there exists a constant C which

is independent of ε and N such that

max
z∈[zi−1,zi]

|v(z)− Ipv(z)| < C







N−(p+1), m ≥ p+ 1,

N−m, m < p+ 1

(4.22)

for i = 1, 2, . . . , N .

Therefore, to obtain the optimal rate of convergence using polynomial basis func-

tions of degree p, it is necessary that m ≥ p + 1. In particular, if linear elements

are used, then we need m ≥ 2. This result explains why sub-optimal rates of con-

vergence were observed using the AL monitor function in [62], where both linear

and quadratic elements were used. Amoddeo et al. [2, 3] use quadratic elements

in their simulations using the BM monitor with m = 2. This combination clearly

would also lead to sub-optimal rates of convergence if it were used to resolve a

function with an exponential boundary layer.

4.4.2 Adaptive solution procedure

The generation of the adaptive grid requires the global equidistribution principle

(4.19) and the monitor function (4.21) be discretised. The resulting set of equations

could then be coupled with the finite element discretisation of (4.10) to give a non-

linear system for ∆N and SN . However, this system is large and expensive to solve,
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and also dictates that the grid and numerical solution be evaluated with the same

level of accuracy. Thus, a popular alternative is to decouple the calculation of the

grid from the finite element solution, and solve the two sets of equations in an

iterative manner. Here we will use an algorithm proposed by Kopteva and Stynes

[45] which is based on a modified version of the de Boor algorithm described in

(4.4.1).

To test how close the grid is to being equidistributed at iteration k we first

define the two quantities

Ei
(k) = ρi

(k)hi
(k), i = 1, . . . , N and I(k) =

N∑

i=1

ρi
(k)hi

(k).

The iterative remeshing algorithm (described below) is executed until

max
1≤i≤N

{Ei
(k)} ≤ C0

I(k)

N
, (4.23)

where h
(k)
i = z

(k)
i − z

(k)
i−1 and C0 is a user defined constant. The choice of C0 de-

termines a balance between computational efficiency and solution accuracy. For

example, with a large value of C0 it is easier to find an approximately equidis-

tributed grid, but this might be at the expense of solution accuracy. Conversely,

using a value of C0 very close to one may require a large number of iterations

to converge but many of these iterations will be superfluous and have very little

effect on the solution accuracy. This test for convergence and guidance on suitable

choices of C0 are discussed in more detail in [21]; here we set C0 = 1.1.

The overall algorithm is as follows:
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1. Set the initial mesh ∆
(0)
N to be a uniform grid of N cells. Set the initial guess

S
(0)
N to be the linear function interpolating the boundary values S = 0 and

S = Seq. Set k = 0.

2. Obtain the finite element approximation S
(k)
N using the mesh ∆

(k)
N and use

Newton’s method to solve the system of non-linear algebraic equations.

3. Set h
(k)
i = z

(k)
i − z

(k)
i−1 for each i and calculate ρ

(k)
i , E

(k)
i and I(k).

4. If

max
1≤i≤N

{Ei
(k)} ≤ C0

I(k)

N
,

then go to Step 6. Otherwise, continue to Step 5.

5. Use the de Boor algorithm [25] to find the mesh ∆
(k+1)
N that equidistributes

ρ(k). Set k = k + 1 and go to Step 2.

6. Output the final mesh ∆N = ∆
(k)
N and solution SN = S

(k)
N and stop.

4.5 Numerical results

In this section we present some numerical results concerned with solving (4.10)

using the algorithm in the previous section. Specifically, we compare computed

solutions for three values of d giving boundary layers of different thicknesses, using

ψ and χ as in (4.2.1). As the analytical solution S(z) of (4.10) is not available
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in a convenient form, we have instead compared the computed solutions with

the numerical solution obtained using quadratic elements and a fine non-uniform

adaptive mesh which equidistributes the BM monitor function using N = 2048

elements. We will use Sf(z) to denote this fine grid approximation to S(z) with

the assumption that

|Sf(z)− S(z)| ≪ |Sf(z)− SN(z)|.

As an estimate of the true L∞ error we have calculated

‖eN‖L∞(0,1) ≡ max
i=1,...,N

(

max
1≤j≤11

|Sf(zij)− SN (zij)|
)

, (4.24)

where the error sampling points are taken to be

zij = zi−1 +
j − 1

10
(zi − zi−1), i = 1, . . . , N, j = 1, . . . , 11. (4.25)

Since the sampling points zij will not in general coincide with any fine background

grid points, the solution Sf (zij) is interpolated using the local solution defined on

the fine grid element that includes the point zij .

We also estimate the maximum error computed at grid nodes

‖eN‖l∞ = max
i=0,...,N

|Sf (zi)− SN(zi)|. (4.26)

Figures 4.3 – 4.8 show a typical set of numerical results obtained for three

different values of d. The examples shown have been obtained using quadratic

basis functions on adaptive meshes with N = 32 elements using the BM monitor
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function with the parameter m = 3. The solution and computed error at the grid

nodes are denoted by circles. In the error plots the solid line denotes the linear

interpolant of the error computed at the set of sampling points {zij} defined in

(4.25). In each solution plot we have also included the zeroth-order asymptotic

solution Sasym. The vertical dotted line denotes the location of the estimated

boundary layer thickness zbl. We note that, for each value of d, the boundary

layer nature of the solution is captured well by the adaptive meshes even though

the relative boundary layer thickness decreases by an order of magnitude as we

increase d. From the plots of the solution errors, we see that the errors are largest

in the boundary layer region or close to the boundary layer edge. Note however

that the maximum solution error is relatively insensitive to the value of d. We can

also see that the computed solutions are considerably more accurate at the grid

points defining the finite element mesh in comparison to the error within mesh

elements.

To quantify solution accuracy, in Table 4.1 we first present the L∞ and l∞

norms of the error obtained using linear elements and the BM monitor function

with m = 2. The table also includes the number of iterations required for the

remeshing algorithm to converge according to the condition (4.23) with C0 =

1.1 and estimates of the rates of convergence in each norm. We observe that

the L∞ norm of the error converges at the rate O(N−2), which is the optimal

rate expected using linear elements. More importantly, the accuracy obtained
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Figure 4.3: Numerical solution for d = 0.1 microns.
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Figure 4.4: Error for d = 0.1 microns.
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Figure 4.5: Numerical solution for d = 1 micron.
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Figure 4.6: Error for d = 1 micron.
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Figure 4.7: Numerical solution for d = 10 microns.
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appears to be robust to changes in the physical size of the liquid crystal cell

d. Similar uniform convergence behaviour has been established theoretically for

Galerkin finite element approximations to linear reaction-diffusion problems using

the BM monitor function in [13]. We can also see that the number of iterations of

the remeshing algorithm required to find the adaptive mesh depends only mildly

on d and N . Table 4.1 also shows that the maximum nodal error behaves in a

similar fashion to the L∞ error.

The analogous results obtained using quadratic elements are shown in Table

4.2. The convergence rate for quadratics appears to be O(N−3) in the L∞ norm

and the accuracy is again robust to changes in d. The numbers of iterations

required to find the adaptive meshes are comparable to those used with linear

elements. The convergence rate of the error at grid nodes appears to be O(N−4).

A similar convergence rate was observed using the AL monitor function in [62].

It is well known that the finite element method can exhibit nodal superconver-

gence, when the numerical solution at node points is much more accurate than at

intermediate points. Theoretical results in this direction go back to Douglas and

Dupont [30] who showed that for linear two-point boundary value problems, the

standard Galerkin approximation using polynomial elements of degree p converges

in the L∞ norm at O(N−(p+1)), whereas the solution at the grid nodes converges

at O(N−2p). These convergence rates are consistent with our experiments in that

there is no indication of this with linear elements, but with quadratic elements,
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the solution converges more quickly at the grid nodes.

We have also compared the accuracy of the computed solutions using adaptive

meshes to those obtained using a fine uniform mesh. Figure 4.9 and Figure 4.10

show the results obtained using quadratic elements and adaptive meshes using the

BM monitor function with m = 3 and a fine uniform mesh with N = 105 elements.

It is clear that the difference between the solution obtained using the fine adaptive

grid and the fine uniform grid is very small thus justifying the use of the fine

adaptive grid solution to estimate solution errors. Furthermore, we can see that in

the most challenging case where d = 10, we obtain comparable accuracy using an

adaptive grid with N = 256 elements compared to a uniform mesh using N = 105

elements, thus highlighting the efficiency gains from using adaptive meshes.

We now consider the effects of varying the parameter m in the BM monitor

function. In Figure 4.11 and Figure 4.12 we present the computed errors measured

in the L∞ and l∞ norms using linear and quadratic basis functions on meshes with

N = 64 elements and d = 1. We can see that the minimum error appears to occur

close to m = 2 using linear elements and somewhere between m = 3 and m = 4

for quadratic elements. Moreover, the error increases more quickly for values of m

smaller than the optimal value. Theorem 4.4.1 indicates that if m ≥ p + 1, then

the approximation will converge at the optimal rate with respect to N . This is

consistent with our findings, namely that the optimal rates of convergence, and

best approximations, are attained withm ≥ 2 for linears andm ≥ 3 for quadratics.
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Although we have presented results here only for the case d = 1, we observe similar

behaviour when d = 0.1 and d = 10 microns.

The result in Theorem 4.4.1 assumes that the mesh is obtained by exactly

equidistributing the BM monitor function. In practice, the derivatives appearing

in (4.21) are those of the numerical solution. To give some indication of the

accuracy of the computed solutions using the adaptive algorithm, in Figure 4.13

and Figure 4.14 we compare the results to those obtained using the mesh obtained

from equidistribution of the fine grid solution Sf (z). This mesh we refer to as

the exactly equidistributed mesh. It is clear that the differences in the computed

solutions using the different meshes are small and tend to zero as the number of

elements is increased as expected due to the reduction of the error in the estimation

of the solution derivatives and from approximating the continuous monitor function

by a piecewise constant approximation.

We can also compare the accuracy obtained using the BM monitor function to

that obtained using the AL monitor function. Figure 4.15 and Figure 4.16 show the

errors in the L∞ and l∞ norms with linear basis functions. It can be seen that, for

all values of d, the error using the BM monitor is smaller than the error obtained

using the AL monitor with the same number of mesh points. Note also that the

errors using the AL monitor are very sensitive to the size of the physical domain

d. In particular, we see that for a fixed number of grid points the errors increase

as d is increased. Figure 4.17 and Figure 4.18 show equivalent plots for quadratic
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basis functions. Similar observations can be made as for the linear case, with BM

outperforming AL, both in terms of accuracy and robustness to variations in d.

Having established that the use of the BM monitor function can improve accu-

racy (for a fixed number of grid points), we now consider the overhead associated

with the computation of the adaptive grid which should be taken into account

when assessing the overall efficiency of the approach. To illustrate this we look

at the CPU time required using the BM and AL monitor functions to solve our

problem to a given degree of accuracy in the L∞ norm using quadratic basis func-

tions. It has been shown that uniform meshes perform poorly in comparison to

those obtained using the AL monitor function [61] and hence we will not consider

uniform meshes here as they are unlikely to be competitive. The number of ele-

ments and CPU times required are listed in Table 4.3. The results indicate that

BM outperforms AL in each case and that the relative efficiency of BM improves

significantly as higher accuracy is required and as d is increased.
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d = 0.1 d = 1 d = 10

N ‖eN‖L∞
‖eN‖l∞ it ‖eN‖L∞

‖eN‖l∞ it ‖eN‖L∞
‖eN‖l∞ it

Rate Rate Rate Rate Rate Rate

8 3.172e-02 9.487e-03 2 5.224e-02 4.242e-02 10 6.632e-02 4.540e-02 25

- - - - - -

16 9.703e-03 2.867e-03 2 1.300e-02 1.213e-02 6 1.490e-02 1.490e-02 22

1.71 1.72 2.01 1.81 2.15 1.61

32 2.818e-03 7.884e-04 1 3.398e-03 2.675e-03 3 3.670e-03 3.097e-03 110

1.78 1.86 1.94 2.18 2.02 2.27

64 7.044e-04 1.992e-04 1 8.057e-04 5.300e-04 3 8.161e-04 7.157e-04 20

2.00 1.98 2.08 2.34 2.17 2.11

128 1.733e-04 5.005e-05 1 2.024e-04 1.257e-04 4 2.120e-04 1.707e-04 3

2.02 1.99 1.99 2.08 1.94 2.07

256 4.291e-05 1.260e-05 1 5.073e-05 3.145e-05 2 5.231e-05 4.405e-05 4

2.01 1.99 2.00 2.00 2.02 1.95

Table 4.1: Errors, convergence rate, and iterations required (it) using linear basis

functions and the BM monitor function with m = 2.
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d = 0.1 d = 1 d = 10

N ‖eN‖L∞
‖eN‖l∞ it ‖eN‖L∞

‖eN‖l∞ it ‖eN‖L∞
‖eN‖l∞ it

Rate Rate Rate Rate Rate Rate

8 2.999e-03 1.108e-03 1 2.519e-02 1.100e-02 5 8.495e-02 8.4949e-02 9

- - - - - -

16 3.221e-04 6.585e-05 1 1.376e-03 2.493e-04 5 2.864e-03 6.312e-04 11

3.21 4.07 4.19 5.46 4.89 7.07

32 5.014e-05 3.635e-06 1 1.230e-04 1.047e-05 3 2.203e-04 3.339e-05 6

2.68 4.18 3.48 4.57 3.70 4.24

64 6.026e-06 2.389e-07 1 1.612e-05 5.246e-07 2 1.882e-05 2.500e-06 10

3.06 3.93 2.93 4.31 3.55 3.73

128 7.930e-07 1.522e-08 1 1.726e-06 3.995e-08 2 2.122e-06 3.494e-07 4

2.93 3.97 3.22 3.71 3.14 2.83

256 9.819e-08 9.779e-10 1 2.119e-07 2.211e-09 2 2.538e-07 2.345e-08 3

3.01 3.96 3.02 4.17 3.06 3.90

Table 4.2: Errors, convergence rate, and iterations required (it) using quadratic

basis functions and the BM monitor function with m = 3.
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Figure 4.9: ‖eN‖l∞ obtained using adaptive meshes and a fine uniform mesh.
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Figure 4.10: ‖eN‖L∞
obtained using adaptive meshes and a fine uniform mesh.
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Figure 4.11: ‖eN‖l∞ error variation with respect to the parameter m in the BM

monitor function.
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Figure 4.12: ‖eN‖L∞
error variation with respect to the parameter m in the BM

monitor function.
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Figure 4.13: ‖eN‖l∞ obtained using approximate and exactly equidistributed adap-

tive meshes.
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Figure 4.14: ‖eN‖L∞
obtained using approximate and exactly equidistributed

adaptive meshes.
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Figure 4.15: Comparison of accuracy obtained by equidistribution of the AL and

BM monitor functions: convergence of ‖eN‖L∞
using linear elements.
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Figure 4.16: Comparison of accuracy obtained by equidistribution of the AL and

BM monitor functions: convergence of ‖eN‖l∞ using linear elements.
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Figure 4.17: Comparison of accuracy obtained by equidistribution of the AL and

BM monitor functions: convergence of ‖eN‖L∞
using quadratic elements.
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Figure 4.18: Comparison of accuracy obtained by equidistribution of the AL and

BM monitor functions: convergence of ‖eN‖l∞ using quadratic elements.
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AL BM

d = 0.1

TOL N it t(s) N it t(s) % speedup

1e-3 32 1 0.091922 12 1 0.082384 12

1e-5 168 1 0.410808 56 1 0.093883 338

d = 1

TOL N it t(s) N it t(s) % speedup

1e-3 110 2 0.321125 16 2 0.113015 184

1e-5 816 1 39.4324 100 1 0.216643 18102

d = 10

TOL N it t(s) N it t(s) % speedup

1e-3 166 3 8.78359 26 10 0.708193 1140

1e-5 2042 1 4483.39 88 6 3.70893 120781

Table 4.3: Comparison of CPU times required to produce an error in the L∞

norm below the value TOL using quadratic elements and the AL and BM monitor

functions.
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4.6 Conclusions

In this chapter we have considered the adaptive solution of a non-linear boundary

value problem arising from a Q-tensor model of a nematic liquid crystal. The

solution-adaptive mesh is obtained by equidistribution of the BM monitor func-

tion, which has previously been used to solve linear reaction-diffusion problems.

Numerical experiments have been carried out which show that the computed er-

rors are robust to variations in the size of the liquid crystal cell size – a desirable

property which is not realised when a uniform grid or an adaptive mesh based on

equidistribution of the AL monitor function is used. An iterative algorithm has

been used to find approximately equidistributed grids, and to obtain solutions to a

given degree of accuracy. We have shown that the use of the BM monitor function

can result in over a thousand fold decrease in CPU time compared to the use of

the AL monitor function. The work in this chapter has been published in [48].

Although the results in this chapter deal with a somewhat idealised model

problem, they do have important implications for the solution of more realistic

physical problems such as the biaxial order reconstruction problem considered in [2,

3, 4, 1, 61, 62] and the following chapter. For this problem the fullQ-tensor must be

used resulting in five coupled non-linear PDEs, corresponding to the components

qi, i = 1, . . . , 5. These equations are solved in conjunction with an equation

describing the electric potential. The improvements in efficiency presented here
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using the BM monitor function are extremely promising and suggest that similar

reductions in grid densities can be achieved for time-dependent problems in liquid

crystal modelling, such as the π-cell problem tackled in the next chapter.
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π-cell problem

A common feature of the moving mesh studies listed in the conclusion of the pre-

vious chapter [2, 3, 4, 1, 61, 62] is the use of interpolation to transfer the numerical

solution between meshes as it is evolved in time. While this procedure is possi-

ble in one dimension, it is not easily extended to higher dimensions. In addition,

the moving mesh methods used previously have been based on a discretisation of

the well known mesh equidistribution principle. More recently, however, it has

been accepted that greater control (and hence robustness) can be obtained using a

moving mesh partial differential equation (MMPDE) [41]: this is the approach we

adopt in this chapter. Additional improvements on previously published studies

include using a better adaptivity criterion together with a fully adaptive time-

stepping procedure, leading to a more robust and accurate method overall. Most

of the moving mesh papers above have studied the same test problem from Barberi

71
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et al. [9], namely, using a one-dimensional model to investigate the dynamics of

the biaxial switching of a nematic π-cell subjected to a strong electric field. A full

numerical study of convergence properties of our adaptive algorithm is presented.

As well as showing optimal convergence in time and space (with quadratic finite

elements), we again observe nodal superconvergence. For the first time, a monitor

function is constructed based upon a local measure of biaxiality. This is shown

to lead to higher levels of solution accuracy and a considerable improvement in

computational efficiency compared to those monitor functions previously applied

to the π-cell problem.

5.1 Description of the π-cell problem

We consider a time-dependent switching process in a π-cell geometry which ad-

mits two topologically different equilibrium states. As mentioned previously, this

problem (taken from [9]) has been used as a test example by previous authors

interested in moving mesh methods [2, 3, 62]. Although it has only one space

dimension, it embodies many of the features of our real target applications, and

thus provides a satisfactory proof of concept for our approach.

The geometry is that of a π-cell [18], where the cell structure consists of a

liquid crystal sample sandwiched between two horizontal plates a distance d apart.

We consider a cell where d = 1 micron, and the liquid crystal parameters used
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are taken from [9] (as described in §2.3). At both boundaries, the cell surface

is treated so as to induce alignments uniformly tilted by a specified tilt angle,

θT , but oppositely directed. This allows two topologically different equilibrium

states: in one case, there is mostly horizontal alignment of the director with a

slight splay and, in the other, there is mostly vertical alignment with a bend of

almost π radians. Depending on the tilt angle and ratio of the elastic moduli

of the liquid crystal material, either of these states might have a lower elastic

energy, but the energy barrier between them is always large enough to prevent a

spontaneous transition. In this chapter, an electric field is applied and the biaxial

order reconstruction which occurs when the applied voltage is sufficiently large is

modelled. Representative configurations of both states are illustrated in Figure

5.1.

As the focus of our study is the π-cell order reconstruction problem described

in [9], we restrict our attention to one space dimension, with a single spatial

co-ordinate z. In this case, it can be shown that equations (2.18) reduce to

∂qi
∂t

=
∂Γiz

∂z
− fi i = 1, . . . , 5, (5.1a)

∂Dz

∂z
= 0. (5.1b)

We apply strong anchoring, i.e., Dirichlet conditions, to (5.1a). The boundary

condition can be written as

Q = Qs, (5.2)
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Figure 5.1: Cell configuration showing (a) horizontal and (b) vertical states under

the influence of an electric field E.

where Qs is the prescribed Q-tensor at the boundary. For the problem considered

in this chapter we have

Qs = Q(θT0) at z = 0, (5.3)

Qs = Q(θTd
) at z = d, (5.4)

where θT0 and θTd
are the tilt angles at the bottom and top cell boundaries re-

spectively. We assume that the director is initially aligned in the horizontal state

shown in Figure 5.1, and apply an initial condition where θT varies linearly between

θT0 at z = 0 and θTd
at z = d. We solve (5.1b) subject to boundary conditions

U = 0 at z = 0 and U = Vmax at z = d, where Vmax is the maximum strength of

the applied electric field. Initially U is assumed to be zero throughout the cell.
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For computational purposes, we non-dimensionalise the equations in (5.1), scaling

length with respect to the nematic coherence length ζ =
√

9CL2/2B2 (as was

done in Chapter 4), and the energies are scaled by the quantity A(T − T ∗).

5.2 Moving the mesh

We have already discussed how the governing physical PDEs need to be reformu-

lated to account for the movement of the mesh: we presented a conservative weak

reformulation of the Q-tensor equations in §3.1, and the subsequent finite element

semi-discretisation of these equations in §3.2. We now discuss the procedure used

to generate the adaptive mesh at each time step. Mesh movement is generally per-

formed by solving a moving mesh partial differential equation (MMPDE) derived

from the equidistribution principle. Recall from §4.4.1 that the equidistribution

principle makes use of a mesh density function (referred to as the monitor func-

tion) which is some measure of local solution difficulty, and which is supposed to

be distributed equally throughout the domain. It is common to formulate an MM-

PDE based on a variational formulation of the equidistribution principle. Using

the variational approach, we obtain an MMPDE derived from the Euler-Lagrange

equations associated with a functional that has been chosen specifically for the

purposes of generating an adpative mesh. The variational approach falls under

the umbrella of location-based strategies as described by Huang & Russell in [41].
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This approach controls directly the location of the mesh points, as opposed to a

velocity-based approach that generates a mesh by integrating the velocity field.

We do not consider any velocity-based method, and instead direct the interested

reader to Chapter 7 in [41] for further reading on these methods.

5.2.1 Moving mesh partial differential equation

Recall that in §4.4.1 we presented the one-dimensional equidistribution principle

as a means of updating our adaptive mesh. Alternatively, a differential equation

for z(ξ, t) can be obtained by differentiating (4.18) with respect to ξ to give

ρ(T (z, t))
∂z

∂ξ
= θ(t), (5.5)

where

θ(t) =

∫ b

a

ρ(T (z, t) dz. (5.6)

A discretisation of (5.5) was used in the moving mesh method of Ammodeo et al.

[2, 3]. However, one major drawback of using (4.18) or (5.5) is the lack of control

of the grid trajectories. This can lead to instabilities in the resulting algorithms

that can only be avoided by the use of excessively small time steps, which is clearly

undesirable. Differentiating (4.18) with respect to ξ twice we obtain a quasi-static

equidistribution principle

∂

∂ξ

(

ρ(T (z, t))
∂z

∂ξ

)

= 0. (5.7)
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If the roles of the dependent and independent variables are swapped then, if (5.7)

holds, in terms of the inverse mapping ξ(x, t) we have

∂

∂z

(
1

ρ(T (z, t))

∂ξ

∂z

)

= 0. (5.8)

The equidistribution equation (5.5) can alternatively be interpreted as the

Euler-Lagrange equation associated with the functional

I[ξ(z, t)] =
1

2

∫ 1

0

1

ρ(T (z, t))

(
∂ξ

∂z

)2

dz. (5.9)

An MMPDE can then be defined in terms of the gradient flow equation,

∂ξ

∂t
= −δI

δξ
. (5.10)

The motivation for considering the gradient flow equation comes from a stability

result presented in [41]. The first order functional derivative has opposite direction

to the direction of fastest descent of (5.9), however in practice the fastest direction

of descent is not necessarily the best choice for our adaptive strategy. We therefore

introduce a positive constant temporal smoothing parameter τ , and a spatial bal-

ancing operator P (z, t), and define our MMPDE in terms of the modified gradient

flow equation

∂ξ

∂t
= −P

τ

δI

δξ
=
P

τ

∂

∂z

(
1

ρ(T (z, t))

∂ξ

∂z

)

. (5.11)

In practice it is more convenient to swap the roles of the dependent and indepen-

dent variables, as ξ = ξ(z, t) does not explicitly specify the mesh on the physical
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domain. Doing so, we obtain

∂z

∂t
=
P

τ

(

ρ(T (z, t))
∂z

∂ξ

)−2
∂

∂ξ

(

ρ(T (z, t))
∂z

∂ξ

)

, z(0, t) = a, z(1, t) = b.

(5.12)

In principle we could solve (5.8) to determine the coordinate transformation z =

z(ξ, t). However, there are multiple benefits from instead determining the coordi-

nate transformation via a method that explicity includes the mesh velocity. Firstly,

we note that the semi-discretisation of (5.8), subject to identical boundary condi-

tions as in (5.12), gives rise to a system of algebraic equations, which results in a

system of differential algebraic equations having to be solved. A semi-discretisation

of (5.12) results instead in a system of ordinary differential equations, which is of-

ten easier to integrate. Furthermore, introducing mesh velocity into the MMPDE

has the effect of introducing a degree of temporal smoothing, making for a more

robust adaptive strategy.

We note that (5.12) contains the left-hand-side of the one dimensional equidis-

tribution principle as presented in (5.7), i.e.,

∂

∂ξ

(

ρ(T (z, t))
∂z

∂ξ

)

. (5.13)

When the equidistribution principle is satisfied exactly this term disappears and

we have no mesh movement. It can thus be interpreted that this term plays a

significant role in influencing how the mesh adapts, and serves to force the mesh

to adapt in such a way as to equidistribute the monitor function ρ(T (z, t)).
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5.2.2 Spatial balancing

The spatial balancing coefficient P (z, t) in (5.11) was introduced with the motiva-

tion that by choosing a suitable P (z, t), the entire mesh adapts on a uniform time

scale, thereby reducing the stiffness of the MMPDE and making it more robust

for a constant choice of temporal smoothing parameter τ . However, we find from

experimental experience that for the π-cell problem considered in this chapter,

a sophisticated choice of P (z, t) is unnecessary, and we simply set P (z, t) = 1.

Note that in two dimensions we find that more consideration must be given to the

choice of the spatial balancing coefficient, and that it has significant impact on the

stiffness of the MMPDE; we explore this in further detail in the next chapter.

5.2.3 Monitor functions

As seen in the previous chapter, essential to the success of any moving mesh

method is the choice of an appropriate monitor function. Previous studies have

used the scaled solution arc-length (AL) monitor function (cf. (4.20))

ρ(T (z, t)) =

√

µ+

(
∂T (z, t)

∂z

)2

, (5.14)

[61], and the Beckett-Mackenzie (BM1) monitor function (cf. (4.21))

ρ(T (z, t)) = α(z, t) +

∣
∣
∣
∣

∂T (z, t)

∂z

∣
∣
∣
∣

1
2

, α(z, t) =

∫ 1

0

∣
∣
∣
∣

∂T (z, t)

∂z

∣
∣
∣
∣

1
2

dz, (5.15)

[2, 3], where µ and α(z, t) are scaling parameters that were discussed in depth in

the previous chapter. Here we also consider the alternative monitor function based



Chapter 5 80

on second derivatives of T (z, t), that is

ρ(T (z, t)) = α(z, t) +

∣
∣
∣
∣

∂2T (z, t)

∂z2

∣
∣
∣
∣

1
m

, α(z, t) = max

{

α̃,

∫ 1

0

∣
∣
∣
∣

∂2T (z, t)

∂z2

∣
∣
∣
∣

1
m

dz

}

,

(5.16)

[12] which we will refer to as the BM2 monitor function.

Recall from §4.3.1 that appropriate choices for µ and α(z, t) are vital to the suc-

cess of our adaptive strategy. Heuristically we can say a small intensity parameter

is likely to locate too large a proportion of mesh points in areas of high solution

difficulty, and as the intensity parameter increases the mesh is distributed more

evenly across the domain. It is common to simply set µ = 1 in (5.14), and the the

resulting monitor function is exactly that considered in [61]: for comparison we

shall also consider this monitor function. Ideally, however, we wish to have control

over the size of the intensity parameter throughout the temporal integration of our

problem. A solution-dependent intensity parameter has been considered by vari-

ous authors, and following the work in [11], we have introduced α(z, t) in (5.15),

where

α(z, t) =

∫ 1

0

∣
∣
∣
∣

∂T (z, t)

∂z

∣
∣
∣
∣

1
2

dz. (5.17)

The above definition of the intensity parameter tends to result in a more evenly

distributed mesh than simply using a user defined constant. By being solution

dependent, it has the added benefit of not always needing to be tailored to a

specific problem. The principle disadvantage of this definition of α(z, t) is that it
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can be very sensitive to small changes in T (z, t). More precisely, when α(z, t) ≪ 1,

any error introduced in calculating the monitor function will be amplified, thus

causing poor quality meshes to be generated. We can alleviate this problem by

bounding α(z, t) away from zero. We therefore consider instead in (5.16)

α(z, t) = max

{

α̃,

∫ 1

0

∣
∣
∣
∣

∂2T (z, t)

∂z2

∣
∣
∣
∣

1
m

dz

}

. (5.18)

By introducing a lower bound on α(z, t) we restrict the adaptation of the mesh

so that points will only relocate to areas where the derivatives of the monitor

function are significantly greater than α̃. We now encounter a problem similar to

that which we faced at the beginning of this section, i.e., how best to choose α̃?

Experimentally, we find that simply choosing α̃ = 1 is sufficient. We note that

the overall definition of α(z, t) is still a significant improvement over simply using

µ = 1.

In practice, the computed monitor function is often very non-smooth, and so we

smooth the monitor function throughout our adaptive strategy. This has the effect

of smoothing the mesh, and also making it easier, and thus less costly, to integrate

the MMPDE. In addition to the smoothing of the MMPDE described in (5.3.1),

recall that the parameter m in (5.16) has the effect of smoothing potentially large

variations in the value of the T (z, t). Increasing m will lead to fewer mesh elements

in the boundary layer region leaving more to be deployed to cover the rest of the

domain.
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Having identified monitor functions, it remains to decide on an appropri-

ate input function T (z, t). In previous studies [2, 3, 61, 62], the authors set

T (z, t) =tr(Q2) which is known to vary rapidly in regions where order reconstruc-

tion occurs. Also, we have shown in Chapter 4 that, for the uniaxial boundary value

problem considered there, the ideal quantity on which to base the monitor function

is the scalar order parameter S (recall that, for a uniaxial state, tr(Q2) = S2).

However, it is not immediately apparent that tr(Q2) is the ideal quantity on which

to base a monitor function for problems involving biaxiality. In this chapter, we

therefore compare results computed using T (z, t) =tr(Q2) with those computed

using a direct measure of biaxiality. That is, we also use T (z, t) = b(z, t), where

b(z, t) =

[

1− 6 tr(Q3)2

tr(Q2)3

] 1
2

(5.19)

is an invariant measure of biaxiality [9]. The range of this measure is b ∈ [0, 1], with

uniaxial states corresponding to b = 0 and totally biaxial states corresponding to

b = 1. In the experiments described in §5.4, we use T (z, t) =tr(Q2) with the AL

and BM1 monitor functions (as studied in [2, 3, 61, 62]), and distinguish between

our two variants of BM2 by using BM2a for (5.16) with T (z, t) =tr(Q2), and

BM2b for (5.16) with T (z, t) = b.

5.3 Iterative solution algorithm

We now describe a decoupled iterative procedure to update the mesh and the
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solution of the physical PDEs. This strategy is similar to that originally proposed

in [14] and [15]. One of the major advantages of decoupling the solution procedures

is that it allows the flexibility of using different convergence criteria for the mesh

and the physical solution. This is important, as it is well appreciated that the

computational mesh is rarely required to be resolved to the same degree of accuracy

as the physical solution.

We integrate forward in time in an iterative manner, solving for the grid and the

physical solution alternatingly. The following algorithm is used, where MAXPASS

is the total number of passes allowed to reach a degree of convergence between

successive estimates of the grid at the forward time level.
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Set an initial uniform mesh ∆0
N . Set the initial guess q0

i and u0.

Select an initial ∆t0. Set n = 0.

while (tn < tmax);

pass = 0.

∆pass
N = ∆n

N , q
pass
i = qn

i , u
pass = un.

while (pass < MAXPASS);

O∆N = ∆pass
N .

Evaluate monitor function using ∆pass
N and q

pass
i .

Integrate (5.12) forward in time to obtain new grid ∆pass+1
N .

Integrate (2.18) forward in time to obtain q
pass+1
i , upass+1.

if (||∆pass+1
N − O∆N ||l∞ < Mtol), break;

pass = pass + 1.

end while

∆n+1
N = ∆pass

N , qn+1
i = q

pass
i , un+1 = upass.

n := n + 1.

end while

For efficiency, it is strongly desirable to only perform a small number of iter-

ations at each time-step so we use MAXPASS = 4. If the grid converges quickly,

the loop will be stopped before four passes have been completed. Note that one
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of the major advantages of using an MMPDE fully coupled with the PDEs from

the physical problem (as opposed to the static regridding type methods used in

[2, 3, 23]) is that there is no need for any interpolation as the solution of the

physical PDEs is approximated on the mesh at the forward time level.

5.3.1 Discretisation of the MMPDE

Although the MMPDE could also be discretised using a finite element method,

here we use a finite difference approximation (primarily for the convenience of

adapting existing code). Specifically, we discretise (5.12) using second-order central

differences on the uniform mesh ξi = i/N , i = 0, 1, . . . , N and obtain the semi-

discrete system of moving mesh equations

żi =
4

τ
(ρ̃i(zi+1 − zi−1)))

−2
(

ρ̃i+ 1
2
(zi+1 − zi)− ρ̃i− 1

2
(zi − zi−1)

)

. (5.20)

In (5.20), ρ̃i+ 1
2
is a smoothed monitor function defined as in [54] by

ρ̃i+ 1
2
=

∑i+p
k=i−p ρk+ 1

2

(
q

q+1

)|k−i|

∑i+p
k=i−p

(
q

q+1

)|k−i|
,

where q is a positive real constant and p is a non-negative integer. Based on our

experience in practice, we set q = 2 and p = 3. The term ρ̃i is given by

ρ̃i =
ρ̃i− 1

2
(zi+ 1

2
− zi) + ρ̃i+ 1

2
(zi − zi+ 1

2
)

zi+ 1
2
− zi− 1

2

,

where zi+ 1
2
= 1

2
(zi+1 + zi). The mesh at time level t = tn+1 is computed using an

implicit Euler approximation to (5.20).
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5.3.2 Time integration

To integrate the physical equations (3.12) forward in time, we employ a second-

order singly diagonally implicit Runge-Kutta (SDIRK2) method similar to that

used in [14]. This Runge-Kutta method is represented by the Butcher array

c A

bT

=

γ γ 0

1 1− γ γ

1− γ γ

where γ = (2−
√
2)/2.

Integration of each equation in (3.13a) from t = tn to t = tn+1 takes place via

intermediate stages K i,1 and K i,2 with

Mn+γKi,1 = ∆tGi(t + c1∆t, (M
n+γ)−1Mnqn

i + a11K i,1,u
n+γ)

Mn+1Ki,2 = ∆tGi(t + c2∆t, (M
n+1)−1Mnqn

i

+ a21K i,1 + a22K i,2,u
n+1) (5.21)

Mn+1qn+1
i = Mnqn

i + b1K i,1 + b2Ki,2,

where qn
i denotes the value of qi at time level n and Mn is the finite element mass

matrix at time level n. The intermediate stages K i,1 and K i,2 are found using

Newton iteration. That is, for r = 1, 2 we solve

[

Mn+cr − arr∆t

(
∂G

∂qi

)p

qp
i,r

]

(
K

p+1
i,r −K

p
i,r

)
= ∆tG(t+ cr∆t, q

p
i,r)−Mn+crK

p
i,r,
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where qp
i,r denotes the estimate of qi,r at the p

th step of the Newton iteration, with

q
p
i,r ≡ (Mn+cr)−1Mnqn

i + ar1K
p
i,1 + ar2K

p
i,2.

At the pth step of the Newton iteration we solve (3.13b) for up to update u in (5.21).

We note in passing that if we choose not to update u after each iteration of the

Newton method, we find that the temporal convergence rates presented in §5.4.1

are first order as opposed to second order. Newton’s method is terminated when

‖Kp+1
i,r −K

p
i,r‖∞ ≤ Ktol. In the numerical experiments in §5.4 we set Ktol = 10−7.

5.3.3 Adaptive time-step control

It has been shown in [61] that the π-cell problem is well suited for spatial adaptivity.

However, it appears that this problem is also well suited for temporal adaptivity,

as the events of most interest, namely the switching on and off of the electric

field and the biaxial switching, occur over time-scales several orders of magnitude

smaller than the total simulation time. We therefore expect that efficiency gains

can be made by implementing an adaptive time-stepping algorithm that makes use

of the fact that temporal gradients throughout large periods of our simulations are

relatively small compared to the time interval over which biaxial switching takes

place.

In the course of integrating the solution forward in time, we employ adaptive

time-stepping based on the computed solutions for qi and on the solution of the
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MMPDE. To measure the solution error for qi we use the embedded first-order

SDIRK approximation

q̂n+1
i = qn

i +∆tnKi,1,

which we obtain at no extra computational cost from the SDIRK2 scheme outlined

in §5.3.2. The error indicator used is then

Ei =





N−1∑

j=0

(zn+1
j+1 − zn+1

j )

(

en+1
i,j + en+1

i,j+1

2

)2




1
2

,

where

en+1
i,j = qn+1

i,j − q̂n+1
i,j .

Here znj denotes the jth node of the mesh at time level n, and qn+1
i,j denotes the

value of the jth entry of qi at node j at time level n + 1. The time-step is then

adapted via the formula

∆tn+1
sol = ∆tn ×min

(

maxfac,max

[

minfac, η

(
Etol

maxi(Ei)

) 1
2

])

.

In the computations in §5.4, we set the tolerance Etol = 5 × 10−5, maxfac = 6.0,

minfac = 0.1 and η = 0.9. With these parameters, the mesh based control is

similar to that of the computed solution. We measure the accuracy of a particular

mesh using the quantity

gerr = max
j=0,...,N

|zn+1
j − znj |.
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The predicted time-step based on the mesh error is then given by

∆tn+1
mesh = ∆tn ×min

(

maxfac,max

[

minfac,
log(gerr)

log(gbal)

])

,

where we choose gbal = 0.8 × Mtol and Mtol = 5 × 10−2. The time-step at the

forward time level is then given by

∆tn+1 = min
(
∆tn+1

sol ,∆t
n+1
mesh

)
.

A similar algorithm has previously been used successfully for solving the one-

dimensional viscous Burgers’ equation [14].

5.4 Numerical results

The numerical tests in this section were carried out for the π-cell problem, with an

applied electric field of sufficient strength to induce switching. We re-emphasise

here that although this is a one-dimensional problem, it is still very challenging

numerically and contains several features typical of problems in this area. In

all of our experiments, strong anchoring is applied at the upper and lower cell

boundaries; specifically, we assume that the cell surface has been treated so as to

induce pre-tilt angles of θ = ±20◦. At time t = 0 ms, the director angle varies

linearly between these two angles, as in the horizontal state in Figure 5.1. Initially,

the biaxiality is negligible in the bulk, with two small-amplitude (b ≈ 4 × 10−2)

boundary layers forming due to the boundary conditions. An electric field of
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strength 11.35 V µm−1 is applied parallel to the z-axis at time t = ton = 0.005

ms. The director then begins to align vertically, parallel to the electric field, but

is initially prevented from doing so, at the cell centre by the energy barrier and

at the boundaries by the strong anchoring. Once the field is switched on, a thin

layer forms in the biaxiality at the cell centre which, as time evolves, steadily

increases in size until switching takes place at t = tswitch ≈ 0.112 ms. Figure 5.2

shows a blow-up of the complicated structure seen close to the switching time: the

biaxiality at the cell centre has a volcano-like structure with a rim where b = 1

representing the purely biaxial state and a planar uniaxial point (b = 0) at the cell

centre at the exact switching time.

Figure 5.2: Surface plot of biaxiality at the cell centre with electric field strength

11.35 V µm−1 using the BM2b monitor function with 256 quadratic elements.
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After the transition, the size of the biaxial wall at the cell centre rapidly de-

creases until b is again close to zero in the bulk and only the two boundary lay-

ers remain (again with b ≈ 4 × 10−2). Finally, the field is switched off at time

t = toff = 0.15 ms, after which the biaxiality at the cell boundaries decreases

further to an almost negligible level.

5.4.1 Convergence rates in space and time

In Chapter 4 we presented convergence results for a scalar model of a one-dimensional

uniaxial problem. In a similar vein, we now investigate the convergence rates of

both spatial and temporal errors for the much more complicated physical problem

studied here. This would clearly be very difficult to do at the exact moment of

switching, but we can still obtain valid results by choosing a pre-switching time

(for studying temporal convergence) and a post-switching time (for studying spa-

tial convergence).

As an analytical solution to this problem is not available, we compare our

computed solutions with a reference solution obtained on an adaptive mesh ob-

tained using the BM2b monitor function with 2048 quadratic elements and a

uniform time step ∆t = 10−9 seconds. We will use qi∗(z, t) to denote this reference

approximation to qi(z, t), and assume throughout that

|qi∗(z, t)− qi(z, t)| ≪ |qi∗(z, t)− qiN (z, t)| ,
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where qiN denotes the finite element approximation calculated on a grid with

N quadratic elements. Note that the results presented are independent of this

specific choice of reference function: calculations using reference functions based

on the other three monitor functions give very similar results. The error in the

approximation qiN will be denoted by eNqi .

To estimate the L∞ norm of the error, we subdivide each element using the 11

error sampling points given by

zjk = zj−1 +
k − 1

10
(zj − zj−1), j = 1, . . . , N, k = 1, . . . , 11,

and estimate the error at t = t∗ to be

‖eNqi‖L∞
= max

j=1,...,N

(

max
1≤k≤11

|qi∗(zjk, t∗)− qiN (zjk, t
∗)|
)

. (5.22)

Since the sampling points zjk will not in general coincide with the reference grid

points, the solution qi∗(zjk, t
∗) is interpolated using the quadratic shape functions

and the local solution defined on the reference grid that includes the point zjk. We

also estimate the spatial error in the l∞ norm using the maximum error computed

at the grid nodes, that is,

‖eN
qi
‖l∞ = max

j=0,...,N
|qi∗(zj , t∗)− qiN(zj , t

∗)|. (5.23)

We first consider convergence of the time discretisation scheme (for a fixed

time-step ∆t). We estimate the error at time t = t∗ = 0.1024 ms, that is, before

switching has occurred. The values of (5.22) and (5.23) for q1, q3, q4 and U are
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presented in Figure 5.3 for various values of ∆t (components q2 and q5 are exactly

zero for this problem).
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Figure 5.3: Temporal error convergence of non-zero components of Q at the cell

centre at time 0.1024 ms with electric field strength 11.35 V µm−1 using the

BM2b monitor function with 256 quadratic elements.

We see that, in both norms, the errors converge at a rate which is O(∆t−2) as

we would expect when using a second order method to integrate forward in time.

It is important to note that this optimal rate of convergence is only achieved if

equation (3.13b) is solved for the electric potential at every Newton iteration. If,

to increase efficiency, u is updated only after obtaining qn+1
i (that is, once per

time-step) we only achieve first order convergence in time.

We now turn to estimating the rate of spatial convergence. We examine the
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error at time t∗ = 2 ms as by this time the solution has entered a steady state

with only boundary layers present in the biaxiality. The error norms (5.22) and

(5.23) for the non-zero components of and Q and U are presented in Figure 5.4

for various values of N .
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Figure 5.4: Spatial error convergence of non-zero components of Q at the cell

centre at time 1 ms with electric field strength 11.35 V µm−1 using the BM2b

monitor function.

We observe that ‖eNqi‖L∞
appears to converge at the rate O(N−3), which is

the optimal rate expected using quadratic elements. However, the convergence

rate of the error at the mesh nodes, that is, ‖eN
qi
‖l∞ , appears to be O(N−4). A

similar convergence rate was observed in Chapter 4 for a one-dimensional uniaxial

problem. Although it is well known that the finite element method can exhibit
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nodal supercovergence, it is remarkable that this property still holds when solving

a system of highly non-linear PDEs.

5.4.2 Modelling the order reconstruction

In this section, we look in detail at the accuracy and efficiency of the various

monitor functions in capturing the transient features of the order reconstruction

process. Specifically, we will compare the four different monitor functions described

in §5.2.3, namely, AL ((5.14) with T =tr(Q2)), BM1 ((5.15) with T =tr(Q2)),

BM2a ((5.16) with T =tr(Q2)) and BM2b ((5.16) with T = b).

5.4.2.1 Mesh trajectories

The trajectories for the adaptive grids obtained using the four monitor functions

above are shown in Figure 5.5.

The red vertical lines indicate the times at which the electric field is switched

on, when switching occurs, and when the field is switched off. In each case 256

elements have been used, although only every eighth node is plotted for clarity. We

observe that, shortly after the electric field is switched on at t = ton, all four meshes

adapt to resolve the large solution gradients at both the cell centre and the cell

boundaries. However, although the mesh generated using AL adapts well, it does

so sharply; we also observe that mesh points move continuously in regions far from

the cell centre and cell walls when ton < t < tswitch, even though solution gradients
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are small in these areas. These are undesirable properties as it is well known that

smooth meshes are likely to allow larger time-steps to be taken during the course

of time integration. The continually large variations in the meshes generated using

AL explain the inefficiencies that are discussed in §5.4.2.2. In contrast, it can be

seen that the meshes obtained using BM1, BM2a and BM2b evolve more smoothly.

Switching occurs at roughly the same time (t = tswitch) for each grid: the exact

switching times are tabulated in Table 5.2 in §5.4.2.4. After switching, all of the

meshes relax gradually (in the cases of BM1, BM2a and BM2b) or sharply (AL)

at the cell centre due to the disappearance of the large solution gradient there.

After the order reconstruction, but while the electric field is still switched on, the

meshes are only adapted at the boundaries where layers remain due to competition

between the electric field and the strong anchoring boundary condition. After the

electric field is switched off (t = toff), we can see that all meshes relax further at

the boundaries.



Chapter 5 97

0 0.1 0.2
0

0.2

0.4

0.6

0.8

1
(d)

time(ms)

z(µm)

0 0.1 0.2
0

0.2

0.4

0.6

0.8

1
(c)

time(ms)

z(µm)

0 0.1 0.2
0

0.2

0.4

0.6

0.8

1

(b)

time(ms)

z(µm)

0 0.1 0.2
0

0.2

0.4

0.6

0.8

1

(a)

time(ms)

z(µm)

t
switch

t
off

t
on

Figure 5.5: Node trajectories with 256 quadratic elements for monitor functions

(a) AL, (b) BM1, (c) BM2a, (d) BM2b. The electric field strength is 11.35

V µm−1.



Chapter 5 98

5.4.2.2 Behaviour of adaptive time-stepping

Figure 5.6 shows the variation in time-step size as the calculation proceeds through

the first 0.2 milliseconds of the simulation using the four monitor functions and

meshes with 256 elements. Vertical lines have again been added to indicate the

times when the electric field is switched on, when switching occurs, and when the

field is switched off.
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Figure 5.6: Evolution of the adaptive time-step for all four choices of monitor

function with electric field strength 11.35 V µm−1 and 256 quadratic elements.

An interpretation of the time-step history is best made in conjunction with the

mesh trajectories presented in Figure 5.5. Note that, because time-step adaptivity

is based on error indicators of the solution and the mesh, exactly how the mesh
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moves will have a significant bearing on the calculation of the time-step size. We

first observe that the mesh generated with BM1 evolves much more gradually

than those stemming from AL or BM2, and so allows larger time-steps to be

taken. However, it will be seen in the next subsection that this is done at the

expense of accuracy in that the mesh does not reproduce the features of interest

well. As discussed in §5.4.2.1, both AL and BM2b lead to meshes which adapt

well to boundary and interior layers but the AL mesh does so much more rapidly,

thus requiring smaller time-steps to be taken. As the mesh using BM2b adapts

smoothly, larger time-steps can be used. In Table 5.1 we compare the total number

of time steps needed using the various monitor functions.

Monitor Function Time steps

AL 2140

BM1 635

BM2a 2175

BM2b 1409

Table 5.1: Comparison of the number of time steps used with 256 quadratic ele-

ments and electric field strength 11.35 V µm−1.
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5.4.2.3 Biaxiality

Figure 5.7 and 5.8 show a cross-section of the biaxiality at the cell centre. The

approximations shown were computed using 256 quadratic elements with electric

field strength 11.35 V µm−1. The results in Figure 5.7 are taken at the switching

time observed for each individual monitor function for the case N = 256, i.e., after

0.11, 0.1126, 0.1125, 0.1125 milliseconds for AL, BM1, BM2a, BM2b respectively.

The results in Figure 5.8 are taken after 0.1125 milliseconds; we see from Table

5.2 that the method is converging towards this switching time for the BM monitor

functions (interestingly AL actually appears to not be converging to a particular

switching time, and is therefore heavily penalised in the comparison in Figure 5.8).

The reference fine grid solution is indicated by a dashed line.

In terms of the first three monitor functions (based on input function tr(Q2)), it

is clear that the monitor function BM1 does a particularly poor job of resolving the

rapid change in the biaxiality, with BM2a working most effectively. Furthermore,

we observe that BM2b provides the best approximation overall: there is very little

difference between BM2b and the reference solution, apart from in the resolution

of the planar uniaxial point (where b = 0). This illustrates the importance of

choosing an appropriate input function. We note also the slight asymmetry of the

results obtained using all four monitor functions. This is in fact a physical effect

caused by the flexoelectric term in the electric energy term (symmetric solutions
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Figure 5.7: Cross-section of biaxiality at the cell centre. Measurements are taken

at the switching time observed for each monitor function: (a) AL, (b) BM1, (c)

BM2a and (d) BM2b. All grids have 256 quadratic elements and the electric field

strength 11.35 V µm−1.

are obtained when ē = 0). As the transition through biaxiality takes places, two

eigenvalues of Q at the cell centre are exchanged. This exchange of eigenvalues is

illustrated in Figure 5.9 (cf. [9, Figure 8]). This plot was produced using the BM2b

monitor function with 256 quadratic elements. Analogous plots using the other

three monitor functions tested here (AL, BM1 and BM2a) are indistinguishable

from Figure 5.9 on this scale.
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Figure 5.8: Cross-section of biaxiality at the cell centre. Measurements are taken

after 0.1125 milliseconds for monitor functions (a) AL, (b) BM1, (c) BM2a and

(d) BM2b. All grids have 256 quadratic elements and the electric field strength

11.35 V µm−1.
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Figure 5.9: Eigenvalues of Q at the cell centre with electric field strength 11.35

V µm−1 using the BM2b monitor function with 256 quadratic elements.
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5.4.2.4 Switching time

One of the key challenges in the practical design of liquid crystal cells for displays

is the accurate prediction of the switching time. In [61] the authors observe that

the use of an over-coarse or poorly adapted grid can lead to poor prediction of

switching times, or failure to capture switching altogether. We observe similar

behaviour in Table 5.2, which presents the observed switching times using the four

monitor functions under investigation on finite element grids with 256 quadratic

elements and electric field strength 11.35 V µm−1. It can be seen that for a poorly

Monitor Function

N AL BM1 BM2a BM2b

64 0.1109 no switching 0.1248 0.1150

128 0.1108 0.1159 0.1127 0.1126

256 0.1100 0.1126 0.1125 0.1125

512 0.1109 0.1125 0.1125 0.1125

Table 5.2: Switching times (in milliseconds) for an electric field of strength 11.35

V µm−1.

adapted coarse grid, that is, BM1 with 64 elements, switching does not occur at

all. For the other coarse grids, switching occurs later than is observed using the

reference fine grid solution. As the number of elements is increased, however, the



Chapter 5 105

switching time appears to converge to a fixed value of t = 0.1125 ms (for the BM

monitor functions), whilst switching with AL occurs slightly earlier at t = 0.1109

ms.

5.4.2.5 Efficiency

As well as comparing the accuracy of results obtained with the various monitor

functions, it is essential that we also consider the computational cost of each

method. Figure 5.10 shows the L∞ error in b(z, t) (computed in an analogous way

to (5.22)) against the total CPU time in seconds required for each method, and

where we assume the switching time to be 0.1125 milliseconds. At the switching

time we expect to see b = 0 (or close to zero) at approximately the cell centre.

As before, the errors are obtained by comparing against a fine-grid reference

solution. Note that results are omitted for cases where no switching occurred. It is

clear that the BM monitor functions are performing significantly better than AL or

the uniform grid in this comparison, with BM2b the best choice. It is unsurprising

that AL performs so poorly in this comparison, as after 0.1125 milliseconds the

order reconstruction has already taken place, and the biaxiality is beginning to

relax throughout the cell.

Figure 5.11 shows a similar cost comparison of the monitor functions, but is

instead plotted at switching time predicted by each monitor function (presented

in Table 5.2). Unsurprisingly AL appears to have improved significantly in this
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Figure 5.10: Cost comparison for the four choices of monitor function, with results

obtained after 0.1125 milliseconds.

plot, as AL does not appear to be converging to the t = 0.1125 ms switching

time. When the number of elements is sufficiently large, AL and BM2a are the

most accurate of the monitor functions based on tr(Q2), with AL being the more

efficient of the two. However, using BM2b is better still. Overall, it is clear that

in order to calculate b to a given degree of accuracy, using the BM2b monitor

function leads to the most accurate and efficient method, which is not surprising

given that BM2b is based on input function (5.19) so is specifically tailored to
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model changes in biaxility.
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Figure 5.11: Cost comparison for the four choices of monitor function, with results

obtained at the switching time of each individual monitor function.

5.5 Conclusions

In this chapter, an adaptive moving mesh method has been developed to tackle

one-dimensional problems modelled using Q-tensor theory of liquid crystals. An

MMPDE approach has been used to generate the moving mesh where the equations
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have been discretised using second-order finite differences in space and first-order

backward Euler time integration. To capture the highly non-linear nature of the

Q-tensor equations, a conservative finite element discretisation using quadratic el-

ements has been used to update the solution on the adaptive moving mesh. Time

integration of the Q-tensor equations has been achieved using a second-order semi-

implicit Runge-Kutta scheme and adaptive time-step control. These components

have been put together to form an adaptive algorithm that has been carefully

tested, and the computed solutions have been shown to converge at optimal rates

in both space and time. These experiments confirm our previous findings for a

much simpler scalar problem, namely that it is not necessary to approximate the

MMPDE equation with the same spatial or temporal degree of accuracy com-

pared to that used to discretise the governing PDEs to ensure optimal rates of

convergence [14]. Evidence has also been given to suggest that the computed

solutions exibit nodal superconvergence, which is somewhat surprising given the

highly non-uniform nature of the adaptive moving meshes. For the first time, a

monitor function has been constructed based upon a local measure of biaxiality.

This has been shown to lead to higher levels of solution accuracy and a consider-

able improvement in computational efficiency compared to those monitor functions

used previously for liquid crystal problems. The results in this chapter have been

published in [49].



Chapter 6

Resolving defects in two

dimensions

We have already mentioned that defects in liquid crystals are a subject of great

interest, and it is crucial that the behaviour and nature of defects can be accurately

represented by our chosen numerical method. Schopohl & Sluckin [68] show that

defects tend to occur over length scales of only a few nematic coherence lengths,

that is, over length scales of around 10 − 100 nm. The size of the defect is thus

small compared to the size of a liquid crystal cell which is typically of length

1 − 10 µm. The presence of characteristic lengths with large scale differences

poses numerical problems, and to resolve defects accurately and efficiently is non-

trivial; considerable care is therefore required when choosing the most appropriate

numerical approach. The work presented in previous chapters shows that, with

109
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a sensible choice of monitor function, we can adequately resolve defect-like small-

scale structures in one dimension. In this chapter we extend our MMPDE approach

and the conservative finite element discretisation of the Q-tensor equations to a

two-dimensional setting. Adopting a similar strategy to previous chapters, we

apply a number of different monitor functions to the problem, and present analysis

which indicates that monitor functions based on a local measure of biaxiality

perform well. We then apply the biaxiality-based monitor function to a problem

first presented by Bos [80]: a two dimensional π-cell problem with a sinusoidal

perturbation across the centre of the cell.

6.1 Moving the mesh

6.1.1 Moving mesh partial differential equations

In the absence of an analogous formulation of the equidistribution principle in

higher dimensions, a variational formulation is often used to obtain an MMPDE

to drive mesh movement. It is again useful to consider the physical domain Ωp

as the image of the computational domain Ωc under a suitably defined invertible

mapping, i.e.,

x = x(ξ, η, t), y = y(ξ, η, t), (ξ, η) ∈ Ωc, (6.1)
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with x(t) = (x(t), y(t))T and ξ = (ξ, η)T . The mapping ξ(x, t) is chosen in order

to minimise the functional

I[ξ(x, t)] =
1

2

∫

Ωp

2∑

i=1

(∇ξi)T G−1 (∇ξi) dx, (6.2)

where G is a 2 × 2 symmetric positive definite monitor matrix. We discuss the

choice of G later in the chapter. Following the same process as discussed in §5.2.1,

we can obtain a MMPDE from the modified gradient flow equations

∂ξ

∂t
= −P

τ

δI

δξ
and

∂η

∂t
= −P

τ

δI

δη
. (6.3)

Recall that τ > 0 is a user-specified temporal smoothing parameter which affects

the temporal scale over which the mesh adapts, and P is a positive function of

(x, t), chosen such that the mesh movement has a spatially uniform time scale [38].

The Euler-Lagrange equations associated with (6.2) are

∇ ·
(
G−1∇ξi

)
= 0, i = 1, 2, (6.4)

and, from (6.3) and (6.4), a MMPDE can be defined as

∂ξi
∂t

=
P

τ
∇ ·
(
G−1∇ξi

)
, i = 1, 2. (6.5)

The selection of an appropriate monitor matrix is crucial to the success of mesh

adaption. In this work, we consider the monitor matrix proposed by Winslow [78],

G =







ρ 0

0 ρ






, (6.6)
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where ρ(x, t) is a strictly positive monitor function. The choice of monitor function

should ideally be based on a local a posteriori error estimate but if no such estimate

exists then the monitor function can be any smooth function designed to adapt

the mesh towards important solution features.

In practice, we interchange the roles of the dependent and independent variables

in (6.5), since it is the location of the physical mesh points {xi(t)}Ni=1 that defines

the mapping At (see (3.1)). With a Winslow-type monitor matrix, the resulting

MMPDEs take the form

τ
∂x

∂t
= P (Axξξ +Bxξη + Cxηη +Dxξ + Exη) , (ξ, η) ∈ Ωc, (6.7)

where

A =
x2η + y2η
ρJ2

,

B =
−2
(
x2ξx

2
η + y2ξy

2
η

)

ρJ2
,

C =
x2ξ + y2ξ
ρJ2

,

D =

(
x2ξx

2
η + y2ξy

2
η

) (
∂
∂η

(ρ−1)
)

−
(
x2η + y2η

) (
∂
∂ξ

(ρ−1)
)

J2
,

E =

(
x2ξx

2
η + y2ξy

2
η

) (
∂
∂ξ

(ρ−1)
)

−
(
x2ξ + y2ξ

) (
∂
∂η

(ρ−1)
)

J2
,

and J = xξyη − xηyξ is the Jacobian of At. To complete the specification of

the coordinate transformation, the MMPDE must be supplemented by suitable
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boundary conditions g(ξ, t), ξ ∈ ∂Ωc; these are obtained using a one dimensional

moving mesh approach, using the same one dimensional MMPDE as in Chapter

5.

6.1.2 Spatial balancing

The choice of the spatial balancing coefficient P in (6.5) is essential to a reliable

adaptive strategy. The motivation behind choosing a suitable P is to have the

entire mesh adapting with a uniform time scale, thereby reducing the stiffness

of the MMPDE and making it more robust for a constant choice of temporal

smoothing parameter τ . Huang and Russell note in [40] that a heuristic approach

to choosing P should be taken in the absence of any clear guidance on how to force

a uniform time scale upon the MMPDE. Experimentally we find that a choice of

P = (ρJ)2 produces a mesh that adapts smoothly. This choice of P results in the

MMPDE

τ
∂x

∂t
= (Axξξ +Bxξη + Cxηη +Dxξ + Exη) , (6.8)
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where

A = ρ(x2η + y2η),

B = −2ρ
(
x2ξx

2
η + y2ξy

2
η

)
,

C = ρ(x2ξ + y2ξ ),

D = ρ2
(
x2ξx

2
η + y2ξy

2
η

)
(
∂

∂η

(
ρ−1
)
)

−
(
x2η + y2η

)
(
∂

∂ξ

(
ρ−1
)
)

,

E = ρ2
(
x2ξx

2
η + y2ξy

2
η

)
(
∂

∂ξ

(
ρ−1
)
)

−
(
x2ξ + y2ξ

)
(
∂

∂η

(
ρ−1
)
)

.

6.1.3 Choice of monitor function

Here we consider two-dimensional analogues of the monitor functions presented in

[48] and in the previous chapter. These are based on a function T (x, t) representing

a particular physical quantity derived from the finite element approximation of

the Q-tensor matrix. We consider the commonly-used solution arc-length monitor

function

ρ(T (x, t)) =
(
1 + |∇T (x, t)|2

) 1
2 . (6.9)

We also consider a generalisation of the Beckett-Mackenzie monitor function based

on first order partial derivatives of T (x, t) which takes the form

ρ(T (x, t)) = α(x, t) + |∇T (x, t)| 1
m , (6.10)
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which we again refer to as the BM1 monitor function. Lastly we consider the

monitor function

ρ(T (x, t)) = α(x, t) + ‖H(T (x, t))‖
1
m

F , (6.11)

where the Hessian matrix

H(T (x, t)) =







∂2T
∂x2

∂2T
∂x∂y

∂2T
∂x∂y

∂2T
∂y2






, (6.12)

and the Frobenius norm of the Hessian matrix is

‖H(T (x, t))‖F =

√
(
∂2T
∂x2

)2

+ 2

(
∂2T
∂x∂y

)2

+

(
∂2T
∂y2

)2

. (6.13)

We refer to this as the BM2 monitor function, as it is based on second derivatives

of T (x, t). The motivation for a suitable choice of α(x, t) in (6.10) and (6.11)

is, as in previous chapters, to avoid mesh starvation away from the layers in the

solution. In (6.10) we choose

α(x, t) = max

[

1,
1

area(Ωp)

∫

Ωp

(|∇T (x, t)|) 1
m dx

]

, (6.14)

and in (6.11),

α(x, t) = max

[

1,
1

area(Ωp)

∫

Ωp

‖H(T (x, t))‖
1
m

F dx

]

. (6.15)

With no specific guidance on the choice of m in higher-dimensional settings we

choose m = 3.
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6.1.3.1 Smoothing the monitor function

The monitor function often has large spatial and temporal variations, and so we

employ both spatial and temporal smoothing. The benefits of doing so are that

a smoother monitor function makes for a MMPDE that is easier to integrate

and a smoother monitor function will also generate a smoother mesh. Temporal

smoothing is done by relaxing the monitor function so that the monitor function

at the current time level n is given by

ρn = (1− ω)ρn + ωρn−1, (6.16)

where 0 < ω < 1 is a relaxation parameter.

Spatial smoothing is achieved by taking a local average of the monitor function

across elements within a certain radius of a mesh point. That is, the smoothed

monitor function ρ̃ is defined as

ρ̃(xm) =

∫

C(ξ
m
,r)
ρ(x(ξ))dξ

∫

C(ξ
m
,r)

dξ
, (6.17)

where xm ∈ Ωp is a mesh point in the physical domain, ξm ∈ Ωc is the corre-

sponding mesh point in the computational domain, and C(ξm, r) ⊂ Ωc represents

the area covered by all the cells that lie fully, or partially, within a circle of radius

r around the mesh point ξm. If required, spatial smoothing can be repeated in

an iterative fashion to further smooth the monitor function. We note that in [38]

the authors consider a smoothing strategy where, instead of smoothing over a cir-

cle about a given vertex, they smooth over all the neighbouring cells of a vertex.
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We find, for structured triangular grids, that this strategy results in the monitor

function being smoothed excessively in the direction of the triangle diagonals.

6.1.4 Discretisation of the MMPDE

The numerical solution of the chosen MMPDE requires spatial and temporal dis-

cretisation. In space, we discretise using standard linear Galerkin finite elements.

In time, we use a backward Euler integration scheme to update the solution at

t = tn+1 and, to avoid solving nonlinear algebraic systems, we evaluate the coef-

ficients A,B, . . . , E at the time t = tn. We therefore seek xn+1
h ∈ (L1 (Ωc))

2
such

that

τ

∫

Ωc

(
xn+1
h − xn

h

∆t

)

· v̂hdξ +

∫

Ωc

[(
xn+1
h

)

ξ
· (Anv̂h)ξ +

(
xn+1
h

)

η
· (Cnv̂h)η

+1
2

[(
xn+1
h

)

ξ
· (Bnv̂h)η +

(
xn+1
h

)

η
· (Bnv̂h)ξ

]

−
[

Dn
(
xn+1
h

)

ξ
+ En

(
xn+1
h

)

η

]

· v̂h

]

dξ = 0, (6.18)

for all v̂h ∈ (L1
0 (Ωc))

2
. The resulting linear systems are solved using the iterative

method BiCGSTAB ([10],[76]) and an incomplete LU (ILU) [65] factorisation as

a preconditioner. An analysis of the performance of this iterative solver for the

discretised MMPDE equations can be found in [15].
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6.1.5 Integration of PPDE

To integrate the physical equations (3.13a and 3.13b) forward in time, we employ

a second-order singly diagonally implicit Runge-Kutta (SDIRK2) method similar

to that used in the previous chapter. Due to the high cost of solving the physical

PDEs in two dimensions we simply set MAXPASS = 1 in the iterative solution

algorithm described in §5.3.

6.2 Stationary defect test problem

We first consider the resolution of stationary defects: this problem is ideal for

examining the ability of selected monitor functions to adapt to the small scale

structures present in liquid crystals, and it provides a setting for us to conduct

rigorous convergence tests of our numerical method.

The defect we consider is the same wedge disclination line studied in some detail

by Schopohl & Sluckin [68]. The disclination line is in the z direction, however the

director n lies in the x− y plane. We will therefore seek solutions to the Q-tensor

equations (2.18) in the x− y plane. We generate the defect by imposing an inital

condition on the director

n(θ, 0) = (cos(mθ), sin(mθ), 0) , (6.19)

where m is integral or half integral, and is referred to as the disclination index.
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Figure 6.1: Director plot for +1/2 defect. Length scale measured in units

of the nematic coherence length, ζ .

Travelling around the defect core rotates the director through the angle 2πm: we

restrict our attention to the case m = +1
2
. Studies were also carried out for the

case m = −1
2
, but the results are quantitatively so similar that they have been

omitted for brevity. In all experiments we consider a liquid crystal cell of width

20ζ and height 20ζ , where ζ ≈ 4.06 nm is the nematic coherence length.

We will attempt to resolve the stationary defect with the monitor functions
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x

y

Figure 6.2: Contour plot of the order parameter, S = (tr(Q2))
1
2 , profile for

the +1/2 defect. Length scale measured in units of the nematic coherence

length, ζ .

presented in §6.1.3. Essential to the success of our adaptive method is a suit-

able choice of T (x, t) in two dimensions on which we base our monitor functions.

This represents a particular physical quantity derived from the finite element ap-

proximation of Q. In Chapter 5, we presented detailed numerical results in one

dimension for choices of T (x, t) = tr(Q2) and T (x, t) = b(x, t), where b is the

invariant measure of biaxiality and
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y

x

Figure 6.3: Contour plot of the biaxiality, b, for the +1/2 defect. Length

scale measured in units of the nematic coherence length, ζ .

b(x, t) =

[

1− 6 tr(Q3)2

tr(Q2)3

] 1
2

. (6.20)

As previously noted b ∈ [0, 1], with uniaxial states corresponding to b = 0

and totally biaxial states corresponding to b = 1. In Figure 6.2 and Figure 6.3

we plot the quantities S and b respectively, for the +1
2
defect, and observe the

length scales over which both quantities vary. Both figures were obtained using

an adaptive mesh of 1388 quadratic triangular elements and the BM2b monitor
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function, i.e., (6.11) with T (x, y, t) = b(x, y, t) . The adaptive algorithm was run

until time t = 0.05 ms with a uniform timestep of ∆t = 10−8s: by this point the

solution has entered a quasi-steady state. We observe that the order parameter

takes its equilibrium value S ≈ 0.65 outside a central circular region of diameter

10ζ . Within this region the order parameter varies significantly within a core with

diameter approximately 2ζ . Outside a core of diameter of approximately 4ζ the

biaxiality is zero, and inside it has a volcano-like structure with a rim at b = 1

representing the purely biaxial state, and a base at b = 0 representing the uniaxial

state: this sudden variation takes place over a core only a few nanometres in

diameter. We note the similarities to the structure of the biaxiality observed in

Chapter 5 in a one dimensional setting.

We plot the eigenvalues of Q along the line x = 0 in Figure 6.4. As we would

expect, we see that two of the eigenvalues of Q are exchanged at the centre of the

defect core.

From the configuration shown in Figure 6.1, we expect that the solution will

be symmetric about the x-axis, yet not necessarily symmetric about the y-axis.

From the results presented in Figures 6.2 and 6.3, we observe that the solution

is symmetric about the x-axis; however, it is clearly not radially symmetric. We

have conducted additional numerical experiments where we have rotated the +1
2

defect structure, and concluded that the solution is not radially symmetric (the

results obtained when rotating the defect structure are symmetric about a single
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Figure 6.4: Eigenvalues of Q along the line x = 0 for the +1/2 defect.

Length scale measured in units of the nematic coherence length, ζ .

axis only). This is an interesting observation worthy of further study.
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6.2.1 Numerical Results

6.2.1.1 Spatial convergence rate

In Chapter 4 we presented convergence results for a scalar model of a one-dimensional

uniaxial problem. We also presented convergence rates of spatial errors for the

much more complicated π-cell order reconstruction problem considered in Chap-

ter 5. In a similar vein, we now consider convergence rates of spatial errors in a

two dimensional setting. To our knowledge there is no suitable problem with an

analytic solution on which to test the spatial convergence rates of our adaptive

method. Here we again compare solutions with a reference solution obtained us-

ing a very fine mesh. We calculated our reference solution on an adaptive mesh of

N = 5334 quadratic triangular elements, using the BM2b monitor function, and a

uniform time-step ∆t = 10−8 seconds. We will use qi∗(x, t) to denote this reference

approximation to qi(x, t), and assume throughout that

|qi∗(x, t)− qi(x, t)| ≪ |qi∗(x, t)− qiN (x, t)| ,

where qiN denotes the finite element approximation calculated on a grid with N

quadratic elements. The error in the approximation qiN will be denoted by eNqi .

Since the approximate solution grid points will not in general coincide with

the reference grid points, the solution qi∗(x, t
∗) is interpolated using the MATLAB

function scatteredInterp, and the solution is defined on the coarse grid points. We

estimate the spatial error in the l∞ norm using the maximum error computed at
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Figure 6.5: Spatial error in the approximation of the +1/2 defect.

the grid nodes (analogous to the one-dimensional procedure used in Chapters 4

and 5), that is,

‖eN
qi
‖l∞ = max

j=0,...,N
|qi∗(xj , t

∗)− qiN(xj, t
∗)|. (6.21)

We examine the error at time t∗ = 0.2 ms as by this time the solution has

entered a quasi-steady state. The error norm (6.21) for the non-zero components

of Q (components q2 and q5 are exactly zero for this problem) is presented in

Figure 6.5 for various values of N for the +1/2 defect. All approximate solutions

are obtained using the BM2b monitor function. We observe that ‖eNqi‖l∞ appears

to converge at the rate O(N−3), i.e., the optimal rate expected using quadratic
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triangular elements.

-10 0 10

-10

0

10

Figure 6.6: Mesh of 1388 quadratic elements for the +1/2 defect, obtained

using the BM2b monitor function. Length scale measured in units of the

nematic coherence length, ζ .

6.2.1.2 Resolving the defect core

A sample adaptive mesh is presented in Figure 6.6. At this scale it is difficult to

observe how the mesh has adapted to resolve the structure of the order parameter

and biaxiality. Figures 6.7 and 6.8 show, respectively, the order parameter and the

biaxiality along the cross section y = 0; we also plot the location of grid nodes and

observe how the monitor functions cope with adapting to the small scale structure
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of the defect core. The mesh is clearly adapting to resolve the core structure of

both the order parameter and the biaxiality. What is particularly pleasing is the

ability of the monitor function to place a significant number of nodes in the inside

of the volcano structure described by the biaxiality. We know from our experience

in one dimension that it is particularly difficult to resolve this structure, and the

BM2b monitor function performs well.
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Figure 6.7: Order parameter along the cross section y = 0 for the +1/2

defect, obtained using 1946 quadratic elements using the monitor func-

tions: (a) AL; (b) BM1a; (c) BM1b; (d) BM2b. Length scale measured in

units of the nematic coherence length, ζ .
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Figure 6.8: Biaxiality along the cross section y = 0 for the +1/2 defect,

obtained using 1946 quadratic elements using the monitor functions: (a)

AL; (b) BM1a; (c) BM1b; (d) BM2b. Length scale measured in units of

the nematic coherence length, ζ .
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6.2.1.3 Efficiency and cost

As well as comparing the grids obtained with each monitor function, it is important

to consider the computational cost of each method. Figure 6.8 shows a plot of

the l∞ error in the three non-zero components of the Q-tensor, i.e., q1, q3 and

q4, against the total CPU time in seconds required for each method. Analysis

of the resulting computational cost calculations give us some insight into what

monitor function performs the best. For high tolerances, i.e., where the error in

the approximate solution is large, we observe that the BM1a and BM1b monitor

functions outperform both the AL and BM2b monitor functions; however we note

that the magnitude of the error here is undesirably large, so the results at high

tolerances are of less significance. More significant are the cost comparisons at low

tolerances. As the magnitude of the error decreases, the results clearly show that

the BM2b monitor function is the most efficient. For the grid densities chosen,

neither BM1a or BM1b is able to reach the level of accuracy obtained by the

BM2b monitor function. The AL monitor function comes closest to matching the

accuracy of BM2b, but it does so at a far greater cost. The uniform mesh, as

would be expected, performs worst of all.



Chapter 6 131

CPU time(s)
10 2

||
e
N
||
l ∞

10 -3

10 -2

10 -1

BM2b - q
1

BM1b - q
1

BM1a - q
1

AL - q
1

UNI - q
1

CPU time(s)
10 2

||
e
N
||
l ∞

10 -3

10 -2

10 -1

BM2b - q
3

BM1b - q
3

BM1a - q
3

AL - q
3

UNI - q
3

CPU time(s)
10 2

||
e
N
||
l ∞

10 -3

10 -2

10 -1
BM2b - q

4

BM1b - q
4

BM1a - q
4

AL - q
4

UNI - q
4

Figure 6.9: The l∞ error in q1, q3 and q4 plotted against the total CPU time

in seconds for each method, measured at time t∗ = 0.2 ms. The data points

correspond to grids using 122, 162, 218, 286, and 342 quadratic triangular elements.
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6.3 Perturbed two-dimensional π-cell problem

Having established a good choice of monitor function for resolving defects in two-

dimensional problems, we turn our attention again to the π-cell problem previously

considered, in one dimension, in Chapter 5. The two-dimensional setup of this

problem is shown in Figure 6.10.

E 1�m

2�m

Figure 6.10: Unperturbed cell configuration in splay state under the influence of

an electric field E.

Strong anchoring is again applied at the upper and lower cell boundaries; that

is, we assume that the cell surface has been treated so as to induce a fixed pre-

tilt angle at each boundary, with the director varying linearly throughout the

cell. At the left and right boundaries we enforce periodic conditions by mapping

the left boundary nodes to the right boundary nodes in the finite element mesh

connectivity array. In this model the director angle will be exactly θ = 0◦ through

the centre of the cell. In reality, however, it is unrealistic for this to be achieved

exactly due to small variations in the pretilt angles or thermal fluctuations [80].
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E 1μm

2μm

Figure 6.11: Perturbed cell configuration in splay state under the influence of an

electric field E.

It is suggested in [80] that a more realistic problem would have the central

layer of directors perturbed slightly so that a perfect θ = 0◦ degree angle is not

achieved. Instead the angle across the centre of the cell is modified so that it

follows the sinusoidal function A sin(2πx/p), where A is the amplitude (A = 1◦

here), x is the spatial coordinate in the horizontal plane, and p is the cell width. A

schematic of this setup is shown in Figure 6.11. This perturbation is fixed only at

t = 0 for one time step. An electric field of strength 18V µm−1 is applied parallel

to the cell thickness at time t = ton = 0. In all experiments we measure time

from the moment the electric field is applied to the cell. We consider a cell of

width 2µm and thickness 1µm, with a pre tilt of θ = ±6◦. Based on the evidence

in the previous chapter, we will apply the best choice of monitor function to this

problem, i.e., the BM2b monitor function.
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6.3.1 Numerical results

Initially, immediately before the application of the electric field, the cell is in an

equilibrium state. At this point the order parameter and biaxiality take constant

values of S ≈ 0.65 and b = 0 respectively. The mesh at this stage is quasi-uniform

as no adaption has yet taken place. As time evolves, the combined effect of the

perturbation and the applied electric field become apparent.
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Figure 6.12: Order parameter after 12µs.

Figures 6.12 and 6.13 show the cell 12µs after the application of the electric

field; at this time there is a region of concentrated splay distortion at the centre of

the cell. We observe that in this area of high elastic distortion, the order parameter

and biaxiality are no longer at their constant equilibrium values. With the measure

of biaxiality now varying in time and space, and our choice of monitor function
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Figure 6.13: Biaxiality after 12µs.

being based on second derivatives of biaxiality, the mesh, as expected, has started

to adapt to the area of distortion as depicted in Figure 6.14.

From [80] and the evolution of the biaxiality profile in Figure 6.18, we predict

that pairs of +1/2 and -1/2 defects appear in the cell; these are depicted in Figure

6.15, which is plotted after 15.5µs, by which time the distortion at the centre of

the cell has become more pronounced. Outside this area of distortion the cell is

largely in an equilibrium state, with the order parameter and biaxiality still at their

constant equilibrium values. However, the cores of the defects are now completely

biaxial, and the measure of biaxiality approaches its maximal value of 1. With the

large spatial variation in the biaxiality we observe in Figure 6.16 that the mesh

has now adapted significantly from its quasi-uniform initial state, and has started

to adapt well to resolve the defects. As time evolves further, the oppositely signed
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Figure 6.14: Adapted finite element mesh after 12µs.

defects are attracted to each other, moving ever closer until they ultimately meet

and annihilate each other. Figures 6.17 and 6.18 show snapshots of the order

parameter and biaxiality respectively, measured after 15.5µs, 16µs and 17µs. It is

pleasing to note how good a job the mesh does of capturing the movement of the

defects. In Figure 6.16, after 16µs, the mesh is still well adapted to the sinusodial

shape of the initial perturbation, consistent with the presence of large variations in

the biaxiality throughout the central area of the cell. However after 17µs, by which

point the defects have almost coalesced, the mesh has relaxed in areas where the

biaxiality is now back to its equilibrium value, and instead is completely focused

on resolving the defects. After the defects meet and annihilate, the biaxiality and

order parameter again relax towards their equilibrium value everywhere in the cell,

and the mesh also relaxes back to a quasi-uniform state.
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At the scale plotted in Figure 6.15, which is taken after 15.5µs, the predicted

defects are not immediately obvious (although there is clearly some distortion

across the center of the cell). We also plot the director profile at a slightly later

time, after 19µs, by which point two of the defects have coalesced roughly at

the cell centre, and the other two defects have moved towards the left and right

boundaries. We plot the director profile at the left boundary, the cell center, and

the right boundary in Figures 6.19, 6.20, and 6.21 respectively, and observe that

there is clearly significant distortion of the director in each area.

0 2
0

1

-1/2

-1/2

+1/2

+1/2

x(μm)

y(μm)

Figure 6.15: Director field after 15.5µs.
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Figure 6.16: Adapted finite element mesh after (a) 15.5µs (b) 16µs and

(c)17µs.
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Figure 6.17: Order parameter profile after (a) 15.5µs (b) 16µs and (c)17µs
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Figure 6.18: Biaxiality profile after (a) 15.5µs (b) 16µs and (c)17µs
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Figure 6.19: Director field at the left boundary after 19µs.
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Figure 6.20: Director field in the cell center after 19µs.
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Figure 6.21: Director field at the right boundary after 19µs.

6.4 Conclusions

In this chapter an adaptive moving mesh method was developed to tackle two-

dimensional problems modelled using Q-tensor theory of liquid crystals. A sta-

tionary defect was considered as an ideal two-dimensional test problem for the

adaptive moving mesh method. It was found that the adaptive method coped well

with resolving the small scale structure of the defect core. A study of a number

of different monitor functions was then performed, with the selection of moni-

tor functions being the two-dimensional analogues to those considered in earlier

chapters. A cost/benefit analysis was performed and it was found that the moni-

tor function based on second derivatives of the biaxiality was computationally the

most efficient. Having established the best choice of monitor function, a perturbed

π-cell problem was then considered. It was found that the adaptive moving mesh
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method did a particularly good job of tracking the development, movement, and

annihilation of the defects that were present in the liquid crystal cell. The method

was able to cope well with the small-scale structure of the defect core, and the

short timescales associated with the establishment and annihilation of defects.
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Conclusions

The focus of this thesis has been on the development and application of an efficient

moving mesh method to Q-tensor liquid crystal models. The novelty contained

within the thesis can be seen in three areas: an adaptive moving mesh method was

applied to a one-dimensional uniaxial model problem; an adaptive moving mesh

method was then applied to the biaxial order reconstruction π-cell problem in

one-dimension; finally the one-dimensional work was extended to two dimensions

and an adaptive moving mesh method was applied to a perturbed two-dimensional

π-cell problem.

With regards to the one-dimensional uniaxial model problem, we considered

the solution of a non-linear boundary value problem arising from a simplified Q-

tensor model of a nematic liquid crystal. The solution-adaptive mesh was obtained

by equidistribution of the BM monitor function, which has previously been used

143
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to solve linear reaction-diffusion problems. Numerical experiments were carried

out which show that the computed errors are robust to variations in the size of

the liquid crystal cell – a desirable property which is not realised when a uniform

grid or an adaptive mesh based on equidistribution of the AL monitor function is

used. An iterative algorithm was used to find approximately equidistributed grids,

and to obtain solutions to a given degree of accuracy. It was shown that the use

of the BM monitor function can result in over a thousand-fold decrease in CPU

time compared to the use of the AL monitor function.

Motivated by the positive results obtained when applying the BM monitor

function to the uniaxial model problem, the next problem tackled was the physi-

cally more realistic, and challenging, biaxial order reconstruction π-cell problem.

An MMPDE approach was been used to generate the moving mesh where the

equations had been discretised using second-order finite differences in space and

first-order backward Euler time integration. To capture the highly non-linear na-

ture of the Q-tensor equations, a conservative finite element discretisation using

quadratic elements was used to update the solution on the adaptive moving mesh.

Time integration of the Q-tensor equations was achieved using a second-order

semi-implicit Runge-Kutta scheme and adaptive time-step control. These com-

ponents were put together to form an adaptive algorithm that has been carefully

tested and the computed solutions have been shown to converge at optimal rates

in both space and time. These experiments confirm our previous findings for the
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uniaxial model problem, namely, that it is not necessary to approximate the MM-

PDE equation with the same spatial or temporal degree of accuracy as that used

to discretise the governing PDEs to ensure optimal rates of convergence. Evidence

has also been presented to suggest that the computed solutions exibit nodal super-

convergence, which is somewhat surprising given the highly non-uniform nature

of the adaptive moving meshes. For the first time, a monitor function has been

constructed based upon a local measure of biaxiality. This has been shown to lead

to higher levels of solution accuracy and a considerable improvement in compu-

tational efficiency compared to those monitor functions used previously for liquid

crystal problems.

Finally, this work was then extended to two dimensions, and an adaptive mov-

ing mesh method was developed to solve two-dimensional problems. A stationary

+1/2 defect was considered to explore the ability of a variety of monitor functions,

analogous to those considered in earlier one-dimensional work, to resolve the small

scale structure of the defect core. A cost/benefit analysis was performed and it

was found that the monitor function based on second derivatives of the biaxiality

was computationally the most efficient. As was the case with the one-dimensional

work, this was the first time such a monitor function has been considered for two-

dimensional liquid crystal problems. Having established the best choice of monitor

function, a perturbed π-cell problem was then considered. It was found that the

adaptive moving mesh method did a particularly good job of tracking the devel-
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opment, movement, and annihilation of the defects that were present in the liquid

crystal cell. The method was able to cope well with the small-scale structure of

the defect core, and the short timescales associated with the establishment and

annihilation of defects.

Future work in the area could follow a number of directions. First there are

options in terms of exploring multi-dimensional problems with irregular geome-

tries. This would pose a further challenge to the adaptive moving mesh method

as it would potentially have to resolve defects present around the areas where the

cell geometry is most complex. A prime candidate would be a Zenithally Bistable

Device (ZBD) such as the one presented in [53], where the liquid crystal cell has

an alignment layer on the upper surface and a periodic grating structure on the

lower surface. Furthermore, there is plenty of scope for extending the adaptive

moving mesh method to solve liquid crystal problems in three dimensions. Any

such work would benefit from the MMPDE approach and the conservative finite

element discretisation of the Q-tensor equations extending naturally to higher di-

mensions [15]. Challenges would be continuing to identify the correct adaptivity

criteria for problems with moving singularities such as defects, and the efficient

solution of the large systems of highly non-linear algebraic equations arising after

discretisation.
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Governing equations

The full three dimensional governing equations can be derived from (2.18) and the

energy terms described in §2.2. We have, as in §2.5,

ν
∂D
∂q̇i

= ∇ · Γ̂i − f̂i i = 1, . . . , 5, (A.1)

where the vector Γi has entries

Γi,j =
∂Fb

∂qi,j
, qi,j =

∂qi
∂xj

, j = 1, 2, 3,

f̂i is given by

f̂i =
∂Fb

∂qi
.

147



Appendix A 148

A.1 1D governing equations: z-direction

In one dimension the components fi and Γi,j in the z-direction are:
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Γ1,3 = −(L1s + 1)q1,z − L1sq4,z + Uz ē,

Γ2,3 = −2q2,z,

Γ3,3 = −(L1s + 1)q3,z,

Γ4,3 = −(L1s + 1)q4,z − L1sq1,z + Uz ē,

Γ5,3 = −(L1s + 1)q5,z.

The component of the displacement field that is used in Maxwell’s equation∇·D =

0 are:

D3 =

√
6

3
Uz∆ǫ

∗(q1 + q4)− ǭUz − ē(q1,z + q4,z).
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A.2 2D governing equations: xy-plane

In two dimensions the components fi and Γi,j in the xy-plane are:
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Γ1,1 = −(L1s + 1)q1,x − q4,x − Uxē− L1sq2,y,

Γ2,1 = −(L1s + 1)q2,x + q4,y − Uyē− L1sq4,y,

Γ3,1 = −(L1s + 1)q3,x − L1sq5,y,

Γ4,1 = −2q4,x − q1,x + q2,y,

Γ5,1 = −2q5,x + q3,y.

Γ1,2 = −2q1,y − q4,y + q2,x,

Γ2,2 = −(L1s + 1)q2,y + q4,x − Uxē− L1sq1,x,

Γ3,2 = −2q3,y + q5,x,

Γ4,2 = −(L1s + 1)q4,y − q1,y − Uy ē− L1sq2,x,

Γ5,2 = −(L1s + 1)q5,y − L1sq3,x.

The components of the displacement field that are used in Maxwell’s equation

∇ ·D = 0 are:

D1 = −
√
6

3
∆ǫ∗(Uxq1 + Uyq4)− ǭUx + ē(q1,x + q2,y),

D2 = −
√
6

3
∆ǫ∗(Uxq2 + Uyq4)− ǭUy + ē(q2,x + q4,y).
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Finite element basis functions

Many of the terms in the weak formulation presented in Chapter 3 cannot be

integrated exactly and must be approximated using numerical integration; we

employ a suitable Gaussian quadrature formula to achieve this. In order to use

Gaussian quadrature to integrate a function over an arbitrary interval we map from

the global Cartesian coordinates (Figure B.1a) to the canonical element ξ ∈ [−1, 1]

(Figure B.1b). In one-dimension the transformation is given by

x(ξ) =
1

2
(1− ξ)xj−1 +

1

2
(1 + ξ)xj, (B.1)

where we are mapping from the element e = [xj−1, xj ]. The local linear shape

functions we consider are

N1(ξ) =
1

2
(1− ξ), (B.2)

N2(ξ) =
1

2
(1 + ξ), (B.3)
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ξx
x j−1 x j −1 1

(a) (b)

Figure B.1: (a) Global coordinates and (b) local coordinates for linear element in

one dimension.

and on an element e the value uh is approximated by

uh = Uj−1N1(ξ) + UjN2(ξ). (B.4)

These shape functions Ni, i = 1, 2 have the the key property that they take unit

value at node i, zero value at every other node, and vary linearly in an element.

The local quadratic shape functions we consider are constructed by adding an

extra degree of freedom at the cell centre. They are given by

N1(ξ) =
1

2
(1− ξ), (B.5)

N2(ξ) = 1− ξ2, (B.6)

N3(ξ) =
1

2
(1 + ξ), (B.7)

and on an element e the value uh is approximated by

uh = Uj−1N1(ξ) + Uj−1/2N2(ξ) + UjN3(ξ). (B.8)

The quadratic functions Ni, i = 1, 2, 3 have the property that they take unit value

at node i, zero value at every other node, and vary quadratically in an element.

The two sets of functions are shown pictorially in Figure B.2.
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Figure B.2: Piecewise linear and quadratic local element shape functions.

In two dimensions we must again choose a suitable discretisation for our do-

main. A standard method is to discretise the domain using triangles such that

the entire domain is covered exactly (assuming a polygonal domain). That is, a

partition Th of the domain Ωh into triangular elements is admissable if and only if

a set of triangles covers Ωh exactly, and that pairs of triangles intersect only at a

common vertex or along a complete edge. Pictorially such a mesh may look like

the one presented in Figure B.3. We again wish to use numerical quadrature to

integrate terms in our finite element formulation so construct local shape functions

under a suitable mapping from global Cartesian coordinates to a local canonical

triangle. There are a number of possible choices for a canonical triangle; we con-

sider that which is shown in Figure B.4b. The transformation from global to local

coordinates is given by

r = (1− ξ − η)r1 + ξr2 + ξr3, (B.9)



Appendix B 155

x

φ
j

j

Figure B.3: A combination of linear basis functions giving a piecewise linear solu-

tion.

where ri = (xi, yi), i = 1, 2, 3 are the local triangle vertices and the mapping

defines the local (linear) shape functions

N1(ξ, η) = 1− ξ − η, (B.10)

N2(ξ, η) = ξ, (B.11)

N3(ξ, η) = η. (B.12)

Each shape function Ni, i = 1, . . . , 3 is linear in form, takes unit value at node

i and is zero at all other nodes. We will, however, restrict our attention in this

thesis to quadratic basis functions on triangular elements. The justification for
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Figure B.4: (a) Global coordinates,(b) local coordinate for linear triangular ele-

ments, and (c) local coordinates for quadratic triangular elements.

this is based on our work in Chapter 4 where we show quadratic functions to

be significantly better than linears. To ensure continuity between elements the

quadratic variation along the common edge is shared, i.e., all three nodal values on

an edge are common nodal values. The quadratic triangle is therefore constructed

by the addition of degrees of freedom at the mid-point of a triangle’s edge, such

that each triangle now has six degrees of freedom as opposed to three, as in Figure

B.4c. It is sufficient to use the same linear transformation (B.9) from global to

local coordinates to construct the quadratic shape functions. Each shape function

Ni, i = 1, . . . , 6 must be quadratic in form, take unit value at node i and be zero



Appendix B 157

at all other nodes. We thus arrive at the set of shape functions

N1(ξ, η) = (1− ξ − η)(1− 2ξ − 2η), (B.13)

N2(ξ, η) = ξ(2ξ − 1), (B.14)

N3(ξ, η) = η(2η − 1), (B.15)

N4(ξ, η) = 4ξη, (B.16)

N5(ξ, η) = 4η(1− ξ − η), (B.17)

N6(ξ, η) = 4ξ(1− ξ − η), (B.18)

which are graphically represented in Figure B.5. Locally any quadratic function v

is approximated by

v(r(ξ, η)) =
6∑

i=1

ViNi(ξ, η), (B.19)

where Vi = V (ri), i = 1, . . . , 6.

In solving our system of equations we are required to evaluate spatial derivative

terms. To achieve this in terms of our local coordinates, we require the Jacobian

of the coordinate transformation (B.9) between global and local coordinates. The

Jacobian matrix is

J =
∂(x, y)

∂(x, y)
=







xξ yξ

xη yη






=







x2 − x1 y2 − y1

x3 − x1 y3 − y1






. (B.20)

Applying the chain rule to the local element shape functions we have






∂Ni

∂ξ

∂Ni

∂η






=







∂Ni

∂x
∂x
∂ξ

+ ∂Ni

∂y
∂y
∂ξ

∂Ni

∂x
∂x
∂η

+ ∂Ni

∂y
∂y
∂η






= J







∂Ni

∂x

∂Ni

∂y






, (B.21)
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Figure B.5: Graphical representation of the local quadratic shape functions.

and hence






∂Ni

∂x

∂Ni

∂y






= J−1







∂Ni

∂ξ

∂Ni

∂η






=







1
|J |

[

(y3 − y1)
∂Ni

∂ξ
− (y2 − y1)

∂Ni

∂η

]

1
|J |

[

−(x3 − y1)
∂Ni

∂ξ
− (x2 − x1)

∂Ni

∂η

]






, (B.22)

where

|J | = det







x2 − x1 y2 − y1

x3 − x1 y3 − y1






= 2A123, (B.23)

and A123 is the area of the triangle with vertices r1, r2 and r3.
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