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Abstract

Driven by the target of decarbonization through eliminating carbon emissions

and developing a renewable and sustainable energy schemes, the modern power

industry has been experiencing a remarkable transition. To support this, Power

Hardware-in-the-Loop (PHIL) simulation, an advanced and efficient method in-

corporating physical power apparatus and emulated power network into a real-

time testing configuration, has been leveraged for the prototyping of power com-

ponents, the verification of novel control paradigms, and dynamic modelling of

renewable energy systems under broad-spectrum testing scenarios.

The power amplifier, sensors, and signal conversion units based power interface

bridges the hardware and real-time simulation platform into PHIL closed-loop

setup. However, the dynamics and non-ideal characteristics stemming from the

power interface (e.g., time delay, limited bandwidth, noise perturbation, and

signal distortion) pose significant challenges to the PHIL closed-loop simulation

regarding its stability and accuracy. From the perspective of system performance,

these challenges associated with unstable system operation, protective apparatus

tripping, and accuracy deterioration issues have been intriguing many academic

researchers and industrial engineers and remained to be resolved. In this thesis,

research efforts have been devoted to developing novel compensation schemes to

improve the stability and accuracy of PHIL simulation and thus enabling a more

robust simulation environment that is extendable and re-configurable for future

real-time testing of complex power systems and power apparatus.
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This thesis works towards the development of novel PHIL system compen-

sation methods, designed specifically to mitigate the detrimental impact of the

power interface on the stability and accuracy of PHIL closed-loop systems. Firstly,

a compensation scheme comprising a Smith predictor compensator is proposed to

mitigate the stability deteriorating impact stemming from the time delay. Fur-

thermore, an online system impedance identification technique is leveraged to

enhance the robustness of the proposed compensator and facilitate this compen-

sation scheme with adaptivity to PHIL system impedance variation. Secondly, the

sliding discrete Fourier transform based interfacing signal manipulation in con-

junction with the phase shift addition method is proposed to compensate for the

time delay on a harmonic-by-harmonic basis. Based on the proposed time delay

compensation method, an optimal compensation filter is designed to compensate

for the non-ideal power interface by maximising its bandwidth, maintaining its

unity-gain characteristic, and compensating for its phase-shift over the frequen-

cies of interest. This compensation scheme is crucial for improving the power

signal synchronisation accuracy and the power transfer transparency. Thirdly, a

novel scheme for sensitivity analysis of PHIL setups is proposed to facilitate quan-

titatively analysing and assessing the impact of external disturbances stemming

from the sensor noise, switching harmonics, or quantization noise on the power

interface. In addition, the inherent relationship between sensitivity transfer func-

tions and stability criteria is elaborated along with theoretical and experimental

validation. Based on this concept, accuracy assessment methods are employed

in this scheme to quantify generic sensitivity criteria. Finally, a comprehensive

assessment of the PHIL interfaces regarding their suitability, stability, and ap-

plicability for incorporating a grid-forming converter with black-start capability

into PHIL closed-loop simulations is presented, and the current-type interfacing

method with compensation and scaling scheme is proposed to interface a grid-

forming converter with soft black-start capability into a PHIL setup.
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Chapter 1

Introduction

1.1 Research Context

Driven by the target of decarbonization through eliminating the carbon emissions

of primary energy resources and developing a renewable and sustainable energy

utilisation scheme, the modern power industry has been experiencing remarkable

transition in the past decades [1–7]. Thanks to the advancement of emerging

state-of-the-art power conversion techniques, the power network has been wit-

nessing increasingly high penetration of Distributed Generation (DG), which in-

tegrates various Renewable Energy Sources (RES) into the conventional power

grid through dedicated interfacing power converters [3–7]. These converters, op-

erating in grid-following mode or grid-forming mode, not only play a significant

role in incorporating a wider-scale Distributed Energy Resources (DERs) into

the power grid but also result in more complex interconnections between DERs

and power grid [4, 7]. These interactions inevitably introduce unexpected and

unstable dynamics to power converters and power grid, drastically expose the

vulnerabilities of the power grid, and pose significant threat to the reliability and

security of the converter-dominated power network.

Consequently, a comprehensive and in-depth investigation of the power con-
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verter and its tightly coupled interactions with the power network under various

operating conditions is crucial before its final-stage systematic deployment. In

terms of the testing and investigation of the candidate power apparatus and its

interactions with the power systems, the most straightforward approach is using

the pure-hardware experiments. However, due to the limited flexibility and power

capacity and high expense of the pure-hardware experiment, it is always infeasi-

ble and inefficient to carry out repeated testing and in-depth investigation of the

Hardware under Test (HuT) in a cost-effective and de-risking manner. Based on

the advanced mathematical modelling of the power system [8, 9], offline digital

simulations are employed to emulate small-scale power system and to test physi-

cal HuT before its final-stage deployment [10,11]. However, the large-scale power

network with increasing penetration of the power electronics and distributed gen-

erations requires high-fidelity mathematical modelling and remarkably high com-

putation, which pose significant challenges to the off-line digital simulation. On

the other hand, a mathematical modelling-based digital simulation cannot thor-

oughly represent the dynamic behaviour of the physical HuT neither to carry out

the investigation of its interconnections with the emulated power systems.

To make up for the deficiencies of aforementioned testing approaches, the real-

time power hardware-in-the-loop (PHIL) simulation, a state-of-the-art testing

technique combining Digital Real-Time Simulator (DRTS) and hardware experi-

ments into a closed-loop testing environment [12–14], is exploited as an effective

way to narrow the gap between computation-based digital simulation and pure

analogue hardware laboratory testing. Advanced real-time simulation platforms,

such as Real-Time Digital SimulatorTM (RTDS), OPAL-RTTM, and SpeedgoatTM

performance real-time target machine, etc., facilitate the simulation capability

of PHIL, which enable large scale power systems to be replicated accurately

in the real-time simulation environment and provides an effective way to carry

out non-destructive and repeated investigation of the interdisciplinary system
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simulation and candidate apparatus prototype under broad-spectrum operating

conditions, in particular for the extreme scenarios [13, 15, 16]. It significantly

de-risks the entire testing and degrades the expense and time-to-market of re-

search and development in the modern power industry. Above all, the PHIL

real-time simulation paved a new pathway in investigating the interactions be-

tween the physical power components under test and the real-time emulated

power grid in a closed-loop configuration, which has been extensively employed in

the testing and prototyping of power apparatus [16–19], laboratory-based power

system education [19], validation of novel control strategies [20], geographically

distributed real-time co-simulation [21, 22], black start testing of grid-forming

converter [23, 24], and dynamic modelling and prototyping of renewable energy

systems involving variable-speed wind turbines [25], photovoltaic cell [26,27], and

energy storage resources [28,29].

For a typical PHIL system, the power amplifier, sensors, and signal conversion

units-based power interface bridges the hardware and real-time simulation plat-

form into PHIL closed-loop setup. However, the dynamics and non-ideal char-

acteristics (e.g., time delay, limited bandwidth, noise perturbation, and signal

distortion) stemming from the Power Interface (PI) pose significant challenges

to the PHIL closed-loop simulation regarding its stability and accuracy. For

laboratory-based or industrial applications, if a real-world PHIL experimental

validation enters an unstable state, the system’s voltage and current can become

divergent, resulting in significant oscillations. These may lead to over-current

protective tripping of the interfacing power amplifier, or in some cases, cause ir-

reparable damage to the HuT. Such occurrences can lead to substantial economic

losses and jeopardize personal safety. On the other hand, the accuracy issue aris-

ing from the time delay and signal distortion can lead to unsynchronised power

signals and power mismatches between the DRTS and HuT sides. Consequently,

this can result in inaccurate dynamic behaviours being applied to the HuT and
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can also lead to a deterioration in the HuT associated control performance. From

the perspective of system performance, these challenges and issues associated

with stability and accuracy have been intriguing many academic researchers and

industrial engineers and remains to be tackled.

Despite the technological advancements of the real-time computing technique

and the novel power amplifier promoted the extensive utilisation of PHIL real-

time simulation technique, the stability and accuracy issues arising from the power

interface need to be resolved in order to establish a robust and stable PHIL testing

with high-fidelity and re-configurability, which are of great significance in the wide

extension and application of PHIL system for real-time testing of complex power

system and power apparatus in the future. The research work conducted in this

thesis focuses on the development of novel compensation schemes to enhance the

stability and accuracy of PHIL simulation setups.

1.2 Research Motivation

PHIL system is defined as a closed-loop system consisting of a digital real-time

simulation platform interfacing with the hardware under test (HuT) through a

dedicated power interface (PI), which facilitates the conservation of instantaneous

power transfer as existed in the real-world system through natural coupling. As

illustrated in Figure 1.1, the power interface comprising a Power Amplifier (PA),

voltage and current sensors, signal conversion cards (i.e., Analogue-to-Digital

Converter (ADC) and Digital-to-Analogue Converter (DAC)), and low-pass filters

employed for noise mitigation, inevitably introduces non-ideal characteristics and

dynamics such as time delay, noise, or signal magnitude distortion to the PHIL

closed-loop simulation system. From the perspective of system modelling and

operation, these non-idealities play a crucial role in determining the stability

and in deteriorating the system accuracy. Stability and accuracy are regarded
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Figure 1.1: A typical PHIL setup and a conceptual representation of its topology.

as the utmost important factors for a well-established PHIL simulation setup.

The stability and accuracy issues arising from the non-ideal characteristics and

dynamics of the power interface and the closed-loop system are elaborated as

follows:

• Time delay stemming from the power interface

Owing to the splitting of the original System of Interest (SoI) into a digital

real-time simulation and physical power hardware that are interconnected

by a power interface, the digital processing of DRTS platform, the signal

conversion cards (i.e.,ADC and DAC), and the digital control of the power

amplifier all inevitably introduce time delays to the PHIL closed-loop con-

figuration and these has been further characterized in [30]. From the system

modelling and control point of view, the aggregated time delay in the PHIL

closed-loop system results in negative phase response and consequently de-

teriorates the system stability margins. As presented in [31], the PHIL

closed-loop system reaches an unstable state once the time delay exceeds a

threshold value leading to the system phase response breaches its stability

margin. On the other hand, as reported in [32], the time delay deteriorates

the accuracy of power signal synchronisation and the transparency of power

transfer within the PHIL setup.
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• Impedance ratio and system impedance variation

Apart from the degraded PHIL closed-loop system phase margin arising

from the time delay, the impedance ratio between the digital real-time sim-

ulation side and hardware component side is another key determinant of

the PHIL closed-loop system gain margin. As demonstrated in [33–35],

the PHIL stability is strictly constrained by the impedance ratio between

the simulation side and hardware side. Such a stringent impedance ratio

constraint is not always ensured in practice due to the impedance varia-

tions of the emulated power network and hardware components during an

experimental scenario run. Consequently, the existing PHIL interface may

no longer be suitable for guaranteeing the stability of a PHIL system with

inherent impedance variation. In light of this, there are new chances to

develop novel compensation techniques to fill the identified research gaps

between the PHIL stability and the inherent variable impedance character-

istic of the PHIL system.

• Limited bandwidth and non-unity gain characteristic of PA

Despite a power amplifier with ideal characteristics (i.e., infinite bandwidth

and unity gain) being expected in the PHIL system [33,36], the actual power

amplifier, which is modelled as time delay and a low-pass filter in [30,37–39],

presents non-ideal characteristics (i.e., limited bandwidth, non-unity gain,

and resonance of the passive output filter). These characteristics result

from its digital control strategies and the passive output filters that are

employed to limit the output voltage ripple stemming from high-frequency

pulsating modulation and realise accurate power signal replication. These

non-ideal characteristics lead to power signal magnitude distortion and limit

the applicability of PHIL simulation with only a limited harmonics can be

replicated accurately in one PHIL experiment.
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• Non-zero phase shift and non-unity magnitude response of PA

output filter

The power amplifier output filter introduces a non-zero phase shift that can

have similar effects as the loop phase lag resulting from time delays caused

by multiple stages in the PHIL closed-loop system [30]. These effects in-

clude reducing the system stability margin, deteriorating the power signal

synchronisation accuracy, and degrading the transparency of power transfer

between DRTS and HuT in a PHIL closed-loop setup [30, 31, 33]. In addi-

tion, the non-unity magnitude response of this output filter at the frequency

of interest leads to the attenuation or amplification of the reference signal to

be replicated by PA, which can result in further deterioration of the accu-

racy of power signal synchronization and a degradation of the transparency

of power transfer between the DRTS and HuT in a PHIL closed-loop setup.

• Disturbance and deteriorated performance

Due to the implementation of the non-ideal power interface, external distur-

bances are inevitably injected into the PHIL setup and are mainly stemmed

from (i) Offset noise in the measurement units, (ii) Quantization error/noise

in the ADC card, (iii) Sensor measurement noise (typically high-frequency),

and (iv) Switching harmonics stemming from high-frequency pulsating mod-

ulation. From an application point of view, a comprehensive sensitivity

analysis and assessment of the impact of these disturbances on system op-

eration is crucial for a high-fidelity and robust PHIL simulation. In contrast

to the well-presented schemes for PHIL system stability analysis and accu-

racy assessment in the literature, no sensitivity analysis scheme has been

developed within the PHIL community.

• Stability issue arising from the lack of power signal synchronisa-

tion in the PHIL interface dedicated to the testing of grid-forming
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converter with black-start capabilities

Grid-Forming Converter (GFC) establishes a stable and controllable volt-

age at its output terminal without requiring external angle reference, which

enables the GFC to be a candidate for providing black-start services. The

application of PHIL simulation for GFC testing has attracted significant

interest from academic researchers and industrial engineers. The voltage-

type PHIL setup has been extensively employed for the real-time testing

of grid-following converter, which regulates its voltage angle to be syn-

chronised with that of the interfacing voltage-type power amplifier (i.e., a

grid simulator) by employing a dedicated synchronisation unit (e.g., Phase-

Locked Loop (PLL)) [20,27,29,40,41]. However, the voltage-type interface

is not capable of incorporating a GFC in the PHIL setup for black-start

testing. This is because GFC regulates output voltage by using the angular

frequency reference generated by its internal dedicated unit. The direct

coupling of the GFC and interfacing power amplifier may lead to stabil-

ity issues arising from their independent and inherent voltage regulation

and the lack of voltage angle synchronisation at their coupling point. This

results in new research opportunity to develop new power interface that is

dedicated to the testing of GFC with black-start capability, thus addressing

the limitation of conventional voltage-type interfacing method.

Motivated by addressing these research challenges, the research efforts in this

thesis have been devoted to developing novel PHIL compensation and interfacing

methodologies. These are underpinned by identifying, assessing and analysing

the limitation of the existing schemes proposed for improving the stability, ac-

curacy, and applicability of PHIL system in the literature. Subsequently, novel

compensation and interfacing techniques are proposed to establish a more robust

PHIL system with higher fidelity than the conventional one.
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1.3 Research Contributions

This thesis contributes the following aspects toward the existing body of knowl-

edge:

• Detailed modelling of the PHIL setup with its state-of-the-art highlighted

along with its key attributes including the closed-loop system stability and

accuracy, in particular the power signal synchronisation accuracy and power

transfer transparency. A comprehensive comparison and assessment of the

existing PHIL stability stabilisation schemes are presented in conjunction

with an in-depth analysis of their advantages and key limitations. More

details of these aspects are elaborated in Chapter 2.

• A Smith Predictor (SP) criterion inspired compensator is designed to miti-

gate the negative impact of the time delay on the PHIL closed-loop stability.

Although a passive approach, this passive compensator introduces a buffer

in variability of the impedances and enables a stable PHIL experiment over

a wider range of scenarios. Robustness analysis of the passive compensator

against the modelling error stemming from system impedance variation is

presented and the stability constraint of the passive compensator-based

PHIL system is defined. Detailed analysis, assessment, and experimental

validation of this proposed compensator are presented in Chapter 3.

• To further enhance the robustness of Smith predictor compensator and

overcome the limitation of its passive attribute, an adaptive Smith pre-

dictor based on a computationally efficient online impedance parameter

identification technique is proposed. The accurate impedance identification

allows for the parameters of the Smith predictor being adapted in real-time

to ensure seamless operation catering to any variations in impedance dur-

ing the experimental run. A real-world PHIL experiment involving passive
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load bank and power converter is employed to verify the effectiveness and

demonstrate the applicability of the proposed compensation scheme. This

contribution and its associated details are presented in Chapter 3.

• Investigation and assessment of the existing time delay compensation meth-

ods from the perspective of improving the PHIL system accuracy. On

the other hand, the limitations of the conventional time delay compen-

sation methods including the phase lead compensator and Fast Fourier

Transform (FFT) based frequency domain phase lag compensation algo-

rithm are presented. A computation-efficient Sliding Discrete Fourier Trans-

form (SDFT) based time delay compensation method is proposed to com-

pensate for the time delay on a harmonic-by-harmonic basis. This proposed

time delay compensation scheme is further presented in Chapter 4.

• Design and development of a compensation scheme for the open-loop con-

trolled Voltage Source Converter (VSC) power amplifier to enable more

accurate power signal synchronisation and power transfer within the PHIL

closed-loop simulation. This compensation method is designed to maximise

the bandwidth of the power interface, preserve unity-gain over a wider fre-

quency range, and compensate for the phase lag in the PHIL closed-loop via

optimal tuning of the proposed compensator. In addition, it compensates

for the phase lag on a harmonic-by-harmonic basis. An analytical assess-

ment and a comprehensive comparison of the proposed compensator over

the compensation techniques (e.g., lead-lag filter, notch filter) published in

the literature are presented from the perspective of their frequency response

characteristics and closed-loop stability of the compensation scheme-based

PHIL setup. The effectiveness of this compensation method has been eval-

uated via the proposed accuracy metrics and simulation results. The design

criteria and validation of this method are presented in Chapter 4.
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• A scheme for sensitivity analysis of PHIL setups is developed by using

transfer functions describing the dynamic behaviour of forward and feed-

back paths. The inherent relationships between stability, accuracy and

sensitivity are elaborated and verified by the scheme and allow for a precise

estimation of PHIL system properties prior to experimental testing. Based

on this scheme, accuracy assessment methods are employed to quantify

generic sensitivity criteria. A converter-based PHIL setup is employed to

demonstrate the applicability of the proposed scheme. From an application

point of view, the proposed scheme is crucial for facilitating the quanti-

tative analysis and assessment of the impact of external disturbances on

PHIL simulation systems. This contributes to the design and implementa-

tion of a high-fidelity and robust PHIL simulation. In-depth explanation

and verification of this proposed scheme are presented in Chapter 5.

• A current-type interfacing method is proposed to interface a grid-forming

converter with soft black-start capability into a PHIL setup. Scaling and

compensation schemes are developed for a robust and high-fidelity PHIL

simulation guaranteeing an accurate replication of the dynamics of the em-

ulated power network at the physical GFC interfacing point. To support

its adoption, stability analysis of this PHIL setup is presented. On the

other hand, a comprehensive assessment and evaluation of the voltage-type,

current-type, and partial circuit duplication method based PHIL interfaces

regarding their suitability and applicability for incorporating grid-forming

converter with black-start capability into PHIL closed-loop simulation are

presented. These offer meaningful insights for selecting proper interfacing

method. Analytical assessment and experimental validation involving in-

terfacing a 90 kVA power converter implemented with grid-forming control

scheme are presented to verify the proposed methodology. Detailed analysis

and experimental validation of this interface are presented in Chapter 6.
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1.4 Thesis Overview

An overview of the chapters within this thesis is presented as follows:

Chapter 2: This chapter presents the state-of-the-art of real-time PHIL system

along with its key technical challenges to be tackled. Emphasis is placed on the

detailed modelling of the PHIL system from the perspective of its architecture,

interface algorithms, and mathematical modelling of its subsystems. Based on the

detailed system modelling, the key determinants (i.e., time delay and impedance

variation) for the PHIL stability are identified along with a frequency domain

assessment of their impacts on the PHIL stability. Following on from this, the

novel compensation schemes that are dedicated to improving the PHIL stability

in the literature are comprehensively reviewed. The design criteria, function-

ality, advantages and the main limitation of these advanced PHIL stabilisation

schemes are summarised. On the other hand, the deteriorated PHIL system ac-

curacy stemming from the time delay and non-ideal power interface is further

investigated from the aspect of power signal synchronisation and power transfer

transparency. Accuracy metrics are proposed to quantitatively assess the PHIL

power signal synchronisation and power transfer transparency in transient and

steady-state.

Chapter 3: Having identified the detrimental impact of the time delay and

impedance variation on the PHIL system stability, this chapter focuses on the

development of PHIL stabilisation scheme. To address the limitation of existing

PHIL system stabilisation methodologies as presented in Chapter 2, this chapter

presents an adaptive Smith predictor based PHIL stability enhancement scheme.

The proposed Smith predictor compensation scheme is presented with emphasis

placed on its design criteria, operational principle, and assessment of Smith pre-

dictor based PHIL system stability. Moreover, with the system impedance inher-

ent variation characteristics taken into account, the robustness of Smith predictor
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is analysed and the stability constraints of the PHIL system is further identified.

To facilitate the Smith predictor with adaptivity to the system impedance varia-

tion, the online SDFT and vector fitting algorithm based impedance identification

method is developed. Finally, analytical assessments of the proposed adaptive

Smith predictor compensation scheme are presented along with pure simulations

and a real-world PHIL experimental validation.

Chapter 4: This chapter presents an interface compensation method that en-

ables more accurate power signal synchronisation and power transfer within a

PHIL setup, which is based on an open-loop controlled voltage source converter

power amplifier. Detailed modelling of the PHIL system with an open-loop con-

trolled voltage source converter power amplifier is presented along with an assess-

ment of the impact of power amplifier on PHIL system stability and accuracy.

These are followed by a comprehensive assessment of the compensation techniques

(e.g., lead-lag filters, notch filter) published in the literature from the perspective

of compensating for the power amplifier non-unity characteristics. To address the

limitation of these compensation methods, an optimal filter tuning based method

is further presented to maximise the bandwidth of power interface, preserve unity-

gain over a wider frequency range. The effectiveness of proposed compensator in

maximising the bandwidth of the power interface is demonstrated by frequency-

domain assessment. To mitigate the detrimental impact of time delay on the

PHIL accuracy, SDFT based time delay compensation method is employed in

conjunction with the proposed optimal filter tuning based method. Furthermore,

the performance of proposed method regarding its capability in improving the

power signal synchronisation and enhancing the power transfer transparency in

the PHIL closed-loop configuration is validated and demonstrated via the pro-

posed accuracy metrics and PHIL simulation results.

Chapter 5: This chapter presents the proposed scheme for sensitivity analysis of

the PHIL system. Firstly, the originations of the external disturbance within the
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PHIL setup are summarised and the detailed modelling of the current-type power

interface is presented. Following these, the principles of sensitivity analysis are

explained followed by the derivation of sensitivity analysis metrics for PHIL sim-

ulation setups. Based on the proposed sensitivity analysis scheme, the inherent

relationship between sensitivity transfer functions and stability criteria is elab-

orated along with analytical assessment. Furthermore, the accuracy assessment

methods employed in the proposed scheme to quantify generic sensitivity crite-

ria are presented. Moreover, a converter-based current-type PHIL experiment

is leveraged for the evaluation of sensitivity analysis scheme, and experimental

results are presented to characterize and demonstrate the applicability of the

proposed scheme.

Chapter 6: This chapter presents the design and development of a current-type

interface that is dedicated to the PHIL testing of grid-forming converter with

black-start capability. The novel grid-forming control principles and the key

attributes for enabling grid-forming converter to be a candidate for providing

black-start provision service are presented. Following this, the interfacing cou-

pling point voltage stability issue of the conventional voltage-type PHIL interface

is analysed and further demonstrated by simulation results. The applicability of

proposed current-type interface for grid-forming converter testing and the pro-

posed scaling and delay compensation are presented along with its detailed system

modelling. Based on this, the stability analysis and analytical stability assessment

of the proposed current-type interface is presented. Finally, simulation results of

a real-world PHIL experiment incorporating a Triphase 90 kVA power converter

that is implemented with grid-forming control scheme are presented to validate

the proposed PHIL interface.

Chapter 7: This chapter concludes the thesis by summarising the scopes of

research outputs, highlighting the principle contributions, and identifying several

potential directions that are worthy of being explored as future work.
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Chapter 2

Power Hardware-in-the-Loop

(PHIL) Simulation Techniques

This chapter presents the literature review of the PHIL simulation techniques

along with their generic modelling and identified key attributes. The remainder of

this chapter is organized as follows: Section 2.1 presents the state-of-the-art PHIL

techniques. In Section 2.2, the detailed system modellings from the perspective

of PHIL configuration, interfacing topology, and the mathematical modelling of

power interface and system components are presented. Section 2.3 presents the

PHIL stability attribute, the principles for determining the stability, along with

a comprehensive evaluation of the stabilisation schemes in the literature. Section

2.4 presents the PHIL accuracy analysis, the criteria derivation for PHIL power

transfer transparency studies, and the proposed accuracy assessment methods.

Section 2.5 concludes this chapter1.

1 The mathematical modelling and theoretical derivations in this chapter are extended from
the conference publications [31,32] and journal publications [42,43].
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2.1 State-of-the-Art of PHIL

The real-time power hardware-in-the-loop simulation, a state-of-the-art simu-

lation technique that combines real-time digital simulation and hardware ex-

periments into a closed-loop testing environment, is exploited as an effective

way to narrow the gap between computation-based digital simulation and pure

analogue hardware experiment in a controlled laboratory setup [11–13, 33, 38].

Emerging novel computation technology facilitates the capability of the power

hardware-in-the-loop simulation to carry out comprehensive and in-depth in-

vestigation of large-scale complex power systems and candidate power appa-

ratus or control paradigms under broad-spectrum operation conditions before

their final deployment as well as systemic application [12, 13, 15–17]. This plays

a significant role in accelerating the research and development of the emerg-

ing novel power technologies by enabling repeated and non-destructive real-time

testing under a broad range of scenarios and a variety of grid configurations

[13, 15, 16, 19, 20, 23, 25, 26, 44–46]. On the other hand, with the real-time digi-

tal simulated system and pure power hardware comprised in a closed-loop testing

environment, the interaction between the power apparatus and the real-time sim-

ulated power network can be thoroughly investigated without the expense and risk

of field trials. This advanced real-time testing methodology has been extensively

leveraged for the in-depth modelling and assessment of renewable energy technolo-

gies including photovoltaic system [26, 44], energy storage system [45], variable-

speed wind turbines [25], etc., prototyping of power apparatus [16, 17, 19, 46],

verification of control strategies [20], the geographically distributed real-time co-

simulation [21], black start testing of grid-forming converter [23], and power sys-

tem education [19], etc.

In spite of the extensive and widely utilisation of the PHIL simulation tech-

nique, PHIL is not a plug-and-play setup that just leverages an off-the-shelf real-
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time digital simulator and power hardware. A dedicated power interface con-

sisting of power amplifier, signal conversion cards, and voltage or current sensors

bridges the real-time simulation side and hardware. However, this power interface

naturally comprises inherent time delay (as characterised in [30]) stemming from

the power amplifier digital control, sensors, signal conversion stages and signal

distortion arising from the power amplifier filters. From the perspective of system

performance, these characteristics that are not exist in the real-world system of

interest pose significant threat to the stability and accuracy of PHIL system. To

ensure the PHIL experimental results to be precise and representative of the real-

world SoI, the power interface that bridges the software side and hardware side

should be well designed and implemented to enable stable and accurate PHIL

operation.

The PHIL stability and accuracy issues arising from the non-ideal power in-

terface have been remaining to be addressed and many research efforts have been

devoted to this research area. To tackle these issues, a comprehensive and rep-

resentative system modelling and in-depth analysis of the key determinants for

these issues are important and will be the core sections in this chapter.

2.2 PHIL System Modelling

This section describes the architecture of PHIL setup and presents a comprehen-

sive assessment of the interfacing methodologies. Detailed PHIL system compo-

nent modelling is presented along with the system transfer functions.

2.2.1 PHIL Configuration and Interfacing Methods

PHIL simulation combines the physical power component with real-time emulated

system into a closed-loop testing configuration that mimics the original system of

interest (SoI). Figure 2.1 illustrates the SoI and its corresponding PHIL simula-
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Figure 2.1: Principle topology of (a) system of interest (SoI) and (b) the corresponding
PHIL simulation system.

tion system. The original SoI is expressed by a lumped voltage divider topology

comprising two series-connected Thévenin equivalent circuits S1 and S2, respec-

tively. S1 represents the real-time emulated power network in DRTS referred to as

software side and S2 represents the real-world HuT referred to as hardware side.

System S1 comprises a voltage source VS in series with an equivalent impedance

ZS of the simulated system in the software side and system S2 comprises the

hardware side equivalent impedance ZH. As illustrated in Figure 2.1(b), these

two subsystems are coupled through a power interface (PI) in the PHIL setup.

A typical power interface comprises a power amplifier, signal conversion cards

and voltage or current sensors. Two signal conversion cards are typically em-

ployed - a digital-to-analogue converter (DAC) card and an analogue-to-digital

converter (ADC) card. The ADC card incorporates a low-pass filter in series

to eliminate high frequency noise components within the analogue signal. The

configuration of these components and the manner in which the power is trans-

ferred between the DRTS and the HuT are defined by the Interface Algorithms

(IAs) [33]. Interface algorithms such as the Ideal Transformer Model (ITM), the

Damping Impedance Method (DIM), the Partial Circuit Duplication (PCD), and

Transmission Line Model (TLM) have been discussed and evaluated in litera-

ture [13, 33,38,47–49].
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Table 2.1: Comparison of the interface algorithms regarding stability, accuracy, and
ease of implementation.

Interface algorithms [13,33,49] Stability Accuracy
Ease of

Implementation

Ideal transformer model (ITM) Low Medium High

Damping impedance method (DIM) Medium High Medium

Partial circuit duplication (PCD) High High Medium

Transmission line model (TLM) High Low Low

Depending on the level of stability and accuracy performance and the ease of

implementation of the aforementioned IAs, the criteria Low/Medium/High were

leveraged to assess these IAs. Consequently, a comparative summary of these

IAs is presented in Table 2.1. Note that ease of implementation refers to the level

of complexity involved in putting the relevant interface algorithm into practice,

while taking into account the amount of the availability of laboratory resources

and the computation resources, time and expertise required.

As shown in Table 2.1, among these mentioned interfacing methods, ITM is

the most straightforward way as a result of its ease of implementation and rel-

atively high and acceptable stability and accuracy performance. In spite of the

complex structure, DIM, as a combination of ITM and PCD, can provide the best

trade-off between stability and accuracy under the circumstance that the damp-

ing impedance can ideally match with the impedance of HuT [13,33,47,49]. Even

though PCD interface presents remarkably high stability, its accuracy is deter-

mined by the system converging speed and the relatively large linking impedance

and small HuT impedance, which are always not practical and infeasible in the

real world [33, 49]. As a result of the passive linking impedance, the TLM in-

terface algorithm presents high stability, which is at the expense of the accuracy

under the assumption that the transmission time constant is equal to the time

step [33, 49]. Moreover, this method is limited by its difficulty for practical im-

plementation and the high requirement of linking impedance.
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Figure 2.2: Equivalent model of the PHIL system with voltage-type ITM interface.

2.2.2 ITM-Based Interface Modelling

Among the interfacing methods dedicated to the PHIL setup, the ITM interface

is widely adopted because of its simple implementing structure and shows a good

performance with respect to stability and accuracy properties. Depending on the

type of power amplification and the controllable power sources implemented in the

DRTS and hardware side, ITM can be categorized as voltage-type or current-type.

Owing to the availability of the off-the-shelf voltage-type power amplifier, Voltage-

Type ITM (V-ITM) interface has been extensively leveraged for the real-time

testing of grid-following converter and other power apparatus [20, 27, 29, 40, 41].

This interface will be utilised throughout the chapter.

As shown in Figure 2.2, the V-ITM is configured as a controllable voltage

source in hardware side and a controllable current source in DRTS side. The

voltage source is controlled by a voltage-type power amplifier that regulates its

output voltage by following the command signal that are measured at the cou-

pling point in the simulation side and transmitted through a DAC card. On the

other hand, the hardware side current is measured by the current sensor and

further processed by a Low-pass Filter (LPF) unit, whose output injects into the

emulated network by a controlled current source and thus closing the simulation

loop. From the system modelling point of view, the PHIL system is represented
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Figure 2.3: Equivalent block diagram of the V-ITM based PHIL system in Fig. 2.2.

in the form of a Single-Input Single-Output (SISO) closed-loop system and the

respective equivalent block diagram with all key components and interface signals

are presented in Figure 2.3. The open-loop transfer function of this PHIL system

is represented as,

TO(s) = G1(s)G2(s)G3(s)G4(s)︸ ︷︷ ︸
GPI(s)

ZS(s)

ZH(s)
, (2.1)

where ZS and ZH are the equivalent impedance of the power network within the

DRTS platform and the HuT, respectively. GPI(s) is the transfer function of

the power interface comprising the transfer functions of DAC card G1(s), power

amplifier G2(s), current sensor G3(s), and ADC card in series with a LPF G4(s).

As summarised in [30], the following processes and units all inevitably intro-

duce time delay (in microsecond scale) to the PHIL closed-loop configuration:

• Digital processing of DRTS platform (50 µs to 100 µs).

• Digital control of the power amplifier (50 µs to 550 µs).

• ADC and DAC signal conversion cards (100 µs to 200 µs).

• Communication latency between different platforms (50 µs to 100 µs).
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With the time delay τ in the PHIL closed-loop expressed by its equivalent

Laplace transformer (e−sτ ) [50], the components in Eq. (2.1) are modelled as,


G1(s) = k1e

−sTd1 , G2(s) = k2
1

s
2πfc2

+ 1
e−sTd2 ,

G3(s) = e−sTd3 , G4(s) =
1

s
2πfc4

+ 1
e−sTd4 ,

(2.2)

where k1 and k2 are the scaling factor of DAC card and power amplifier, respec-

tively. Td1 and Td4 represent the one time-step delay of DRTS, Td2 and Td3 are

the time delay of the power amplifier and sensor, respectively. fc2 is the cut-off

frequency of the power amplifier and fc4 is the equivalent cut-off frequency of

the ADC anti-aliasing filter and LPF. Representing the total time delay in the

feed-forward path as Td−ff and in the feedback path as Td−fb, the aggregated time

delay (in microsecond scale) in the open-loop is given by,

Td = Td1 + Td2︸ ︷︷ ︸
Td−ff

+Td3 + Td4︸ ︷︷ ︸
Td−fb

. (2.3)

The open-loop transfer function Eq. (2.1) is further expressed as,

TO(s) = G∗PI(s)e
−sTd︸ ︷︷ ︸

GPI(s)

ZS(s)

ZH(s)
= G∗PI(s)

ZS(s)

ZH(s)︸ ︷︷ ︸
T ∗O(s)

e−sTd ,
(2.4)

where G∗PI(s) and T ∗O(s) represent the delay-free part of interface GPI(s) and open

loop system TO(s), respectively.

For analytical assessment and frequency-domain analysis, the time delay ex-

pressed in its equivalent Laplace transformer e−sTd can be further approximated

by a rational model with Pade approximation formula [50]. Considering the trade-

off between the ease of implementation and approximation accuracy, second-order
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Pade approximation is employed in this chapter,

e−sTd =
Td

2

12
s2 − Td

2
s+ 1

Td
2

12
s2 + Td

2
s+ 1

. (2.5)

For digital implementation, continuous-time delay is expressed by delaying

the uniformly sampled signal z
−1

in the order of D [51] and the z-domain transfer

function is in the form of,

Hd(z) = z
−D
, (2.6a)

D =
Td

Ts

= Int(D) + F, (2.6b)

whereD is the division of time delay Td and sampling time Ts and can be expressed

by the sum of integer part Int(D) and fractional part F .

Based on the recursive duplication of linear Lagrange interpolation techniques,

all-pass fractional delay Thiran filter [52] is utilised for the approximation of

fractional delay F . Depending on the value of F , the transfer function of Thiran

all-pass filter can be further expressed by,

Hd(z) =



z−1, if Int(D) = 0, F > 0,

z−D, if Int(D) ∈ R+, F = 0,

N∑
k=0

hkz
−(N−k)

N∑
k=0

hkz−k
, if Int(D) ∈ R+, F > 0,

(2.7a)

hk(k=0,1,2,...N) = (−1)k
(
N

k

) N∏
n=0

D −N + n

D −N + k + n
, (2.7b)

where N (N = ceil(D)) is the order of Thiran all-pass filter.

26



Chapter 2. Power Hardware-in-the-Loop (PHIL) Simulation Techniques

2.3 PHIL Stability

This section presents the PHIL system stability criteria and identifies the key

determinants for the PHIL closed-loop stability. These are followed by analytical

assessment of the identified PHIL stability determinants and a comprehensive

and in-depth assessment of the PHIL stabilisation schemes in the literature.

2.3.1 Stability Criteria and Determinants

Based on the open-loop transfer function TO(s) of the SISO closed-loop system

in Figure 2.3, the system stability can be assessed by applying suitable stability

criteria such as the Nyquist or the Routh–Hurwitz criterion [50] to the closed-loop

system characteristic equation that is given by,

1 + TO(s) = 0. (2.8)

As shown in Eq. (2.4) and Eq. (2.8), the closed-loop characteristic polynomial

(1 + TO(s)) consists of the impedance, time delay and the delay-free power in-

terface G∗PI(s). The Gain Margin (GM) and Phase Margin (PM) are employed

to determine the closed-loop stability from the open-loop transfer function [50].

Under the circumstance that GM and PM are positive, the PHIL stability is

guaranteed provided that the magnitude and phase responses of the open-loop

transfer function TO(s) satisfy the following criteria,


GM = 0− 20log(|TO(jωcp)|), GM > 0

PM = ∠TO(jωcg)− (−180◦), PM > 0

(2.9)

where ωcg is the gain crossover frequency at which the magnitude of TO(s) is 0 dB,

ωcp is the phase crossover frequency at which the phase of TO(s) crosses −180◦.
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Figure 2.4: Bode plots of the open-loop transfer functions of PHIL system with unity
G∗PI(s) and (a) fixed IR (IR0 = 3/(0.001s+ 1)) and variable time delay, (b) fixed time
delay (Td = 600us) and variable IR.

The delay-free power interface G∗PI(s), aggregated time delay, and the equiv-

alent impedance of the simulation and hardware side in Eq. (2.4) and Eq. (2.8)

are the key determinants in guaranteeing the stability criteria in Eq. (2.9). The

impact of these key determinants on the PHIL system stability are elaborated as

follows:

• Delay-free power interface G∗PI(s)

With more advanced power amplifiers being made available in the market,

the precise modelling of the off-the-shelf power amplifier comprising subsys-

tems (as in Eq. (2.2)) and the signal conversion cards (i.e., ADC and DAC)

is feasible in a laboratory environment. Correspondingly, the delay-free part

G∗PI(s) in the power interface (as in Eq. (2.4)) serves as an invariant part in

determining the PHIL stability.
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• Time delay

As shown in Figure 2.4(a), the frequency response of the time delay presents

unity magnitude but introduces additional phase lag. Phase margin (PM)

measures the system stability tolerance to the time delay and the stabil-

ity can only be guaranteed provided that PM is large than zero and the

corresponding phase response should satisfy the following criteria,
GM =

∣∣∣G∗PI(jwcg)
ZS(jwcg)

ZH(jwcg)
e−jwcgTd

∣∣∣ = 1,

PM = ∠
[
G∗PI(jwcg)

ZS(jwcg)

ZH(jwcg)
e−jwcgTd

]
+ 180◦ > 0,

(2.10)

where wcg is the gain crossover frequency at which the magnitude of open-

loop transfer function is equal to 1 (0 dB).

Since time delay has no effect on the magnitude of the input signal so does

the gain crossover frequency [50]. However, as shown in Eq. (2.10), the

phase lag caused by the time delay significantly degrades system stability

as a result of the reduced phase margin. Accordingly, given that the PHIL

system with fixed impedance, the time delay destabilises the PHIL system

once it exceeds a critical limit Tdc, which is defined as,

PM = ∠

[
G∗PI(jwcg)

ZS(jwcg)

ZH(jwcg)
e−jwcgTdc

]
+ 180◦ = 0. (2.11)

• Software and hardware side impedance

Due to the phase lag introduced by the time delay, the PHIL system stability

is more susceptible to the system impedance variance than that of a delay-

free PHIL system. Even when the time delay is within the critical limit as

identified in Eq. (2.11), as shown in Figure 2.4(b), the closed-loop stability

can only be maintained for certain Impedance Ratio (IR), where IR =

ZS

ZH
. The smaller the magnitude ratio is, the more stable the system will
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be. On the other hand, the gain margin of the PHIL system is a factor

by which the impedance ratio can be raised before breaching the system

stability. Accordingly, given that the PHIL system with fixed time delay,

the impedance ratio destabilises the PHIL system once it exceeds a critical

limit IRC (IRC = ZS(jwcp)

ZH(jwcp)
), which is defined as,

GM =

∣∣∣∣G∗PI(jwcp)
ZS(jwcp)

ZH(jwcp)
e−jwcpTd

∣∣∣∣ = 1. (2.12)

This rigorous impedance ratio constraint in maintaining a stable PHIL sys-

tem presents a significant limitation in the realisation of PHIL setups as

in real-world applications the impedances in the simulation and hardware

sides witness significant variations.

The above identified key determinants including the delay-free power interface

G∗PI(s) and time delay that are not exist in original system of interest and the

impedance ratio between the software and hardware side play a significant role

in determining the PHIL system stability.

2.3.2 PHIL Stability Enhancement Scheme

To mitigate the destabilisation impact of the identified key determinants on the

PHIL closed-loop stability, many research efforts have been devoted to improving

the stability of a PHIL system either by decreasing the impedance ratio between

the software and hardware side or by improving the system stability margin

through augmenting the power interface with compensation schemes.

The stabilisation scheme involving decreasing the impedance ratio between

the software and hardware side includes advanced ideal transformer method

[53], impedance shifting method [54], and hardware inductance addition method

[55, 56]. The design principles, advantages and limitation of these stability en-
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hancement schemes are summarised as follows:

• Advanced ideal transformer method [53].

The advanced ideal transformer method was designed by connecting com-

pensation capacitance in parallel with the controllable current source (as

shown in Figure 2.2) in the simulation side. This decreases the equivalent

impedance in the simulation side and the impedance ratio between the sim-

ulation and hardware side, thus improving the PHIL closed-loop stability

margin. Owing to the implementation of compensation shunt capacitance,

a proper compensation for the controlled current source is required to guar-

antee the voltage output of the DRTS platform is equivalent to that of the

original PHIL system.

• Impedance shifting method [54].

To degrade the impedance ratio between the simulation side and hard-

ware side, the impedance shifting method was implemented by reducing

part of the simulation side impedance and shifting this to the hardware

side by inserting a physical impedance. From the control point of view,

this shifted impedance changes the zero and pole locations of the transfer

function in Eq. (2.4) with the former being much further from the imag-

inary axis and the later being much closer to the imaginary axis in the

Left Half-Plane (LHP). However, by doing so, the accuracy of the exper-

iment is significantly deteriorated as it is not equivalent to the original

SoI. Furthermore, this compensation scheme requires additional physical

inductance, which increases the overall testing expense.

• Hardware inductance addition method [55,56].

Motivated by decreasing the impedance ratio between the software and

hardware side, this method was proposed to increase the equivalent hard-
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ware side impedance through inserting additional cascaded inductance to

the HuT. However, by doing so, the PHIL system stability margin is im-

proved at the expense of distorting the original PHIL topology, which leads

to inaccurate simulation. Furthermore, this compensation scheme requires

additional physical inductance, which increases the overall testing expense.

On the other hand, the PHIL stability enhancement schemes realised by im-

proving system stability margin without changing system impedance include the

feedback current filtering [56, 57], multi-rate partitioning interface [56, 58], Berg-

eron transmission line model based multi-time-step interface [27], open-loop in-

verter based interface [32, 59], spectrum assignment based interface [34], and

robust data-driven controller [60]. The design principles, merits and limitations

of these PHIL stability enhancement schemes are summarised as follows:

• Feedback current filtering method [56,57].

As illustrated in Figure 2.2, a first-order low-pass filter can be deployed in

PHIL feedback path to mitigate the high-frequency noise of current mea-

surement. On the other hand, the implementation of this filter with a

low cut-off frequency extends the stability margins to the PHIL closed-loop

system. However, setting the cut-off frequency of the low-pass filter is a

trade-off between realising improved stability margin whilst minimizing the

deterioration of accuracy. The low-pass filter also significantly limits the

PHIL system bandwidth if a relatively low cut-off frequency is selected to

stabilise a marginally unstable or absolutely unstable PHIL system.

• Multi-rate partitioning (multi-time-step) interface [27,56,58].

Thanks to the remarkable computation capability of modern real-time com-

putation platforms, multi-rate partitioning interface was proposed to divide

the original PHIL system into some dedicated fast subsystems with small
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time-steps. The introduction of multiple fast subsystems with multi-time-

step can not only extend the system bandwidth but also improve the system

stability significantly by reducing the equivalent time delay in the PHIL

system. However, this method requires advanced multi-core real-time sim-

ulation platforms, and the fidelity depends on the dynamic coupling and

clock synchronisation between all subsystems.

• Open-loop inverter based interface [32,59].

An open-loop controlled Voltage Source Inverter (VSI) without output filter

was proposed for being the power amplifier in a PHIL setup. Compared

with the conventional closed-loop controlled voltage source converter, the

proposed open-loop VSI presents less time delay associated with sampling

and computation. The eliminated time delay can improve the stability

margin, as demonstrated in Figure 2.4(a), and enhance the PHIL stability.

Even this open-loop VSI based power amplifier improves the PHIL stability,

offers higher bandwidth than the closed-loop controlled power amplifier, its

only applicable for the significantly inductive HuT.

• Spectrum assignment based interface [34].

A delay differential equations based stability analysis method was proposed

in [34], based on which spectrum assignment was leveraged to enhance the

ITM-based PHIL setup. The spectrum assignment was achieved by imple-

menting a system state feedback of the hardware side voltage to manipulates

the input of power interface. The adjunctive state feedback voltage to the

controlled input voltage source of power interface add its derivative to the

system state, which paved a new pathway to shift certain critical spectrum’s

infinite roots to the left half complex plane. This enables the PHIL system

being equivalent to a delay-free system and stability enhancement can be

achieved without full knowledge of the hardware impedance.
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Table 2.2: Comparison of PHIL stabilisation schemes regarding stability, accuracy, and
ease of implementation.

Stabilisation scheme Stability Accuracy
Ease of

Implementation

Advanced ITM interface [53] Low Medium High

Impedance shifting method [54] High Medium Medium

Hardware inductance addition [55,56] High Low Low

Feedback-path current filtering [56,57] Medium Medium High

Spectrum assignment based interface [34] High Medium Medium

Open-loop inverter based interface [32,59] Medium High Medium

Multi-rate partitioning Interface [27,56,58] High High Low

Robust data-driven controller compensation [60] Medium Medium Medium

• Robust data-driven controller compensation method [60].

A data-driven controller design methodology utilising convex optimisation

criteria was employed to tune the PHIL feedback current low-pass filter such

that the PHIL system stability enhancement is achieved. With the norms

of the difference between controller based interface and ideal unity interface

accounted as the objective function to be optimized, the filter is designed

in discrete-time domain and tuned by optimizing the objective function

with the pre-defined PHIL stability constraints were satisfied. This data-

driven based filter design method can enhance the PHIL stability without

requiring a full knowledge of the hardware parameters and also offers the

PHIL system with enhanced accuracy and disturbance rejection capability.

In summary, the proposed methods in literature realise stable PHIL setups by

redefining the impedance ratio at the point of common coupling, by manipulation

of interface signals, or by using novel interfacing components and compensation

schemes. Apart from their design principles, merits and limitations, their perfor-

mances regarding the stability, accuracy, and ease of implementation are given in

Table 2.2 by using the predefined criteria Low/Medium/High in Chapter 2.2.1.
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2.4 PHIL Accuracy

This section presents an analysis of the PHIL system accuracy from the aspects

of the deviation between PHIL system and original SoI, the power signal syn-

chronisation and power transfer transparency within the PHIL closed-loop setup.

Furthermore, accuracy metrics are developed for the transient and steady-state

accuracy assessment.

2.4.1 PHIL Accuracy Analysis

An ideal ITM interface is delay-free and has transparent power amplification with

unity-gain and infinite bandwidth. Under such conditions, the PHIL system is

equivalent to the system of interest (SoI) as duplicated in Figure 2.1(a) and the

closed-loop transfer function between the hardware side voltage VH(s) and the

equivalent software side voltage source VS(s) of such an ideal PHIL setup is,

T id
C (s) =

VH

VS

=
ZH(s)

ZS(s) + ZH(s)
. (2.13)

However, the closed-loop transfer function that is related to the hardware side

voltage VH(s) and the software side voltage VS(s) of the actual PHIL setup with

non-ideal interface is given by,

TC(s) =
VH

VS

=
G1(s)G2(s)

1 + TO(s)
. (2.14)

For a given signal (e.g., VH(s)), its accuracy can be quantitatively analysed

by assessing the deviation between the closed-loop transfer functions of the ideal

PHIL and the actual PHIL through the relative error ε(s) defined as,

ε(s) =

∣∣∣∣TC(s)− T id
C (s)

T id
C (s)

∣∣∣∣ . (2.15)
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Based on the detailed modelling of SoI system and PHIL system, the accuracy

of PHIL system can be analytically assessed in a quantitative manner through

employing the relative error ε(s). This is critical for the system operator to design

and tune the PHIL system prior to its final deployment.

On the other hand, owing to the non-unity magnitude of the power interface

component and the phase lag arising from the aggregated time delay as defined in

Eq. (2.3), the phase and magnitude relationship between VS and VH of the actual

PHIL system are not aligned with that defined in Eq. (2.13). This discrepancy

not only leads to the inaccurate power signal synchronisation between the simu-

lation side and hardware side, but also deteriorates the current response at the

simulation side and hardware side. Being proportional to the frequency of input

power signal, the phase shift stemming from the time delay and the non-unity

magnitude characteristic of the power interface distorts the phase relationship

between the voltage and current. Consequently, this leads to deteriorated Power

Factor (PF) angle and inaccurate power transfer between DRTS platform and

hardware.

Provided a PHIL interface is an ideal one that presents unity magnitude and

zero phase lag, the apparent power transferred between the simulation side (SS′)

and hardware (SH) over a certain frequency wk are,


SS′ = |VS′IS|∠θS′ = PS′ + jQS′ ,

SH = |VHIH|∠θH = PH + jQH,

= |VS′IS|∠θH = PS′ + jQS′ ,

(2.16)

where θS′ is PF angle at the simulation side (i.e., ∠VS′ − ∠IS), θH is PF angle at

the hardware side (i.e., ∠VH − ∠IH), and θS′ = θH.

For an actual PHIL interface with a variety of interfacing components as pre-

sented in Figure 2.2, it presents non-unity magnitude and negative phase char-
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acteristics over a certain frequency wk, the actual voltage V̂H and current ÎH at

hardware side with respect to the actual voltage V̂S′ and current ÎS at simulation

side are,
V̂H(wk) = G1(wk)G2(wk)V̂S′(wk) = |G1(wk)G2(wk)|

∣∣∣V̂S′(wk)
∣∣∣∠α,

ÎH(wk) = G3(wk)G4(wk)ÎS(wk) = |G3(wk)G4(wk)|
∣∣∣ÎS(wk)

∣∣∣∠β,
(2.17a)


∠V̂H = ∠α = ∠[G1(wk)G2(wk)] + ∠V̂S′ ,

∠ÎH = ∠β = ∠[G3(wk)G4(wk)] + ∠ÎS.

(2.17b)

Substituting Eq. (2.2) and Eq. (2.3) into Eq. (2.17b), the phase angles in

Eq. (2.17) are further expressed as,
∠V̂H = ∠[G1(wk)G2(wk)] + ∠V̂S′ = ∠( 1

jwk
2πfc2

+1
)− wkTd−ff + ∠V̂S′ ,

∠ÎH = ∠[G3(wk)G4(wk)] + ∠ÎS = ∠( 1
jwk

2πfc4
+1

)− wkTd−fb + ∠ÎS.

(2.18)

The difference (∠ϕ) between the power factor angle at the hardware (i.e.,

θ̂H = ∠V̂H − ∠ÎH) and the power factor angle at the simulation side (i.e., θ̂S′ =

∠V̂S′ − ∠ÎS) is given by,

∠ϕ = θ̂H − θ̂S′ = (∠V̂H − ∠V̂S′) + (∠ÎS − ∠ÎH). (2.19)

Substituting Eq. (2.18) into Eq. (2.19), the power factor angle difference ∠ϕ

is further expressed as,

∠ϕ = ∠(
1

jwk
2πfc2

+ 1
)− ∠(

1
jwk

2πfc4
+ 1

)− wk(Td−ff − Td−fb). (2.20)
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The apparent power at simulation side and hardware side are expressed as,
ŜS′ =

∣∣∣V̂S′ ÎS

∣∣∣∠θ̂S′ = P̂S′ + jQ̂S′ ,

ŜH =
∣∣∣V̂HÎH

∣∣∣∠θ̂H = P̂H + jQ̂H.

(2.21)

Substituting Eq. (2.17a) into Eq. (2.21), the apparent power at simulation side

and hardware side are further expressed as,
ŜS′ =

∣∣∣V̂S′(wk)
∣∣∣ ∣∣∣ÎS(wk)

∣∣∣∠θ̂S′ = P̂S′ + jQ̂S′ ,

ŜH = |G1(wk)G2(wk)G3(wk)G4(wk)|︸ ︷︷ ︸
|GPI(s)|

∣∣∣V̂S′(wk)
∣∣∣ ∣∣∣ÎS(wk)

∣∣∣∠θ̂H = P̂H + jQ̂H.

(2.22)

Substituting Eq. (2.19) into Eq. (2.22), the active and reactive power at the

hardware side can be further expressed as,


P̂H = |GPI(s)|(P̂S′cosϕ− Q̂S′sinϕ),

Q̂H = |GPI(s)|(Q̂S′cosϕ+ P̂S′sinϕ).

(2.23)

It is evident from Eq. (2.23) that the actual power transfer within the PHIL

setup is not aligned with the power transfer defined in Eq. (2.16). This difference

results from the non-unity magnitude |GPI(wk)| and the phase lag ϕ stemming

from the power amplifier output filter, the signal processing unit (i.e., low-pass

filter), and the aggregated loop time delay. These distort the transparent power

transfer between the simulation side and hardware side.
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2.4.2 PHIL Accuracy Assessment Metrics

Beyond the PHIL interface optimisation and stabilisation stage, rigorous accuracy

assessment of final-stage PHIL experimental results is of great significance. Hav-

ing identified the impact of power interface non-idealities on PHIL system signal

synchronisation and power transfer transparency, appreciate metrics are essential

for quantifying these PHIL accuracy properties. The following two metrics are

proposed to quantify the steady-state and transient PHIL accuracy.

• Steady-state accuracy metrics

The simulation side voltage signal V̂S′ that is to be amplified by the power

amplifier, the voltage signal V̂H at the hardware side, the power factor angle

(θ̂S′ and θ̂H) at simulation side and hardware side, the active power (P̂S′

and P̂H) and reactive power (Q̂S′ and Q̂H) at simulation and hardware side

are employed to assess the PHIL system accuracy. Accuracy metrics are

defined by the relative average error η to quantify the discrepancy between

the power signal of the PHIL setup with respect to that of original system

of interest. The relative error is given by,

ηx =
εx
|xref |

=
|x̂− xref |
|xref |

, (2.24)

where x̂ is the power signal within the PHIL setup, xref is the reference

power signal in the system of interest. x refers to the voltage signal, power

factor angles, active and reactive power within the PHIL setup and original

system of interest.

On the other hand, the power signal tracking error metrics are proposed

to quantitatively assess the power signal distortion and the power transfer

transparency between simulation side and hardware side at steady-state.

39



Chapter 2. Power Hardware-in-the-Loop (PHIL) Simulation Techniques

The power signal tracking error metrics are given by,



Voltage tracking error ηV T =
|V̂H−V̂S′ |
|V̂S′| ,

Active power tracking error ηPT =
|P̂H−P̂S′|
|P̂S′ | ,

Reactive power tracking error ηQT =
|Q̂H−Q̂S′|
|Q̂S′ | ,

Power factor angle tracking error ηθT =
|θ̂H−θ̂S′ |
|θ̂S′| .

(2.25)

• Transient state accuracy metrics

Maximum Instantaneous Power Tracking Error (MIPTE): The maximum

instantaneous active and reactive power are measured at the Point of Com-

mon Coupling (PCC) once the PHIL feedback loop is completed. This

metric will therefore take all the dynamics of power interface and the de-

lays from the feed forward and feedback loops into account. The MIPTE

metrics are defined as maximum deviation between the measured power at

the PCC of the actual PHIL system and that of the monolithic system of

interest and are given by,


MIPTEPS′

= max

(
PS′ (t)−P

′
S′ (t)

[PS′ (t)]RMS

)
,

MIPTEQS′
= max

(
QS′ (t)−Q

′
S′ (t)

[QS′ (t)]RMS

)
,

(2.26)

where PS′(t) and QS′(t) are the active power and reactive power of the

monolithic system of interest, respectively. P
′

S′(t) and Q
′

S′(t) are the active

power and reactive power of the actual PHIL system, respectively.

These accuracy metrics are crucial for PHIL accuracy assessment and will be

further leveraged for the compensation schemes validation in the rest chapters.
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2.5 Summary

This chapter presented the state-of-the-art of PHIL systems and identified the

key challenges in realising a stable PHIL closed-loop simulation with high fidelity.

These are followed by detailed PHIL system modelling regarding its architecture,

interface algorithm, mathematical modelling of key components and equivalent

system transfer functions.

Significant emphasis has been placed on the analysis of PHIL closed-loop

stability. The key determinants for PHIL closed-loop stability have been identified

and their impacts on PHIL stability have been analytically assessed. Following

on this, the novel PHIL stability enhancement schemes involving modifying the

impedance ratio between simulation side and hardware side and implementing

compensation schemes to improve system stability margins have been reviewed.

The review of a variety of PHIL stabilisation schemes in relevant literature along

with their design principles, advantages and limitations reveal that there are

ongoing research activities towards bridging the research gap in developing state-

of-the-art compensation schemes for enhancing the PHIL closed-loop stability

without deteriorating its accuracy.

In addition, the detrimental impact of PHIL interface on the signal synchro-

nisation and power transfer transparency has been analysed. This justifies the

development of compensation scheme for improving PHIL accuracy as one of the

main contributions of this thesis. Accuracy metrics were proposed for quantita-

tively assessing PHIL accuracy and verifying the proposed compensation method-

ologies in the following chapters. These are of great value in providing a means

to quantify simulation accuracy on a common basis for the PHIL community.

The detailed modelling and PHIL stability and accuracy analysis in this chap-

ter will contribute to the development of PHIL stability and accuracy enhance-

ment schemes in this thesis by establishing theoretical foundations.
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Chapter 3

Adaptive Smith Predictor for

PHIL Stability Enhancement

The stability and accuracy of power hardware-in-the-loop (PHIL) setups are sen-

sitive to and deteriorated by the dynamics and non-ideal characteristics of their

power interfaces, such as time delay, noise perturbation, and signal distortion.

As analysed in Chapter 2.3, from the control point of view, the PHIL closed-loop

stability is mainly determined by the time delay stemming from the power in-

terface and the equivalent impedance ratio between software and hardware side.

The impact of varying impedance ratio between simulation side and hardware

side on the PHIL stability has been well-analysed and assessed in [33–35, 61, 62]

and the PHIL stability is strictly constrained by this impedance ratio. Such a

stringent impedance ratio constraint is not always ensured in practice due to the

impedance variations of the emulated power network and hardware components

during an experimental scenario run.

The literature review of the PHIL stabilisation schemes in Chapter 2.3 has re-

vealed that there is a growing tendency for developing novel stabilisation scheme

to mitigate the impact of non-ideal power interface on PHIL stability without de-

teriorating the simulation accuracy. Although the proposed stabilisation methods
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(as summarised in Chapter 2.3) in the literature realise stable PHIL setups by re-

defining the impedance ratio at the point of common coupling or by manipulating

the interface signals. These method are either limited by the availability of proper

physical impedance [54, 56] and the deteriorated simulation accuracy [53–56], or

their performances are deteriorated by the limited bandwidth [56,57], or depended

on the dynamic coupling and clock synchronisation between subsystems with dif-

ferent time-steps [27, 56, 58]. Furthermore, these methods are passive, i.e., only

applicable to the setup for which they are designed and any hardware or software

impedance variation may lead the system to instability.

Considering the aforementioned limitations, inspired by the Smith predictor

criterion applied in [31,63–66], this chapter presents an adaptive Smith predictor

based PHIL stabilisation scheme that presents high robustness to the variations

of system impedance. The main contributions of this proposed method are sum-

marised as follows,

1. A Smith predictor criterion inspired compensator is designed to mitigate the

negative impact of the time delay on PHIL closed-loop stability. Although

a passive approach, this passive compensator introduces a buffer in the

variability of impedance and enables a stable PHIL experiment over a wider

range of scenarios.

2. Robustness analysis of the passive compensator against the modelling error

stemming from system impedance variation is presented and the stability

constraint of the passive compensator-based PHIL system is defined.

3. To enhance the robustness of compensator and overcome the limitation of

passive approaches, an adaptive Smith predictor compensator based on a

computationally efficient online impedance parameter identification tech-

nique is proposed. The accurate impedance identification allows the pa-

rameters of Smith predictor compensator being adapted in real-time to
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ensure seamless operation catering to any variations in impedance during

the experimental run.

The remainder of this chapter is organized as follows: Section 3.1 presents

the in-depth design criteria of the Smith predictor compensator along with its

robustness analysis and stability constraints definition. In Section 3.2, the online

SDFT and vector-fitting based impedance identification method are presented

and its functionality in equipping the proposed compensator with adaptivity to

system impedance variation is elaborated. Analytical assessments of the proposed

compensation scheme are presented in Section 3.3, followed by its experimental

validation in Section 3.4. In-depth discussions are presented in Section 3.5. Sec-

tion 3.6 concludes the chapter1.

3.1 Smith Predictor Based Stability Enhance-

ment Scheme

This section describes the design criterion and the functionality of Smith predic-

tor compensator, analyses the impact of modelling errors on the robustness of

proposed Smith predictor compensator, and defines the stability constraints of

the Smith predictor aided PHIL setups.

3.1.1 Smith Predictor Design Criteria

Smith predictor based predictive control, an effective time-delay compensation

scheme, has been extensively employed for power system control [63, 67], power

converters control [64, 65], microgrid hierarchical control [66], etc. As shown in

Figure 3.1, inspired by the Smith predictor design criterion in [63–67], a model

based compensator Ceq(s) is designed and implemented in the feed forward path

1 This chapter is an extension of a conference publication [31] and journal publication [42].
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Figure 3.1: Equivalent PHIL diagram with Smith predictor compensator.
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Figure 3.2: Equivalent PHIL system with shifted time delay in the open-loop.

in the PHIL closed-loop setup, whose closed-loop transfer function is given by,

T 1
C(s) =

Ceq(s)G1(s)G2(s)

1 + Ceq(s)G1(s)G2(s)G3(s)G4(s) ZS(s)
ZH(s)

. (3.1)

Substituting Eq. (2.4) into Eq. (3.1), the closed-loop transfer function of the

Smith predictor-based PHIL setup in Figure 3.1 is further expressed as,

T 1
C(s) =

Ceq(s)G1(s)G2(s)

1 + Ceq(s)T ∗O(s)e−sTd
. (3.2)

Figure 3.2 presents the equivalent PHIL diagram with time delay shifted in

the open-loop, whose closed-loop transfer function is,

T 2
C(s) =

G∗1(s)G∗2(s)

1 +G∗1(s)G∗2(s)G∗3(s)G∗4(s)
e−sTd =

G∗1(s)G∗2(s)

1 + T ∗O(s)
e−sTd . (3.3)
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Figure 3.3: Equivalent PHIL diagram with detailed structure of Smith predictor com-
pensator.

The transfer function of Smith predictor compensator is derived by setting the

equivalence between the systems in Figure 3.1 and Figure 3.2 (i.e., T 1
C(s)=T 2

C(s)),

which yields,

Ceq(s) =
1

1 + T̂ ∗O(s)(1− e−sT̂d)
, (3.4)

where T̂ ∗O(s) and T̂d are the estimation of the nominal delay-free model T ∗O(s) and

the aggregated delay Td, respectively. As presented in [30], the time delay within

the PHIL setup presents a relatively small variation with respect to its average

value. Note that, the maximum time delay is used when designing the Smith

predictor to ensure its effectiveness in fully mitigating time delay.

An illustration of the Smith predictor compensator is enclosed in the dashed

block (purple) in Figure 3.3, the Smith predictor compensator is implemented at

the point of common coupling in the feed-forward path to process the output

signal from DRTS before it is amplified by the power amplifier. By implementing

this compensator, the closed-loop transfer function between VS and VH is,

TC(s) =
G1(s)G2(s)

1 +
[
T ∗O(s)e−sTd + T̂ ∗O(s)(1− e−sT̂d)

] . (3.5)

Assuming the time delay and the system model are estimated precisely, namely
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Figure 3.4: Theoretical equivalence of the diagram in Figure 3.3.

T̂d = Td and T̂ ∗O(s) = T ∗O(s), the closed-loop transfer function in Eq. (3.5) is the

same as that in Eq. (3.3). It is clear from Eq. (3.3) that the characteristic equation

of the Smith predictor compensator-based PHIL setup excludes the time delay,

thereby enhancing the system stability. Note that with accurate estimations of

T̂ ∗O(s) and T̂d, as shown in Figure 3.4, the estimated output V̂ZS
of the Smith

predictor is equal to the actual feedback signal Vf (i.e., the actual voltage drop

VZS
of the impedance ZS). The voltage signal V̂S applied to the inner loop of the

Smith predictor and the actual voltage V̂S′ applied to the power interface are,


V̂S = VS + V̂ZS

− Vf = VS,

V̂S′ = V̂S

1+T ∗O(s)
= VS

1+T ∗O(s)
.

(3.6)

Accordingly, the compensator outputs a delay-free signal V̂S′ to the power

interface. Figure 3.4 presents the equivalent diagram of Figure 3.3, from the con-

trol point of view, the estimated output V̂ZS
of the compensator counteracts the

actual voltage drop VZS
of the impedance ZS and results in a virtual zero feed-

back signal Vf′ . This enables an equivalent open-loop system operation through

injecting a delay-free input to the power interface, thus mitigating the simulation

error and destabilisation impact stemming from the time delay.
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3.1.2 Robustness Analysis of Smith Predictor

Assuming δT ∗O(s) as the error between the estimation T̂ ∗O(s) and the actual T ∗O(s),

the estimation model is represented as,

T̂ ∗O(s) = T ∗O(s) + δT ∗O(s). (3.7)

The error in estimation is attributed to the imprecise modelling of the power

interface and the variations in the HuT and DRTS impedances. Substituting

Eq. (3.7) into Eq. (3.5), the closed-loop transfer function of the PHIL setup can

be written as,

TC(s) =
VH(s)

VS(s)
=

G1(s)G2(s)

1 + T ∗O(s) + δT ∗O(s)(1− e−sTd)
. (3.8)

Accordingly, the system characteristic equation is given by,

1 + T ∗O(s) + δT ∗O(s)(1− e−sTd) = 0. (3.9)

As the modelling error is part of the system characteristic equation, the sys-

tem stability is susceptible to this modelling error. As illustrated in the Nyquist

diagram in Figure 3.5, the minimum system stability margin is the shortest dis-

tance between T ∗O(jw) and the critical point (-1,0) in the polar diagram. The

condition for the PHIL closed-loop to maintain stability is that this minimum

stability margin is always greater than the magnitude of
∣∣δT ∗O(jw)(1− e−jwTd)

∣∣
for all the frequencies, which yields,

∣∣δT ∗O(jw)(1− e−jwTd)
∣∣ < |−1− T ∗O(jw)| , ∀w > 0. (3.10)

The limit of the modelling error at which the overall PHIL closed-loop can
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Figure 3.5: Polar diagram of the Smith predictor compensator based PHIL system with
and without modelling error in the compensator.

maintain stability is given by,

|δT ∗O(jw)| < |1 + T ∗O(jw)|
|1− e−jwTd|

, ∀w > 0. (3.11)

The robustness of Smith predictor is quantitatively defined by the criteria

derived in Eq. (3.10) and Eq. (3.11). With more advanced power amplifiers be-

ing made available in the market, the precise modelling of the power amplifier

comprising subsystems (as in Eq. (2.2)) is feasible in a laboratory environment.

Therefore, the error in model estimation stems from the impedance variations

during the real-time testing. For a Smith predictor compensator designed for a

system with impedance ratio IR0, variations in impedance ratio can be accom-

modated to ensure a stable system until the inequality relationship in Eq. (3.10)

fails. The value of impedance ratio at which the inequality in Eq. (3.11) is no

longer valid is defined as the critical impedance ratio IRc, which serves as the

buffer for variability in the impedance ratio guaranteeing PHIL system stability.
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3.2 Impedance Identification Aided Adaptive

Smith Predictor
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Figure 3.6: Block diagram of GSDFT-based HuT impedance identification aided adap-
tive Smith predictor.

If the impedance of the system can be estimated in real-time, the model of

Smith predictor based compensator adopted for a PHIL setup can be updated

to ensure stability with varying impedance. This is the principle adopted for the

development of adaptive Smith predictor in this chapter.

As shown in Figure 3.6, the impedance model identification involves apply-

ing the Goertzel Algorithm-Based Sliding DFT (GSDFT) to process the exter-

nally injected excitation voltage signals and the corresponding current signals for

frequency-domain impedance responses calculation. The responses are succes-

sively processed by the least-square vector fitting algorithm to get the rational

impedance model that is employed to update the adaptive Smith predictor. The

following two sub-sections elaborate on these steps in more detail.

3.2.1 Impedance Frequency Response Calculation

In real-time application, the frequency-domain data must be processed frequently

and promptly. SDFT is deduced from the Discrete Fourier Transform (DFT)

circular shift property [68] with the time-domain sequence circularly shifted by

one sample through multiplying ej
2πk
N and the signal spectral being updated on a
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Figure 3.7: GSDFT-based frequency-domain response calculation.

sample-by-sample basis [68, 69]. This attribute enables SDFT to present higher

computation efficiency and low computation cost than FFT in processing signals

with selective frequencies [68,70]. Deduced from the frequency sampling theorem

as given in Eq. (3.12a), SDFT can be represented as a comb filter in series with

complex resonator banks [51] and be written as,

Sk(n) = ej
2πk
N [Sk(n− 1) + x(n)− x(n−N)], (3.12a)

HSDFT(z) =
Sk(n)

x(n)
= (1− z−N)︸ ︷︷ ︸

Comb filter

ej
2πk
N

1− ej 2πk
N z−1︸ ︷︷ ︸

complex resonator

,
(3.12b)

where N (N = fs
f0

) is the window size, fs is the sampling frequency, f0 is the

fundamental frequency, and k (k = 1, 2, 3, · · · , N) represents the order of recursive

filter.

To further reduce the computation complexities of SDFT for its real-time
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application, Goertzel algorithm [68–71] is applied to SDFT by multiplying the

numerator and denominator of Eq. (3.12b) with (1−e−j 2πk
N z−1). Accordingly, the

transfer function of GSDFT consists of real-only coefficients in its denominator

and is given by,

HGSDFT(z) = (1− z−N)︸ ︷︷ ︸
Comb filter

(1− e−j 2πk
N z−1)

1− 2 cos(2πk
N

)z−1 + z−2︸ ︷︷ ︸
k-th Goertzel filter

ej
2πk
N . (3.13)

As shown in Figure 3.7, the structure of a GSDFT corresponds to the cas-

cading of a comb filter, a Goertzel filter in second-order Infinite Impulse Re-

sponse (IIR) form, and a phase shift factor ej
2πk
N . This structure enhances its

ease of implementation for frequency-domain response calculation in real-time

application.
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Figure 3.8: Frequency response of the N th order comb filter for a selective set of
harmonics.

Figure 3.8 illustrates the frequency response characteristic of comb filter over
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Figure 3.9: Frequency response of complex resonator for a selective set of harmonics.

a set of harmonics. Being widely employed for power system and power converter

harmonic extraction and harmonic mitigation [67,72–74], as shown in Figure 3.8,

the comb filter can be envisioned as a notch filter with notches periodically spaced

at fundamental and harmonic frequencies. This presents the same characteristic

as narrow band-pass filter and enables the attenuation of the input signal with

notch frequencies to an extremely low level. As presented in Figure 3.9, the

k-th order IIR Goertzel filter is equivalent to a band-pass filter centred at the

frequency kf0 with a sharp cut-off amplitude, which enable it selectively amplifies

the corresponding signal component.

It is evident from the frequency response characteristic of the GSDFT filters

presented in Figure 3.10, the GSDFT with k-th order Goertzel filter presents

unity gain and zero phase shift characteristics at the frequency of concern. Thus

the implementation of GSDFT with k-th order Goertzel filter enables the selective

signal extraction at a certain frequency of interest without magnitude distortion
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Figure 3.10: Frequency response of the GSDFT with Goertzel filters designed for a
selected set of frequencies.

and phase shift. Based on the selective signal processing attribute of GSDFT, the

frequency-domain HuT impedance response with respect to an externally injected

signal with frequency kw0 is give by2,

ZH(ejkw0Ts) =
Svk(n)

Sik(n)
= Rek + jImk. (3.14)

Owing to the sample-by-sample signal processing properties of GSDFT, the

HuT impedance frequency response calculation that is based on the GSDFT filters

presents higher computation efficiency and higher speed than the conventional

FFT-based frequency response calculation over a selective set of frequencies. The

frequency-domain HuT impedance data calculated in Eq. (3.14) will be further

processed to identify the equivalent HuT model in the following section.

2 Re and Im denote the real part and imaginary part of a complex number, respectively.
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3.2.2 HuT Impedance Parameters Calculation

As shown in Figure 3.6, the multiple sinusoidal voltage excitation signals with

predefined frequencies wk, (k = 1, · · · , K) are injected via the power amplifier

and the corresponding frequency-domain system response data is calculated by

GSDFT. The response data is further processed by exploiting the vector fitting

algorithm in a least-square sense.

The rational transfer function of the impedance, a continuous-time linear time-

invariant (LTI) system, is,

ẐH(s) =
A(s)

B(s)
=

n∑
i=0

ais
i

1 +
m∑
i=1

bisi
, (3.15)

where n and m are the order of the numerator and denominator, respectively. ai

and bi represent the coefficients of the transfer function to be estimated.

The frequency response data calculated by GSDFT over the predefined fre-

quencies, namely |w0, Kw0|, are expressed as,

ZH(jwk) = Rek + jImk, k = (1, · · · , K) , (3.16)

where K represents the number of the frequency components to be injected.

εk represents the numerical difference between the measured ZH(jwk) and the

frequency response of the estimated ẐH(jwk) at frequency wk and is given by,

εk = (Rek + jImk)−
A(jwk)

B(jwk)
, (3.17)

where

A(jwk) =
n∑
i=0

ai(jwk)
i, B(jwk) = 1 +

m∑
i=1

bi(jwk)
i. (3.18)
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Exploiting the residual εk as a scalar to assess the estimation error, the

weighted error εk is calculated by multiplying the residual εk with weighting

function B(jwk), which yields,

εk = εkB(jwk) = (Rek + jImk)B(jwk)− A(jwk). (3.19)

Quadratic cost function is further defined as the summed square of the weighted

error εk over the experimentally-observed frequency-domain data, namely,

(A,B) = arg min
A,B

K∑
k=1

|εk|2 . (3.20)

Coefficient matrices A and B are calculated by minimizing the quadratic cost

function through differentiating it with respect to unknown coefficients (i.e., ai

and bi), that is,


∂(A,B)

∂ai
= 0, A = [a0, a1, a2, · · · an]T ,

∂(A,B)

∂bi
= 0, B = [1, b1, b2, · · · bm]T .

(3.21)

The vector fitting linearisation method as elaborated in [75, 76] is applied to

the non-linear matrices in Eq. (3.21) to converter it into a set of linear algebraic

equations. Based on these, the numerical values of the coefficient matrices A and

B are further calculated by solving the corresponding linear algebraic equations.

The details of this method and its examples are presented in Appendix A.

The main advantage of this method is that the impedance measurement is

based on GSDFT calculations over a selected set of frequencies with high-speed

computation and low complexity. The compensator is updated based on the

online impedance measurement without a requirement of prior knowledge of the

parameters of system to be tested, which is well-suited for PHIL simulation.
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Table 3.1: Parameters for the analytical assessment and simulation.

Setup k1 k2 fc2 fc4 Td1 Td2 Td3 Td4 Td

Unit − − kHz kHz µs µs µs µs µs

Value 0.2 5 8 8 50 450 50 50 600

Time (s)
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Figure 3.11: Current behaviour of the PHIL systems with (a) ZH = (1e−3s+ 1)Ω and
(b) ZH = (7.692e−4s+ 0.769)Ω.

3.3 Analytical Assessment and Simulation

This section presents the analytical assessment and evaluation of Smith pre-

dictor in improving the PHIL stability through simulation undertaken in Mat-

lab/Simulink. The PHIL interface parameters (as in Eq. (2.2)) are given in Table

3.1. The software side impedance is chosen as ZS = 3 Ω (Note that, as the Smith

predictor is designed according to the system impedance, the effectiveness val-

idation of proposed approach is not limited by the choice of the impedance of

the system under consideration) and the simulation side voltage is emulated as a

10 V step voltage signal in the cases presented in subsections 3.3.1 and 3.3.2.

3.3.1 Stability Enhancement by Smith Predictor

The first case involves a PHIL system with hardware impedance ZH = (1e−3s +

1)Ω and the impedance ratio IR is the same as IR0, for which the analytical stabil-
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ity assessment is presented in Figure 2.4. The hardware side current is presented

in Figure 3.11(a). For the PHIL system without a compensator, the current

reaches a stable state after some oscillations and is consistent with that of the

SoI at the steady state. As for the PHIL with Smith predictor compensator, the

current oscillations stemming from the time delay are mitigated as the time delay

has been equivalently shifted out of the PHIL closed-loop by the compensator.

Figure 3.11(b) presents the current behaviour of a PHIL system with hardware

impedance ZH = (7.692e−3s + 0.769)Ω and an impedance ratio as 1.3 IR0. As

analysed in Figure 2.4, this impedance ratio exceeds the critical ratio limit and

the closed-loop system is unstable. Correspondingly, the current of such a PHIL

system without a compensator is not convergent in nature. While the current of

the PHIL system with a compensator converges and is aligned with that of the

SoI at steady state.

Comparing these two cases, the variation in system impedance can lead to

instability if the variation exceeds the critical IR boundary as shown in Fig-

ure 2.4. The incorporation of Smith predictor compensator stabilises the closed-

loop system and also extends the range of impedance ratios over which the PHIL

simulation can remain stable.

3.3.2 Robustness Assessment of Smith Predictor

Although the passive Smith predictor can ensure the stability of PHIL setups

over an extended impedance range, the system can tend towards instability if

the modelling error between estimated model and actual model breaches the sta-

bility criterion defined by Eq. (3.10) and Eq. (3.11). Consider a PHIL system

with impedance (ZS = 3 Ω, ZH = (1e−3s+ 1)Ω). A Smith predictor compensator

is designed for the example PHIL system. Figure 3.12 presents the inequalities

in Eq. (3.10) against the variable impedance ratio as a result of hardware side

impedance variations. Critical impedance ratio IRc is obtained as IRc =2.88IR0
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Figure 3.12: Magnitude of the inequalities in Eq. (3.10).

Table 3.2: Hardware-side impedance and impedance ratio.

Cases Case A Case B

ZH (Ω)
t ≤ 0.15s t > 0.15s t ≤ 0.15s t > 0.15s

1e−3s+ 1 7.692e−4s+ 0.769 1e−3s+ 1 3.448e−4s+ 0.345

IR IR0 1.33 IR0 IR0 2.90 IR0

from the boundary of the two terms in Eq. (3.10). Provided the compensator is

not updated according to the impedance variation, the PHIL system is unstable

once the impedance ratio exceeds IRc, otherwise, the system is stable but inac-

curate due to the modelling error between the estimated model and the actual

model.

This is further demonstrated in simulation where a passive Smith predictor

is designed according to the impedance (ZS = 3 Ω, ZH = (1e−3s + 1)Ω) and

hardware side impedance variation is emulated at t = 0.15s for the two cases
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Figure 3.13: Current behaviour of the PHIL systems with impedance variations: (a),
(b): Case a, (c), (d): Case b.

listed in Table 3.2. For Case A, as shown in Figure 3.13(a), the PHIL system

with impedance ratio as IR0 is stable before impedance change and becomes

unstable after impedance change. Before the impedance change, as shown in

Figure 3.13(b), the PHIL with compensator is stable and its current is consistent

with that of the SoI. After impedance change, the compensator still stabilises

the PHIL system as the impedance ratio is within the critical impedance ratio

in Figure 3.12, but the current deviates from that of the SoI. In terms of Case

B, as shown in Figure 3.13(c), the PHIL system without a compensator is stable

before impedance change but becomes unstable after impedance change. For the

PHIL system with a compensator, since the impedance ratio exceeds IRc after the

impedance change, the compensator is not able to maintain the stability criterion

defined in Eq. (3.10). At this point, as shown in Figure 3.13(d), the current is

divergent and tends to instability and the PHIL system reaches an unstable state.
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Table 3.3: Hardware-side impedance variation.

Parameters R1 R2 L1 L2 C

Value 1.000 Ω 0.500 Ω 1.000 mH 0.333 mH 250.000 µF

Impedance Element Reference Estimation

ZH1 R1 + L1 R1 + sL1 1.005e−3s+ 1

ZH2 R2 + L2 R2 + sL2 3.334e−4s+ 0.5

ZH3 (R1 + C)//L1
R1L1Cs

2+L1s
L1Cs2+R1Cs+1

2.505e−7s2+9.856e−4s+1.245e−4

2.521e−7s2+2.469e−4s+1

Ref. ZH3 Est. ZH3 Mea.

Ref. ZH2 Est. ZH2 Mea.

Ref. ZH1 Est. ZH1 Mea. ZH1

ZH2

ZH3
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Figure 3.14: Frequency response of the impedance model.

3.3.3 Assessment of Real-Time Adaptive Smith Predictor

For the evaluation of adaptive Smith predictor, a single-phase Alternating Current

(AC) voltage source VS rated at 230 V and 50 Hz and three hardware impedances

(combination of resistive-inductive and resistive-inductive-capacitive) are chosen

as presented Table 3.3. The simulation begins with hardware side impedance

as ZH1 for which the Smith predictor is accordingly designed. Two cases are

presented where impedance is varied at t = 0.15s, first from ZH1 to ZH2, and
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Figure 3.15: Current behaviour of the PHIL systems with impedance variations: (a)
ZH1 to ZH2 (b) ZH1 to ZH3.

second from ZH1 to ZH3.

As presented in Section 3.2, the adaptive Smith predictor is dependent upon

accurate estimation of the impedance change. Figure 3.14 presents the GSDFT

experimental measurement over the selected set of frequencies ranging from 10 Hz

to 5 kHz and the frequency response of the reference model and estimated model

identified by the impedance identification units as presented in Figure 3.6. Al-

though there are some slight deviations between the experimental measurement

data and the reference model, most frequency-domain measurement data are well-

fitted to the reference model. Good agreement between the estimated impedance

transfer function and the reference impedance transfer function has been achieved.

Figure 3.15 shows the hardware side currents of the original SoI, PHIL system

with passive compensator or with adaptive compensator. Before the impedance

change, the PHIL systems implemented with these compensators are stable and

their currents lag the SoI current by Td. However, after the impedance change,
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the PHIL system with a passive compensator is unstable. On the contrary, the

PHIL system with real-time adaptive compensator is stable and the short-period

oscillations after the impedance change are suppressed.

3.4 Experimental Validation

This section is dedicated to the experimental validation of the proposed PHIL

stability enhancement scheme. The experiment was undertaken in the Dynamic

Power System Laboratory (DPSL) at the University of Strathclyde. Figure 3.16

shows the experimental setup. An equivalent voltage source and a low X/R ratio

grid impedance, as listed in Table 3.4, are employed to emulate a low-voltage

grid within the DRTS. A 256-step passive load bank is incorporated within the

PHIL simulation by a Triphase 90 kVA voltage source back-to-back converter

(TP90 kVA) acting as the power amplifier. The signal conversion between DRTS

and TP90 kVA are achieved by employing two signal conversion cards (i.e., Giga-

Transceiver Analogue Output (GTAO) card and Giga-Transceiver Analogue In-

put (GTAI) card). The remainder of the parameters for this PHIL setup3 are

presented in Table 3.4.

Table 3.4: Parameters of the PHIL experimental setup.

Description Symbol Unit Value

Software side voltage source VS,LL V 400

System fundamental frequency f0 Hz 50

Total time delay Td µs 250

Software impedance ZS Ω 12

Hardware system impedance

as identified in Figure 3.19

ZHe1 Ω 5e−4s+ 12

ZHe2 Ω 1e−3s+ 10

Power amplifier (TP90 kVA) G2(s) -
1

2.350e−9s2 + 2.923e−5s+ 1

3 This experimental setup and power equipment are further utilised in the following chapters.
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Figure 3.17: Hardware current of the PHIL system with impedance ZHe1: (a) without
and (b) with Smith predictor compensator.

The digital voltage signal VS′ measured from the point of common coupling of

the equivalent network is transmitted to TP90 kVA as its command signal, which

is processed by the proposed compensator. The passive load bank is coupled

with the output terminal of TP90 kVA. The current response of the passive load

bank IH is measured and transmitted to DRTS as the command signal for the

controllable current source. The analogue signals VH and IH, and the impedance

measurement are recorded by the Triphase datalogger with a sampling rate of

16 kHz and are replotted by Matlab.

3.4.1 Experimental Evaluation of Smith Predictor

Figure 3.17 presents the hardware current signal of the PHIL setup with hardware

impedance ZHe1. For the PHIL system without a compensator, as shown in

Figure 3.17(a), the hardware current diverges once the compensator is disabled

and the closed-loop system tends to instability. This is aligned with the stability

assessment as presented in Figure 3.18(a). Once the compensator is enabled, the

hardware current converges and reaches a stable state as in Figure 3.17(b). This
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is in agreement with the stability assessment of the open-loop transfer function

of the Smith predictor based PHIL system in Figure 3.18(b).

3.4.2 Experimental Robustness Assessment of the Adap-

tive Smith Predictor

The robustness of the Smith predictor compensator is assessed by implement-

ing an impedance variation in the passive load bank. Figure 3.19(b) and Fig-

ure 3.19(c) show the impedance measured by the GSDFT-based impedance iden-

tification unit. As shown in Figure 3.19(a), the hardware side current presents

significant oscillations and reaches an unstable state after the impedance varies

from ZHe1 to ZHe2. Corresponding to the stability assessment as presented in Fig-

ure 3.18(c), the compensator that is initially designed for the hardware impedance
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ZHe1 is no longer capable to stabilise the PHIL closed system as the stability

criterion defined in Eq. (3.10) is not maintained. Upon activation of the adap-

tive compensator, the current converges to a stable state and the GSDFT-based

impedance measurement presents more accurate results due to the stabilisation

of the online updated adaptive compensator as shown in Figure 3.19(e). This is

consistent with the stability assessment in Figure 3.18(d).

3.5 Discussion

The performance of the passive Smith predictor and the distinct advantage of-

fered by the adaptive Smith predictor have been demonstrated by analytical

assessment, simulation and experimental results. This section presents a brief

discussion on the applicability and limitation of the proposed approach.

As demonstrated in the above sections, the proposed adaptive Smith predictor

scheme stabilises the PHIL system with inherent impedance variation. Although

the applicability of the approach in this chapter has been limited to passive loads

for the purpose of proof of concept demonstration, the approach is extendable and

applicable in theory for a stable PHIL system incorporating parallel connected

power converters, active or passive loads, of which the equivalent impedance may

witness variation when single or multiple power apparatus plugged in or out. This

can be explored in frame of future research.

The Smith predictor based PHIL system presents accurate simulation results

as that of the original system of interest when it reaches a steady state. In terms

of the transient state performance, as demonstrated in Figure 3.11, the Smith

predictor based PHIL system presents less oscillations than that of the PHIL

system without Smith predictor when the system is subject to a step change in

voltage. The improved transient performance of the Smith predictor based PHIL

system is achieved by the mitigation of time delay that degrades the system
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convergence speed as a result of deteriorated system stability margin.

Even though the Smith predictor contributes to improved transient and steady

state performance, its online impedance identification approach presents a lim-

itation for its applicability to fast changes in impedances. As shown in Fig-

ure 3.15(b), the adaptive Smith predictor stabilises the PHIL system 0.02 s after

a step change in impedance is applied. This arises from the natural circular signal

processing attribute of the GSDFT based online impedance identification scheme

that requires one-cycle processing time (i.e., 0.02 s) for calculating the impedance

parameters and updating the Smith predictor. This limitation does not deteri-

orate the performance of the proposed Smith predictor in stabilizing the PHIL

system with inherent impedance variation that could challenge the closed-loop

stability as demonstrated by the simulation results and the experimental results.

Development of faster online impedance parameters identification schemes can

enhance the applicability of the proposed methodology for the faster impedance

change scenarios and their associated transient studies. This forms an interesting

direction for future research.

3.6 Summary

In an effort to mitigate the stability deteriorating impact stemming from the

time delay and impedance variation, while at the same time enabling a stable

PHIL setup over a wider range of scenarios, this chapter proposed a PHIL closed-

loop stability enhancement scheme involving the Smith predictor compensator

and GSDFT-based impedance identification techniques. The adoption of Smith

predictor compensator is motivated by its functionality in equivalently shifting

the inherent time delay out of the PHIL closed-loop, thus enabling a virtually

delay-free operation with improved stability margin. Consequently, the improved

stability margin extends the constraint of impedance ratio that can be raised
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before breaching the system stability, and thus enabling stable PHIL operation

over a wider impedance range than that possible without the proposed Smith

predictor compensator.

Although the Smith predictor compensator offers remarkable avenues for im-

proving PHIL stability over an extended impedance range, the PHIL system that

is based on this passive compensation method can tend towards instability once

the modelling error between the estimated model in the compensator and the

actual model breaches the stability criterion defined in the compensator robust-

ness analysis section. Subsequently, the GSDFT-based impedance identification

method is adopted to enhance the robustness of the proposed compensator and

equip it with adaptivity to system impedance variation.

By employing the GSDFT-based impedance identification, good agreement

between the estimated impedance transfer function and the reference impedance

transfer function has been achieved. This enhances the robustness of the Smith

predictor compensator and the consequent PHIL stability, which has been vali-

dated by experimental results. Furthermore, the effectiveness and robustness of

the proposed adaptive Smith predictor compensator based stabilisation scheme

have been analysed and assessed by pure simulation and real-world PHIL ex-

periment. Moreover, the simulation and experimental results reveal that the

proposed adaptive Smith predictor enables a stable PHIL system over a wider

range of impedance ratios, allowing for a broader range of scenarios being in-

vestigated at one experimental run than that of the PHIL system without the

proposed compensator. This is critical for a stable and well-established robust

PHIL experimental assessment of the candidate hardware systems with inherently

variable impedance. This scheme could be extendable and applicable for a stable

PHIL incorporating multiple parallel power converters or physical power network

with inherent impedance variation on a common basis and will play a significant

role in the experimental validation of the emerging novel power techniques.
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Chapter 4

Compensation for High-Fidelity

PHIL Interfaces

As presented in Chapter 2, PHIL is not a plug-and-play simulation tool that just

leverages an off-the-shelf real-time digital simulator and power hardware. As a re-

sult of splitting the real-world SoI into DRTS-based simulation and physical HuT,

the power interface that bridges these two systems inevitably introduces non-ideal

characteristics (e.g., time delay, signal distortion, and limited bandwidth) to the

PHIL closed-loop setup. As analysed in Chapter 2.3 and Chapter 2.4, from the

standpoint of PHIL system performance, these non-ideal characteristics pose sig-

nificant threat to system stability, play a detrimental role in the PHIL power

signal synchronisation and power transfer transparency, and limit the order of

harmonics being replicated by the PHIL setup.

Power amplifier (e.g., switched-mode, generator, linear amplifier) bridges DRTS

and HuT [19–21, 25, 39, 77–81]. For medium and high voltage PHIL applica-

tions, the switched-mode VSC power amplifier is widely employed as a power

source or sink for the HuT due to its advantages of cost, efficiency, controllabil-

ity [19–21, 25, 39, 77]. The voltage tracking capability of VSC with closed-loop

control is achieved at the expense of a resultant low bandwidth, which limits its
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capability of replicating the high-frequency reference signal that includes certain

harmonics in the PHIL simulation with different testing objectives. As presented

in [59], the VSC-based power amplifier with open-loop control is efficient to repli-

cate high-frequency transients within PHIL and introduces less time delay than

the VSC with closed-loop control. However, without proper compensation strate-

gies applied to the open-loop controlled VSC-based power amplification stage, the

actual PHIL system response presents significant discrepancies when compared

with that of the original SoI due to the following key determinants:

1. Despite a power amplifier with ideal characteristics (i.e., infinite bandwidth

and unity gain) is expected in the PHIL system and is assumed to be

idealised in some research works [33,36], the actual power amplifier, which

is modelled as a time delay in series with a low-pass filter in [30, 37–39],

presents remarkable non-ideal characteristics (i.e., limited bandwidth, non-

unity gain, and resonance of the passive output filter). These characteristics

are attributed to its digital control and the passive output filters that are

employed to limit the output voltage ripple stemming from high-frequency

pulsating modulation and to realise accurate power signal replication.

2. The non-zero phase shift introduced by the power amplifier output filter

presents the same effects as the loop phase lag that results from the time

delay introduced by multiple stages within the PHIL closed-loop [30], on

reducing the system stability margin, deteriorating the power signal syn-

chronisation accuracy, and degrading the transparency of power transfer

between DRTS and HuT [30,31,33].

To avoid significant simulation errors and potential damage to the appara-

tus in the closed-loop simulation configuration, many research efforts have been

devoted to compensating for the non-ideal power interface via mitigating the ef-

fects of the dynamics and non-ideal characteristics mentioned above. In [37],
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notch filter and low-pass feedback filter were utilised to compensate for the par-

asitic resonance of the passive output filter and the phase lag within the PHIL

closed-loop, respectively. However, the cancellation of resonance cannot guaran-

tee the unity-gain of the compensated power interface and introduces additional

phase lag to be compensated. The feedback filter-based compensation is achieved

at the expense of lower bandwidth and presents non-unity gain characteristic if

high-order frequency components are taken into consideration. Phase-lead com-

pensator was employed to compensate for the magnitude attenuation and the

phase lag of the power interface in [38]. While the frequency response of the

compensated power interface is much closer to unity, as discussed in Section 4.3,

the non-unity gain and phase-lag over a certain frequency range still degrade the

stability and accuracy of PHIL simulation.

To tackle the stability and accuracy issue arising from the non-ideal power

interface characteristics and address the limitations of the compensation methods

in the literature, this chapter presents a compensation method compensating for

the non-ideal power interface by maximising its bandwidth, maintaining its unity-

gain characteristic, and compensating for the phase-shift over the frequencies of

interest. This contributes towards a robust PHIL setup with high-fidelity interface

and enhanced accuracy.

Figure 4.1 shows a conceptual representation of the proposals stated in this

chapter. The rest of the chapter is structured in the subsequent manner: Sec-

tion 4.1 provides the details of PHIL system modelling. Section 4.2 presents the

analysis of PHIL system regarding its stability, accuracy, and power transfer

transparency. In Section 4.3, the details of the proposed compensation method

are elaborated. Subsequently, in Section 4.4, case studies are carried out to val-

idate the effectiveness of the proposed compensation method. Section 4.5 makes

a conclusion and summarises the scopes of the proposed method1.

1 This chapter is an extension of conference publications [31,32]
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Figure 4.1: A conceptual representation of the PHIL topology and the proposed compensation scheme in this chapter.
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4.1 Modelling of PHIL System with Open-Loop

Controlled VSC-Based Power Amplifier

This section presents the detailed modelling of the open-loop controlled switched-

mode VSC-based PHIL system along with an in-depth analysis of its accuracy

with the proposed power signal scaling ratio taken into account.

Amplifier

G1(s)

1
ZH

VS

Vf

-

ZS

VS'

HuTPIDRTS

(s
(s)

G2(s)

G4(s) G3(s)

SensorADC+LPF

DAC

VH

)

Voltage

rv

ri

Scaling

Scaling
Current

Figure 4.2: Equivalent block diagram of the V-ITM based PHIL system in Fig. 4.1.

Figure 4.2 presents the equivalent block diagram of the PHIL system pre-

sented in Figure 4.1. Being different from the generic modelling as presented in

Chapter 2.2, power signal scaling ratio and open-loop controlled VSC power am-

plifier are incorporated into this PHIL setup. These additive blocks within this

diagram are modelled as follows:

4.1.1 Voltage and Current Scaling Ratio

The voltage level and power capacity of the real-time emulated power network is

much higher than that of the power amplifier and physical HuT in the laboratory.

Consequently, a voltage scaling ratio is introduced to facilitate the capability of a

power amplifier by scaling down the PCC command voltage VS′ under the rated

voltage of the power amplifier and HuT. On the other hand, for the purpose

of representing the power components that are emulated in DRTS with higher
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power rating than that of the physical HuT, current scaling ratio is employed to

scale up the hardware side current before it is sent to DRTS side. The voltage

and current scaling ratios are given by,

rv =
VHnom

VS′nom

, (4.1a)

ri =
IS′nom

IHnom

=
SS′nom/VS′nom

SHnom/VHnom

, (4.1b)

where VHnom is the nominal voltage of the physical HuT, VS′nom is the nominal

voltage of the emulated HuT at the simulation side, SHnom is the nominal power

rating of the physical HuT, and SS′nom represents the nominal power rating of

the emulated power component in the simulation side.

4.1.2 Switched-Mode Power Amplifier with LC Filter

VHa

VHb

VHc

ZH

IHaRf Lf

Cf

IHb

IHc

ILa

ILb

ILc

PWM

Vdc

'VSa
VSb
VSc

'

'
Vdc
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vH
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iH

Rf Lf

Cf

iC

iL

'vS

(a) (b)

Figure 4.3: (a) Switched-mode VSC with open-loop control and LC output filter, and
(b) its small-signal equivalent per-phase schematic.

Figure 4.3(a) represents the open-loop controlled switched-mode VSC-based

power amplifier (Cell 5 within Figure 4.1), which is modelled as a voltage source

converter with passive output filters and controlled via Pulse Width Modulation

(PWM). The LC output filters are implemented to eliminate high-frequency

switching harmonics stemming from high-frequency pulsating modulation, and

its cut-off frequency should be tuned to be at least a decade lower than the
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Figure 4.4: Equivalent block diagram of the PHIL system in a single-phase basis.

switching frequency. Figure 4.3(b) illustrates the small-signal equivalent single-

phase diagram of the VSC coupled with the physical HuT. Correspondingly,

the equivalent block diagram of the open-loop controlled switched-mode power

amplifier with LC filter is shown in the cell 1 within Figure 4.4 and its transfer

function is given by,

G
′

2(s) =
VH

VS′′
= esTd2Gf (s), (4.2)

where Td2 (i.e., 1.5 times the sampling period of VSC control) is the equivalent

time delay of the PWM modulation and its computation, Gf (s) represents the

equivalent transfer function of output filter and HuT impedance and is given by,

Gf (s) =
1

LfCfs2 + (RfCf +
Lf
ZH

)s+ (1 +
Rf
ZH

)
, (4.3)

where Rf is the parasitic resistance of inductor, Lf and Cf are the inductance and

capacitance of output filter respectively, and ZH is the equivalent HuT impedance.

Multiplying the numerator and denominator of Eq. (4.3) with ZH, it is further

expressed as,

Gf (s) =
ZH

LfCfZHs2 + (RfCfZH + Lf )s+ (ZH +Rf )
, (4.4a)
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Gf (s) = K

m∏
i=1

(s− zi)
n∏
i=1

(s− pi)
, m = n− 2 , (4.4b)

where K is the transfer function gain.

Some typical examples of the equivalent transfer functions as in Eq. (4.4a)

with different HuT impedance are presented in Appendix B. Convert the numerator-

denominator polynomials in Eq. (4.4a) to a rational transfer function in a factored

zero-pole form as given by Eq. (4.4b). Apparently, the numerators of Eq. (4.4a)

and its equivalent in Eq. (4.4b) are two order less than their denominators.

It is evident from Eq. (4.2) and Eq. (4.4a) that the output voltage VH is af-

fected by the filter characteristics and the HuT impedance under different load

scenarios as shown in Appendix B. A compensation strategy as elaborated in the

following section is required to ensure high-precision power signal amplification.

4.2 Analysis of PHIL System with Open-Loop

Controlled VSC-Based Power Amplifier

This section explains the effects of the power amplifier and the loop time delay on

the stability, the signal synchronisation accuracy, and the transparency of power

transfer of the PHIL simulation. It is worth noting that the remaining compo-

nents in Figure 4.2 are modelled by analogy with these presented in Eq. (2.2) in

Chapter 2.2.

4.2.1 PHIL System Stability

As the power signal scaling ratios are applied to the PHIL setup, the open-loop

transfer function of the PHIL setup as presented in Figure 4.2 is represented as,
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T
′

O(s) = rvriG1(s)G
′

2(s)G3(s)G4(s)︸ ︷︷ ︸
G
′
PI(s)

ZS(s)

ZH(s)
= G

′∗
PI(s)e

−sTd︸ ︷︷ ︸
G
′
PI(s)

ZS(s)

ZH(s)
,

(4.5)

where G1(s), G3(s), and G4(s) are the equivalent transfer functions of the inter-

facing components as defined in Eq. (2.1), G
′
2(s) is the transfer function of the

open-loop controlled power amplifier as given in Eq. (4.2), Td is the aggregated

loop time delay given by Eq. (2.3), and G
′∗
PI(s) represents the delay-free part of

the power interface G
′
PI(s).

Applying the stability criterion as presented in Chapter 2.3.1 to the closed-

loop system characteristic equation that is given by,

1 +G
′

PI(s)
ZS(s)

ZH(s)
= 1 +G

′∗
PI(s)e

−sTd
ZS(s)

ZH(s)
= 0. (4.6)

The PHIL system closed-loop stability can be determined by assessing the

gain margin (GM) and phase margin (PM) as elaborated in Chapter 2.3.1. The

closed-loop stability is guaranteed under the condition that the open-loop transfer

function satisfies the following criteria,
GM = 0− 20log(

∣∣∣G′∗PI(jω
′
cp)e−jω

′
cpTd

ZS(jω′cp)

ZH(jω′cp)

∣∣∣), ∃GM > 0,

PM = ∠
[
G
′∗
PI(jω

′
cg)

ZS(jω′cg)

ZH(jω′cg)

]
− ∠(ω′cgTd)− (−180◦), ∃PM > 0,

(4.7)

where ω′cg is the gain crossover frequency at which the magnitude of T
′
O(s) is 0 dB,

ω′cp is the phase crossover frequency at which the phase of T
′
O(s) crosses −180◦.

As the time delay presents unity magnitude, the gain crossover frequency

wcg and the gain margin that defines the upper limit of the system magnitude

variance before it raises above unity, are determined by the magnitude of power

signal scaling ratio (rv and ri) and delay-free part of the power interface
∣∣G′PI(s)

∣∣.
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As shown in Eq. (4.7), the phase lag stemming from the power amplifier output

filter, the signal processing units (as given in Eq. (2.1)), and the loop time de-

lay degrades the PHIL system stability margin as a result of the reduced phase

margin, a factor that indicates the system stability tolerance to phase lag [50].

4.2.2 PHIL Signal Synchronisation Accuracy Analysis

With the power signal scaling ratios taken into account, the closed-loop transfer

function between the hardware side voltage VH(s) and the equivalent software

side voltage source VS(s) of a delay-free ideal PHIL setup with unity-gain and

infinite bandwidth is given by,

T id′

C (s) =
VH

VS

=
rvZH(s)

rvriZS(s) + ZH(s)
. (4.8)

However, the closed-loop transfer function between the hardware side voltage

VH(s) and software side voltage VS(s) of the PHIL setup as in Figure 4.2 is

T
′

C(s) =
VH

VS

=
rvG1(s)G

′
2(s)

1 + T
′
O(s)

. (4.9)

Due to the non-unity magnitude and the phase lag arising from the interfacing

components, the phase and magnitude relationship between VH and VS are not

aligned with that defined in Eq. (4.8). With accurate modelling of the system

components as defined in Eq. (2.2) and Eq. (4.2), the accuracy of PHIL setup in

this chapter can be quantitatively analysed by employing the relative error ε(s)

that is given by Eq. (2.15).

On the other hand, being proportional to the frequency of input power signal,

the phase shift caused by the loop time delay and power amplifier filter, and the

non-unity magnitude characteristic of the passive output filter distort the phase

relationship between the voltage and current, and deteriorate the power transfer
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between DRTS platform and HuT.

By applying the power signal scaling ratios to the PHIL setup that presents

unity magnitude and zero phase lag in Chapter 2.4.2, the apparent power trans-

ferred between the simulation side (SS′) and hardware (SH) over a certain fre-

quency wk in Eq. (2.16) can be further expressed as,


SS′ = |VS′IS|∠θS′ = PS′ + jQS′ ,

SH = |VHIH|∠θH = PH + jQH,

= rvr
−1
i |VS′IS|∠θH = rvr

−1
i (PS′ + jQS′),

(4.10)

where θS′ is power factor angle at the simulation side (i.e., ∠VS′ − ∠IS), θH is

power factor angle at the hardware side (i.e., ∠VH − ∠IH), and θS′ = θH.

Applying the same derivation procedures given by Eq. (2.17) to Eq. (2.22),

the active and reactive power at the hardware side of the PHIL setup in this

chapter can be further expressed as,


P̂H = rvr

−1
i

∣∣G′PI(s)
∣∣(P̂S′cosϕ− Q̂S′sinϕ),

Q̂H = rvr
−1
i

∣∣G′PI(s)
∣∣(Q̂S′cosϕ+ P̂S′sinϕ),

(4.11)

where ∠ϕ represents the difference between the power factor angle at the hard-

ware side (i.e., θ̂H = ∠V̂H − ∠ÎH) and the power factor angle at the simulation

side (i.e., θ̂S′ = ∠V̂S′ − ∠ÎS).

It is obvious from Eq. (4.11) that the actual power transfer within the PHIL

setup is not aligned with the power transfer defined in Eq. (4.10). This difference

results from the non-unity magnitude
∣∣G′PI(wk)

∣∣ and the phase lag ϕ stemming

from the power amplifier output filter, the signal processing unit (i.e., low-pass

filter), and the aggregated loop time delay. These lead to distorted power transfer

transparency between the simulation side and hardware side.
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4.3 PHIL Interface Compensation Schemes

This section presents a comprehensive assessment of the interface compensation

methods that are proposed in the literature. This is followed by an in-depth expla-

nation of the proposed compensation method from the aspects of power amplifier

non-unity characteristic compensation and the loop phase lag compensation.

4.3.1 Power Amplifier Compensator

As discussed in Section 4.2, the non-ideal power interface, in particular the power

amplifier output filters and the loop time delay, distort the transparent power

transfer between the simulation side and hardware side. The high reconfigurabil-

ity of the software within PHIL enables the flexibility to implement compensation

blocks at the PCC in simulation platform. As shown in Figure 4.1, the compen-

sation units can be implemented in the software side to process the voltage and

current signals before they are applied in the feed-forward and feedback paths of

the PHIL closed-loop.

For most scenarios, the passive elements within the power interface and the

HuT provide sufficient damping to mitigate the resonance of the output filter. On

the contrary, for the passive filter in Eq. (4.4a) whose poles are lightly damped,

the notch filter is an option to compensate for the resonance by placing additional

zeros near the resonate poles, thereby cancelling the associated resonant transient

[50]. The notch filter is given by,

Gnotch =
s2 + 2rζnwns+ w2

n

s2 + 2ζnwns+ w2
n

, (4.12)

where wn is the centre notch frequency, ζn is the damping ratio of the notch filter

that determines the sharpness of notch filter response and its notch width, and r

is the filter gain at the notch frequency that determines the notch depth.
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The resonant peak in Eq. (4.4a) is compensated by tuning the notch frequency

wn to be equal to the resonant frequency wr of the output filter, and tuning the

filter gain r to be the same as that of the output filter in Eq. (4.4a) at wr to cancel

the resonant peak. As shown in Figure 4.5, the compensation for the resonance

peak is achieved at the expense of more phase lag in the compensated filter,

and the unity-gain of the compensated filter is only maintained over a certain

frequency range that may not in the range of all the frequencies of interest for

some typical PHIL testing scenarios.

The transfer functions of the lead-lag filters are given by,
Glead(s) =

λs
wr

+1
s

λwr
+1
, λ > 1,

Glag(s) =
λs
wr

+1
s

λwr
+1
, 0 < λ < 1,

(4.13)

where wr is the resonant frequency in Eq. (4.4a).

Lead or lag filters are both candidates to compensate for the non-ideal power

interface in Eq. (4.4a). It is obvious from Figure 4.5 that the lead filter com-

pensates for the phase lag by introducing a positive phase shift to the power

amplifier while resulting in a higher resonant peak that deteriorates the closed-

loop stability. The lag filter suppresses the resonant peak by degrading the gain

of the passive filter, which is achieved at the expense of a larger phase lag to be

compensated and reduce the overall bandwidth of the compensated filter. For

both scenarios, the unity-gain magnitude response of the compensated filter is

achieved only over a certain narrow frequency range.

In this chapter, a compensator Gcomp
f (s) is designed to compensate for the

non-unity characteristics of the output filter over its bandwidth by inverting the

denominator in Eq. (4.3) to the numerator of the proposed compensator Gcomp
f (s).

Because the degree of the denominator is two times higher than that of the

numerator in Eq. (4.4), a second-order denominator that has two poles is required
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in Gcomp
f (s) to cancel the additional two zeros of the numerator in Gcomp

f (s). This

not only enables the numerator and denominator of the compensated filter are

of equal order but also makes the compensation block physically realisable. So

the compensator Gcomp
f (s) is the inverse of Gf (s) augmented with a second-order

low-pass filter to ensure it is a proper transfer function, that is,

Gcomp
f (s) =

G−1
f (s)

s2

(kwr)2
+2

ζop
kwr

s+1
,

=
LfCf s

2+(RfCf+
Lf
ZH

)s+(1+
Rf
ZH

)

s2

(kwr)2
+2

ζop
kwr

s+1
,

(4.14)

where k represents the ratio between the resonant frequency in the compensator

to that of the transfer function in Eq. (4.3), ζop is the optimum damping ratio to

be tuned in the compensator.

The transfer function of the equivalently compensated output filter can be

further expressed as,

G
′

f (s) = Gf (s)G
comp
f (s) =

1
s2

(kwr)2 + 2 ζop
kwr

s+ 1
. (4.15)

In order to tune the compensated filter G
′

f (s) to behave like a well-known

second-order Butterworth filter with maximally flat magnitude response [50,82],

ζop is tuned as the optimal value
√

2
2

as in [82, 83], such that the bandwidth of

G
′

f (s) is k times the resonant frequency wn. To make the compensated filter

G
′

f (s) with wider bandwidth than that of the uncompensated filter Gf (s), k is

tuned to be 3 in this chapter.

Figure 4.5 presents the frequency response of the compensator in Eq. (4.14)

and the compensated output filter in Eq. (4.15). The compensated filter imple-

mented with the compensator in Eq. (4.14) presents unity magnitude character-

istic over a wider frequency range than that of the uncompensated filter. The

power amplifier compensated by Eq. (4.14) presents a wider bandwidth than that
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Figure 4.5: The frequency response of the uncompensated filter Gf (s), compensator
Gcompf (s) in Eq. (4.14), and the compensated filter G

′
f (s).

of the power amplifier compensated by a notch filter or lead-lag compensators.

Note that, the implementation of the compensator in Eq. (4.14) is under the as-

sumption that the parameters of the LC filter and the HuT impedance are known

exactly, which is achievable by employing the system identification techniques as

presented in Chapter 3.2 in the controlled and laboratory-based PHIL environ-

ment. However, if system’s parameter information is not available or the filter in

Eq. (4.3) has lightly damped complex poles whose locations cannot be estimated

precisely, the conventional notch filter in Eq. (4.12) is an option to suppress the

resonance and cancel the corresponding resonant transient.
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Even though the compensated G
′

f (s) presents a unity-magnitude characteris-

tic over a wide range of frequencies, the phase lag introduced by this compensated

filter is,

∠G
′

f (s = jw) = tan−1(

2ζopw

kwr

1− w2

(kwr)2

). (4.16)

The phase lag significantly distorts the power signal and power transfer as

discussed in Section 4.2. The compensation of these phase lags and the loop

delay on a harmonic-by-harmonic basis is presented in the following section.

4.3.2 Loop Phase Lag Compensation

As analysed in Section 3.2.1, SDFT that is defined in Eq. (3.12b) can be envi-

sioned as a N th order comb filter in series with parallelised complex resonators.

The frequency response of the comb-filter as illustrated in Figure 3.8 reveals its

equivalence to the notch filter with notches periodically spaced at the fundamen-

tal and harmonic frequencies. It is evident from Figure 3.9, the single complex

resonator designed for a specific frequency kf0 is equivalent to a band-pass filter

centred at the frequency kf0 with a sharp cut-off amplitude, which enables it

selectively amplifies the corresponding signal component. Consequently, as pre-

sented in Figure 3.10, the SDFT filter presents a linear phase and steep cut-off

amplitude characteristics, which enable the selective update of the signal phase

and amplitude characteristics over a wide range of frequencies without magnitude

distortion and phase shift. This attribute paves a new pathway for compensating

the time delay in the PHIL setup on a harmonics-by-harmonics basis by process-

ing the power signal with multiple complex resonators based SDFT.

To guarantee the stability of SDFT in processing the power signal within

the PHIL setup, the damping factor r is applied to the SDFT filter as given by
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Figure 4.6: Zero-Pole maps of SDFT and rSDFT with damping factor r, (r = 1− ε).

Eq. (3.12b) [68,70]. The stability-enhanced SDFT filter is given by,

HrSDFT(z) = (1− rNz−N)︸ ︷︷ ︸
Comb filter

N∑
k=1

ej
2πk
N

1− rz−1ej
2πk
N︸ ︷︷ ︸

Complex resonators

,
(4.17)

where N (N = fs
f0

) is the window size, fs is the sampling frequency, f0 is the

fundamental frequency, and k (k = 1, 2, 3, · · · , N) represents the order of the

resonators.

As shown in Figure 4.6, the damping factor r that is given by (r = 1− ε), where

ε is an infinitesimally small positive quantity, forces the zeros or poles of rSDFT

to be located within the unity circle with radius r.

Based on the rSDFT filter with multiple parallelised complex resonators de-

signed for the frequencies of interest, a scaling factor 1
N

is implemented at the

output of each single resonator to mitigate the overflow error and maintain the

unity gain of the rSDFT filter, of which the phase of each harmonic updates over

every sampling period.
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Figure 4.7: The block diagram of the rSDFT with complex resonator banks and
harmonic-by-harmonic time delay compensations.

Figure 4.7 presents the block diagram of the rSDFT-based phase lag com-

pensation filters. To compensate for the phase lags of the compensated filter in

Eq. (4.16) and the aggregated loop time delay, an additional phase shift Φs
k is

implemented at the output of the resonator with resonant frequency kw0. The

rSDFT filter implemented with additional phase shift can be expressed as,

Hcomp
rSDFT(z) = (1− rNz−N)

1

N

N∑
k=1

ej
2πk
N ejΦ

s
k

1− rz−1ej
2πk
N

, (4.18)

where

Φs
k = kw0Tdff + ∠G

′

f (kw0). (4.19)

The phase addition method that is applied to the output of each single com-

plex resonator enables phase lag compensation without signal magnitude dis-

tortion on a harmonic-by-harmonics basis. This can mitigate the detrimental

impact of the time delay on the power transfer transparency and enable accurate

replication of the HuT dynamics in DRTS side.
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4.4 Case Study and Simulation Results

This section presents an analytical frequency-domain assessment of the interface

compensation methods that are proposed in the literature and the proposed com-

pensation schemes in this chapter. This is followed by the validation of the pro-

posed interface compensation scheme and the time delay compensation method

regarding their functionalities in improving the power signal synchronisation ac-

curacy and the power transfer transparency of the PHIL setup.

Matlab/Simulink simulation models are utilised to verify the effectiveness of

the proposed compensation method. Table 4.1 tabulates the parameters of the

PHIL setup in Figure 4.1. A voltage source inverter with ideal semiconductor

switches is employed as the power amplifier. The LC filters parameters are cal-

culated by tuning their cut-off frequency to be equal to fsw/10. The voltage

divider topology is emulated in DRTS side and the HuT is emulated as an induc-

tive hardware component.

The scaled voltage signal rvV̂S′ that is to be amplified by the power amplifier,

the voltage signal V̂H at the HuT side, the power factor angle θ, the scaled active

power and scaled reactive power at both of the simulation and hardware side are

employed to assess the performance of the compensation method. Accuracy met-

rics that are defined by the relative average error η and the signal tracking error

in Eq. (2.24) and Eq. (2.25) are leveraged to quantify the accuracy of power signal

amplification and the transparency of power transfer between the simulation side

and the HuT side at steady-state.

4.4.1 Evaluation of Different Compensation Strategies

This section compares the performances of the compensation schemes presented

in Section 4.3.1 from the perspective of their frequency response characteristics

and the closed-loop stability of the compensation schemes-based PHIL setups.
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Table 4.1: PHIL system parameters for analysis and simulations.

Description Symbol Value

PHIL setup

Nominal HuT resistance RH 2 Ω

Nominal HuT inductance LH 1 mH

Naturally coupled DRTS resistance RS 0.5 Ω

Naturally coupled DRTS equivalent voltage VS 4.26 kV

Naturally coupled DRTS inductance LS 2 mH

PHIL system fundamental frequency f0 50 Hz

PHIL system feed-forward path time delay Tdff 450 µs

PHIL system feed-back path time delay Tdfb 50 µs

Nominal power rating of the emulated HuT SS′nom 62.5MVA

Nominal power rating of the physical HuT SHnom 100kVA

Nominal voltage of the emulated HuT VS′nom 15 kV

Nominal voltage of the physical HuT VHnom 600 V

Voltage scaling ratio rv 0.04

Current scaling ratio ri 25

Power amplifier

Direct Current (DC) voltage VDC 1000 V

Switching frequency fsw 20 kHz

Sampling frequency fs 40 kHz

Filter inductance Lf 0.054 mH

Filter parasitic resistance Rf 6.8 mΩ

Filter capacitor Cf 117 µF

Table 4.2: Magnitude (in abs), phase (in deg), and bandwidth (in Hz) of the uncom-
pensated output filter and the output filter compensated by the proposed compensator,
notch filter, lead filter, and lag filter.

Compensator
Filter

in Eq. (4.3)

Compensator

in Eq. (4.14)

Notch

filter

Lead

filter

Lag

filter

Mag at f0 0.9944 1.0000 0.9943 0.9946 0.9941

Phase at f0 -0.2744 -0.6707 -0.7687 0.4368 -1.5547

Mag at 5f0 1.0030 1.0000 1.0020 1.0088 0.9955

Phase at 5f0 -0.2402 -3.3556 -2.7473 3.2852 -6.6068

Bandwidth 3118.2 6033.1 3049.5 3561.3 2729.5
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Figure 4.8: Bode plot of the open-loop transfer functions of the original scaled power
system, uncompensated PHIL system, and the PHIL system compensated by the com-
pensators as shown in the legend.

Table 4.2 presents the frequency responses of the original uncompensated

power amplifier filter and that of the power amplifiers that are compensated by

different compensators. The non-unity magnitude of the power amplifier output

filter in Eq. (4.3) is compensated to be unity by implementing the proposed com-

pensator in Eq. (4.14) in this chapter over the fundamental frequency and other

harmonics components. This results from the optimal setting of the damping fac-

tor in Eq. (4.14) to make the compensated filter present a flat unity magnitude

response over a wide range of frequencies. However, the magnitudes of the power

amplifier compensated by the notch filter, lead filter, and lag filter are non-unity

at the fundamental frequency and other harmonic components, which inevitably

distort the reference power signal to be amplified. Note that the phase lags of the
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power amplifier compensated by notch filter, lag filter, and the proposed com-

pensator in Eq. (4.14) are much larger than that of the original uncompensated

power amplifier. The bandwidth of power amplifier compensated by Eq. (4.14) is

higher than that of the uncompensated power amplifier and the power amplifier

compensated by notch filter, lead filter, and lag filter. This is attributed to the

optimal tuning of the ratio factor k in Eq. (4.14).

Figure 4.8 presents the frequency responses of the open-loop transfer function

of the uncompensated and compensated PHIL systems. The resonance of un-

compensated PHIL system is compensated by implementing the compensator in

Eq. (4.14). Notice that the magnitude characteristic of the PHIL system com-

pensated by Eq. (4.14) is aligned with that of the original scaled power system

because the compensated power amplifier presents unity gain over a certain fre-

quency range. The notch filter and lag filter are also effective in suppressing

the resonance of PHIL system, of which the stability margins are lower than

that of the PHIL system compensated by Eq. (4.14). Even though the lead filter

compensates for phase lag to some extent, it can destabilise the PHIL system,

in particular the marginally stable PHIL system or the PHIL system with low

stability margins. This is because the lead filter causes the magnitude of the

compensated PHIL system to exceed unity and the resonance frequency to be

greater than the gain-crossover frequency wcg as defined in Eq. (4.7).
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4.4.2 Accuracy Evaluation of the Proposed Compensation

Method

This section evaluates the performance of the proposed method regarding its

capability in improving the power signal synchronisation and enhancing the power

transfer transparency in the PHIL closed-loop configuration. Accuracy metrics

are employed to evaluate the following cases:

1. Original scaled SoI.

2. PHIL system without compensation.

3. PHIL system with loop time delay compensation only.

4. PHIL system with compensation proposed in this chapter.

Table 4.3 presents the power signal tracking error metrics. Due to the non-

unity gain of the power amplifier as described in Table 4.2, the loop time delay,

and the phase lag of power amplifier output filter, the Root Mean Square (RMS)

voltage and power factor angle tracking errors are significant for the PHIL system

without proper compensation in Case 2 and Case 3. Notice that even the loop de-

lay is compensated in Case 3, there still exists a power factor angle tracking error

due to the phase lag of the power amplifier output filter in Eq. (4.16). Because

the compensation method proposed in this chapter maintains the unity gain of

the power amplifier and takes both the loop time delay and the phase lag of the

power amplifier output filter into consideration, as shown in Case 4, the PHIL sys-

tem compensated by the proposed method presents remarkably improved power

signal tracking capabilities regarding the RMS voltage, power factor angle, and

the active power and reactive power.
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Table 4.3: Power signal tracking error metrics of different cases at the fundamental frequency f0.

Case
V̂H

(VRMS)

rvV̂S′

(VRMS)
ηV T

θ̂H

(deg)

θ̂S′

(deg)
ηθT

P̂H

(kW)

rvr
−1
i P̂S′

(kW)
ηPT

Q̂H

(kvar)

rvr
−1
i Q̂S′

(kvar)
ηQT

1 143.84 143.84 0.00% 32.14 32.14 0.00% 7.417 7.417 0.00% 4.660 4.660 0.00%

2 145.47 146.29 0.56% 32.14 42.09 23.64% 7.586 6.686 13.46% 4.766 6.039 21.08%

3 143.35 144.17 0.57% 32.14 33.10 2.99% 7.367 7.331 0.49% 4.629 4.777 3.10%

4 143.84 143.84 0.00% 32.14 32.14 0.00% 7.417 7.417 0.00% 4.660 4.660 0.00%

Table 4.4: PHIL power signal to reference power signal error metrics of different cases at the fundamental frequency f0.

Case
V̂H

(VRMS)
ηVH

rvV̂S′

(VRMS)
ηVS′

θ̂S′

(deg)
ηθS′

P̂H

(kW)
ηPH

rvr
−1
i P̂S′

(kW)
ηPS′

Q̂H

(kvar)
ηQH

rvr
−1
i Q̂S′

(kvar)
ηQS′

1 143.84 0.00% 143.84 0.00% 32.14 0.00% 7.417 0.00% 7.417 0.00% 4.660 0.00% 4.660 0.00%

2 145.47 1.13% 146.29 1.70% 42.09 30.96% 7.586 2.28% 6.686 9.86% 4.766 2.27% 6.039 29.59%

3 143.35 0.34% 144.17 0.23% 33.10 2.99% 7.367 0.67% 7.331 1.16% 4.629 0.67% 4.777 2.51%

4 143.84 0.00% 143.84 0.00% 32.14 0.00% 7.417 0.00% 7.417 0.00% 4.660 0.00% 4.660 0.00%
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Figure 4.9: Active power and reactive power at the simulation and HuT side of the
scaled voltage divider system and PHIL system.

Table 4.4 and Figure 4.9 present the steady-state PHIL power signal to ref-

erence signal error metrics and the active and reactive power behaviours under

the pre-defined cases, respectively. The compensation blocks are implemented

at t = 0.08s in Case 3 and Case 4. As a result of the non-unity magnitude of

power amplifier and the phase lags in the closed-loop, the errors of the voltage

and power factor angle between the PHIL system and the original scaled power

system are also remarkable in Case 2 and Case 3. As shown in Figure 4.9, there

are significant mismatches between the power signal at the simulation and hard-
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ware sides (i.e., P̂H > rvr
−1
i P̂S′ and Q̂H < rvr

−1
i Q̂S′) for the PHIL system without

compensation. These mismatches result from the loop phase lag and the non-

unity magnitude of the power amplifier as explained in Eq. (4.11). Note that the

active and reactive power differences between the PHIL system in Case 3 and

the original scaled power system are also remarkable even when the loop time

delay is compensated. After implementing the proposed compensation method,

the active power and reactive power of the PHIL system in Case 4 are aligned

with that of the reference power system and the power transfer within this PHIL

system is as transparent as that of the reference SoI system in Case 1.

4.5 Summary

To mitigate the deteriorating impact of time delay and non-unity power inter-

face on the PHIL accuracy and to extend the bandwidth of the power interface,

this chapter presents a compensation scheme for the open-loop controlled VSC-

based power amplifier that enables more accurate power signal synchronisation

and power transfer within the PHIL closed-loop simulation. This compensation

method is designed to maintain the unity gain of the power amplifier over a wider

range of frequencies via optimal tuning of the proposed compensator. In addition,

the SDFT-based time delay compensation scheme compensates for the phase lag

on a harmonic-by-harmonic basis. The advantages of this compensation method

over the compensation techniques published in the literature have been demon-

strated via frequency-domain analysis. The effectiveness of this compensation

method has been evaluated and demonstrated via the proposed accuracy metrics

and the simulation results. The PHIL simulation that is based on the proposed

compensation method presents high power signal tracking capability, which is of

great significance for a high-fidelity PHIL simulation.
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Chapter 5

A Novel Scheme for Sensitivity

Analysis of PHIL Setups

As presented in Chapter 2, PHIL setups are modelled as closed-loop systems con-

sisting of a digital real-time simulator interfacing with the real-world hardware

under test through a dedicated PI, which facilitates the conservation of instan-

taneous power as exists in the real-world system through natural coupling. A

conventional PI that is typically comprised by a power amplifier, sensors, signal

conversion cards, and filters, inevitably introduces non-ideal characteristics such

as time delay, signal distortion, limited bandwidth, and external disturbances

that are not existent in SoI to the PHIL simulation. From a system operation

perspective, these non-ideal characteristics play crucial roles in PHIL system with

respect to its stability and accuracy, while leading to the system performance be-

ing more susceptible to these non-ideal characteristics, in particular the external

disturbances.

The impact of these non-ideal characteristics and the dynamics stemming from

the PI on the PHIL system stability and accuracy has been extensively discussed

in Chapter 2. Many research efforts have been devoted to improve the stability

and accuracy of the PHIL simulation as summarised and assessed in Chapter 2.3

97



Chapter 5. A Novel Scheme for Sensitivity Analysis of PHIL Setups

and Chapter 2.4. Detailed modelling principles, block diagrams, stability criteria,

and accuracy metrics have been developed for the assessment of system properties

involving the stability and accuracy.

Apart from the conventional stability and accuracy assessments of the PHIL

simulation, a comprehensive analysis and assessment of the impact of external

disturbances on the PHIL simulation is an important factor in PHIL setups before

their final-stage deployment. Due to the implementation of the non-ideal PI,

external disturbances are inevitably injected into the PHIL setup and are mainly

stemmed from,

• Offset noise in the measurement units

• Quantisation error/noise in the ADC card

• Sensor measurement noise (typically high-frequency)

• Switching harmonics stemming from high-frequency pulsating modulation.

From an application point of view, comprehensive sensitivity analysis and as-

sessment are crucial for a high-fidelity and robust PHIL simulation. In contrast to

the well-presented schemes for stability and accuracy analysis and assessment in

the literature, no sensitivity analysis scheme has been developed within the PHIL

community. In this chapter, to facilitate quantitatively analysing and assessing

the impact of external disturbances on PHIL simulation systems, a novel scheme

for sensitivity analysis of the PHIL setups has been proposed for quantifying the

sensitivity criteria. The main contributions of this chapter are summarised as

follows,

1. A scheme based on detailed modelling was developed for the sensitivity

analysis of PHIL setups using transfer functions describing the dynamic

behaviours of SoI and the interfacing components within the PHIL setup.
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2. The inherent relationship between stability, accuracy and sensitivity was

elaborated and verified by the scheme through analytical assessment and

experimental validation. This allows for a precise estimation of PHIL sys-

tem properties prior to its deployment for experimental testing.

3. In conjunction with the sensitivity analysis criteria, practical accuracy as-

sessment methods involving the Signal to Noise Ratio (SNR) and the Total

Harmonic Distortion Plus Noise (THD+N) are presented to quantify the

sensitivity, which can be easily and extensively applied to the practical

PHIL experiments.

4. Based on the current-type ITM interface, the proposed scheme for sensitiv-

ity analysis was characterised and verified by experimental PHIL setups at

the Dynamic Power Systems Laboratory at the University of Strathclyde,

demonstrating its applicability for either simplified or complex power sys-

tem and components testing.

The remainder of this chapter is structured as follows: Section 5.1 presents

the detailed modelling of the PHIL system with V-ITM and Current-Type ITM

(I-ITM) interfaces. Section 5.2 provides the in-depth details of the sensitivity

analysis scheme from the aspects of modelling principles, sensitivity analysis met-

rics, and the inherent relationship between the sensitivity analysis metrics and the

stability and accuracy of a PHIL setup. Analytical assessments of the proposed

sensitivity analysis scheme and its key attributes are presented in Section 5.3,

followed by a comprehensive experimental validation in Section 5.4. Section 5.5

summarises this chapter1.

1 This chapter is an extension of conference publications [23,32] and journal publication [43]
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5.1 PHIL ITM Interfacing Methods

This section presents the state-of-the-art of voltage-type and current-type ITM in-

terfacing methods with emphasis placed on the detailed modelling of the current-

type ITM interface along with an in-depth explanation of its properties.

As analysed and assessed in Chapter 2.2.1, among the novel PHIL interfacing

methods as tabulated in Table 2.1, the ITM interface is extensively adopted in

the PHIL community because of its simplified implementing structure and its rel-

atively good performance with respect to the stability and accuracy. Even though

the proposed sensitivity analysis scheme could be extendable and applicable to

other interface methods, the ITM interface will be utilised for the development

of sensitivity analysis scheme throughout the chapter.

Determined by the type of power amplification and the controllable power

sources implemented in DRTS and HuT side, ITM interface can be categorised

as voltage-type (V-ITM) or current-type (I-ITM). Detailed modelling of these

ITM interfaces are given in the following sections.

5.1.1 Voltage-Type ITM (V-ITM) Interface

As presented in Figure 2.2, the V-ITM is configured as a controlled voltage source

in HuT side and a controlled current source in DRTS side, which are controlled

by a voltage-type PA and current sensor, respectively. With the interfacing com-

ponents, equivalent impedance in DRTS and HuT side, and interface signals rep-

resented in the form of a SISO closed-loop system, the equivalent V-ITM block

diagram is presented in Figure 2.3. To support the development of the sensitiv-

ity analysis scheme, the V-ITM open-loop transfer function given by Eq. (2.1) is

further expressed as,
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T v
O(s) = Gv

1(s)Gv
2(s)︸ ︷︷ ︸

Cv(s)

ZS(s)

ZH(s)
Gv

3(s)Gv
4(s)︸ ︷︷ ︸

Pv(s)

, (5.1)

where ZS(s) and ZH(s) are the equivalent impedance of the power network within

the DRTS platform and the HuT, respectively. Cv(s) is the transfer function of

the power interface in feed-forward path comprising the transfer functions of

DAC card Gv
1(s) and voltage-type power amplifier Gv

2(s). Pv(s) is the transfer

function of the power interface in feedback path comprising the transfer functions

of current sensor Gv
3(s) and ADC card in series with LPF Gv

4(s).

5.1.2 Current-Type ITM (I-ITM) Interface

VS

IH

IS
Power 

Amplifier

Voltage
 Sensor

VS' VH

ZS

ZH

DAC

ADC

LPF 
Filter

DRTS PI HuT

Figure 5.1: Equivalent model of the PHIL system with current-type ITM interface.

In contrast to the V-ITM interface, as illustrated in Figure 5.1, the I-ITM

interface is configured as a controlled current source on the HuT side and a

controlled voltage source on the DRTS side, which are controlled by a current-

type PA and a voltage sensor, respectively. Figure 5.2 presents the equivalent

SISO closed-loop block diagram of the I-ITM interface, whose open-loop transfer

function T i
O(s) is given by,
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Figure 5.2: Equivalent block diagram of the I-ITM based PHIL system in Figure 5.1.

T i
O(s) = Gi

1(s)Gi
2(s)︸ ︷︷ ︸

Ci(s)

ZH(s)

ZS(s)
Gi

3(s)Gi
4(s)︸ ︷︷ ︸

Pi(s)

, (5.2)

where ZS(s) and ZH(s) are the equivalent impedance of the power network within

the DRTS platform and the HuT, respectively. Ci(s) is the transfer function of

the power interface in feed-forward path comprising the transfer functions of

DAC card Gi
1(s) and current-type power amplifier Gi

2(s). Pi(s) is the transfer

function of the power interface in feedback path comprising the transfer functions

of voltage sensor Gi
3(s) and ADC card in series with LPF Gi

4(s).

Based on the detailed modelling of the I-ITM interface and the open-loop

transfer function of its equivalent SISO closed-loop system, the stability assess-

ment criteria as presented in Chapter 2.3.1 and the stability margin assessment

method as given by Eq. (2.9) can be applied to the open-loop transfer function

defined in Eq. (5.2). The stability of I-ITM PHIL setup is constrained by the

time delay and the impedance ratio between HuT side and DRTS side IR = ZH

ZS
.

Note that, in contrast to the V-ITM interface, the greater the impedance ratio

between DRTS side and HuT side is, the more stable the system is. In terms

of the accuracy assessment, the analytical accuracy assessment criteria defined

in Eq. (2.15) as well as the accuracy metrics presented in Chapter 2.4.2 can be

applied to the I-ITM interface through proper modifications.
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5.2 Sensitivity Analysis Method for PHIL Setup

This section presents the proposed scheme for sensitivity analysis of PHIL setup.

Initially, the modelling principles of PHIL system sensitivity analysis are ex-

plained followed by the derivations of sensitivity analysis metrics for V-ITM and

I-ITM based PHIL setups. Eventually, the inherent relationships between the

sensitivity analysis metrics of the proposed scheme and the stability and accu-

racy of PHIL setups are presented.

5.2.1 Modelling Principles for Sensitivity Analysis

A comprehensive sensitivity analysis of the external disturbances arising from

the power interface of the PHIL systems is based on the derivation of sensitiv-

ity analysis metrics, which define the relationship between a specific disturbance

and the signal of interest in frequency domain. The characteristics of sensitivity

analysis metrics indicate the magnitude attenuation or amplification of the ex-

ternal disturbance over any frequency of interest and its respective phase shift.

The disturbances stemming from the non-ideal PI within the PHIL setup affect

the digital signals VS′ and IS as well as the analogue signals VH and IH on the

interface. As shown in Figure 5.3 and Figure 5.4, the disturbance is identified

according to its associated signal of interest and is denoted by the symbol δ as a

prefix.

The generic definition of the sensitivity function S1(s) that is used to describe

the relationship between the signal of interest (i.e., V (s) or I(s)) and its associated

local disturbances (i.e., δV (s) or δI(s)) is given by,
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S1(s) =



VS′ (s)

δVS′ (s)
=

1

1 + TO(s)
,

VH(s)

δVH(s)
=

1

1 + TO(s)
,

IS(s)

δIS(s)
=

1

1 + TO(s)
,

IH(s)

δIH(s)
=

1

1 + TO(s)
.

(5.3)

Regardless of the type of signal of interest and the type of ITM interface,

sensitivity analysis metric S1(s) are equivalent. In terms of the sensitivity func-

tion for other disturbances with respect to a specific signal, it can be derived in

a similar manner as sensitivity analysis metric S1(s). The following sub-sections

present the sensitivity analysis metrics for the voltage-type and current-type ITM

interfaces.

5.2.2 Sensitivity Analysis Metrics for V-ITM PHIL Setup

VS VS' VH I

ZS(s
IS

V
+
_

f

C (s)

P (s)

)

v

v v

v v

v

G1(s)G2(s)

G3(s)G4(s)

H

IS

I
IHVHVS'

1
ZH(s)

δδδ

δ

Figure 5.3: Block diagram of PHIL with V-ITM interface and disturbances arising from
PI in a SISO closed-loop manner.

With the aforementioned disturbances incorporated into the PHIL closed-

loop, Figure 5.3 presents the an extended representation of the equivalent block

diagram of the V-ITM interface based PHIL setup in Figure 2.3. The hardware
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side current response IH that is fed back from HuT to DRTS is of great significance

for investigating the characteristics of HuT and the interactions between HuT and

DRTS. This represents the signal of interest of V-ITM interface and thus being

employed for the sensitivity analysis. The sensitivity metrics for assessing the

impact of various identified disturbances on the signal of interest IH are defined

as, 

Sv
1 (s) =

IH(s)

δIH(s)
=

1

1 + T v
O(s)

,

Sv
2 (s) =

IH(s)

δVH(s)
=

1/ZH(s)

1 + T v
O(s)

,

Sv
3 (s) =

IH(s)

δVS′ (s)
=

Cv(s)/ZH(s)

1 + T v
O(s)

,

Sv
4 (s) =

IH(s)

δIS(s)
=

−Cv(s)ZS(s)/ZH(s)

1 + T v
O(s)

.

(5.4)

5.2.3 Sensitivity Analysis Metrics for I-ITM PHIL Setup

iVS

VHIH

ZH(s)
ISVZS+

_

C (s)

P (s)

1
ZS(s)

VHIH

IS

VS'

VS'

δ

δ

δδ
i

G1(s)G2(s)
i

i

iG3(s)G4(s)
i

Figure 5.4: Block diagram of PHIL with I-ITM interface and disturbances arising from
PI in a SISO closed-loop manner.

The equivalent block diagram of the I-ITM interface based PHIL setup with

its relevant identified disturbances can be drawn by analogy with the one shown in

Figure 5.3. Correspondingly, the block diagram is illustrated in Figure 5.4. The
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HuT voltage VH that is measured and fed back from HuT to DRTS represents

the dynamics of HuT and thus being regarded as the signal of interest for the

development of sensitivity analysis scheme for I-ITM interface. The sensitivity

metrics for assessing the impact of the identified disturbances arising from the PI

on the HuT voltage VH can be derived in analogy to Eq. (5.4). On the other hand,

the analysis of the impact of the disturbance associated with the signal of interest

on all the interface signals within the PHIL setup is of great significance. For the

disturbance δVH that is associated with the signal of interest VH, the sensitivity

metrics for analysing its impact on all the interfacing signals are defined as,

Si
1(s) =

VH(s)

δVH(s)
=

1

1 + T i
O(s)

,

Si
2(s) =

VS′ (s)

δVH(s)
=

Pi(s)

1 + T i
O(s)

,

Si
3(s) =

IH(s)

δVH(s)
=

−Pi(s)/ZS(s)

1 + T i
O(s)

,

Si
4(s) =

IH(s)

δVH(s)
=

−Ci(s)Pi(s)/ZS(s)

1 + T i
O(s)

.

(5.5)

These sensitivity metrics define the relationship between the signal of interest

and its associated disturbance or external disturbances. These play an impor-

tant role in facilitating the quantitative analysis and assessment of the impact

of external disturbances on PHIL simulation systems. The inherent relationship

between these sensitivity metrics and stability criteria is also an indicator of the

PHIL system stability and will be further elaborated in the following section.

On the other hand, accuracy assessment methods are further proposed to bridge

the generic sensitivity criteria in this scheme with the quantification of PHIL

accuracy in the following section.
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5.2.4 Sensitivity Analysis and Stability

In terms of a disturbance with given frequency ω, the magnitude of the sensitivity

function S1(jω) defined in Eq. (5.3) is given by,

|S1(jω)| =

∣∣∣∣∣ 1

1 + T v,i
O (jω)

∣∣∣∣∣ . (5.6)

|S1(jω)| represents the reciprocal of the distance between the Nyquist curve of

the open-loop transfer function T v,i
O (s) and the Nyquist point (-1, 0) at the given

frequency ω [50]. As presented in Figure 5.5, the Vector Margin (VM) is defined

by the shortest distance between the Nyquist curve and the Nyquist point. The

maximum magnitude of the sensitivity function in Eq. (5.3) is achieved at this

point and is calculated as |S1(jω)|max. The greater the magnitude of |S1(jω)|max
is, the closer the Nyquist curve is to the Nyquist point (-1, 0). Consequently,

the PHIL system is less robust and tends to be unstable. Correspondingly, the

maximum magnitude of the sensitivity function given by |S1(jω)|max indicates

the robustness of overall PHIL stability and is given by,

|S1(jω)|max =

∣∣∣∣ 1

1 + TO(jω0)

∣∣∣∣
max

, (5.7)

Correspondingly, VM is expressed as,

VM =
1

|S1(jω)|max
. (5.8)

Figure 5.5 illustrates the relationship between the gain margin (GM), phase

margin (PM), and the vector margin (VM). To avoid the Nyquist curve encircling

the critical point, as shown in Figure 5.5, the following inequality between the

stability margins can be derived as,
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Figure 5.5: Nyquist diagram of an open-loop transfer function TO(s) with gain margin,
phase margin, and vector margin.


VM +

1

GM
≤ 1,

VM ≤ sin(PM).

(5.9)

Substituting Eq. (5.8) into Eq. (5.9), the inequalities between sensitivity function

S1(jω) and gain margin and phase margin are given by,


1

|S1(jω)|
≤ GM− 1

GM
, ∀ω > 0,

1

|S1(jω)|
≤ sin(PM), ∀ω > 0.

(5.10)

Even a PHIL system with GM and PM satisfying the stability criteria defined

in Eq. (2.10), the system may fail to met the criteria defined in Eq. (5.9). The

inequality defined between the sensitivity function S1(jω) and GM and PM in

Eq. (5.10) provides a critical criteria for a robust PHIL stability assessment, which

will be further analytically assessed in the following section.
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5.2.5 Sensitivity Analysis and Accuracy

The magnitude of sensitivity function determines the extent to which the exter-

nal disturbance distorts the signal of interest and deteriorates the PHIL simula-

tion accuracy, while the phase response characteristics indicate the corresponding

phase shift of the system response with respect to the signal of interest. Based

on the sensitivity metrics in Eq. (5.4) and Eq. (5.5), the impact of the various

identified external disturbances on the system response can be quantified in an

analytical manner. For the continuous-time domain PHIL accuracy assessment

and the quantification of the extent to which the disturbances distort the PHIL

accuracy, the following methods are utilised in this scheme:

• THD+N: DFT-based signal decomposition and calculation of the weighted

function of the magnitude of signal with the frequency of interest (i.e., V1)

and the aggregated magnitude of signals excluding the frequency of interest,

this yields,

THD + N =

√
n∑
i=2

V 2
i + V 2

noise

V1

× 100%,
(5.11)

where Vi is the RMS value of the i-th harmonic voltage, Vnoise is the RMS

value of noise signal, and V1 is the RMS value of voltage signal with fre-

quency of interest.

• Signal to noise ratio (SNR): The SNR is calculated by,

SNR (dB) = 10log
(Ps

Pn

)
, (5.12)

where Ps is the power of signal with frequency of interest only and Pn is the

power of signal excluding the frequency of interest.
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5.3 Frequency-Domain Assessment of Sensitiv-

ity Analysis Scheme

This section presents an analytical assessment of the sensitivity analysis metrics

that are developed for the V-ITM and I-ITM interfaces in frequency-domain.

Following from this, the relationship between sensitivity analysis metrics and

stability margins is further verified.

5.3.1 Sensitivity analysis of V-ITM Interface

The sensitivity analysis of V-ITM interface is based on the block diagram pre-

sented in Figure 5.3. According to the sensitivity metrics defined in Eq. (5.4), the

impact of the identified disturbances on the signal of interest (i.e., the HuT cur-

rent response IH) is investigated. The parameters of the interfacing components

of the V-ITM based PHIL setup are given in Table C.1 in Appendix C.

According to the parameters of the PHIL setup tabulated in Table C.1, the

PHIL system open-loop transfer function as defined in Eq. (5.1) is given by,

T v
O(s) =

32.58 e−s 1.03e−4

s3 2.64e−13 + s2 8.0e−7 + s+ 2199
. (5.13)

To ensure linearity and thus making the system amenable for analysis, Padé

approximation as given in Eq. (2.5) is employed to represent the time delays in the

transfer function. Based on this approximation, the Bode diagrams of T v
O(s) and

Sv
2,3,4(s) is shown in Figure 5.6. The frequency response of the sensitivity analysis

metrics reveal the impact of identified disturbances on the signal of interest in

the PHIL setup from the perspectives of magnitude and phase shift.

Taking the disturbance δVS′ and its impact on the HuT current response IH as

an instance, the frequency response of Sv
3 (s), as defined in Eq. (5.4), corresponds

to the cyan curve in Figure 5.6. It is evident that the magnitude response presents
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Figure 5.6: Frequency response of the open-loop transfer function T v
O(s) and sensitivity

analysis metrics Sv
2,3,4(s) in Eq. (5.4).

negligible variation and rates at 0.0184 with frequencies up to 10 kHz. In terms of

the phase response, the phase shift is negligible at the frequency of interest and

certain harmonics up to 350 Hz, beyond which the phase shift witnesses significant

variations.

5.3.2 Sensitivity analysis of I-ITM Interface

The stability and sensitivity analysis has also been performed for the I-ITM

interface, considering the block diagram in Figure 5.4. The parameters of the

interfacing components of the I-ITM based PHIL setup are given in Table C.2

in Appendix C. The sensitivity analysis of I-ITM interface refers to a typical

case representing a realistic scenario that is further employed for experimental

validation in Chapter 5.4.
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Figure 5.7: Frequency response of the I-ITM interface sensitivity transfer functions
Si

1,2,3,4(s) in Eq. (5.5).

In this case, the sensitivity analysis has focused on the impact of the output

voltage disturbance δVH of the power converter, stemming from the measurement

noise and the switching of power converter operating as HuT, on the interfacing

signals of the PHIL setup as highlighted in Figure 5.4. For a given disturbance

with frequency ω, the frequency-dependant magnitude and phase response of the

interfacing signals can be derived from the sensitivity metrics in Eq. (5.5) for

further analysis. For the disturbance δVH, the magnitude and phase response

of the interface signals VH, VS′ , IS, and IH over certain frequencies of interest are

highlighted in Figure 5.7.

For the analytical assessment of the sensitivity and stability criteria defined

in Section 5.2.4, a case study involving different DRTS side impedance as given

in Table 5.1 is presented. Figure 5.8 presents the frequency response of the open-

loop transfer functions T i
O2,3,4(s) and their corresponding sensitivity analysis met-
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Figure 5.8: Bode diagram of open-loop and sensitivity transfer functions T i
O1,2,3(s) and

Si
11,12,13(s).

Table 5.1: Stability margins of the I-ITM open-loop transfer functions T i
O1,2,3(s).

Transfer
Function Software Impedance (Ω)

GM
(abs)

PM
(deg)

VM
(abs)

T i
O1(s) Z11(s) 12 + s4.775e−4 1.5205 0.586 0.0102

T i
O2(s) Z12(s) 10 + s4.775e−4 1.2402 0.284 0.0049

T i
O3(s) Z13(s) 5 + s4.775e−4 0.7071 -3.0680 0.0064

rics Si
11,12,13(s), of which the stability margins and the maximum magnitude are

given in Table 5.1. Gain margin and phase margin of T i
O1(s) and T i

O2(s) as well

as the maximum magnitude of the sensitivity analysis metrics Si
11(s) and Si

12(s)

satisfy the inequality criteria defined in Eq. (5.9) and Eq. (5.10). Therefore, these
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Figure 5.9: Nyquist plot of open-loop transfer functions T i
O1,2,3(s).

systems are stable, which is consistent with the stability status as indicated in

the Nyquist plot in Figure 5.9. However, the gain margin and phase margin of

T i
O3(s) as well as the maximum magnitude of the sensitivity function Si

13(s) do

not satisfy the inequality criteria defined in Eq. (5.9) and Eq. (5.10) and there-

fore, the corresponding PHIL setup is unstable. This is further verified by the

Nyquist plot in Figure 5.9. This case study will be further experimentally val-

idated in Section 5.4.4 through employing a real-world PHIL experiment setup

with variable DRTS side impedance as given in Table 5.1.
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5.4 Experimental Verification of the Sensitivity

Analysis Scheme

For a comprehensive validation of the proposed sensitivity analysis scheme and its

associated stability and accuracy criteria, an I-ITM interface based PHIL experi-

ment comprising a 90 kVA power converter as HuT and a 15 kVA power converter

operating as a current-mode power amplifier is employed for experimental vali-

dation. The experimental results are compared with the analytical assessment

results as presented in Chapter 5.3.2.

5.4.1 Experimental Setup

This case study involves incorporating a voltage source back-to-back converter

into a PHIL simulation setup by applying the I-ITM interface. Figure 5.10 illus-

trates the setup for this PHIL experimental test2. The current signal IS measured

from the real-time network hosted in DRTS is transmitted to Triphase 15 kVA

(TP15 kVA) current-type PA as its command signal to regulate its output current

IH. The output terminal of TP15 kVA converter is coupled with that of Triphase

90 kVA (TP90 kVA) power converter with the former sourcing or sinking cur-

rent to the latter. The output voltage VH of TP90 kVA converter is measured

and transmitted to DRTS as the command voltage signal VS′ for the controllable

voltage source. For the modelling process, the parameters of the interfacing com-

ponents in this PHIL setup is shown in Table C.2 in Appendix C. This PHIL

setup is consistent with the one used for analytical assessment in Chapter 5.3.2

and thereby allowing for a direct comparison of the experimental results with the

analytical ones.

2 The power equipment (i.e., RTDS and Triphase 90 kVA power converter) utilised in this
setup are the same as the ones utilised in Chapter 3.
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An equivalent voltage source with a nominal Line-to-Line (LL) AC voltage

VS,LL of 0.4 kV, and the fundamental frequency f0 of 50 Hz emulates a low-voltage

grid. A low X/R ratio grid impedance, as listed in Table C.2 in Appendix C,

emulates a strong grid. The output voltage of TP90 kVA power converter was

regulated at a LL AC voltage of 260 V, 50 Hz. The DRTS side signals VS′ and IS

are recorded at a sampling rate of 20 kHz and the HuT side signals VH and IH are

recorded at a sampling rate of 16 kHz by Triphase datalogger, a dedicated data

acquisition unit of TP90 kVA.

5.4.2 PHIL Setup without External Disturbance Injection

Figure 5.11 presents the waveforms of interfacing signals of the PHIL setup and

their single-sided amplitude spectrums. The output signal VH of TP90 kVA power

converter is distorted by the harmonics and high-frequency noise introduced by

the pulsating modulation of the converter. Owing to the implementation of a

low-pass filter with a cut-off frequency at 1500 Hz, the DRTS side voltage VS′ for

the controlled voltage source presents higher SNR and lower THD+N than that

of the hardware converter output voltage VH and is less noisy. The SNR and

THD+N of the digital current IS are approximately equal to that of the voltage

VS′ . However, the amplitude of most frequency components of the current-mode

power amplifier output current IH are greater than that of the reference signal IS

and correspondingly IH presents a lower SNR and higher THD+N than that of the

current IS. The inherent disturbances stemming from the aforementioned signal

conversions and high-frequency pulsating modulation at each stage deteriorate

the interfacing signals within the PHIL closed-loop setup.
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Figure 5.12: Waveforms and corresponding signal spectrums of interface signals with
fifth and seventh harmonics injection.
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5.4.3 PHIL Setup with External Disturbance Injection

Figure 5.12 presents the waveforms of interfacing signals of the PHIL setup and

their single-sided amplitude spectrums for the PHIL testing scenarios with exter-

nal disturbance injection. To demonstrate the impact of the disturbance δVH on

the interfacing signals, the fifth (0.015 p.u.) and seventh (0.04 p.u.) harmonics

are injected in the output voltage of TP90 kVA power converter. All interface

signals show lower SNR and higher THD+N than those of the scenario with-

out external harmonics injection. Due to the magnitude attenuation and phase

shift of the amplifier, significant discrepancy between the DRTS side current IS

and the current-mode power amplifier output current IH are existent throughout

the entire range of frequencies of interest as shown in Figure 5.12. Apart from

the frequencies of interest, the amplitude spectrum of TP15 kVA power converter

output current IH presents higher portion of harmonics than its command signal

as a result of the high-frequency modulation of power converter.

Sensitivity can be assessed through the signal spectrum of interface signals

and the phase response of dedicated interface signals over the frequency of in-

terest. As illustrated in the frequency spectrum in Figure 5.12, the magnitude

responses of the interface signals (i.e., VS′ , IS, IH ) with respect to an exter-

nally injected harmonic signal (δVH) over the frequency of interest are consistent

with the magnitude responses of sensitivity metrics (i.e., Si
2(s), Si

3(s), Si
4(s)) in

Figure 5.7. In terms of the phase response assessment of the sensitivity metrics,

taking the voltage signal VH and current signal IS as examples, the phase shifts

of the interface signal IS against the externally injected voltage signal VH with a

fix harmonic can be directly revealed from their phase response. Figure 5.13(a)

presents the phase response of IS and VH over the fundamental frequency. Based

on these phase responses, the phase difference between these two interface sig-

nals is calculated and illustrated in Figure 5.13(b) and Figure 5.13(c). This phase

difference slightly deviates from the constant value 176.72 deg (cyan line) that
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Figure 5.13: I-ITM setup: (a) phase angle of IS and VH with fundamental frequency
(50 Hz), (b) phase difference between IS and VH, (c) zoomed-in version of (b).

corresponds to the phase response of the sensitivity metric (Si
3(s)) at the funda-

mental frequency in Figure 5.7. Furthermore, the phase response of IS and VH

over the seventh harmonic is presented in Figure 5.14(a) along with their phase

difference as presented in Figure 5.14(b) and Figure 5.14(c). Once again, this

phase difference deviates from the phase response (155.25 deg) of the sensitivity

metric (Si
3(s)) at 350 Hz in Figure 5.7. The discrepancy between the experimental

phase shift and the phase shift of the analytical sensitivity metric may arise from

the additional time delay stemming from the current or voltage measurement

units, and the variable time delay in power amplifier.
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Figure 5.14: I-ITM setup: (a) phase angle of IS and VH with seventh harmonic (350 Hz),
(b) phase difference between IS and VH, (c) zoomed-in version of (b).

5.4.4 PHIL Setup Stability Experimental Assessment

Based on the I-ITM PHIL setup, grid side impedance variations are emulated

to verify the stability and sensitivity criteria that are defined in Chapter 5.2.4.

Impedance variation from Z12(s) to Z13(s) is implemented at t = 0.2 s, as given

in Table 5.1, and the interface signals within the PHIL setup are shown in Fig-

ure 5.15. After the impedance change, the interface signals are divergent and

present significant oscillations. The PHIL system is unstable. This is consistent

with the analytical stability analysis in Chapter 5.2.4. As given in Table 5.1, the
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Figure 5.15: Interface signals of the I-ITM PHIL setup with varying grid impedance
Z12(s) and Z13(s) as given in Table 5.1.

stability margin decreases as a result of the grid side impedance decrement. When

the grid side impedance witness a variation from Z12(s) to Z13(s), the inequalities

between gain margin, phase margin and vector margin defined in Eq. (5.9) and

Eq. (5.10) are no longer guaranteed and the system reaches an unstable state.
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5.5 Summary

This chapter presents a structured and novel scheme developed for the sensitivity

analysis of PHIL simulation systems.

Firstly, depending on the interfacing methodologies, analytical modelling of

PHIL systems with particular reference to potential disturbances causing sensi-

tivity issues was presented. Based on the detailed PHIL system modelling, PHIL

sensitivity transfer functions with respect to the voltage-type and current-type

interfaces were introduced. The proposed sensitivity analysis metrics were of

great importance for evaluating the robustness or enhanced stability properties

of PHIL setups with various interfacing topologies.

On the other hand, the inherent relationships between the proposed sensitivity

transfer functions and the stability criteria were explained along with theoretical

and experimental validations. Moreover, based on the generic sensitivity cri-

teria, accuracy assessment methods were employed in this proposed scheme to

quantify the PHIL accuracy according to the generic sensitivity criteria. Further-

more, the experimental results of a 90 kVA power converter based PHIL setup

were presented to characterise and demonstrate the applicability of the proposed

sensitivity analysis scheme.

The analytical assessment and experimental validation demonstrated that the

adoption of the proposed sensitivity analysis scheme enables the sensitivity be-

haviour and system properties, such as stability or accuracy, being determined

in a reproducible and accurate manner. The proposed scheme was introduced as

a guideline for the PHIL research community by providing high-value informa-

tion regarding the system disturbance assessment, accuracy quantification, and

system stability analysis. This fills the research gap whereby a structured anal-

ysis and evaluation has not been previously possible for assessing the impact of

external disturbances on PHIL simulation performance.
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Chapter 6

PHIL Interface for Black-Start

Testing of Grid Forming

Converters

6.1 Introduction

Power converters used for the grid-connection of key DERs, such as solar pho-

tovoltaic, wind turbines and battery systems, are typically operated in grid-

following mode. The converter in this case latches to a strong grid voltage using a

PLL and acts as a current source exchanging active and reactive power [84]. That

said, the increasing DERs penetration is necessitating a review of this classical

paradigm to exploit the power converters grid-support and restoration capabil-

ities. The use of grid-forming converters (GFC) is gaining increasingly-high re-

search and industrial traction due to the wide range of associated benefits [85–87].

One of the key benefits of operating converters in grid-forming mode stems from

the name, i.e., due to its ability to ‘form’ a grid by generating its own AC voltage

without the need of a PLL that synchronises it with the coupled grid. Conse-

quently, a GFC establishes a stable and controllable voltage at its output terminal
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without requiring external angular reference, which enables it to be a candidate

for providing black-start services. This makes GFC an attractive option to par-

ticipate in black-start applications [88–91].

Comprehensive and in-depth investigations of the dynamic limitations of can-

didate GFC control schemes designed for black-start service provision under a

broad spectrum of operating conditions are crucial prior to their final deploy-

ment and systemic application in the power industry. For this reason, the appli-

cation of PHIL simulation for GFC testing has attracted significant interest from

academic researchers and industrial engineers. PHIL incorporates a real-time

emulated network and hardware power converter into a closed-loop setup, which

enables repeated and non-destructive testing of the candidate power converter

and its associated control strategies. This can be adopted for the GFC testing to

address the computation limitations of pure software simulation and de-risk the

hardware experiments in a more realistic and cost-effective manner.

The voltage-type PHIL simulation setup has been extensively employed for

the real-time testing of grid-following converters. The grid-following convert-

ers regulate their voltage angle to be synchronised with that of the interfacing

voltage-type power amplifier (i.e., a grid simulator mimicking the real-time emu-

lated power grid in DRTS) by employing a dedicated synchronisation unit (e.g.,

a PLL) [20, 27, 29, 40, 41]. However, the voltage-type interface is not capable of

incorporating a GFC in the PHIL setup for black-start testing. GFC regulates

output voltage by using the angular frequency reference generated by its inter-

nal dedicated unit. The direct coupling of GFC and interfacing power amplifier

may lead to stability issues arising from their independent and inherent voltage

regulation and the lack of voltage angle synchronisation at their coupling point.

To address this issue, a physical linking impedance insertion and a digital-twin

emulated impedance-based interfacing method was proposed in [92]. The appli-

cability of this method is limited by the availability of physical impedance and
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the necessity of precise power measurement before enabling the closure of a phys-

ical contactor. Furthermore, the accuracy of this setup is highly dependent on

the consistency between the physically inserted linking impedance and the em-

ulated impedance on the simulation side and is remarkably prone to the linking

impedance mismatches.

To address these limitations of the conventional voltage-type interfacing method

and the interfacing method developed in [92], the current-type interfacing method

is proposed to incorporate a GFC into PHIL setup for black-start testing. The

scaling and compensation schemes that are proposed in Chapter 4 are optimised

and applied for a robust and high-fidelity PHIL simulation guaranteeing an ac-

curate replication of the dynamics of the emulated power network at the phys-

ical GFC interfacing point. To support its adoption, a comprehensive stability

analysis and assessment of this PHIL interface along with the proposed PHIL

compensation techniques are presented.

The rest of this chapter is structured in the subsequent manner: Section 6.2

presents an overview of GFC control techniques to support black-start service

provision. The proposed current-type PHIL setup is presented in Section 6.3,

detailing the applicability of ITM interface for black-start testing of GFC, system

modelling, scaling, delay compensation, and stability analysis. In Section 6.4,

analytical assessment and simulation results are presented to verify the proposed

interfacing method. In Section 6.5, experimental results involving interfacing a

90 kVA power converter implemented with grid-forming control are presented to

demonstrate the applicability of the interfacing method. Section 6.6 summarise

this chapter1.

1 This chapter is an extension of conference publications [23, 32], journal publication [24],
and technical reports [93,94].
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6.2 GFC Control and Black-Start Techniques

Black-start application, an ancillary service that can be offered by VSC for the

High-Voltage Direct Current (HVDC) network [95], has been under research spot-

light in the category of Medimum Voltage (MV) distribution network. A typical

testing of this ancillary service in MV network on an industrial scale is the Dis-

tributed ReStart project in the United Kingdom (UK), where a live trail of GFC

for black-start application on a Mega-Watt (MW) scale has been carried out in

Scottish power network [96,97].

For VSC aided black-start application, an anchor black-start source is required

to energise network segments, connect to loads, and in some cases synchronise to

neighbouring networks for seamless transition to grid-connected mode. Network

restoration typically involves power transformers energisation, a process that can

lead to very high inrush currents, up to 7-10 times of the transformer rating

current [98]. On the other hand, power converters are also known for their limited

over-current capabilities. Using GFCs for large transformers energisation should

thus be combined with inrush current mitigation techniques as reported in [99].

Given the GFCs voltage control flexibility, soft transformer energisation tech-

nique can be integrated into the voltage control loop. This can be achieved

through the adjustment of voltage reference to a ramp between 0 and 1 pu within

a suitable duration that results in inrush current mitigation [90, 99]. A sample

scenario incorporating voltage ramp for black-start using a voltage source con-

verter is shown in Figure 6.1. The various GFC control paradigms involving the

droop control, power synchronising control, Virtual Synchronous Machine (VSM),

and matching control are comprehensive evaluated in [88] regarding their soft

black-start capabilities. Among these control methods, VSM control presents

more flexibility as a result of its tunable virtual inertia. The corresponding GFC

control diagram based on the VSM control method is illustrated in Figure 6.2.
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Figure 6.1: Simplified network used for preliminary grid-forming control validation and
black-start steps.

This control technique emulates the swing equation of a synchronous machine as

in [100],

J
dω

dt
=

1

ωref
(Pref − P ) +Dp(ωref − ω), (6.1)

where J is the virtual inertia, Dp is the damping factor, ωref and ω are reference

and measured angular frequencies, with similar analogy for the active power P .

The VSM voltage loop is inspired by the Synchronous Generator (SG) analogy

[100,101] and yields to,

|V | = ω

Kvs
(Dq∆|V |+ ∆Q), (6.2)

where 1/Kv is the integrator gain, Dq is the voltage damping factor, ∆|V | and

∆Q are the voltage magnitude and reactive power errors, respectively.

Finally, when soft energisation is used, the voltage reference is defined as,

|Vref | =


t

Tramp
|Vnom|, t < Tramp,

|Vnom|, t ≥ Tramp,

(6.3)

where Tramp is the ramping duration, t is the elapsed time since ramping initial-

isation, and Vnom is the desired steady-state voltage amplitude.
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Figure 6.2: Virtual synchronous machine (VSM) control diagram.

The ramping voltage reference of GFC defined in Eq. (6.3) mitigates the trans-

former inrush current and limits it under the strict GFC current constraint, and

thereby enabling a smoothing transformer energising process.

Loads connected at PCC can be energised with the same voltage ramp, or

after a 1 pu voltage is established at the PCC. The former technique is applied

in this chapter while taking into account the sensitivity of some load types to a

ramped voltage startup as reported in [89]. Overall, robust system response to

disturbances and transients is crucial for a successful black-start process. During

the network energisation sequence, the GFC output voltage is controlled by fol-

lowing the amplitude reference as defined in Eq. (6.3) and the angular frequency

setpoint generated by the grid-forming control loop as presented in Figure 6.2.

Consequently, GFC establishes a stable and controllable voltage at its output

terminal without requiring external angular reference. This attribute poses sig-

nificant challenges to the V-ITM interface, which incorporates the physical power

converter by regulating its voltage angle to be synchronised with that of an in-

terfacing PA mimicking the real-time emulated power grid. The lack of voltage

synchronisation at the coupling point of GFC and PA leads to instability, which

will be further explained in the following sections.
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6.3 PHIL Interface for Black-Start Testing of

GFC

This section initially presents a comparative analysis of the applicability of V-ITM

and I-ITM interfaces for incorporating a GFC with black-start capability into a

PHIL closed-loop setup. This is followed by a comprehensive modelling of the

PHIL setup with I-ITM interface in conjunction with an explanation of the scaling

ratio, stability analysis, and time delay compensation method.

6.3.1 Applicability of ITM Interface for Black-Start

Testing of GFC

The simplified power network with GFC in Figure 6.1 can be represented as a

monolithic system (i.e., SoI) in the form of a lumped voltage divider topology

as in Figure 6.3(a). As illustrated in Figure 6.3(b), the monolithic SoI is divided

into two cascaded subsystems S1 and S2. System S1 represents the emulated

power network in DRTS and comprises a Thévenin equivalent voltage source VS

cascaded with an equivalent impedance ZS. System S2 represents the grid-forming

converter that is modelled as a voltage source in series with an output impedance

ZH. As discussed in Chapter 2 and Chapter 5, a dedicated ITM based power

interface bridges subsystems S1 and S2. Distinguished by the power amplification

mode and the types of the controllable power source in DRTS side, ITM interface

can be classified into voltage-type (V-ITM) and current-type (I-ITM).

As shown in Figure 6.4, a V-ITM interface is configured as a voltage-mode

power amplifier that is coupled with hardware and a controllable current source

on the software side. This setup has been extensively employed for grid-following

converter testing, where the converter under test regulates its current to be syn-

chronised with the power amplifier output voltage [20,29]. However, owing to the
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Figure 6.3: Principle topology of (a) SoI with equivalent emulated DRTS network and
GFC modelling and (b) the corresponding PHIL simulation system.

inherent voltage amplitude and angular frequency regulation of GFC, this setup

is not suitable for interfacing GFC into a PHIL setup for black-start testing. The

direct coupling of GFC and voltage-mode power amplifier leads to instability

stemming from the lack of voltage synchronisation at their coupling point.

On the contrary, an I-ITM interface is configured as a current-mode power

amplifier sinking or sourcing current to the coupled hardware and a control-

lable voltage source on the software side. Figure 6.5 illustrates the equivalent

circuit diagram of the PHIL setup comprising a real-time emulated power net-

work, current-mode power amplifier, and power converter implemented with grid-

forming control. The inductive filter of the current-mode power converter tackles

the voltage synchronisation issue of the V-ITM interface and the dynamics in

the simulated power network can be replicated to the GFC under test through

the current-mode power amplifier. Despite the feasibility of this interface to in-

corporate GFC in a PHIL setup, its practical implementation is constrained by

the limited capability of the power amplifier in terms of its power rating, and by

the stability and accuracy issues arising from the loop time delay. From an ap-

plication point of view, comprehensive system modelling, optimised design (e.g.,

proper scaling), stability assessment, and time delay compensation are crucial for

accurate replication of the behaviours of physical GFC in the emulated grid.
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6.3.2 Interface Design and Modelling
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Figure 6.6: Equivalent model of the PHIL system with I-ITM interface and GFC.

The equivalent model of the PHIL setup in Figure 6.5 is presented in Fig-

ure 6.6, of which the equivalent block diagram is presented in Figure 6.7. As

shown in Figure 6.7, the interface components, equivalent impedance, and inter-

face signals are represented in the equivalent block diagram as a SISO closed-loop

system. The scaling ratio design and the interfacing component modelling are

presented as follows:

(1) Voltage and Current Scaling Ratio

The power capacity and voltage level of the network to be energised in the black-

start sequence is higher than that of the candidate GFC power converter in the

laboratory, and the current in energised network is much higher than the cur-

rent constraint of the current-mode power amplifier. Voltage scaling ratio rv is

introduced to scale up the output voltage (VH) of the physical GFC to a higher

voltage (VS′ ) in the emulated power network that is hosted in DRTS. Current

ratio ri is utilised to scale the digital current (IS) in the power network down to

a lower command for regulating the output current (IH) of the power amplifier.

The voltage scaling ratio and current scaling ratio are given by,
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Figure 6.7: Equivalent block diagram of the I-ITM based PHIL system in Figure 6.6.

rv =
VS′nom

VHnom

, ri =
IHnom

ISnom

,
SS

SH

=
rv
ri
, (6.4)

where VHnom and VS′nom are the nominal voltage of the physical GFC and emulated

GFC on DRTS side, respectively. IHnom and ISnom are the nominal current of the

power amplifier and the rated current of the emulated power network on DRTS

side, respectively. SH and SS are the power rating of the physical GFC and

emulated GFC on DRTS side, respectively.

(2) Current-Mode Power Amplifier

The cell 2 of Figure 6.5 represents the circuit diagram of the switched-mode power

converter with LCL output filter. Figure 6.8 presents the grid side current feed-

back control diagram of this three-phase current-mode VSC. The system open-

loop transfer function is give by,

TOCA(s) =
ie
ia

=
(kps+ ki)KPWMe

−sTd−PA

L11L12C1s4 + (L11 + L12)s2
, (6.5)

where kp and ki are the proportional gain and integral gain of the current con-

troller, respectively. KPWM is the gain (i.e., half of the DC-link voltage) of PWM

converter and Td−PA is the PWM control delay that is a sum of one time step Ts

135



Chapter 6. PHIL Interface for Black-Start Testing of Grid Forming Converters

1
C1 s

1
sL12

KPWMe-sTd-PA+
skp +
ki 1

sL11

++ ++iref
+ ia

vc

va

iinvvinv

Tff(s)
Voltage Feedforward

Current 
Controller

PWM
Inverter

LCL filter

ie

Figure 6.8: Block diagram of the current feedback control of the current-mode power
amplifier.

for computation and half time step for PWM generation.

Applying the Taylor series expansion, the PWM control delay is approximated

as,

e−sTd−PA = e−s1.5Ts ≈ 1

1 + 1.5Tss
. (6.6)

Grid-side voltage feed-forward is implemented to mitigate the impact of GFC

output voltage on the grid-side current regulation. The voltage feed-forward term

Tff (s) is given by,

Tff (s) =
1

KPWMe−sTd−PA
(L11C1s

2 + 1). (6.7)

Substituting Eq. (6.6) into Eq. (6.5) and taking the voltage feedforward term

into account, the closed-loop transfer function of the current-mode power ampli-

fier is obtained as,

G2(s) =
(kps+ ki)KPWM

1.5TsL11L12C1s5 + 1.5Ts(L11 + L12)s3 + (kps+ ki)KPWM

. (6.8)

Note that, the rest of interfacing components in Figure 6.7 are modelled in

analogy to the generic modelling as presented in Eq. (2.2) in Chapter 2.2.
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6.3.3 PHIL System Stability Assessment

Based on the interface modelling, the open-loop transfer function of the SISO

closed-loop PHIL system in Figure 6.7 is defined as,

TO(s) = rvriG1(s)G2(s)G3(s)G4(s)
ZH(s)

ZS(s)
. (6.9)

The closed-loop stability is determined by the time delay, the non-ideal power

amplifier and signal processing unit in the power interface, and the variable

impedance at different black-start stages on the simulation side. Nyquist sta-

bility criteria can be applied to determine the closed-loop system stability by

assessing the eigenvalues of the system characteristic equation (1 + TO(s) = 0).

Correspondingly, the system stability margins (e.g., GM and PM) defined in

Eq. (2.9) can be adopted to quantitatively assess this PHIL closed-loop stability.

6.3.4 Time Delay Compensation for Accuracy Improve-

ment

As demonstrated in Chapter 2.4, the time delay stemming from the signal con-

version units (e.g., GTAO and GTAI cards) and the digital control of the power

amplifier inevitably introduces phase offsets between the power signals transmit-

ted within the closed-loop setup and deteriorates the power transfer transparency

between the software and hardware side. Since the VSM control is dependent on

accurate voltage signal synchronisation and power measurement that are sus-

ceptible to the phase mismatch between the hardware GFC and the equivalent

virtual GFC on DRTS side, time delay compensation is crucial for a high-fidelity

replication of the emulated grid behaviours to hardware GFC.

The SDFT based time delay compensation scheme as presented in Chap-

ter 4.3.2 is employed to compensate for the time delay in the PHIL setup by
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Figure 6.9: Block diagram of phase-lag compensation.

adding an additional phase shift to the command signal of the current-mode

power amplifier and the measured hardware voltage signal at the fundamental

frequency. On the other hand, the time delay compensation of the current-mode

power amplifier can be achieved by adding an additional phase shift (δcomp) to

the hardware GFC output voltage phase angle (δGFC) that is extracted by a PLL

from GFC output voltage. This is given by,

δ
′

GFC = δGFC + δcomp. (6.10)

The phase shifted GFC voltage angle (δ
′
GFC) is further utilised to convert the

current control loop output component (in dq frame) to the modulating signal

of the current-mode power converter, thereby compensating for the time delay

arising from the current-mode power amplifier and aligning the output current of

current-mode power amplifier with its current reference received from DRTS.

By doing so, accurate voltage or current signal synchronisation and trans-

parent power transfer between the real-time emulated power network and the

hardware GFC can be achieved.
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6.4 Analytical Assessment and Simulation

This section presents a comparison between the voltage-type and current-type

PHIL interfaces regarding their feasibility and capability of incorporating GFC

into a PHIL setup. Finally, analytical assessment of the current-type PHIL sta-

bility is presented.

Table 6.1: PHIL setup parameters in Figure 6.5.

Description Symbol Value

PHIL setup

Voltage scaling ratio rv 27.5

Current scaling ratio ri 0.0133

Cut-off frequency of G4(s) in Eq. (6.9) fc4 500 Hz

Transformer power rating (3 phase) STx 53MVA

Transformer turns ratio (kVLLP
/kVLLS

) TR 11/33

Equivalent load in emulated power network Zload 54 Ω

Real-time digital simulator time step τs 50 µs

Current-type power amplifier (TP15 kVA)

DC voltage VDC1 650 V

Switching frequency fsw1 6.4 kHz

Sampling frequency fs1 6.4 kHz

Inverter side filter inductance L11 2.3 mH

Grid side filter inductance L12 0.93 mH

Filter capacitance C1 8.8 µF

PI controller proportional gain kp 11

PI controller integral gain ki 12.5

Hardware converter under test (TP90 kVA)

DC voltage VDC2 700 V

Switching frequency fsw2 16 kHz

Sampling frequency fs2 16 kHz

Inverter side filter inductance L2 0.5 mH

Filter capacitance C2 47 µF

Emulated virtual resistance [102] Re 6.8417 Ω

Emulated virtual inductance [102] Le 0.05 mH
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6.4.1 Voltage-Type PHIL for Interfacing GFC

For the black-start application, a grid-forming converter has its internal control

loop to regulate voltage and frequency to energise the power network. Since the

direct coupling of GFC and voltage-mode power amplifier leads to instability

and potential damage to the physical apparatus, Matlab/Simulink simulation is

employed to assess this setup. The emulated voltage-mode power amplifier and

hardware GFC are based on the parameters of TP90 kVA in Table 6.1, which

includes the parameters of the remainder PHIL setup in Figure 6.5.
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Figure 6.10: (a) GFC voltage of monolithic SoI, (b) GFC voltage of voltage-type PHIL,
and (c) voltage angle of voltage-type PHIL.
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In the monolithic SoI, a GFC is directly coupled with the power network

without an interfacing power amplifier. Figure 6.10(a) presents the GFC output

voltage. A voltage reference with a ramp-up between 0-0.3s and a step-down at

t=0.6s is emulated and the GFC output voltage presents good tracking perfor-

mance.

In terms of the voltage-type PHIL setup as presented in Figure 6.4, GFC reg-

ulates its output voltage by following its inherent angle while the power amplifier

regulates its output voltage by following the reference signal from DRTS. These

attributes lead to angle mismatch at the coupling point between GFC and power

amplifier. As shown in Figure 6.10(b), the GFC output voltage (i.e., the voltage

at the coupling point between GFC and power amplifier) presents significant os-

cillations. It is evident in Figure 6.10(c) that the voltage angle of GFC presents

significant discrepancies from that of the power amplifier.

6.4.2 Stability Assessment of Current-Type PHIL Inter-

face

According to the virtual circuit control theory as presented in [102], the output

impedance of TP90 kVA is given by,

ZH(s) =
s5.5e−4 + 6.842

s25.5e−4 + s3.216e−4 + 1
. (6.11)

The system open-loop transfer function in Eq. (6.9) can be calculated by utilis-

ing the system parameters tabulated in Table 6.1 and its corresponding frequency

response is shown in Figure 6.11. The open-loop transfer function of the current-

type PHIL setup with parameters in Table 6.1 has positive GM and PM and the

closed-loop setup is stable. The impact of the scaling ratios that are employed

to facilitate the hardware GFC power rating and to limit the power amplifier

current reference on the PHIL closed-loop stability is assessed. A higher power
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Figure 6.11: Bode diagram of the open-loop transfer function of current-type PHIL
setup.

rating of the emulated GFC on the real-time simulation side can be achieved by

implementing a high voltage scaling ratio. However, as illustrated in Figure 6.11,

such a PHIL system can be unstable as the increment of the voltage scaling ratio

degrades the system gain margin. The cyan curve represents the PHIL system

with the highest voltage scaling ratio and power rating among the given sys-

tems, this PHIL system is unstable and presents negative GM and PM. The

gain margin of the PHIL system is a factor by which the scaling ratio can be

raised before breaching the system stability. A stability assessment of the PHIL

system with pre-designed scaling ratios is crucial prior to the final-stage system

implementation.
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6.5 Experimental Validation

This section is dedicated to the experimental validation of the current-type PHIL

interface regarding its capability to incorporate GFCs with black-start capabilities

into a PHIL setup.

Figure 6.12 illustrates the experimental setup, the cells of which are corre-

sponding to those presented in Figure 6.13. The simplified power network model

is emulated in RTDS and Triphase 90 kVA (TP90 kVA) power converter operates

in grid-forming mode. These are coupled by a Triphase 15 kVA (TP15 kVA) power

converter acting as a current-type power amplifier that sinks or sources current

to the TP90 kVA converter, thus enabling the PHIL closed-loop configuration

and mimicking the relative power behaviors in the emulated power network. The

parameters of the emulated power network, power amplifier, and power converter

are given in Table 6.1. The scaling ratio rv and ri as tabulated in Table 6.1 are

employed to represent the power converter that is emulated in RTDS with higher

power rating and voltage levels than that of the actual GFC (TP90 kVA) and to

scale down the RTDS reference current signal within the current constraint of

TP15 kVA power converter, respectively. By doing so, the power rating of the

emulated GFC on RTDS side is 2062 (rv/ri) times that of TP90 kVA.

To validate the effectiveness of the current-type PHIL interface in realising

a stable and accurate testing of the hardware GFC integration throughout the

black-start process, voltage-mode VSM control with a 5-second ramping time of

the hardware GFC is utilised to realise a soft energisation of the power trans-

former together with the load connected at the PCC point in the emulated power

network. The voltage and current at the interfacing point in RTDS, the output

voltage of TP90 kVA, and the command and output current of TP15 kVA are

recorded by RTDS and Triphase datalogger, respectively, and are replotted by

Matlab.
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setup.
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Figure 6.15: Experimental results of the voltage and current at the interfacing point
within the real-time emulated power network.

The voltage at the hardware GFC power converter output terminal is pre-

sented in Figure 6.14(a) with a zoomed section around the end of ramping time.

This illustrates a successful hardware GFC output voltage tracking from 0 to

the rated value without any measurable delay during the voltage ramp period.

Correspondingly, the voltage at the interfacing point of the real-time emulated

power network in RTDS is illustrated in Figure 6.15. The scaled-up voltage at

the interfacing point presents the same trend as the hardware GFC during the

soft energisation within the voltage ramp period. Through the implementation of

the time delay compensation and power signal scaling, the hardware GFC voltage

behaviour is replicated in the emulated power network.

The current at the interfacing point of the real-time emulated power net-

work that is hosted in RTDS, as shown in Figure 6.15, is transmitted to the

current-mode power amplifier as its command signal through proper scaling. Fig-

ure 6.14(b) and Figure 6.14(c) present the command signal received from RTDS

and the output current of TP15 kVA power converter, respectively. The scaled-

down (ri = 0.0133) three-phase current is accurately transmitted to TP15 kVA

and is well-tracked by the output current of TP15 kVA. As shown in the zoomed

version of the command and output current around the end of the ramping time,
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the actual output current is more harmonic-rich than the command signal. De-

spite the minor distortion of the output current, the phase of the power amplifier

output current is aligned with that of the command signal. This is achieved

by implementing the delay compensation method as presented in Section 6.3.4,

through which the current behaviour in the emulated power network can be repli-

cated by the power amplifier and be applied to the hardware GFC.

Through proper scaling and delay compensation, a stable and accurate sim-

ulation can be achieved by applying the current-type interface to incorporate a

hardware GFC into a PHIL closed-loop. This can effectively tackle the stability

issue of the voltage-type interface as presented in Section 6.4.1.

6.6 Summary

This chapter presents a novel interfacing method along with its associated opti-

misation and compensation schemes that enable the incorporation of GFC with

black-start capability into a PHIL closed-loop setup.

Firstly, a comprehensive assessment and evaluation of the voltage-type PHIL

interface regarding its suitability and applicability for incorporating GFC with

black-start capability into PHIL closed-loop simulation were presented. The the-

oretical analysis and simulation results revealed the stability issue arising from

the lack of voltage synchronisation at the coupling point between GFC and power

amplifier in a voltage-type interface. Moreover, the limitation of partial circuit

duplication method based interface in incorporating GFC with black-start capa-

bility into PHIL setup has been highlighted. These analyses have revealed the

necessity for a robust PHIL interface with high-fidelity to effectively test GFC

with black-start capability.

Secondly, to address the limitations and stability issues of the voltage-type

PHIL interface, a current-type interfacing method was proposed to interface a

147



Chapter 6. PHIL Interface for Black-Start Testing of Grid Forming Converters

GFC with soft black-start capability into a PHIL setup. The in-depth modelling

of the current-type PHIL interface has been presented along with stability anal-

ysis. In addition, interface optimisation including proper scaling and time delay

compensation have been proposed to facilitate the testing capability and to im-

prove the simulation accuracy. Furthermore, the proposed scaling method has

been validated by the stability criteria defined in Chapter 2.

Finally, the experimental results involving the employment of a 90 kVA hard-

ware GFC to energise a power network with a ramping voltage reference for the

VSM control loop were illustrated. These outcomes demonstrated its effective-

ness in tackling the stability issue arising from the lack of voltage synchronisation

at the coupling point of GFC and interfacing power amplifier, and indicate the

suitability and applicability of a current-type interface in incorporating hardware

GFC into a PHIL setup.

Overall, this chapter presents a novel current-type interface that paves a new

pathway for testing GFC with black-start capabilities in a PHIL setup. Further-

more, the proposed optimisation and scaling schemes support the adoption of

this technique for further experimental validation of GFC over extended testing

scenarios. This is of great significance in facilitating the integration of renewable

energy sources into modern power networks.

148



Chapter 7

Conclusions and Future Work

PHIL techniques pave a new pathway in facilitating the real-time testing and

rapid prototyping of novel power apparatus and in investigating the interactions

between the candidate apparatus and their associated control schemes with the

large-scale complex power grid, while offering a variety of attractive attributes

involving the flexibility, redundancy, high-configurability, repeatability, and cost

effectiveness of non-destructive real-time closed-loop testing. This is of great

significance in promoting the research and development of novel power apparatus

and accelerating the transition of modern power grid. However, in analogy to

other emerging technologies, PHIL technique is accompanied by challenges and

limitations in realising a robust and high-fidelity real-time simulation, with the

mitigation of detrimental behaviours arising from the interfacing components and

system impedance variations being the most prominent.

This thesis focused on the development of compensation methodologies for

mitigating the detrimental impact of non-ideal power interface characteristics

(e.g., time delay, limited bandwidth, signal distortion) and system impedance

variation, thereby enhancing the stability and accuracy of PHIL simulation.

These proposed methodologies include:
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• A real-time impedance aided Smith predictor compensator with adaptivity

to system impedance variation for enhanced PHIL stability.

• An optimal filter tuning based method for maximising the bandwidth and

preserving unity-gain characteristics of the power interface over a wider

frequency range.

• Sliding DFT based time delay compensation on a harmonic-by-harmonic

basis for more accurate power synchronisation and power transfer within

the PHIL setup.

• A scheme for sensitivity analysis of the PHIL setup for quantitatively analysing

the impact of external disturbance on PHIL interfacing signals and their as-

sociated stability and accuracy assessment.

• A current-type interface with proposed scaling ratio and time delay com-

pensation for incorporating GFCs with black-start capabilities into a PHIL

setup with enhanced stability and accuracy.

The following sections conclude this thesis by summarising the general re-

search findings, outlining the scope of research outputs, and highlighting the

principle novel contributions. These are followed by identifying several potential

directions that are worth being undertaken as future work.

7.1 Conclusions

From the research point of view, the contributions stemming from the research

work undertaken throughout this thesis can be attributed to the following distinct

key knowledge streams, which are subsequently presented in detail in the following

subsections.
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7.1.1 Methodology to Extend the Operating Boundaries

of PHIL with Enhanced Stability

A comprehensive review and in-depth analysis of the PHIL stabilisation schemes

have been performed in Chapter 2 from the perspective of the effectiveness in

enhancing PHIL stability, the impact on simulation accuracy along with the ease

of implementation of these schemes. This review and analysis in conjunction

with the assessment of the impact of time delay and variable system impedance

ratio on PHIL stability have provided valuable insights for the PHIL community.

This includes identifying the key determinants for PHIL stability and develop-

ing a novel compensation methodology for achieving a stable and robust PHIL

simulation by compensating for these identified determinants.

The mechanism by which the time delay and inherent variable PHIL system

impedance ratio deteriorates the PHIL closed-loop stability has been identified

in Chapter 2. This revealed that the PHIL stability can only be maintained

within a stringent impedance ratio range, thereby the PHIL operating bound-

aries are constrained in one experimental scenario run. Most of the reviewed

PHIL stabilisation schemes in the literature were designed without taking the

inherent impedance variation characteristic and the stringent impedance ratio

boundary into account. However, the real-world PHIL may witness significant

impedance variation when single or multiple power apparatus are connected and

disconnected. To fill this research gap between the enhanced PHIL stability and

the inherent variable impedance characteristic of the PHIL system, the Smith

predictor criterion inspired and system impedance identification aided adaptive

compensator was proposed to enhance the PHIL stability and to enable a robust

PHIL operation over extended operating boundaries.

Through the studies and assessment of the proposed adaptive Smith predictor

compensator in Chapter 3, the following conclusions have been drawn:
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• The theoretical analysis revealed that the proposed compensator mitigates

the deteriorating impact of the time delay on PHIL closed-loop stability by

virtually shifting it to the open-loop. Consequently, this enables a delay-free

closed-loop system with an improved stability margin.

• The improved stability margin extends the impedance ratio that can be

raised before breaching the system stability, thereby introducing a buffer in

the variability of impedances, extending the operating boundaries of PHIL

experiment, and enabling a stable PHIL experiment over a wider range

of scenarios. This has been validated by both simulation and experiment,

which demonstrated that the compensator aided example PHIL setup main-

tains stability with an extended impedance ratio from IR0 to 1.3 IR0.

• The stability boundary and its associated critical impedance ratio for the

passive SP compensator have been defined and demonstrated by analytical

assessment. This provides the compensator designer with an efficient tool

to quantitatively assess the extent to which the modelling error between the

estimated model in the compensator and the actual model can be tolerated

before the modelling error breaches the stability criterion. This has been

validated by analytical assessment and simulation, which demonstrated that

the passive compensator-based example PHIL setup can only maintain sta-

bility up to a critical impedance ratio IRC as 2.88 IR0, beyond which the

interfacing signals are divergent and the system reaches an unstable state.

• Having identified the limitation of passive SP compensator, a computa-

tionally efficient SDFT based on-line impedance identification method was

proposed to enhance the robustness of SP compensator. The effectiveness

of this online impedance measurement technique has been validated by sim-

ulation and experimental results, of which strong agreement between the

estimated impedance transfer function and the reference impedance transfer
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function has been achieved.

• This impedance identification technique allows the estimated model of the

Smith predictor to be adapted in real-time and equips the compensator

with adaptivity to impedance variation, thereby ensuring seamless opera-

tion catering to impedance variation during the experimental run. This fur-

ther extends the operating boundaries of a PHIL setup with enhanced sta-

bility and allows for undertaking PHIL experimental validation over wider

testing scenarios.

• A comparative assessment of the passive compensator and impedance-aided

adaptive compensator have been performed by employing a real-world PHIL

experiment involving passive load bank and a 90 kVA back-to-back power

converter. The experimental results have demonstrated the effectiveness

of online impedance identification units and the merits of the proposed

adaptive compensator over the passive compensator in extending the PHIL

operating boundaries with guaranteed stability.

To sum up, the analytical assessment, simulation and experimental results

have demonstrated that the proposed adaptive SP compensator enables a sta-

ble PHIL system over a wider range of impedance ratios, allowing for a broader

range of scenarios being investigated at one experimental run than that of a

PHIL system without the proposed compensator. Although the applicability of

the proposed adaptive SP compensator in this thesis has only been shown with

passive loads for the purpose of proof of concept demonstration, this methodology

possesses the potential for being extended to a stable PHIL setup incorporating

multiple parallel power converters or physical power networks that present inher-

ent impedance variation on a common basis. This will push beyond the existing

limits of PHIL simulation towards a more stable operation that enables a more

robust PHIL experimental validation over extended operating boundaries.
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7.1.2 Optimisation and Compensation for a High-Fidelity

PHIL Interface

An analytical assessment of the impact of non-ideal interface characteristics in-

volving the time delay, signal distortion, and limited bandwidth on the power

signal synchronisation and power transfer transparency within the PHIL setup

has been performed in Chapter 2. Acknowledging the importance of power signal

synchronisation and transparent power transfer for the accurate replication of

the HuT dynamics on the emulated power network hosted in DRTS, this thesis

developed optimisation and compensation approaches for realising a high-fidelity

PHIL interface. The proposed optimisation and compensation approaches enable

an extended bandwidth of the compensated power interface and preserve unity

gain over a wider frequency range than that of the uncompensated interface,

while also compensating for the phase lag arising from the inherent time delay

on a harmonic-by-harmonics basis. These proposed approaches and their associ-

ated optimised characteristics enable enhanced accuracy in a PHIL setup. The

following sections will conclude each proposed approach in detail.

(1) Open-Loop Controlled VSC Amplifier and Optimal Filter Tuning

An optimal filter tuning based method was proposed to compensate for the output

filter of the open-loop controlled VSC-based interfacing power amplifier, which

presents less time delay associated with sampling and computation than the

closed-loop controlled VSC. Through the optimal tuning of the optimum damping

ratio ζop to be
√

2
2

of the proposed compensator, the compensated filter is equiva-

lent to a second-order Butterworth filter with maximally flat magnitude response

over an extended frequency range and presents the following characteristics:

• Unity gain over a wider frequency range: The analytical assessment

presented in Chapter 3 has demonstrated that the compensated PA output

154



Chapter 7. Conclusions and Future Work

filter preserves unity gain over a wider frequency range (0 Hz-830 Hz) than

that of the uncompensated output filter (98.7 Hz-100.2 Hz). This ensures

the magnitude of the power amplifier output voltage remains consistent

with that of its reference voltage over an extended frequency range, thereby

ensuring an accurate power signal replication, mitigating the impact of non-

unity power amplifier magnitude on the power transfer transparency.

• Improved bandwidth: By implementing the proposed compensator with

the ratio between the resonant frequency of the proposed compensator

and that of the power amplifier output filter tuned to be 3, the band-

width (5300 Hz) of the equivalent compensated power amplifier output fil-

ter presents a remarkable increase by around 2.6 times of the bandwidth

(2000 Hz) of the uncompensated output filter. The improved bandwidth en-

hanced the PHIL capability for more accurate replication of high-frequency

reference signal that includes certain harmonics in the PHIL simulation

with different testing objectives.

(2) SDFT Based Time Delay Compensation

Having enabled the unity gain of power interface, SDFT based time delay com-

pensation method is further proposed to compensate for the phase lag by manip-

ulating the reference signal and adding an additional phase shift. The analysis

of SDFT frequency response revealed that it can selectively update the reference

signal at frequencies of interest without magnitude distortion, thereby enabling

time delay compensation on a harmonic-by-harmonic basis.

The effectiveness of the proposed optimal filter tuning in conjunction with

the delay compensation has been validated by the proposed accuracy metrics

in a quantitative manner. The proposed compensation aided power interface

presents less power signal tracking error and reduced power signal to reference

power signal error than the uncompensated power interface. On the other hand,
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the simulation results demonstrated that the proposed compensation approaches

based interface presents consistent power measurement on DRTS and HuT side.

These provide high-level confidence that the proposed compensation method is

efficient for improving the signal synchronisation accuracy and enhancing the

power transfer transparency, which are critical for designing a high-fidelity PHIL

interface.

7.1.3 A Novel Scheme for Sensitivity Analysis of PHIL

Setups

A sensitivity analysis scheme has been developed to fill the research gap whereby

a structured analysis and evaluation has not been previously possible for assessing

the impact of external disturbances on PHIL performance. Through the analyt-

ical assessment and experimental validation of the proposed sensitivity analysis

scheme in Chapter 5, the following conclusions have been drawn:

• A sensitivity metrics based scheme has been proposed for the purpose of

PHIL sensitivity analysis and assessment of PHIL robustness and perfor-

mance with respect to the potential disturbances stemming from the power

interface. The proposed sensitivity metrics have been validated by their fre-

quency domain analytical assessment and an I-ITM based PHIL experimen-

tal validation, for which strong agreement between the sensitivity metrics

frequency response and PHIL experimental results regarding the interfacing

phase shift and magnitude response has been achieved. These demonstrate

the applicability of the proposed sensitivity analysis scheme.

• The inherent relationships between the proposed sensitivity analysis scheme

and the stability criterion have been theoretically defined by a set of crite-

ria. The system stability performance of a PHIL experimental validation
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involving grid side impedance change was aligned with the analytical assess-

ment of the defined criterion. This is important for evaluating the enhanced

PHIL stability properties prior to its deployment.

• Accuracy assessment methods involving SNR and THD+N were employed

to quantify the generic sensitivity criteria. These accuracy criteria have

been applied to the PHIL experimental validation for accuracy evaluation

in a reproducible manner. From an application point of view, the proposed

scheme is crucial for facilitating the quantitative analysis and assessment of

the impact of external disturbances on PHIL performance.

Overall, the analytical assessment along with the power converter based PHIL

experimental validation demonstrate the applicability of the proposed sensitiv-

ity analysis scheme for PHIL setups. The proposed scheme is introduced as a

guideline for the PHIL research community by providing high-value information

regarding the system disturbance assessment, accuracy quantification, and sys-

tem stability analysis. So the design and implementation of a high-fidelity and

robust PHIL setup are consequently supported.

7.1.4 Approach for Incorporating GFC with Black-Start

Capability into PHIL Setups

For the purpose of addressing the limitation of the extensively utilised voltage-

type PHIL interface, a current-type interfacing method was proposed to interface

a GFC with soft black-start capability into a PHIL setup. Based on the research

findings as presented in Chapter 6, the following conclusions have been drawn:

• The suitability and applicability of the voltage-type PHIL interface for in-

corporating a GFC with black-start capability has been theoretically anal-

ysed along with a simulation-based verification, which demonstrates the sta-

bility issue arising from the lack of voltage synchronisation at the coupling
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point between GFC and power amplifier. On the other hand, the limitation

of partial circuit duplication method based interface has been highlighted.

These offer meaningful insights for the PHIL users on selecting a proper

interface for GFC testing, in particular for black-start applications.

• To address the identified limitation of the voltage-type interface, a current-

type interface was proposed to incorporate a GFC with black-start capa-

bility into a PHIL setup. Detailed system modelling was presented along

with scaling and compensation schemes, which were proposed for enabling

a robust and high-fidelity PHIL simulation, facilitating the testing capabil-

ity, and guaranteeing an accurate replication of the dynamics of emulated

power network at the physical GFC interfacing point.

• Stability analysis has been presented by utilising the stability criteria de-

fined in Chapter 2 to support the selection of the proposed scaling ratio.

This is of great importance to support the adoption of the proposed inter-

face prior to its deployment.

• A PHIL experiment involving the employment of a hardware GFC to en-

ergise a DRTS-hosted power network with a ramping voltage reference for

the VSM control loop has been presented. The experimental results demon-

strated that a robust and high-fidelity PHIL testing of GFC can be achieved

by applying the current-type PHIL interface in conjunction with the pro-

posed interface compensation methods. This further verified the applicabil-

ity of the current-type interface for GFC testing with black-start capability

and provided high-level confidence in the adoption of this technique for fur-

ther experimental validation of GFC over extended testing scenarios. The

experiment gave valuable insight regarding the integration of a new GFC

controller for UK black start services.
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7.2 Future Work

Based on the findings, discussions and conclusions of the accomplished research

work, this section presents the following topics that are identified as potential

research directions to be explored in the future.

7.2.1 Enhanced Smith Predictor with Advanced Impedance

Identification Methods

As discussed in Chapter 3.5, despite the proposed adaptive Smith predictor con-

tributing to enhanced stability and improved transient or steady-state perfor-

mance, its online impedance identification approach limits its applicability when

the PHIL system witnesses fast impedance change. This arises from the natural

circular signal processing attribute of GSDFT based online impedance identifi-

cation scheme that requires one-cycle processing time (i.e., 0.02 s) for calculating

the impedance parameters and updating the Smith predictor.

To facilitate the applicability of the proposed methodology, the development

of faster online impedance parameter identification schemes (e.g., Luenberger ob-

server [103], Kalman filters [104]) can enhance the applicability of the proposed

methodology for faster impedance change scenario. Even though these require

a more complex implementation than the proposed one, they indeed present the

potential in improving the applicability of this proposed methodology for tran-

sient studies by tackling the one-cycle processing issue of SDFT. This forms an

interesting direction for future research.

7.2.2 Smith Predictor with Extended Testing Scenarios

As demonstrated in Chapter 3, the proposed adaptive Smith predictor scheme

stabilises the PHIL system with inherent impedance variation. Even though

the applicability of the proposed approach in this chapter has been limited to
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passive loads for the purpose of proof of concept demonstration, this approach

is extendable and applicable in theory for a stable PHIL system incorporating

parallel connected power converters, active or passive loads, or even a power

network, of which the equivalent impedance may witness variation when single or

multiple power apparatus are connected and disconnected. This can be explored

in the frame of future research.

7.2.3 Modified Smith Predictor for Enhanced PHIL Dis-

turbance Rejection Capability

Acknowledging that the inherent disturbances stemming from the power interface

play a significant role in deteriorating PHIL simulation accuracy as demonstrated

in Chapter 5, a compensation technique that equips the PHIL setup with distur-

bance rejection capability is desired for further enhancing its fidelity. The online

impedance identification aided adaptive Smith predictor compensator not only

enhances the PHIL closed-loop stability but also possesses potential in enhancing

the PHIL disturbance rejection capability. This could be achieved by implement-

ing a buffer to the estimated system model in the Smith predictor for attenuating

the disturbance signal to a very low level. This forms an interesting direction for

further refining the proposed Smith predictor for enhancing the PHIL disturbance

rejection capability.

7.2.4 Comprehensive Assessment of Various PHIL Inter-

face Algorithms for Black-Start Testing of GFCs

In this thesis, the V-ITM and I-ITM interfaces have been well assessed from the

perspective of their capability in incorporating GFC with black-start capability

into a PHIL setup. However, the interface algorithms as listed in Chapter 2 and

their extended ones may have a better performance than the proposed method.
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From a research and application point of view, a comprehensive analysis and

assessment of these interface algorithms regarding their suitability, applicability,

and capability for testing GFC are of great value. Based on this, modifications

and optimisation of these interface algorithms can be carried out to facilitate the

application of novel PHIL techniques for GFC testing in the future.

7.2.5 Applying PHIL for Testing GFC with Black-Start

Capability over Wider Scenarios

The experiment in Chapter 6 is limited to the VSM-based soft voltage ramp-up

for the purpose of proof of concept demonstration and preliminary validation of

the applicability of current-type interface and its associated compensation tech-

niques. Recommended future work includes expanding the testing of current-type

interface to cover all the black-start scenarios (e.g., load pickup, grid synchronisa-

tion, etc.). Correspondingly, stability analysis of this interface with the variable

impedance over each black-start stage should be taken into account for further

assessment of this interface. On the other hand, incorporating multiple GFCs as

HuT into the PHIL setup also forms an interesting research direction to explore.

This will mainly involve the investigation of the impact of multiple GFCs and

their coordinated operation on the PHIL stability and accuracy performance.
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Appendix A

Impedance Coefficients

Calculation Method in Chapter 3

This section presents the detailed method that is applied to calculate the impedance

transfer function based on the frequency-domain measurement. Furthermore, the

example impedance calculation that is associated with Chapter 3.3.3 is presented.

A.1 Impedance Calculation Linearisation

The vector fitting linearisation method as elaborated in [75, 76] is applied to

the non-linear matrices in Eq. (3.21) to converter it into a set of linear algebraic

equations, which can be expressed as,

PC = Q , (A.1)

where P, C, and Q are given by,


C = [a0, a1, a2, a3, · · · , b1, b2, b3, b4, · · · ]T ,

Q = [R0, I1, R2, I3, · · · , 0,M2, 0,M4, · · · ]T ,
(A.2)
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P =



λ0 0 −λ2 0 λ4 · · · I1 R2 −I3 R4 · · ·

0 λ2 0 −λ4 0 · · · −R2 I3 R4 −I5 · · ·

λ2 0 −λ4 0 λ6 · · · I3 R4 −I5 −R6 · · ·

0 λ4 0 −λ6 0 · · · −R4 I5 R6 −I7 · · ·
...

...
...

...
...

. . .
...

...
...

...

I1 −R2 −I3 R4 I5 · · · M2 0 −M4 0 · · ·

R2 I3 −R4 −I5 R6 · · · 0 M4 0 M6 · · ·

I3 −R4 −I5 R6 I7 · · · M4 0 −M6 0 · · ·

R4 I5 −R6 −I7 R8 · · · 0 M6 0 −M8 · · ·
...

...
...

...
...

. . .
...

...
...

...



. (A.3)

According to the vector fitting linearisation method in [75, 76], the elements

in matrices P and Q are defined by GSDFT output frequency-domain data in

Eq. (3.16) and are given by,



λh =
K∑
k=1

wk
h,

Rh =
K∑
k=1

wk
hRek,

Ih =
K∑
k=1

wk
hImk,

Mh =
K∑
k=1

wk
h(Rek

2 + Imk
2).

(A.4)

Based on Eq. (A.1), matrix C that is comprised by the numerical values of

the coefficient matrices A and B are further calculated by,

C = P−1Q. (A.5)

By doing so, the coefficients of the estimated impedance transfer function in

Eq. (3.21) are obtained.
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A.2 Impedance Calculation Example

Taking the identification of impedance ZH3 in Table 3.3 as an example, based on

the externally injected excitation signals, the GSDFT output frequency-domain

data is given by,

Table A.1: Frequency-domain impedance (ZH3) response data

k wk(rad) Rek Imk Mag(dB) Phase(deg)

1 314.16 6.183 e−4 0.322 -9.84 89.89
2 628.32 0.012 0.695 -3.15 89.04
3 942.48 0.075 1.190 1.53 86.40
4 1256.62 0.338 1.907 5.74 79.96
5 1570.80 1.280 2.812 9.80 65.53
6 1885.02 3.401 2.656 12.70 37.99
7 2199.16 4.212 0.538 12.56 7.27
8 2513.32 3.376 -0.659 10.73 -11.05
9 2827.46 2.633 -0.949 8.94 -19.81
10 3141.59 2.168 -0.962 7.50 -23.93
11 3769.87 1.682 -0.838 5.48 -26.48
12 4398.20 1.450 -0.713 4.17 -26.20
13 5026.53 1.320 -0.615 3.26 -24.99
14 5654.87 1.240 -0.539 2.62 -23.50

Table 3.3 presents the frequency-domain transfer function of ZH3, a RLC

impedance that can be represented as an inductor in parallel with a cascaded

resistor and capacitor. Accordingly, the matrices A and B are expressed as,

A = [a0, a1, a2]T , B = [1, b1, b2]T . (A.6)

According to the vector fitting linearisation method, the matrices P, C, and

Q in Eq. (A.2) and Eq. (A.3) are further given by,


C = [a0, a1, a2, b1, b2]T ,

Q = [R0, I1, R2, 0,M2]T ,

(A.7)
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P =



λ0 0 −λ2 I1 R2

0 λ2 0 −R2 I3

λ2 0 −λ4 I3 R4

I1 −R2 −I3 M2 0

R2 I3 −R4 0 M4


. (A.8)

Substituting the frequency domain data in Table A.1 into Eq. (A.4), the ele-

ments in matrices P and Q are calculated as,



λ0 =
14∑
k=1

wk
0 = 14, R0 =

14∑
k=1

wk
0Rek = 23.185,

λ2 =
14∑
k=1

wk
2 = 1.288 e8, R2 =

14∑
k=1

wk
2Rek = 2.249 e8,

λ4 =
14∑
k=1

wk
4 = 2.484 e15, R4 =

14∑
k=1

wk
4Rek = 3.657 e15,

I1 =
14∑
k=1

wk
1Imk = −5.134 e3, M2 =

14∑
k=1

wk
2(Rek

2 + Imk
2) = 5.898 e4,

I3 =
14∑
k=1

wk
3Imk = −3.035 e11, M4 =

14∑
k=1

wk
4(Rek

2 + Imk
2) = 7.158 e15.

(A.9)

Substituting the numerical value in Eq. (A.9) into Eq. (A.7) and Eq. (A.8),

and utilising Eq. (A.5), matrix C is calculated as,

C = P−1Q = [1.245 e−4, 9.856 e−4, 2.505 e−7, 2.469 e−4, 2.521 e−7]T . (A.10)

Consequently, matrices A and B are obtained as,

A = [1.245 e−4, 9.856 e−4, 2.505 e−7]T , B = [1, 2.469 e−4, 2.521 e−7]T . (A.11)

A and B are further expressed into a transfer function form as in Table 3.3.
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Examples of VSC Output Filter

and HuT Impedance

Depending on the type of the HuT load (ZH), the equivalent transfer function of

output filter and HuT impedance in Eq. (4.3) can be expressed as,

Infinite load (ZH =∞)

Gf (s) =
1

LfCfs2 +RfCfs+ 1
,

=
1

s2

(w0)2 + 2 ξ
w0
s+ 1

,
(B.1a)

w0 =
1√
LfCf

, ξ =
Rf

2

√
Cf
Lf

, (B.1b)

where w0 is the natural frequency, ξ is the damping ratio, and the resonant

frequency wr (wr = w0

√
1− 2ξ2 ).
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Resistive HuT (ZH = RH)

Gf (s) =
1

LfCfs2 + (RfCf +
Lf
RH

)s+ (1 +
Rf
RH

)
,

=
1

s2

(w0)2 + 2 ξ
w0
s+ (1 +

Rf
RH

)
,

(B.2a)

w0 =
1√
LfCf

, ξ =
RfCf + Lf/RH

2

√
1

LfCf
, (B.2b)

where w0 is the natural frequency, ξ is the damping ratio, and the resonant

frequency wr (wr = w0

√
1 +

Rf
ZH−2ξ2 ).

Inductive HuT (ZH = RH + sLH)

Gf (s) =
sLH +RH

As3 + Bs2 + Cs+ D
, (B.3a)

where A B

C D

 =

 LfCfLH LfCfRH +RfCfLH

RfCfRH + Lf + LH Rf +RH

 . (B.3b)
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Appendix C

PHIL Setup Parameters Used in

Chapter 5

The parameters of V-ITM interface based PHIL setup in Chapter 5 are tabulated

in Table C.1. Note that the signal processing card (i.e., GTAO card) Gv
1(s) is

assumed to be ideal, whereas the modelling of the voltage amplifier includes a

delay of 3.1 µs characterized as an exponential function in Gv
2(s). For the feedback

loop, the current sensor is considered to be ideal with Gv
3(s) = 1, while the GTAI

card in series with the low-pass filter are modelled as in Eq. (2.2) with a cut-off

frequency of 350 Hz.

PHIL experimental setup parameters used for the analysis of I-ITM interface

in Chapter 5 are given in Table C.2. For this setup, the time step size and the

fundamental frequency are set as 50 µs and 50 Hz, respectively and the line-to-line

software side voltage is 400 V. The forward signal processing (i.e., GTAO card)

and the feedback voltage measurement are assumed to be ideal, thus respective

transfer functions Gi
1(s) and Gi

3(s) are equal to 1. The current-type PA shows a

low-pass behaviour with a cut-off frequency of 768 Hz. The cut-off frequency of

Gi
4(s) is 1500 Hz. DRTS and HuT system impedances including grid impedance

properties as well as the converter output impedance are shown in Table C.2.
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Table C.1: Model parameters of the PHIL setup with V-ITM interface

Description Symbol Unit Value

RTDS time step - µs 50

Software side voltage source VS,LN V 230

Fundamental frequency f0 Hz 50

Software system impedance ZS(s) Ω 0.8

Hardware system impedance ZH(s) Ω 54

Voltage-type PA-Equivalent delay
and filter as identified in [54]

Gv
2(s) -

e−s3.1e−6

s22.642e−13 + s0.8e−6 + 1

Current measurement Gv
3(s) - 1

Feedforward GTAO card Gv
1(s) - 1

Feedback GTAI card + low-pass filter Gv
4(s) -

1

(1/2π350)s+ 1

Table C.2: Model parameters of the PHIL setup with I-ITM interface

Description Symbol Unit Value

RTDS time step - µs 50

Software side voltage source VS,LL V 400

Fundamental frequency f0 Hz 50

Software system impedance
Emulated grid impedance

ZS(s) Ω 10 + s4.775e−4

Hardware system impedance
Converter output impedance [102]

ZH(s) Ω
s5.5e−4 + 6.842

s25.5e−4 + s3.216e−4 + 1

Current-type PA
Current control transfer function

with delay compensation [32]
Gi

2(s) -
1

(1/2π768)s+ 1

Voltage measurement Gi
3(s) - 1

Feedforward GTAO card Gi
1(s) - 1

Feedback GTAI card + low-pass filter Gi
4(s) -

1

(1/2π1500)s+ 1
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[9] F. Milano and R. Zárate-Miñano, “A systematic method to model power

systems as stochastic differential algebraic equations,” IEEE Transactions

on Power Systems, vol. 28, no. 4, pp. 4537–4544, 2013.

[10] M. Hannan and A. Mohamed, “PSCAD/EMTDC simulation of unified

series-shunt compensator for power quality improvement,” IEEE Trans-

actions on Power Delivery, vol. 20, no. 2, pp. 1650–1656, 2005.

[11] P. Kotsampopoulos, N. Hatziargyriou, B. Bletterie, G. Lauss, and

T. Strasser, “Introduction of advanced testing procedures including PHIL

for DG providing ancillary services,” in IECON 2013 - 39th Annual Con-

ference of the IEEE Industrial Electronics Society, 2013, pp. 5398–5404.

[12] M. D. Omar Faruque, T. Strasser, G. Lauss, V. Jalili-Marandi, P. Forsyth,

C. Dufour, V. Dinavahi, A. Monti, P. Kotsampopoulos, J. A. Martinez,

K. Strunz, M. Saeedifard, X. Wang, D. Shearer, and M. Paolone, “Real-time

171



Bibliography

simulation technologies for power systems design, testing, and analysis,”

IEEE Power and Energy Technology Systems Journal, vol. 2, no. 2, pp.

63–73, 2015.

[13] G. F. Lauss, M. O. Faruque, K. Schoder, C. Dufour, A. Viehweider, and

J. Langston, “Characteristics and design of power hardware-in-the-loop

simulations for electrical power systems,” IEEE Transactions on Industrial

Electronics, vol. 63, no. 1, pp. 406–417, 2016.

[14] C. S. Edrington, M. Steurer, J. Langston, T. El-Mezyani, and K. Schoder,

“Role of power hardware in the loop in modeling and simulation for ex-

perimentation in power and energy systems,” Proceedings of the IEEE, vol.

103, no. 12, pp. 2401–2409, 2015.

[15] M. Lemaire, P. Sicard, and J. Belanger, “Prototyping and testing power

electronics systems using controller hardware-in-the-loop (HIL) and power

hardware-in-the-loop (PHIL) simulations,” in 2015 IEEE Vehicle Power

and Propulsion Conference (VPPC), 2015, pp. 1–6.

[16] M. Steurer, C. S. Edrington, M. Sloderbeck, W. Ren, and J. Langston,

“A megawatt-scale power hardware-in-the-loop simulation setup for motor

drives,” IEEE Transactions on Industrial Electronics, vol. 57, no. 4, pp.

1254–1260, 2010.

[17] J. Langston, K. Schoder, M. Steurer, O. Faruque, J. Hauer, F. Bogdan,

R. Bravo, B. Mather, and F. Katiraei, “Power hardware-in-the-loop testing

of a 500 kw photovoltaic array inverter,” in IECON 2012 - 38th Annual

Conference on IEEE Industrial Electronics Society, 2012, pp. 4797–4802.

[18] A.-L. Allegre, A. Bouscayrol, J.-N. Verhille, P. Delarue, E. Chattot, and

S. El-Fassi, “Reduced-scale-power hardware-in-the-loop simulation of an

172



Bibliography

innovative subway,” IEEE Transactions on Industrial Electronics, vol. 57,

no. 4, pp. 1175–1185, 2010.

[19] P. C. Kotsampopoulos, V. A. Kleftakis, and N. D. Hatziargyriou, “Labo-

ratory education of modern power systems using PHIL simulation,” IEEE

Transactions on Power Systems, vol. 32, no. 5, pp. 3992–4001, 2017.

[20] Y. Wang, M. H. Syed, E. Guillo-Sansano, Y. Xu, and G. M. Burt, “Inverter-

based voltage control of distribution networks: A three-level coordinated

method and power hardware-in-the-loop validation,” IEEE Transactions on

Sustainable Energy, vol. 11, no. 4, pp. 2380–2391, 2020.

[21] M. H. Syed, E. Guillo-Sansano, Y. Wang, S. Vogel, P. Palensky, G. M. Burt,

Y. Xu, A. Monti, and R. Hovsapian, “Real-time coupling of geographically

distributed research infrastructures: Taxonomy, overview and real-world

smart grid applications,” IEEE Transactions on Smart Grid, pp. 1–1, 2020.

[22] B. Palmintier, B. Lundstrom, S. Chakraborty, T. Williams, K. Schneider,

and D. Chassin, “A power hardware-in-the-loop platform with remote dis-

tribution circuit cosimulation,” IEEE Transactions on Industrial Electron-

ics, vol. 62, no. 4, pp. 2236–2245, 2015.

[23] Z. Feng, A. Alassi, M. Syed, R. Peña-Alzola, K. Ahmed, and G. Burt,

“Current-type power hardware-in-the-loop interface for black-start testing

of grid-forming converter,” in IECON 2022 – 48th Annual Conference of

the IEEE Industrial Electronics Society, 2022, pp. 1–7.

[24] A. Alassi, Z. Feng, K. Ahmed, M. Syed, A. Egea-Alvarez, and C. Foote,

“Grid-forming vsm control for black-start applications with experimental

PHiL validation,” International Journal of Electrical Power & Energy Sys-

tems, vol. 151, pp. 109119, 2023.

173



Bibliography

[25] F. Huerta, R. L. Tello, and M. Prodanovic, “Real-time power-hardware-in-

the-loop implementation of variable-speed wind turbines,” IEEE Transac-

tions on Industrial Electronics, vol. 64, no. 3, pp. 1893–1904, 2017.

[26] M. Kim, S. Kwak, K. A. Kim, and J. Jung, “Enhanced computation perfor-

mance of photovoltaic models for power hardware-in-the-loop simulation,”

IEEE Transactions on Industrial Electronics, pp. 1–1, 2020.

[27] O. Tremblay, D. Rimorov, R. Gagnon, and H. Fortin-Blanchette, “A multi-

time-step transmission line interface for power hardware-in-the-loop sim-

ulators,” IEEE Transactions on Energy Conversion, vol. 35, no. 1, pp.

539–548, 2020.

[28] Y.-J. Kim and J. Wang, “Power hardware-in-the-loop simulation study on

frequency regulation through direct load control of thermal and electrical

energy storage resources,” IEEE Transactions on Smart Grid, vol. 9, no. 4,

pp. 2786–2796, 2018.

[29] B. Lundstrom and M. Salapaka, “Optimal power hardware-in-the-loop in-

terfacing: Applying modern control for design and verification of high-

accuracy interfaces,” IEEE Transactions on Industrial Electronics, pp. 1–1,

2020.

[30] E. Guillo-Sansano, M. H. Syed, A. J. Roscoe, G. M. Burt, and F. Coffele,

“Characterization of time delay in power hardware in the loop setups,”

IEEE Transactions on Industrial Electronics, vol. 68, no. 3, pp. 2703–2713,

2021.

[31] Z. Feng, R. Peña-Alzola, P. Seisopoulos, E. Guillo-Sansano, M. Syed,

P. Norman, and G. Burt, “A scheme to improve the stability and accu-

racy of power hardware-in-the-loop simulation,” in IECON 2020 The 46th

174



Bibliography

Annual Conference of the IEEE Industrial Electronics Society, 2020, pp.

5027–5032.

[32] Z. Feng, R. Peña-Alzola, P. Seisopoulos, M. Syed, E. Guillo-Sansano,

P. Norman, and G. Burt, “Interface compensation for more accurate power

transfer and signal synchronization within power hardware-in-the-loop sim-

ulation,” in IECON 2021 – 47th Annual Conference of the IEEE Industrial

Electronics Society, 2021, pp. 1–8.

[33] W. Ren, M. Steurer, and T. L. Baldwin, “Improve the stability and the

accuracy of power hardware-in-the-loop simulation by selecting appropriate

interface algorithms,” IEEE Transactions on Industry Applications, vol. 44,

no. 4, pp. 1286–1294, 2008.

[34] M. Bokal, I. Papič, and B. Blažič, “Stabilization of hardware-in-the-loop

ideal transformer model interfacing algorithm by using spectrum assign-

ment,” IEEE Transactions on Power Delivery, vol. 34, no. 5, pp. 1865–1873,

2019.

[35] R. Brandl, “Operational range of several interface algorithms for different

power hardware-in-the-loop setups,” Energies, vol. 10, no. 12, 2017.

[36] E. Guillo-Sansano, A. J. Roscoe, C. E. Jones, and G. M. Burt, “A new

control method for the power interface in power hardware-in-the-loop sim-

ulation to compensate for the time delay,” in 2014 49th International Uni-

versities Power Engineering Conference (UPEC), 2014, pp. 1–5.

[37] N. Ainsworth, A. Hariri, K. Prabakar, A. Pratt, and M. Baggu, “Modeling

and compensation design for a power hardware-in-the-loop simulation of

an AC distribution system,” in 2016 North American Power Symposium

(NAPS), 2016, pp. 1–6.

175



Bibliography

[38] W. Ren, M. Sloderbeck, M. Steurer, V. Dinavahi, T. Noda, S. Filizadeh,

A. R. Chevrefils, M. Matar, R. Iravani, C. Dufour, J. Belanger, M. O.

Faruque, K. Strunz, and J. A. Martinez, “Interfacing issues in real-time

digital simulators,” IEEE Transactions on Power Delivery, vol. 26, no. 2,

pp. 1221–1230, 2011.

[39] F. Lehfuss, G. Lauss, P. Kotsampopoulos, N. Hatziargyriou, P. Crolla,

and A. Roscoe, “Comparison of multiple power amplification types for

power hardware-in-the-loop applications,” in 2012 Complexity in Engineer-

ing (COMPENG). Proceedings, 2012, pp. 1–6.

[40] H. Kikusato, T. S. Ustun, J. Hashimoto, K. Otani, T. Nagakura, Y. Yosh-

ioka, R. Maeda, and K. Mori, “Developing power hardware-in-the-loop

based testing environment for volt-var and frequency-watt functions of 500

kw photovoltaic smart inverter,” IEEE Access, vol. 8, pp. 224 135–224 144,

2020.

[41] P. Kotsampopoulos, D. Lagos, N. Hatziargyriou, M. O. Faruque, G. Lauss,

O. Nzimako, P. Forsyth, M. Steurer, F. Ponci, A. Monti, V. Dinavahi,

and K. Strunz, “A benchmark system for hardware-in-the-loop testing of

distributed energy resources,” IEEE Power and Energy Technology Systems

Journal, vol. 5, no. 3, pp. 94–103, 2018.

[42] Z. Feng, R. Peña-Alzola, M. H. Syed, P. J. Norman, and G. M. Burt,

“Adaptive smith predictor for enhanced stability of power hardware-in-the-

loop setups,” IEEE Transactions on Industrial Electronics, vol. 70, no. 10,

pp. 10204-10214, 2023.

[43] G. Lauss, Z. Feng, M. H. Syed, A. Kontou, A. D. Paola, A. Paspatis,

and P. Kotsampopoulos, “A framework for sensitivity analysis of real-time

176



Bibliography

power hardware-in-the-loop (PHIL) systems,” IEEE Access, vol. 10, pp.

101 305–101 318, 2022.

[44] X. H. Mai, S.-K. Kwak, J.-H. Jung, and K. A. Kim, “Comprehensive

electric-thermal photovoltaic modeling for power-hardware-in-the-loop sim-

ulation (PHILS) applications,” IEEE Transactions on Industrial Electron-

ics, vol. 64, no. 8, pp. 6255–6264, 2017.

[45] A. Varais, X. Roboam, F. Lacressonnière, E. Bru, and N. Roux, “Re-

duced scale PHIL emulation concepts applied to power conversion systems

with battery storage,” IEEE Transactions on Industrial Electronics, vol. 68,

no. 5, pp. 3973–3981, 2021.

[46] B. Li, Z. Xu, S. Wang, L. Han, and D. Xu, “Interface algorithm design

for power hardware-in-the-loop emulation of modular multilevel converter

within high-voltage direct current systems,” IEEE Transactions on Indus-

trial Electronics, vol. 68, no. 12, pp. 12 206–12 217, 2021.

[47] T. Hatakeyama, A. Riccobono, and A. Monti, “Stability and accuracy anal-

ysis of power hardware in the loop system with different interface algo-

rithms,” in 2016 IEEE 17th Workshop on Control and Modeling for Power

Electronics (COMPEL), June 2016, pp. 1–8.

[48] S. Lentijo, S. D’Arco, and A. Monti, “Comparing the dynamic performances

of power hardware-in-the-loop interfaces,” IEEE Transactions on Industrial

Electronics, vol. 57, no. 4, pp. 1195–1207, 2010.

[49] W. Ren, M. Steurer, and T. L. Baldwin, “Improve the stability and the

accuracy of power hardware-in-the-loop simulation by selecting appropri-

ate interface algorithms,” in 2007 IEEE/IAS Industrial Commercial Power

Systems Technical Conference, May 2007, pp. 1–7.

177



Bibliography

[50] G. F. Franklin, J. D. Powell, and A. Emami-Naeini, Feedback Control of

Dynamic Systems, 7th ed. Upper Saddle River, NJ, USA: Prentice Hall

Press, 2014.

[51] R. G. Lyons, Understanding Digital Signal Processing (2nd Edition). Upper

Saddle River, NJ, USA: Prentice Hall PTR, 2004.

[52] T. I. Laakso, V. Valimaki, M. Karjalainen, and U. K. Laine, “Splitting the

unit delay [FIR/ALL pass filters design],” IEEE Signal Processing Maga-

zine, vol. 13, no. 1, pp. 30–60, Jan 1996.

[53] Z. Zhang, L. Fickert, and Y. Zhang, “Power hardware-in-the-loop test for

cyber physical renewable energy infeed: Retroactive effects and an opti-

mized power hardware-in-the-loop interface algorithm,” in 2016 17th Inter-

national Scientific Conference on Electric Power Engineering (EPE), 2016,

pp. 1–6.

[54] P. C. Kotsampopoulos, F. Lehfuss, G. F. Lauss, B. Bletterie, and N. D.

Hatziargyriou, “The limitations of digital simulation and the advantages

of PHIL testing in studying distributed generation provision of ancillary

services,” IEEE Transactions on Industrial Electronics, vol. 62, no. 9, pp.

5502–5515, 2015.

[55] A. Viehweider, G. Lauss, and L. Felix, “Stabilization of power hardware-

in-the-loop simulations of electric energy systems,” Simulation Modelling

Practice and Theory, vol. 19, no. 7, pp. 1699–1708, 2011.

[56] G. Lauss and K. Strunz, “Accurate and stable hardware-in-the-loop (HIL)

real-time simulation of integrated power electronics and power systems,”

IEEE Transactions on Power Electronics, vol. 36, no. 9, pp. 10 920–10 932,

2021.

178



Bibliography

[57] G. Lauss, F. Lehfuß, A. Viehweider, and T. Strasser, “Power hardware in

the loop simulation with feedback current filtering for electric systems,” in

37th Annual Conference of the IEEE Ind. Electronics Society, 2011, pp.

3725–3730.

[58] G. Lauss and K. Strunz, “Multirate partitioning interface for enhanced

stability of power hardware-in-the-loop real-time simulation,” IEEE Trans-

actions on Industrial Electronics, vol. 66, no. 1, pp. 595–605, Jan 2019.

[59] K. Upamanyu and G. Narayanan, “Improved accuracy, modeling, and sta-

bility analysis of power-hardware-in-loop simulation with open-loop inverter

as power amplifier,” IEEE Transactions on Industrial Electronics, vol. 67,

no. 1, pp. 369–378, 2020.

[60] S. S. Madani and A. Karimi, “Stabilization and performance improvement

of power-hardware-in-the-loop test using a robust data-driven method,”

IEEE Transactions on Instrumentation and Measurement, vol. 71, pp. 1–

11, 2022.

[61] M. Pokharel and C. N. M. Ho, “Stability analysis of power hardware-in-

the-loop architecture with solar inverter,” IEEE Transactions on Industrial

Electronics, vol. 68, no. 5, pp. 4309–4319, 2021.

[62] O. Tremblay, H. Fortin-Blanchette, R. Gagnon, and Y. Brissette, “Contri-

bution to stability analysis of power hardware-in-the-loop simulators,” IET

Generation, Transmission & Distribution, vol. 11, no. 12, pp. 3073–3079,

2017.

[63] R. Majumder, B. Chaudhuri, B. C. Pal, and Qing-Chang Zhong, “A unified

smith predictor approach for power system damping control design using

remote signals,” IEEE Transactions on Control Systems Technology, vol. 13,

no. 6, pp. 1063–1068, Nov 2005.

179



Bibliography

[64] F. de Bosio, L. A. de S. Ribeiro, F. D. Freijedo, M. Pastorelli, and J. M.

Guerrero, “Discrete-time domain modeling of voltage source inverters in

standalone applications: Enhancement of regulators performance by means

of smith predictor,” IEEE Transactions on Power Electronics, vol. 32,

no. 10, pp. 8100–8114, 2017.

[65] L. Antonio de Souza Ribeiro, F. D. Freijedo, F. de Bosio, M. Soares Lima,

J. M. Guerrero, and M. Pastorelli, “Full discrete modeling, controller design,

and sensitivity analysis for high-performance grid-forming converters in is-

landed microgrids,” IEEE Transactions on Industry Applications, vol. 54,

no. 6, pp. 6267–6278, 2018.
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