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ABSTRACT 
 
 
Block copolymers find applications in many fields, including adhesives, 
plastics, drug delivery and photonics. Several of these rely on the 
ability of block copolymers to self-assemble into ordered mesophases 
in solution. One such application of particular interest to our research 
group is their use as templates in the synthesis of porous silica 
materials, such as SBA-15. Because of their highly ordered pores, high 
surface areas, high functionality and low cost, mesoporous silicas have 
been of great interest for an increasing variety of applications and 
research. Understanding the synthesis mechanism for this class of 
materials, however, models that can predict how block copolymer 
templates self-assemble in aqueous solution. This study aims to 
produce an accurate coarse-grained, CG, model of self-assembling 
block copolymers, including those used in the synthesis of SBA-15 
mesoporous silica (i.e., Pluronic surfactants). Such a model will enable 
us to probe the large time and length scales that are needed to 
describe the mesostructure formation from solution, thus clarifying the 
mechanisms by which these materials are formed.  
 
Our approach was based on the established MARTINI CG force field, 
which has been previously applied to model these systems. We have 
found that existing models were unable to accurately describe micelle 
aggregation self-assembly of Pluronic surfactants, although they are 
designed to match single-chain properties.  
 
To parameterise and validate new self-assembly models for Pluronics, 
we performed a a series of intermediate CG model parameterisations; 
alkane models, PEO and PPO models, and finally, Pluronic surfactant 
models. We have thus systematically tested the existing MARTINI 
parameters for the alkane solvent basis of these systems against 
experimental values such as density, Gibbs free energies of solvation, 
enthalpies of vaporisation, self-diffusion coefficients, and radii of 
gyration. By noting where the MARTINI model was lacking, we were 
then able to parameterise 1-bead, 2-bead, 3-bead, and 4-bead 2:1, 3:1, 
4:1, and 5:1 mapped alkane models, methodically matching Lennard-
Jones and bonded parameters to known density, Gibbs free energies 
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of solvation, and enthalpies of vaporisation properties, and validating 
the models against experimental self-diffusion coefficients and shear 
viscosity, and simulated radii of gyration. These models were then 
parameterised for non-bonded interaction parameters with MARTINI 
water, specifically for free energy of solvation, and further validated for 
use in polyethylene, a polymer with a similar carbon backbone to 
alkanes, by matching densiity and radii of gyration. 
 
We then validated seven existing coarse-grained PEO and four existing 
coarse-grained PPO models, for 1-bead and 2-bead model simulations, 
against known experimental and simulated data such as Gibbs free 
energies of solvation, enthalpies of vaporisation, densities, and self-
diffusion coefficients. The two models that best matched  the 2-bead 
simulation results, one for PEO and one for PPO, were chosen and 
then calibrated for free energy of solvation in our 4:1 and 2:1 mapped 
hexadecane and hexane models, and a parameterised 3.5:1 heptane 
model that was interpolated from our original alkane model results. 
Longer chains of these two models were then validated against 
simulated end-to-end distances, relaxation times and radii of gyration 
data, and were observed in polar and nonpolar solvents to ensure their 
behaviour adhered to theory for self-assembly (i.e. the models 
displayed the correct hydrophobicity and hydrophilicity typical of PEO 
and PPO within these solvents).  
 
When we had established alkane and PEO and PPO models that had 
the best adherence to experimental and simulated data, we finally 
moved on to Pluronic surfactant simulations. We chose suitable PEO-
PPO interaction parameters from the same study as our chosen PPO 
model, and we create eight Pluronic models for Pluronic L31, L35, L44, 
L62, L64, P85, P123, and F38. Melts of seven of these models were 
compared to experimental and simulated properties including densities, 
shear viscosities, heat capacities, and radii of gyration, and larger 
chain simulations of three of the models, Pluroincs L35, L44, and P123 
were run in MARTINI water. These larger simulations, as well as 
another of Pluronic P123 in our 2:1 mapped hexane model, were 
evaluated for self-assembly and aggregation, and the micellisation free 
energies and aggregation numbers of the resulting aggregates were 
calculated against experimental data and theory.  
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This process has lead to improved mapping schemes and adjusted 
parameters for alkane solvent models, PEO and PPO models with the 
most accurate properties in themselves and in those alkane solvents, 
and ultimately, Pluronic models with self-assembly behaviour. It is 
unfortunate, however that this process also inevitably ended up being 
more time-consuming and difficult than expected and we were unable 
to progress any farther with this thesis. We expect that in the future our 
models will be combined with existing models of silica precursors to 
effectively model and analyse SBA-15 synthesis. 
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NOMENCLATURE  
 
Abbreviations: 
 
AA                atomistic, all-atom 

BASF           Badische Anilin- und Soda-Fabrik 

CG               coarse-grained 

CMC            critical micelle concentration 

CRW     conditional reversible work 

CTAB          cetyltrimetylammonium bromide  

DE               dimethyl ether 

DEE             1,2-diethoxyethane 

DME            1,2-dimethoxyethane 

DMP            1,2-dimethoxypropane 

DPD    Dissipative Particle Dynamics 

FESEM              Field Emission Scanning Electron Microscope 

FFT              fast Fourier transformation 

GROMACS    GROningen MAchine for Chemical Simulations  

HCl    hydrochloric acid 

LJ                  Lennard-Jones 

MCM-41                  Mobil Composition of Matter No. 41 

MD                                   molecular dynamics 

MOE    methoxyethane  

NMR                                nuclear magnetic resonance  

NPT  system where number, pressure, and temperature are      

constant  

NVT   system where number, volume, and temperature are 

constant 

PEE                                  polyethyethylene 

PEG                                  polyethylene glycol 

PEO                                  polyethylene oxide 

PME                                             Particle Mesh Ewald 

POPC                  palmitoyl-oleoyl- phosphatidyl-choline  

PPO                                  polypropylene oxide 
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PS                                     polystyrene 

PTB                                   polybutadiene 

RBCG        Residue-Based Coarse Graining  

SAPO-n                            silicoaluminophosphate 

SAXD                                 small angle x-ray diffractions 

SBA-15                                         Santa Barbara Amorphous-15 

SMILES                                        simplified molecular-input line-entry system TEOS                              
tetraethoxysilane 

TEM                                   transmission electron microscopy 

TGA                                              thermogravimetric analysis 

TMB                                              trimethylbenzene 

VMD                                  molecular dynamics visualization programme 

XRD                                   X-ray diffraction 

 
 
 
From Formulas:  
 
β      the isothermal compressibility of the system  

μ      the scaling factor for one side of the simulation cell box  

µ!°      the chemical potential of the surfactant monomers 

 

µ!°                   the chemical potential of N surfactant aggregates 

 

∆µ!°    the difference between the chemical potentials of a single 

surfactant molecule in the solution and a surfactant molecule 

as a part of an aggregate of size N 

 
∆!!

°

!" !"#$%&'()$*
      the positive free energy contribution of the surfactant tails 

inside the aggregate micelle core due to the constraints of 
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maintaining a uniform density on all parts of the surfactant 
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INTRODUCTION                                                                     1 

 

Porous materials, found in nature or created through synthetic 

construction, have found considerable advantage in all facets of 

humanity. These materials are categorised by the size of their pores; 

microporous (i.e. pore diameters under 2nm), mesoporous (i.e. pore 

diameters between 2nm and 50nm), and microporous (i.e. pore 

diameters above 50nm).[1-3] An illustration of these pore size 

differences can be seen in Figure 1.1.[4] Typical crystalline 

microporous materials include silicoaluminophosphate, SAPO-n, 

molecular sieves[1, 2], and naturally occurring and synthetically created 

zeolites (e.g. clinoptiolites and chabazite). These microporous 

materials are often used in adsorption/separation applications, as well 

as chemical catalysis applications due to their ion-exchange 

characteristics.[1, 5, 6] However, microporous materials have pores too 

small for larger organic molecules or functional fragments to diffuse 

through, as well as selective thermal stability which limits their use in 

applications.[2, 7-11]  

 



	
	
	

2	

 
Figure 1.1: Graph of differences in pore size between porous materials [4] 

 

In 1990 Yanagisawa et al.[3] developed a synthetic procedure to allow 

porous materials to have larger, mesoporous pores, based on the 

layering structure of kanemite, a layered silicate. Research on this 

mesoporous synthesis did not grow substantially until 1992[12], when a 

mesoporous  silica was first produced by Mobil labs, in the form of 

Mobil Composition of Matter No. 41, MCM-41. Silica was of particular 

interest for use in mesoporous materials, as it has many attractive 

qualities such as being abundantly available, inexpensive, non-toxic, 

chemically inert, and thermally stable.[13] MCM-41's pore size could be 

controlled, and it can be used as a chemical catalyst, support, and 

adsorbent.[12, 13] Mesoporous  silica then garnered more interest 

when it was synthesised with better hydrothermal stability and larger 

pore size in 1998 in the form of Santa Barbara Amorphous-15, SBA-

15.[14]  
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SBA-15 is a highly ordered silica mesostructure material with ordered 

and controllable hexagonal pore arrays, noteworthy for its remarkably 

large pore spacings and larger specific surface area and thermal 

stability than its predecessors, MCM-41 and its offsets.[4, 13, 15-19] 

SBA-15 is synthesised using  amphiphilic triblock copolymer 

surfactants as templates, referred to as Pluronics, and their self-

assembly into highly ordered mesophases is responsible for the porous 

crystalline nature of this mesoporous silica.[12, 15-19]  

 

SBA-15 is synthesised by the sol-gel method from the combination of a 

template of these Pluronic surfactants with a source of silica.[2, 17-23] 

This solution is mixed for a given time, and then heated, before the final 

product is collected by filtration of the solvent or calcination to remove 

the surfactant template.[2, 20-23]  

 

To gain a more thorough understanding of its formation mechanism, 

molecular dynamics, MD, simulation, studies, especially those using 

coarse-grained, CG, models, have been an invaluable method of 

evaluation, that will be explored later in this chapter.[35-50]  
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1.1 SBA-15  

 

Of all of the mesoporous silica types that have currently been 

synthesised, there has been a special attention paid to SBA-15 since it 

was first reported on in 1998.[14] SBA-15 is a highly ordered silica 

mesostructure material with tailorable uniform mesopores.[4, 13-19, 24-

26] SBA-15 has remarkably innately large pore diameters of 5 to 30 

nm, though these diameters can be adjusted with adjustments to the 

synthesis solution, and larger specific surface area and thermal stability 

than previously synthesised mesoporous silicas.[4, 13-19, 24-26] SBA-

15's thick walls provide hydrothermal stability, and uniform mean pore 

spacings of approximately 6 nm leave sufficient space for product and 

reactant diffusion of molecules.[4, 13-19, 24-26]  A representation of its 

pore size and structure is shown in Figure 1.2.[27] 

 

SBA-15 is synthesised by the sol-gel method in acidic media from the 

combination of, most commonly, Pluronic P123, a triblock copolymer 

surfactant with the composition PEO20 PPO70 PEO20, that will be 

discussed later.[2, 13-26] A silica precursor, most often 

tetraethylorthosilicate, TEOS, is then added to the solution of Pluronic 

P123 self-assembled templates.[2, 13-26, 28] This solution is mixed, 

and then heated to 80 to 130°C for 1 to 3 days before the final product 

is collected by filtration or calcinated at a heat of 550°C to remove the 

template.[2, 14, 20-26, 28] 
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Figure 1.2: Left: High resolution FESEM image of the pore structure of SBA-15; Right: 

Representation of SBA-15 pore structure SBA-15 is synthesised in acidic media from a 

polyalkylene oxide triblock copolymer, referred to as Pluronic P123, with a source of silica, 

most often tetraethylorthosilicate (TEOS).[27] 

 

1.2 Mesoporous silica synthesis mechanism  

 

Mesoporous silica materials are synthesised through a combination of 

either hard constructed silica particles or most commonly, self-

assembling surfactants, which act as a template  for the pores, and 

simultaneous sol-gel condensation around that template.[18, 19, 24, 

29] When these surfactants are combined with a solvent into a solution, 

the surface energy of the solution will decrease rapidly as the 

surfactants congregate, or self-assemble, and pack together to form 

micelles.[18, 19, 24, 29] After a specific concentration of surfactants in 
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the solution is exceeded, these micelles begin packing into lamellar, 

hexagonal, or cubic mesophases.[24, 29, 20] The type of 

mesostructures and ultimately the type of mesoporous silica they 

produce depends on the type of self-assembling surfactant that is 

used.[18, 19, 24, 29, 30] The types of surfactants and a more in-depth 

explanation of their self-assembly process will be covered in Section 

1.4.  

 

As the micelles are forming in the solution, several processes proceed 

simultaneously. At the same time as the micelle formation, silica 

precursors, or silicates, are also dissolved into the solution.[24, 29, 30] 

As the surfactants are segregating and micellar rods continue to form, 

the silica precursors undergo hydrolysis and then condensation around 

those micelles.[18, 19, 24, 29] This condensation is the synthesis of the 

mesoporous silica. After the synthesis of the silica framework, the final 

step is to remove the template surfactants. Strong or forceful conditions 

are required to break the typically strong electrostatic bonds between 

the inorganic species and micelle surfactants.[18, 19, 24, 29] The 

surfactants can be removed in a variety of ways, including calcination, 

acid treatment, extraction with supercritical CO2, washing, and reflux 

extraction.[18, 24, 30] Most often with the synthesis of mesoporous 

silica though, the surfactant template is removed by washing with pure 

solvents like acetone, ethanol, or water.[24, 29, 30] Once the 

surfactants are dissolved, they can be easily removed from the 

framework and the mesoporous silica, leaving it viable for use. The full 

templating process and subsequent synthesis of mesoporous silica can 
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be seen below in Figure 1.3.[31] 

 

 

Figure 1.3: Mesoporous material synthesis process[31] 

 

1.2.1  Notable experimental studies of SBA-15 

 

A large number of studies have been dedicated to the synthesis of 

SBA-15 mesoporous silica after its discovery.[14, 28, 32-34] The 

earliest and most reproduced and utilised experimental study of SBA-

15 mesoporous silica was done by Zhao et al in 1998.[14] The 

researchers used a variety of Pluronic surfactants to direct the 

organisation of the polymerising silica structures with uniform two-



	
	
	

8	

dimensional hexagonal pores with sizes up to approximately 300 

angstroms or 30 nm. The SBA-15 materials were synthesised in acidic 

media at low temperatures between 35°C and 80°C, resulting in a wide 

range of pore wall thicknesses, 31 to 64 angstroms, Å, and uniform 

pore diameters, 46 to 300Å. For one of the first studies done to validate 

the synthesis of SBA-15, it is incredibly thorough, and its resulting 

structures and pore sizes have thus been a benchmark for a number of 

subsequent studies. 

 

A study by Kruk et al. in 2000[32] recreated the SBA-15 ordered 

mesoporous silicas synthesised using the method reported by Zhao et 

al.[36] The structures of these mesoporous silica materials were 

characterised using powder X-ray diffraction, XRD, thermogravimetric 

analysis, TGA, and nitrogen adsorption. Unlike the previous study 

however, the synthesis ageing temperature was varied, creating 

slightly different pore structures in the resulting SBA-15. These 

observed structural properties validated a dependance on the 

synthesis temperature, which was attributed to the changes in the 

degree of penetration of the PEO chains of the triblock copolymer 

surfactant within the siliceous walls of SBA-15. Despite this emphasis 

on temperature dependence on structure, this study mainly helped to 

confirm the use of Pluronic P123 as a suitable Pluronic surfactant for 

the synthesis of SBA-15. 
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In 2005, Sun et al. performed a study on the synthesis of SBA-15 in the 

presence of alkane solvents.[28] The researchers used hexane, 

heptane, and nonane as alkane solvents in order to provide swelling to 

the resulting synthesised SBA-15 mesopores, and create consistant 

mean pores sizes above 12nm. Controlling the initial reaction 

temperatures, from 10°C to a specific temperature for each alkane 

used (e.g. heptane at 23°C), the resulting mesopore structures were 

evaluated using TEM imaging in addition to small angle x-ray 

diffractions, SAXD. The study found that the decrease of alkane chain 

length increased the solubility of Pluronic P123 surfactants, and 

samples synthesised in the alkanes were found to have pores 

diameters between 12.3nm and 14.2nm, for nonane to hexane 

respectively. Their results indicated that these alkanes, all with 

relatively short chain lengths, can be effectively utilised as swelling 

agents in the synthesis of SBA-15, though the temperature would need 

to be carefully controlled. 

 

Most studies done past the original 1998 study both validate Zhao et 

al.'s results and build upon them by studying other synthesis variables. 

One such study that built upon Zhao et al.'s initial work was a 2014 

experiment by Ding et al, focusing on the pH and temperature effects 

on SBA-15 platelet synthesis.[33]. SBA-15 platelets were directly 

synthesized using triblock copolymer Pluronic P123, as well as TEOS 

as a silica source without additives. By tuning the synthesis 

temperature and the HCl acid concentration, platelet-like SBA-15 
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particles that ran parallel to the thickness of the platelets, with pore 

widths between 150 and 350nm, were obtained with relative ease. The 

researchers found that the acidity and temperature had strong effects 

on the mesostructural properties of the SBA-15, supporting previous 

pH variable information, and their conclusions as to silica platelet 

growth could potentially be applied to further SBA-15 synthesis were it 

to be further researched. 

 

A more recent example, would be a 2016 study by Melendez-Ortiz et 

al.[34] In this, the structural order and stability of synthesised SBA-15 

was evaluated under highly acidic conditions. As with previous 

research SBA-15 was synthesised with Pluronic P123 and TEOS, but 

was given a both high and low HCl acidic concentration, from 34 to 9. 

At the higher concentration the SBA-15 synthesised with high-ordered 

pore distribution, and at the higher pH of 9 SBA-15 silica was not 

formed at all. The samples were characterised by using SAXS, nitrogen 

adsorption desorption analyses, scanning electron microscopy, SEM, 

and transmission electron microscopy, TEM, justifying previous 

experimental results. The researchers however did not repeat their 

experiment with more than one molar ratio of the P123 and TEOS 

though, meaning their results could be open to more research. 

 

While the experimental studies mentioned above each provided some 

insight into particular aspects of the synthesis of SBA-15, they still took 

considerable time and the control they exerted over the synthesis 
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process was limited. In order to allow for directed design of 

mesoporous silica with particular properties for specific applications, 

and facilitate the self-assembly formation mechanisms of the template 

surfactants, several modelling simulation techniques have been 

developed and employed.  

  

 

1.2.2 Modelling of mesoporous silica 

 

To combat our lack of theoretical comprehension, the development of 

computational models and simulations have allowed for broader 

understanding of the synthesis of mesoporous silicas. 

 

 

Modelling of mesoporous silica began with the use of phase diagram 

lattice models for MCM-41 and its derivatives. Some of the first of this 

modelling undertaken was done by Siperstein and Gubbins[35, 36] 

using lattice Monte Carlo, MC, simulations to model part of the self-

assembly of MCM-41. Their work was later expanded upon by 

researchers like Jin et al.[37], who used two methods (e.g. self-

assembly and then silica polymerisation, or both self-assembly and 

silica polymerisation simultaneously) to model the phase equilibrium of 

mesoporous silica percursors and predict synthesis behaviour.  
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MCM-41 has also been modelled using atomistic molecular dynamic 

simulations. Jorge et al. performed the first MD, evaluation of MCM-41 

synthesis using atomistic models in 2007.[38] This type of modelling 

provided insight into the interaction between silicates and small 

surfactant micelles, and the effect the adsorption of those silicates had 

on the surface of those micelles. Their atomistic modelling did, 

however, suffer from high computational costs. To surmount this 

limitation, coarse-grained modelling for the synthesis of MCM-41 and 

other MCM type silicas was completed by subsequent researchers, 

such as Pérez-Sánchez et al.[39, 40] This work managed to describe, 

for the first time, the formation of silica/surfactant mesostructures in 

realistic synthesis solutions. 

 

 

Although experimentally the synthesis mechanism of SBA-15 has 

received perhaps as much attention as that of MCM-41[41], simulation 

modelling studies have been much fewer. This is not least because of 

the much larger size of the surfactant molecules (Pluronic P123 has 

about 17 times more atoms than CTAB) and micelles, and 

concomitantly slower dynamics. This puts it firmly outside the scope of 

detailed atomistic models, except for analysing local phenomena such 

as single-chain dynamics.[42] As a consequence, the few existing 

studies on modelling the synthesis of SBA-type materials have been 

carried out using highly coarse-grained models and have almost 

exclusively focused on SBA-15.[43-48] 
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In 2005, Bhattacharya and Gubbins[43] modified the lattice model of 

Siperstein and Gubbins[35, 36] to describe the self-assembly of triblock 

copolymers in the presence of an inorganic component meant to 

describe silica. They considered surfactants made up of five central 

hydrophobic, T, beads with three hydrophilic, H, beads on each end, 

i.e. H3T5H3, instead of the original H4T4 arrangement. The size and 

shape of the surfactant were selected to produce a water/surfactant 

phase diagram that qualitatively agreed with experimental data for 

Pluronic P123. By adding silica to the system, they once again 

observed phase separation between a dilute and a surfactant-rich 

phase. Depending on the concentrations, the latter formed 

bicontinuous, hexagonal or lamellar mesostructures. Interestingly, the 

hexagonal mesophases that are relevant for the synthesis of SBA-15 

were only formed at quite low silica concentrations, which was contrary 

to the observations of Siperstein and Gubbins in their simulations of 

MCM-41 phase equilibrium.[36] Subsequently, Bhattacharya et al. used 

the results of the lattice model simulations that formed hexagonal 

phases to produce realistic models of SBA-15 materials, taking into 

account the molecular scale roughness of the large cylindrical pores 

and the presence of interconnecting micropores templated by the 

hydrophilic corona of P123.[44] The predicted adsorption isotherms 

were in qualitative, if not necessarily quantitative, agreement with 

experimental data, leading the authors to suggest that their model was 

perhaps too rough at the molecular scale. 
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Bhattacharya and Gubbins also extended their lattice model to include 

a fourth component, denoted as ‘oil’ and meant to represent the 

addition of a co-solvent like trimethylbenzene, TMB, to the synthesis 

mixture.[43] By exploring the quaternary phase diagram, they were 

able to show a gradual transition between hexagonal (i.e. SBA-15) 

mesophases and large-scale structures of disordered aggregates 

reminiscent of the mesocellular foams observed experimentally by 

gradually adding TMB to the solution.[49] As in the case of MCM-41, 

the lattice simulations of Gubbins and co-workers were able to 

qualitatively explore the physics of the phase equilibrium pertaining to 

block copolymer-templated materials, but it was not possible to carry 

out quantitative comparisons with the experimental synthesis 

mechanism due to the inherent simplifications of the model. 

 

 

An alternative avenue that has been pursued to study the synthesis of 

SBA-15 is based on the Mesoscopic Dynamics, MesoDyn, simulation 

method, which has been widely employed to model self-assembly of 

polymer systems.[50] The MesoDyn method is based on dynamic 

mean-field density functional theory and the time evolution of the 

system is propagated through the integration of a set of functional 

Langevin equations.[43-47, 50] It uses a coarse-grained implicit solvent 

description of polymers that are represented by a Gaussian chain of 

beads, which interact with each other through pairwise interactions 

based on the Flory-Huggins model. Chen et al.[48] applied this 
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approach in the context of SBA-15 synthesis to analyse the effect of 

temperature on the material pore size. They made use of a previously 

determined mapping scheme for Pluronic surfactants[50] to describe 

the P123 triblock copolymer, and used values of the interaction 

parameters that depended on temperature. Their simulations were able 

to show the formation of a distribution of spherical polymer micelles at 

relatively low concentration, and posited that the micelle self-assembly 

process could be divided into three stages.[45] They also observed that 

the size of the micelle core, formed of hydrophobic PPO beads, 

increased with temperature, and they linked this to the observed 

experimental increase in the pore size of SBA-15 with temperature. 

However, the comparison was merely qualitative, since Chen et al. 

simulated a simple aqueous solution of P123 (i.e. without the presence 

of silica) and were not able to observe the formation of a hexagonal 

phase or even cylindrical micelles.[45] 

 

 

In the same year, Yuan et al.[46] used a very similar model to study in 

more detail the self-assembly of P123 at close to room temperature 

over a wide concentration range, and examined the effect of PEO 

charge and shear on the resulting mesostructures. They observed the 

formation of several distinct mesophases, including spherical micelles, 

similar to those described by Chen et al.[45], bicontinuous and lamellar 

phases. When a small positive charge was added to the PEO beads 

(aiming to describe adsorption of H+ ions by the micellar corona under 

highly acidic pH) and a constant shear rate was imposed (meant to 
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describe agitation of the solution in experimental SBA-15 synthesis), 

the authors observed a progressive elongation of the micelles leading 

to formation of a hexagonal mesophase. Interestingly, hexagonal 

phases seemed to require the presence of both those factors, and were 

not formed when either shear or PEO charge were separately added to 

the model.[49] Once again, comparisons with experimental SBA-15 

materials were only qualitative, as the authors did not consider the 

presence of silica in the system. 

 

 

In 2012, Chen et al. extended their earlier study to include the effect of 

silica on P123 self-assembly.[47] They reported having obtained the 

interaction parameters between silica and the other components of the 

system from ‘estimating the cohesive energy density of different 

molecules and the miscibility behavior of binary mixtures’[47], but no 

additional details were provided. They considered neutral and positively 

charged (at a fixed value of +1, meant to reflect protonation under 

highly acidic conditions[51]) silica beads, as well as varying the charge 

of the PEO beads. Confirming the observations of Yuan et al. [46], the 

authors only observed formation of cylindrical micelles when shear was 

applied to the system. Furthermore, the ordered hexagonal 

arrangement of the cylindrical micelles was seen to be highly sensitive 

to the charge values on silica and on the PEO beads – ordered 

hexagonal mesophases required a charge of +1 on silica (lower or 

higher values led to disordered micelle packing) and a charge either 

around -0.3 or around +0.5 on the PEO beads.[50] The authors also 
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observed that neutral silica tended to form aggregates, while a 

relatively uniform distribution of silica around P123 micelles was 

observed when silica was charged. They attributed this effect to the 

need for charge matching interactions between silica and surfactant in 

SBA-15 synthesis.[47] 

 

 

Finally, it is worth mentioning the work of Magee and Siperstein[48], 

who carried out Dissipative Particle Dynamics, DPD, of ternary systems 

composed of a diblock copolymer, water, and an inorganic component 

meant to represent aggregating nanoparticles. DPD is also a 

mesoscale modelling approach, in which particles interact with each 

other through soft interactions and with an implicit solvent by way of 

random (representing Brownian motion) and dissipative (representing 

friction) forces. Once again, emphasis was placed on mapping the 

phase diagram of the system. Although the authors were able to 

observe some interesting physical phenomena, such as the onset of 

demixing driven by increasing interaction between nanoparticles, it is 

difficult to draw a direct parallel with realistic experimental systems. 

 

 

These SBA-15 modelling techniques lead to new insight into its 

synthesis mechanisms, though they was a lack of multi-scale 

modelling, leading to various limits on the products of these 

simulations. It is this lack of a multi-scale model of the synthesis 

process of SBA-15 that this work will attempt to rectify.   
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1.3 Surfactant self-assembly  

 

As mentioned above, the synthesis of mesoporous silica is based on 

the templating processes of self-assembling surfactants, making it an 

essential component of modelling.[1, 2, 3, 12] 

 

Surfactants, sometimes referred to as surface active agents, are 

molecules composed of two distinct portions of differing polarity, 

therefore being referred to as amphiphilic.[20, 29, 52, 53] The first 

portion of  surfactants is usually a non-polar hydrocarbon chain 

(hydrophobic due to its non-polarity), and the second is a polar group 

or chain, (hydrophilic due to its polarity); often referred to as the 

hydrophobic tails and hydrophilic heads, respectively.[13, 20, 29, 52, 

53] Surfactants are often used in a variety of applications, including 

emulsifiers and detergents, in industries ranging from agriculture to 

pharmaceuticals.[6, 13, 20, 21, 29, 52-54] It is because of their 

amphiphilic composition that surfactants exhibit two notable 

characteristics when they are combined with a solvent into a 

solution.[20, 21, 29, 52-54] At lower concentrations, surfactants will 

display surface activity, adsorbing on the surfaces, or at the interfaces, 

of solutions, while at higher concentrations they will cause the surface 

energy of the solution to decrease rapidly and the surfactants will self-

assemble, congregating to form micelles.[20, 21, 29, 52-54] This 

micelle formation occurs above the critical micelle concentration, CMC, 
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which can often depend on both the pH and temperature of the 

solution.[29, 52, 53, 55]  

 

Below the CMC, the surface activity of lower surfactant concentrations 

reduces the tension of the surface of a gas/liquid system, or the 

interface of two immiscible systems (e.g. two immiscible liquids, or a 

liquid and an immiscible solid).[20, 21, 29, 52-54] The unequal 

intermolecular forces at the boundary of the system create this surface 

and interfacial tension, causing the surface energy to decrease as 

surfactant molecules begin congregating at the surface of the solution 

until the CMC is finally met.[20, 21, 29, 52-54]  

 

After the CMC is met, the hydrophilic head portions of the surfactants 

will turn towards the aqueous solution, as the hydrophobic tail sections 

of the surfactants turn away from the solution, reducing their contact 

with the solution, destroying the cohesive forces at the boundaries of 

the system, and lowering the surface or interface energy.[21, 52-54]  

Once the CMC has been surpassed with the further addition of 

surfactants, the surface area further decreases, and the surfaces begin 

to accumulate in the bulk of the solution.[20, 21, 29, 52-54] The 

hydrophobic tail sections will then aggregate so that they have minimal 

contact with the solution, leading to phase segregation and formation of 

micelles.[17, 52-54] This resulting segregation and micelle formation, 

called self-assembly, is a process solely determined by these 
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hydrophilic and hydrophobic interactions, as well as other weak 

interactions such as electrostatics and hydrogen bonds, and is both 

thermodynamically favourable and spontaneous.[18, 20, 21, 29, 52-54]  

 

Once the CMC has been surpassed further, with the further addition of 

even more surfactants, the now isotropic micellar solution develops into 

a liquid crystalline phase, where the micelles begin packing into 

hexagonal, bicontinous, or lamellar phases.[17, 24, 29, 30, 52-54]  The 

solution now exhibits orientational order, similar to a crystal solid, while 

still maintaining liquid-like flow.[17, 20, 21, 29, 52-54]   

 

As the self-assembly process of surfactants described above occurs in 

a matter of nanoseconds at the nanoscale level, it is exceedingly 

challenging to evaluate self-assembly through traditional experimental 

studies.[20, 21, 29, 52-54, 56] 

 

 

1.3.1 Thermodynamics of micellar aggregation 

 

In order to provide a method of evaluation for surfactant self-assembly, 

a phenomenological thermodynamics model was proposed by Tanford, 

and then expounded on by Israelachvili et al. and Nagarajan et al.[57, 
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58, 59] If a solution with both surfactant monomers and aggregated 

micelles at equilibrium is assumed to be infinitely dilute, then the 

mutual interactions between them can be considered negligible, and 

aggregates of different sizes can be considered as distinct chemical 

species with their own chemical potentials. This model can be seen in 

Equation 1.1: 

 

                                𝟏
𝐍
(𝛍𝐍° + 𝐤𝐓 𝐥𝐧𝐗𝐍) =  𝛍𝟏° + 𝐤𝐓 𝐥𝐧𝐗𝟏                      (1.1) 

 

where µ!°  is the chemical potential of surfactant aggregates of size N, 

X! is the mole fraction of the surfactant aggregates, µ!°  the chemical 

potential of the surfactant monomers, k is the Boltzmann constant, T is 

the temperature of the system, and X! is the mole fraction of the 

surfactant monomers.[57, 58, 59] This equation can be rewritten as an  

equation for aggregate size distribution, which can be seen in 

Equation 1.2: 

 

                              𝐗𝐍 = 𝐗𝟏𝐍 𝐞𝐱𝐩 − 𝛍𝐍
° !𝐍𝛍𝟏

°

𝐤𝐓
=  − 𝐍∆𝛍𝐍

°

𝐤𝐓
                       (1.2) 

 

where ∆µ!°  is the difference between the chemical potentials of a single 

surfactant molecule in the solution and a surfactant molecule as a part 
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of an aggregate of size N.[57, 58, 59] 

 

Because of the typically high value of N, as well as the fact that XN and 

X1 are of the same order of magnitude, the chemical potentials of the 

system can be simplified by combining and simplifying Equations 1.1 

and 1.2. This simplification can be seen in Equation 1.3. 

 

                                              𝛍𝐍
°

𝐍
= 𝛍𝟏° + 𝐤𝐓 𝐥𝐧𝐗𝟏                               (1.3) 

 

In the phenomenological models, the standard free energy change 

associated with the transfer of a surfactant monomer from its dilute 

state into an aggregate of size N has four major contributions, as 

shown in Equation 1.4:  

 

               ∆𝛍𝐍
°

𝐤𝐓
= ∆𝛍𝐍

°

𝐤𝐓 𝐓𝐫𝐚𝐧𝐬𝐟𝐞𝐫
+ ∆𝛍𝐍

°

𝐤𝐓 𝐃𝐞𝐟𝐨𝐫𝐦𝐚𝐭𝐢𝐨𝐧
+ ∆𝛍𝐍

°

𝐤𝐓 𝐈𝐧𝐭𝐞𝐫𝐟𝐚𝐜𝐞
+ ∆𝛍𝐍

°

𝐤𝐓 𝐇𝐞𝐚𝐝
         (1.4) 

 

where ∆!!
°

!" !"#$%&'"
 is the negative free energy contribution created 

from the transfer of the tail portion of the surfactant from its 

unfavourable contact with the solution into the primarily hydrophobic 
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environment of the aggregate micelle core, ∆!!
°

!" !"#$%&'()$*
 is the 

positive free energy contribution of the surfactant tails inside the 

aggregate micelle core due to the constraints of maintaining a uniform 

density on all parts of the surfactant tail, such as the portion closest to 

the aqueous solution, ∆!!
°

!" !"#$%&'($
 is the positive free energy 

contribution of the interface of the portion of the surfactant tail  still in 

contact with the aqueous solution at the surface of the aggregate 

micelle core, and ∆!!
°

!" !"#$
 is the positive free energy contribution of 

the head portions of the surfactants at the surface of the aggregate 

micelle core from the repulsive interactions between them.[57, 58, 59] 

 

Based on the above equations, in addition to the fact that the CMC, 

written here as XCMC, is the value of  X1 where the concentration of 

the surfactant monomers is equal to the concentration of the 

surfactants in aggregated micelles in the solution, the CMC can be 

calculated as a pseudophase approximation  that can be seen in 

Equation 1.5.[57, 58, 59]: 

 

 𝐥𝐧𝐗𝐂𝐌𝐂 =
∆𝛍𝐍

°

𝐤𝐓
= ∆𝛍𝐍

°

𝐤𝐓 𝐓𝐫𝐚𝐧𝐬𝐟𝐞𝐫
+ ∆𝛍𝐍

°

𝐤𝐓 𝐃𝐞𝐟𝐨𝐫𝐦𝐚𝐭𝐢𝐨𝐧
+ ∆𝛍𝐍

°

𝐤𝐓 𝐈𝐧𝐭𝐞𝐫𝐟𝐚𝐜𝐞
+ ∆𝛍𝐍

°

𝐤𝐓 𝐇𝐞𝐚𝐝
 (1.5) 
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From these models we can recognise the important role of free energy 

in aggregate micelle formation. The free energy of transfer controls the 

aggregation process itself, the free energy of deformation and the free 

energy of interface control the growth of the aggregated micelles, and 

the free energy of the head groups controls the ultimate size of the 

aggregates with its repulsive forces.[57, 58, 59] 

 

 

1.3.2 Predicting self-assembly with the critical packing parameter  

 

Israelachvili et al.’s model also first found that the resulting structure of 

the aggregated micellar phase could be predicted by examining the 

critical packing parameter, P, of the surfactants.[58] The researchers 

found that the self-assembly of the surfactants is due to two major 

factors: the hydrophobic tails of the surfactants and their attractive 

interactions with each other, and the hydrophilic heads of the 

surfactants and their repulsive interactions with each other. These 

factors combined dictate what type of aggregate micelles are formed, 

as well as how large they are, and can thus be predicted from the 

geometrical features of the surfactant through the critical packing 

parameter, as shown in Equation 1.6: 
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                                                  𝐏 = 𝐯
(𝐡)𝐚𝟎

                                           (1.6) 

 

where v is the volume of the surfactant molecule, h is the length of the 

hydrophobic portion of the surfactant, and a0 is the effective head 

group area of the surfactant.[63] Representation of this critical packing 

parameter and its geometrical components, can be seen in Figure 1.4 

for example surfactants.[56] 

 

 

 

Figure 1.4: Representation of critical packing parameter, P, for example surfactants.[56]  

 

When P is less than 1/3, surfactants have large head groups and thus 

form spherical micelles, while when P is more than 1/3 and less than 

1/2 it implies that the surfactant has a small head group and will 

typically form a cylindrical micelle or 2d-hexagonal mesophase. When 

P is a value between 1/2 and 1, the surfactant is assumed to be bulkier 

with a larger head group, and thus will usually form lamellar vesicles or 

bicontinuous cubic mesophases due to their inability to pack closely. 
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When P equals 1 exactly, however, the surfactants tend to be bulkier 

with smaller head groups, tending to form mesophases of lamellar 

bilayers. In the less common occasion when P is greater than 1, 

surfactants have small head groups or large hydrophobic tails and will 

commonly form reverse micelle mesophases. These critical packing 

parameters and their common mesophases are shown in Table 

1.1.[56, 58] 

 

Critical 

Packing 

Parameter 

 

Example Mesophases 

P<1/3 Spherical Micelle 

1/3<P<1/2 Cylindrical Micelle, 2d-Hexagonal 

1/2<P<1 Lamellar Vesicle, Bicontinuous 

Cubic 

P=1 Lamellar Bilayer 

P>1 Reverse Micelle  

 

Table 1.1: Typical mesophases resulting from different P values of surfactant.[56, 58] 
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1.3.3 Surfactant types  

 
 

As mentioned in previous sections, surfactants are essential to the 

mesoporous silica synthesis process, as the choice of surfactant plays 

an important role in the resulting form of the mesostructured 

material.[21, 52, 53, 86] The most extensively used surfactants to 

template mesoporous silica can be generally classified into three 

categories, known as cationic, anionic, and nonionic.[21, 52, 53, 86] 

Cationic surfactants have a net positive charge and are typically 

comprised of an alkyl hydrophobic tail and a methyl- ammonium ionic 

compound head.[21, 52, 53] Examples of these cationic surfactants are 

quaternary ammonium surfactants, which have typically been used to 

template the synthesis of MCM-type materials.[3, 21, 52, 53]  Anionic 

surfactants, meanwhile, have a net negative charge and are typically 
comprised of a sulfonated compound with the formula R-SO3 Na, with 

R representing an alkyl chain of roughly 11 to 21 carbons.[21, 52, 53] 

These surfactants include surfactants derived from amino acids, such 

as N-lauroyl-L-glutamic acid, C12GluA, and N- myristoyl-L-glutamic 

acid, C14GluA.[21, 52, 53, 86] 

  

Lastly are nonionic surfactants, which have an uncharged polar group 

for their hydrophilic heads, such as ether, R-O-R, or alcohol, R-OH, 

and are often polymeric surfactants.[21, 52, 53] Nonionic polymeric 

surfactants in the form of triblock copolymers are the most common 

surfactant in the synthesis of SBA-15 mesoporous silica.[14, 20, 21, 
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52, 53, 60-63, 86] The charges of anionic and cationic surfactants allow 

them to separate into charged ions when they are dissolved, which 

while helping the surfactant molecules interact, limits the size-

distribution of the pores they can produce.[14, 21, 52, 53, 60-63, 86] 

Nonionic surfactants, instead, can template the formation of larger 

pore-size distributions, such as with SBA-15. A more thorough 

examination of these surfactants and their components can be seen in 

the following sections.     

 

 

1.3.4 Block copolymer surfactants 

 

Block copolymer surfactants are comprised of two or more 

homopolymer subunits, or blocks, linked together through covalent 

bonds.[20, 53, 60-63] They are some of the most common surfactants 

for the synthesis of mesoporous silica, especially SBA-15.[4, 13-16, 62, 

63] The most typical homopolymer blocks of these surfactants are the 

hydrophilic polyethylene oxide, PEO, and the hydrophobic 

polypropylene oxide, PPO.[20, 53, 60-65] When the number of PEO 

units in a block exceeds the number of PPO units, the surfactant 

becomes predominantly hydrophilic, whereas when the reverse 

happens the surfactant becomes predominantly hydrophobic, which 

can lead to the formation of disparate mesophases.[20, 53, 60-65] 

PEO, PPO, and block copolymer surfactants with three distinct blocks, 
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triblock copolymer surfactants, are discussed further below. 

 

 

1.3.4.1 PEO 

 

Polyethylene oxide is a nonionic homopolymer created through the 

polymerisation of ethylene oxide, with the chemical formula 

(CH2CH2O)n , where n is the number of monomers.[64] PEO is very 

soluble in water, and as the ether portions of the molecule give it a 

hydrophilic nature, it a good choice for the hydrophilic portion of 

amphiphilic surfactants.[64] 

 

PEO and polyethylene glycol, PEG, have an equatable chemical 

structure, as well as near identical chemical and physical properties, 

only differing in their manner of production (i.e. polymerisation of 

ethylene oxide for PEO, and polycondensation of ethylene glycol for 

PEG). For this reason experimental properties of PEG are often used 

as comparison for PEO when PEO values are not available.[64, 66]  

 

 

The dimer of PEO (i.e. n=2) has a direct chemical structure 

correspondence to 1,2-dimethoxyethane, DME.[67] Numerous 

experimental studies have examined DME in its liquid phase as well as 
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in aqueous solutions through various experimental techniques, and 

these properties are therefore often used as comparison for those of 

PEO dimers where experimental values are not available.[64, 67]   

 

 

1.3.4.2 PPO 

 

Polypropylene oxide is a nonionic homopolymer produced through the 

polymerisation of propylene oxide, with the chemical formula 

(CH3CHCH2O)n , where n is the number of monomers.[65]  While PPO 

is also linear, like PEO, the presence of an extra methyl group, CH3 , in 

each unit makes PPO more hydrophobic in nature than PEO.[64, 65]  

 

A small oligomer of PPO corresponds most directly in chemical 

structure to 1,2-dimethoxypropane, DMP, while the PPO dimer (i.e. 

n=2) corresponds to 1,2-diethoxyethane, DEE.[68, 69] Because of the 

close nature of DMP to the dimer (having only one fewer carbon 

group), as well as the lack of experimental properties of DEE, DMP is 

often treated as the dimer in comparison work. Available experimental 

data of these two compounds is therefore often used as comparison for 

these short PPO chains where their own experimental properties are 

unavailable.[65, 68, 69] 
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1.3.4.3 Pluronic triblock copolymer surfactants 

 

One of the most widely used types of nonionic surfactants currently 

used for the synthesis of mesoporous silica materials are triblock 

copolymers.[20] They were commercialised by Badische Anilin- und 

Soda-Fabrik, BASF, with the name Pluronics, with which they are often 

referred to, and as polymers they are inexpensive and simple to 

produce.[20, 62, 63]  

 

These surfactants consist of portions of PEO and PPO arranged most 

commonly in an ABA structure, as PEOn PPOm PEOn, though they 

can also be arranged in a “reverse Pluronic” BAB structure, as PPOn 

PEOm PPOn.[20, 53, 60-63] The ABA chemical structure can be seen 

in Figure 1.5.[70]  

 

 

               

Figure 1.5: Generic chemical structure of Pluronic surfactant [70] 
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Pluronics are readily soluble in a variety of solvents, including water as 

well as other polar and non-polar solvents, due to the hydrocarbon 

chains of their block components.[22, 52, 53, 60, 62, 63]  Pluronics are 

also able to form liquid crystal structures in the solution, with self-

assembly due to the presence of a hydrophobic PPO block, creating a 

variety of micelle mesophases depending on the amounts of PEO and 

PPO.[22, 53, 60-63] Their aggregated micelles form with an inner core 

comprised of the PPO blocks and an outer shell of the PEO blocks.[22, 

52, 53, 60-63]  The self-assembly of these surfactants is most often 

used in the synthesis of mesoporous silica with much larger pore-size 

distributions than charged surfactants, because nonionic surfactants do 

not dissociate into ions when dissolved into the solution, like anionic 

and cationic surfactants do.[60-63]  

 

Because the lengths of the block components can be customised, 

Pluronic surfactants are available in different compositions, some 

examples of which can be seen in Table 1.2.[62, 63] 
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Table 1.2: PEO and PPO block compositions for 5 common Pluronic triblock 

copolymers.[62, 63] 

 

The names of Pluronics are coded in a particular way.[71] The letter 

that they start with describes the physical state of the Pluronic at room 

temperature (i.e. F means flake, or solid, P means paste, and L means 

liquid).[71] When the first digit after the letter, or the first two digits after 

the letter in a three-digit number, is multiplied by 300, it gives the 

approximate molecular weight of the hydrophobic PPO portion of the 

Pluronic.[71] When the last digit in the name is multiplied by 10, it gives 

the percentage of the hydrophilic PEO portion of the Pluronic.[71] This 

means that at room temperature Pluronic P123 is a paste, that its PPO 

portion has a molecular mass of 3.6 kg/mol, and that it is comprised of 

30% PEO.[71]    

 

 

Pluronic P123, or PEO20 PPO70 PEO20, is also of special importance as 

it leads to the synthesis of SBA-15.[14, 22, 60, 62, 63]  

Pluronic Block 

Copolymers 

Number of PEO blocks (n) Number of PPO blocks 

(m) 

L64 13 30 

P85 26 40 

P123 20 70 

F38 43 15 

L44 10 23 
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1.4 Molecular simulations of PEO, PPO, and Pluronics self-

assembly 

 

The previously mentioned experimental studies are all useful for 

different reasons, though they are all unable to observe the self-

assembly formation mechanisms of the template surfactants explained 

above. To better understand these templating processes, many 

simulation studies of Pluronic surfactants and/or their block 

components have been undertaken over the years; either all-atom, AA, 

simulation models, as well as coarse-grained, CG, simulation models 

(both of these modelling approaches will be discussed in detail in 

Chapter 3). 

 

 

 

1.4.1 Notable all-atom simulations  

 

An early molecular dynamics study of PEO and PEG was performed by 

Lee et al. in 2008.[72] Their force field was a revision of the all-atom 

CHARMM force field, matching dihedral potentials to experimental 

conformational populations for dimethoxyethane, DME, PEO’s dimer at 

different potential energy values. The researchers ran simulations of 

PEO at lengths of 9, 18, 27, and 36 monomers, and of PEG 

homopolymers at lengths of 27, in water. The properties of the 
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homopolymers, including persistence length, radii of gyration based on 

molecular weight, and hydrated shape anisotropy, were in good 

agreement with experimental values, while the PEO and PEG 

homopolymers were found to be statistically equivalent. This simulation 

study was encouraging, presenting conclusions applicable to both PEO 

and PEG, indicating their interchangeability in future work. Their results 

were based on structural properties, however, neglecting 

thermodynamic properties, indicating a need for further testing of the 

models. 

 

In 2011, Hezaveh et al. evaluated DME and DMP in aqueous and non-

aqueous solutions using a force field based on united-atom models in 

agreement with GROMOS/OPLS force fields.[73] As mentioned above,  

DME is a dimer of polyethylene oxide, while DMP is a short oligomer of 

polypropylene oxide, often comparative to its dimer, and thus a good 

basis of study for PEO and PPO. The researchers calculated structural 

and thermodynamic properties, such as densities, diffusion coefficients, 

and free energies of solvation, of pure DME and DMP solutions at 

standard temperature and 318K, which were found to be in agreement 

with experimental data. They also performed simulations of DME and 

DMP in water, carbon tetrachloride, methanol, and heptane at infinite 

dilution, and calculated the free energies of solvation in all of the 

liquids. All of the resulting free energies were found to be in line with 

experimental data, and consistent with the dielectric constant of the 

solvents. This study did a good job of modeling the mentioned major 

properties of DME and DMP, but the lack of exploration in longer 
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chains of PEO or PPO means more work would need to be done to 

know if these models are suitable for future use in simulation work with 

other block components. 

 

The following year, Hezaveh et al. completed another simulation study, 

furthering their earlier work, on the dynamics and conformation 

properties of PEO and PPO, polymer chains at 298K.[42] The PEO and 

PPO chains were studied again using a modified united-atom model in 

agreement with GROMOS/OPLS, simulating melt conditions as well as 

infinite dilution conditions in water, carbon tetrachloride, methanol, 

heptane, and chloroform. The calculated density of PEO melt 

simulations with chains of 2, 3, 4, and 5 monomers and, for PPO melt 

simulations of chains of 7 monomers, were found to be in good 

agreement with available experimental data. The conformational 

preferences of their PEO simulations were in agreement with results of 

experimental NMR studies, while the radii of gyration for their PEO 

chains longer than 9 monomers agreed well with light scattering data in 

water and methanol. End-to-end distances and persistence lengths of 

these chains at 298K in water and methanol provided further validation 

with experimental results. The PEO and PPO chains were then joined 

to create Pluronic P85, PEO26PPO40PEO26, and its radius of gyration 

at 293K in water was found to be comparable to known data. These 

results were promising, though their absence of longer chain 

properties, especially for PPO, and only radius of gyration simulation of 

a single Pluronic implies that more research is needed for the use of 
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this model with Pluronic surfactants. 

 

While these AA models were able to produce some major properties of 

PEO, PPO, and Pluronic surfactants, they are limited in their ability to 

simulate Pluronic self-assembly. 

 

 

1.4.2 Notable coarse-grained simulations  

 

A significant CG model for PEO- polyethyethylene, PEE, diblock 

copolymers was developed by Srinivas et al. in 2004.[74] This study 

examined the self-assembly of these copolymers with varying 

hydrophilic PEO ratios in a CG force field, fitting distribution of bonds, 

angles, and dihedrals to properties taken from all-atom simulations and 

experimental data. This lead to PEO and PEE chains with structural 

chain properties in good agreement with experimental observations, 

and copolymers with larger PEO components that self-assembled into 

membranes in CG water. While this study did not delve deeper into 

important thermodynamic properties of PEO, PEE, or diblock 

copolymers, thus limiting its transferability to other solvent models, it 

did provide useful insight into the importantance of longer PEO chains 

in future CG simulation models. 

 



	
	
	

38	

Another study of generic Pluronic triblock copolymer solutions in thin 

films was done by Hatakeyama et al. in 2007.[75] This study focused 

on the self-assembly of one particular triblock copolymer CG model, 

PEO10PPO20PEO10 , under confinement conditions. Their 

simulations were all confined between two walls (hydrophilic and 

hydrophilic, hydrophobic and hydrophobic, or hydrophilic and 

hydrophobic), and their influence on the morphology of any subsequent 

self-assembled structures was noted. While the parameters of their 

model, including density, radial distribution functions, radius of gyration, 

mean square displacement, and diffusion constants, were not an 

accurate representation of any one Pluronic copolymer, it agreed with a 

number of general behaviours found in earlier studies, specifically the 

layers and morphologies. However, it was apparent that some of this 

study’s results were strongly dependant on simulation parameters, 

especially the solubility of the Pluronic chains, which would obviously 

affect the structure of surface layers. While more work would be 

needed for solid conclusions, their study did provide a base for CG MD 

effects on chain solubility dynamics that can be relevant to 

understanding the lubrication of triblock copolymers on adsorbing 

surfaces. 

 

A simulation study on PEO and polyethylene glycol, PEG, surfactant 

components was performed by Lee et al in 2009.[76] A coarse-grained 

model for PEO and PEG, which as mentioned above can be 

considered equal in terms of chemical structure, was developed within 
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the framework of the MARTINI force field utilising beads with 3 heavy 

atoms to 1, or 3:1 mapping. The distributions of bonds, angles, and 

dihedrals for the force field were taken from the all-atom model 

CHARMM, and properties such as radius of gyration and chain length, 

were examined for PEO and PEG in various concentrations. These 

properties were observed in the simulation and then compared to 

known data, partially validating the model. The simulation failed, 

however, to observe other thermodynamic parameterisation properties 

such as free energies and enthalpies of vaporisation. Due to the lack of 

matching to thermodynamic properties, the hydrophilicity of the PEO is 

most likely largely under or overestimated, which will give it poor 

transferability to other solvents. It did provide, however, a solid base for 

PEO models, which later simulations would add upon.  

 

In 2011, Velinova et al. simulated the self-organization of alkyl 

poly(ethylene glycol) surfactants, C12E5, in aqueous solution using the 

MARTINI force field.[77] The main difference in this study compared to 

those preceding it was the change in bead type in regards to PEG/PEO 

components. The previous study by Lee et al.[76] found that PEO-PEO 

interaction levels were too weak with a larger MARTINI Na bead, so 

this study treated these self-interactions as the smaller MARTINI SNda 

bead type. The resulting aggregation numbers and size of the spherical 

micelles formed by the C12E5 surfactants in this model were in good 

agreement with experimental data, and their high aggregation numbers 

indicated possibilities in modeling drug-delivery systems. While this 
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model provided interesting questions about PEO bead interactions, the 

fact that the PEO in this model was solely parameterised for C12E5  

surfactant aggregation, and not for PEO properties and parameters, 

means further study would be needed for this model’s use with 

Pluronics. 

 

 

Another study by Lee et al. was undertaken on the self-assembly of 

PEG-grafted lipids in 2011.[78]  The MARTINI force field was used to 

parameterise interactions between CG PEG and CG 

dipalmitoylglycerophosphocholine, DPPC, lipids through density 

matching monomers of PEG and PEO grafted to the bilayer. The 

resulting simulations in this model showed mixtures of lipids and 

PEGylated lipids self-assembled to bicelles, micelles, or liposomes, 

with higher concentrations of PEGylated lipids producing smaller 

aggregates, in good agreement with experimental data. The average 

end-to-end distances of the PEG on the PEGylated lipids were 

comparable to those in experimental bicelles, micelles, and liposomes, 

only slightly larger than for PEG in a solution. While this study focused 

primarily on PEGylated lipids, and it lacked a more thorough 

parameterisation of PEG with multiple properties, it did provide some 

insight into the potential for PEG aggregation behaviour for future use 

in simulation work with other block components. 

 

Another simulation study on a coarse-grained model for polyethylene 
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glycol, PEG, and polyoxyethylene alkyl ether surfactants was 

performed in 2012 by Rossi et al.[79] The researchers developed a 

new coarse-grained model of PEG also based on the MARTINI force 

field. While properties of the PEG and surfactants were simulated and 

compared to experimental results, the main focus was on the phase 

behaviour of solutions of water and surfactant as a function of water 

concentration. Micelle aggregation was successfully obtained with 

surfactants of different hydrophilic length using this force field in water, 

but the micelle formation after 7 microseconds failed to reach 

equilibrium. Coupled with the wide distribution of micelle sizes 

observed, and the trouble the researchers had finding a working charge 

for the PEG beads, implies this model’s beads may not be 

parameterised correctly. Further, a later study by Taddese et al.[80], 

which will be discussed further below, found that this model’s 

surfactants collapsed in hydrophobic solvents. 

 

Another notable study from the same year undertaking a new model of 

PEO and PPO for Pluronics across a 1,2-dimyristoyl-sn-glycero-3-

phosphocholine, DMPC, bilayer was done by Hezaveh et al.[81] The 

CG model was again based on the MARTINI force field, and the 

researchers parameterised their models of PEO and PPO using 

simulation data of previously reported AA models RDFs, with 

comparison being made to experimental properties of PEO and PPO in 

water, such as the radii of gyration. These models were then used to 

simulate Pluronics P85, L64, and F38 in the DMPC bilayer to evaluate 



	
	
	

42	

their interaction mechanism. Their findings were compared against 

experimental data, and their results showed favourable property 

adherence for PEO and PPO chains in water, specifically the radii of 

gyration they were parameterised against, as well as density profiles of 

PEO and PPO dimers, with previous AA study results, as well as in 

comparison to experimental data. Their model also showed that 

Pluronics consisting of PPO chains of comparable lengths to the DMPC 

bilayer (i.e. P85) tend to percolate across the lipid bilayer, which was 

consistent with experimental results. While these results were 

promising for Pluronics and their components, their focus on bilayer 

interaction mechanism and their lack of thermodynamic properties 

indicates a need for further testing.  

 

A new CG force field was developed by Choi et al. for PEG in water in 

2013.[82] The force field was based on the MARTINI model, re-

parameterising PEG through MARTINI protocol, but replacing the 

MARTINI water model with a big multipole water, BMW, model for its 

solvent. This new BMW/MARTINI force field produced more accurate 

predictions for the density of PEG, as well as removed ring-like 

conformation and bundling seen with MARTINI water simulations, but 

also produced slow PEG dynamics and solvent-separated-pairs 

between chain ends. This highlighted the importance of properly 

parameterised CG solvents on the effect on polymer-solvent systems, 

and further research would need to be done to explore the optimisation 

of MARTINI based solvents.   
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A 2014 study by Nawaz et al. performed a parametrisation-extensive 

process using a MARTINI coarse-grained model that has been proven 

to be a reference for Pluronics of differing sizes at various 

temperatures, concentrations, and in different solvents.[83] Their PEO 

model was based on the CG model of Rossi et al.[79] bead model 

previously discussed, though it was further parameterised to optimise 

other properties, including end-to-end distance, persistence length, and 

radius of gyration. Their PPO model was based on traditional MARTINI 

bead models, parameterised to the free energy of transfer for PPO 

between octanol and water, while the PEO-PPO interaction was 

mapped from AA models. These block component models were then 

used to validate PEO and PPO chains, single chains of CG Pluronics 

L31, L61, L62, L64, P85, F38, F68, and L44, with strong focus on 

Pluronic L44, including a self-assembled L44 monolayer in water. 

Various important aspects of the Pluronics and their components were 

validated in a vacuum, CG hexane, and in CG water, including chain 

length, membrane thickness, radius of gyration, self- assembly of 

longer PEO and PPO chains, and bond, angle, and dihedral 

distributions, and the surface tension of the self-assembled L44 

monolayer, and compared both to previous AA model results, as well 

as available experimental data.  While these models were optimised to 

produce correct interfacial properties as well as structural data, there is 

a question as to the transferability into solvents at different 

temperatures; they only match a small subset of the single Pluronic 

chains tested, and while they do show self-assembly of the PEO and 
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PPO chains, the Pluronic models were not simulated for micelle 

aggregation/self-assembly. This indicates that further testing and 

potentially parameterisation would be needed to use this model for 

Pluronic surfactant self-assembly work.  

 

Wood et al carried out another CG study of the self-assembly of 

Pluronic F127 in 2016, incorporating minor simulation work on 

Pluronics P85, F38, and L64.[84] Their aim was to understand its 

interactions with lipid bilayers and its ability to self-assemble in 

aqueous environments through an adapted MARTINI model and using 

a polarizable water model. Single chain monomers of Pluronic F127 

and Pluronics P85, F38, and L64 were simulated in a palmitoyl-oleoyl-

phosphatidyl-choline, POPC, model membrane bilayer and multiple 

Pluronic F127 chains were simulated with water, and their PEO/PPO 

compositions and initial conditions were parameterised. While they 

were able to promisingly recreate the interaction behaviours of these 

Pluronics with the bilayer, as well as aggregation of one hundred 

Pluronic F127 unimers in water, their model suggested that coil 

conformation requires that a Pluronic needed to initially be placed 

outside of the bilayer core to produce interaction behaviour within the 

bilayer, and as the model did not take into account many properties of 

the Pluronics on their own, it may not have much transferability. 

 

 

In 2017 Grillo et al presented a new model for diblock copolymers 

developed using a polyethylene oxide-polybutadiene, PEO-PTB, 
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bilayer.[85] The model was also based on the MARTINI force field, 

refining parameters for PTB using both MD simulations and quantum 

mechanical calculations, while PEO parameters were taken from the 

CG model developed by Lee et al. in 2009.[76] This model’s 

simulations showed self-assembly into bilayers and its calculations 

produced good agreement with structural and mechanical properties, 

such as mass density profiles, for bilayers and different copolymer 

length chains. This study helped to further establish the potential 

viability of the PEO model proposed by Lee et al.[76] for further work, 

potentially with Pluronic triblock copolymers. 

 

 

In the same year, Taddese et al. proposed a new MARTINI model of 

PEO and the effect of its chain length on its partition properties in 

water.[54] Like the model produced by Velinova et al.[77] before them, 

this study proposed a new set of parameters for PEO, specifically 

creating a new MARTINI bead, SNa1, for PEO-PEO interactions. The 

researchers specifically targeted the actual values of PEO’s solvation 

free energy rather than their difference to attempt to produce a model 

that more accurately reproduces chain structural properties, such as 

radius of gyration. Although this model did optimally reproduce these 

properties, it also failed to reproduce partition properties for 

homopolymers longer than 10 beads with water. This brings up a 

transferability problem for the model, and more work for PEO-water 

interactions would need to be done for properties such as solubility. 
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Lastly, it is important to discuss the 2018 study by Grunewald et al., 

which presented a new, extensively optimised, model for PEO.[87] 

Using the MARTINI force field, the study parameterised DME in various 

solvents, over a large range of molecular weights, and evaluated their 

various structural and thermodynamic properties in three different 

solvents; water, benzene, and diglyme. The researchers created a new 

MARTINI bead model for PEO for use in DME in order to improve their 

transferability between solvents. Their DME model did improve upon 

the free energies of transfer and radii of gyration in all solvents, 

especially when they compared their results with those from the 

models used by Rossi et al.[79] and Lee et al.[76, 78], leading to 

greater agreement with experimental results. In order to validate their 

model, the researchers also simulated longer PEO chains, PEGylated 

lipids, alkyl poly(ethylene glycol) surfactants, and combined their model 

with MARTINI polystyrene, PS, to simulate PS-b-PEO block 

copolymers. The phase behaviour, structural properties, and 

aggregation (in the case of the PS-b-PEO block copolymers) were in 

good agreement with known data and helped to validate their PEO 

model to a high degree. This parameterisation created a PEO model 

with a high degree of transferability in different solvents and an ability 

to be combined with other CG compounds. Further testing would be 

needed, however, in regards to the model’s use with Pluronic triblock 

copolymers, or for its use in alkane solvents. 
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These simulation studies were able to observe the self-assembly 

formation mechanisms and underlying thermodynamics of Pluronics 

and their PEO and PPO block components, though as with the 

experimental studies, the simulation studies above all had various 

weaknesses. In order to later expand upon these simulations (Chapters 

5, 6, and 7), the theory of molecular dynamics and coarse-graining is 

first explored in the next chapter.  

 

 

 

1.5 Objectives and structure  

 
 

At the onset of this thesis, the objective was ultimately to use coarse-

grained molecular dynamics simulations to parameterise a new model 

of the synthesis of SBA-15, in order to further simulation work for this 

mesoporous silica. To accomplish this we began by attempting to 

parameterise and validate new self-assembly models for Pluronics 

through a series of intermediate CG model parameterisations. These 

included parameterising and validating shorter common CG alkane 

models (as alkanes are a common solvent for Pluronic self-assembly[6, 

15, 16], and they provide a basis for polymers such as polyethylene 

because of their carbon backbone chain structures[88, 89, 90]), 

validating existing CG PEO and PPO models at different monomer 

chain lengths for various properties, and combining those validated 

PEO and PPO models to create and validate Pluronic models  for self-
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assembly and related properties. This inevitably ended up being far 

more challenging and time-consuming than expected, and is where the 

work in this thesis was concluded. In the future, our results can be 

combined with existing models of silica precursors[42-48] to effectively 

model SBA-15 synthesis. 

 

 

Aside from this introductory chapter and the following chapters on 

molecular dynamics theory and the methodology used in this work 

(Chapters 2 and 3), this thesis is structured into three main chapters. 

These are the parameterisation and validation of CG alkane models 

(Chapter 4), validating PEO and PPO models (Chapter 5), and the 

modelling of Pluronic triblock copolymers (Chapter 6). Portions of this 

thesis have been or will be published in: 

 

 

Chapter 1:  M. Jorge, A. W. Milne, O. N. Sobek, A. Centi, G. Pérez-

Sánchez, & J. R. Gomes. Modelling the self-assembly of silica-based 

mesoporous materials. Molecular Simulation, 44(6), 435-452, 2018. 

 

Chapter 4: O. N Sobek & M. Jorge. “Coarse-grained model for alkanes 

and polyethylene”, In preparation. 

 

Chapters 5/6: O. N Sobek & M. Jorge. “Coarse-grained modeling of 

PEO PPO, and Pluronics self-assembly”, In preparation. 
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MOLECULAR DYNAMICS SIMULATIONS                              2 

 

 
First developed by Fermi et al in the mid 1950s[1], molecular dynamics, 

MD, simulations have become an invaluable tool for researchers 

seeking to understand physical, chemical, and biological systems. MD 

simulations are inexpensive and vastly faster alternatives to traditional 

experimental work, allowing the user to recreate hard to evaluate 

systems and quantities, like the velocities of atoms and molecules.[2-5] 

These simulations are now routinely used to evaluate the structure, 

dynamics and thermodynamics of molecules and their complexes, such 

as the fluctuations and conformational changes of polymers and the 

formation of micelles.[2-5] 

 

In this chapter, the fundamentals of MD simulations are discussed, 

concentrating on the use of force fields and their components. This 

culminates specifically with the MARTINI coarse-grained force field, 

which is the basis for the studies in later chapters of this thesis. 

 

 

2.1 Molecular dynamics  

 

Molecular dynamics is a method for studying the physical movements 
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of atoms and molecules, and is thus a type of N-body simulation.[2-5] 

The atoms and molecules are allowed to interact for a fixed period of 

time, giving a view of the dynamical evolution of the system. In the 

most common version, the trajectories of atoms and molecules are 

determined by numerically solving Newton's equations of motion for a 

system of interacting particles, where forces between the particles and 

their potential energies are calculated using interatomic potentials or 

molecular mechanics force fields.[2, 3, 6] The main Newtonian principle 

at work here is force equals mass times acceleration, shown in 

Equation 2.1 below.[2] 

 

                                F = m ∗ a                                                   (2.1) 

 

There are two main families of MD methods, which can be 

distinguished according to the model chosen to represent a physical 

system: classical, or quantum first-principles. In the classical 

mechanics approach to MD simulations molecules are treated as 

classical objects, sometimes referred to as a 'ball and stick’ model.[2, 

7, 8] Atoms correspond to soft 'balls', or beads, and elastic 'sticks',  or 

springs, correspond to bonds. The laws of classical mechanics define 

the dynamics of the system. The quantum or first-principles MD 

simulations take explicitly into account the quantum nature of the 

chemical bond.[3, 7] The electron density function for the valence 

electrons that determine bonding in the system is computed using 
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quantum equations, whereas the dynamics of ions (nuclei with their 

inner electrons) is followed classically.[6, 3, 7, 8] Quantum MD, 

however, is far more probabilistic and less deterministic than classical 

MD can be for predicting the nature of interactions, and has a much 

higher computational cost due to the higher level of theory.[2, 6]  

 

The basic requirements of classical MD simulations are simple. For a 

system of interest, a set of initial positions and initial velocities for all of 

particles in the system needs to be set.[2, 6] This allows for an 

interaction potential to derive the forces between the particles. 

Secondly, classical MD simulations require the system to evolve by 

solving the above mentioned classical equations of motion.[6, 8] To 

work efficiently, MD also requires a few very specific conditions.[3, 7] 

These include specific variables for the system and area being 

evaluated; defined potential energies for the molecules being modeled, 

integration algorithms to evaluate their equations of motion, and the 

temperature and pressure of the system.[4, 5] These conditions allow 

for classical MD force fields, or sets of rules that defines interactions 

between atoms or groups of atoms, to run optimally when they are 

simulated.  
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2.2 Creating MD simulations 

 

To properly run an MD simulation, there are certain requirements that 

need to be met. These include a force field that explains both the 

bonded and non-bonded interactions between the atoms of the system, 

a time integration algorithm, barostats, and thermostats, and the 

representation of the atoms in the system as beads.[2, 9, 4, 5] These 

requirements are clarified in detail below.  

 

 
2.2.1 Force fields  

 

Force fields are a vital part of classical MD. As simulations are 

computations based on Newton's second law, force fields are used to 

study the atomic potential energy of a system to learn specific things 

about different properties.[2, 4, 5, 8, 9] These computations can be 

carried out mathematically by hand, but are more often carried out in 

computer programs where they can look at larger portions of 

material.[2, 4, 5, 8, 9] In force fields, molecules are defined as a set of 

atoms held together by harmonic, or elastic forces, and the force field 

replaces the complex energy landscape with a simplified model to 

represent it.[2, 4, 5, 8, 9] These elastic forces are built up from two 

distinct components which describe the interaction between particles 



	
	
	

63	

(typically atoms): the set of equations called potential energy functions, 

or the forces, based on harmonic functional interactions for bonds and 

angles, and the parameters which are used in those functions.[7, 8] 

This is shown in the overall Equations 2.2 – 2.4;  

 

                   𝐔 𝐑 = 𝐔𝐛𝐨𝐧𝐝𝐞𝐝 + 𝐔𝐧𝐨𝐧!𝐛𝐨𝐧𝐝𝐞𝐝                                        (2.2) 

 
                 𝐔𝐛𝐨𝐧𝐝𝐞𝐝 = 𝐔𝐛𝐨𝐧𝐝𝐬 + 𝐔𝐚𝐧𝐠𝐥𝐞𝐬 + 𝐔𝐭𝐨𝐫𝐬𝐢𝐨𝐧𝐬                               (2.3)   

 
           𝐔𝐧𝐨𝐧!𝐛𝐨𝐧𝐝𝐞𝐝 = 𝐔𝐋𝐉 + 𝐔𝐯𝐚𝐧 𝐝𝐞𝐫 𝐖𝐚𝐚𝐥𝐬  𝐩𝐨𝐭𝐞𝐧𝐭𝐢𝐚𝐥                                (2.4) 

 

where U is a potential energy function of the atomic positions, and R is 

a function of the position of all the atoms in the system.[2, 4, 5, 7] 

These functions are expressed in terms of Cartesian coordinates of the 

atoms.[4, 9]  

 

2.2.1.1 Bonded potential energies 

 

The first portion of the calculated potential energies is the bonded 

potential energies. The three main functions involve the covalent forces 

between bonds (1-2 ‘nearest neighbouring atom’ interactions), angles 

(1-3 'next nearest neighbouring atom' interactions), and dihedrals (1-4 

'across molecule' interactions).[2, 4, 5, 7] A graphical representation of 
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these potential energies  can be seen in Figure 2.1. 

 

Figure 2.1: Graphical representation of the 1-2, 1-3, and 1-4 ‘nearest neighbouring atom’ 

interactions for the covalent forces between bonds, angles, and dihedrals respectively.  

 

These functions are represented by Equations 2.5 – 2.7;  

 

                    𝐔𝐛𝐨𝐧𝐝𝐬 = 𝐤𝐛(𝐛 − 𝐛𝟎)𝟐𝟏,𝟐 𝐩𝐚𝐢𝐫𝐬                                      (2.5) 

 

                     𝐔𝐚𝐧𝐠𝐥𝐞𝐬 = 𝐤𝛉(𝛉 − 𝛉𝟎)𝟐𝟏,𝟑 𝐩𝐚𝐢𝐫𝐬                                      (2.6) 

 
                    𝐔𝐝𝐢𝐡𝐞𝐝𝐫𝐚𝐥𝐬 = 𝐤𝛟(𝟏 − 𝐜𝐨𝐬(𝐧𝛟))𝟏,𝟒 𝐩𝐚𝐢𝐫𝐬                            (2.7) 

 

 
where the k constants are equivalent to harmonic constants for each 

bond, angle, or dihedral pair, b! is the ideal bond length, θ! is the ideal 

angle, and ϕ is the ideal rotational torsion dihedral.[4, 5, 7]  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Dihedral interactions can also include what are called 'improper' 

dihedral interactions, where the four atoms defining the angle are not 

all connected by consecutive covalent bonds.[4, 5, 7] 

 

2.2.1.2 Non-bonded potential energies 

 

The second portion of the calculated potential energies is the non-

bonded portion. This is a sum of the van der Waals and the 

electrostatic interactions between a pair of atoms.[2, 4, 5, 9, 10] Van 

der Waals interactions between atoms arise from a balance between 

repulsive and attractive forces, where the repulsive force occurs at 

short distances where electron on electron interaction is very high, and 

the attractive force occurs over longer distances from changes in 

distribution in the various clouds of electrons, typically caused by 

interactions between instantaneous  or induced dipole interactions.[4, 

5, 8, 10] Each of these effects only becomes significant when the 

atomic separation, r, decreases, as they will tend to zero as r tends to 

infinity [4, 10] These interactions are most commonly represented by 

the Lennard-Jones 12-6 potential, LJ. [4, 5, 8] The electrostatic 

interaction between a pair of atoms, can either be attractive or 

repulsive depending on their charge signs.[2, 9, 4, 5] This is typically 

represented by using the Coulomb potential.[2, 4, 5]. The non-bonded 

potential energy functions are shown in Equations 2.8 and 2.9. 

Electrostatic potentials can be described more obviously using classic 
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Coulomb law, as shown in Equation 2.8 where r!"is the distance 

between a pair of atoms i and j, qi and qj are the charges of those 

atoms, ϵ! is 8.85418782·10!!" C!/m!N or the cohesive energy or 

permittivity of free space in the simulation system, and ϵ! is 1, or the 

relative cohesive energy or permittivity of the material being 

simulated.[2, 4, 5, 9]         

 

                  𝐔𝐞𝐥𝐞𝐜𝐭𝐫𝐨𝐬𝐭𝐚𝐭𝐢𝐜/𝐂𝐨𝐥𝐨𝐮𝐦𝐛 𝐩𝐨𝐭𝐞𝐧𝐭𝐢𝐚𝐥 =
𝟏

𝟒𝛑𝛆𝟎

𝐪𝐢𝐪𝐣
𝛆𝐫𝐫𝐢𝐣

                                 

(2.8) 
 

If the two atoms i and j have opposing charges, q! and q!, then the 

potential energy is attractive, while if the charges are the same, the 

potential energy is repulsive.[2, 4, 5, 9] 

 

 

A clearer understanding of the LJ potentials is demonstrated in 

Equation 2.9, where i and j are two atoms in the system, ϵ!" is the 

minimum of the potential energy, r!" gives the distance between two 

atoms, and σ!" is the equilibrium distance between the two molecules at 

which the potential energy is 0.[2, 4, 5, 9] 

 

                                𝐔𝐋𝐉 = 𝟒𝛜𝐢𝐣 (
𝛔𝐢𝐣
𝐫𝐢𝐣
)𝟏𝟐 − (𝛔𝐢𝐣

𝐫𝐢𝐣
)𝟔                                (2.9)        

   
The portion of Equation 2.9 to the 12th power represents repulsive, or 
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short-range, forces between atoms, while the portion to the 6th power 

represents attractive, or long-range, forces between them.[2, 4, 5, 9] As 

r!" increases, LJ potential energy approaches 0, so within classical MD 

simulations it is cut-off at a particular selected radius, reducing the 

potential to 0.[2, 9] A visual example of this truncation can be seen in 

Figure 2.2.[68, 69] Because of this truncation, MD simulations often 

employ long-range corrections to ensure the pressure and energy of 

the system is maintained.[2, 4, 5, 9]  

 

 

Figure 2.2: Example Lennard-Jones potential of a carbon-hydrogen interaction, ϵ = 0.83 

kJ/mol and σ = 0.31 nm taken from [68, 69] 
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When the two atoms, i and j, happen to be non-identical, Equation 

2.10 and Equation 2.11 are normally used to determine ϵ!" and r!".[2, 4, 

5, 9] These are called the Lorentz-Berthelot combing rules.[2, 5, 9] 

 

                             𝛔𝐢𝐣 =
𝟏
𝟐
(𝛔𝐢𝐢 + 𝛔𝐣𝐣)                                             (2.10) 

                              𝛜𝐢𝐣 = (𝛜𝐢𝐢 ∗ 𝛜𝐣𝐣)
𝟏
𝟐                                                (2.11) 

 
Long-range electrostatic or Coulomb interactions are often dealt with 

using the Ewald summation method.[4, 5, 11]  An Ewald sum is based 

on splitting Equation 2.8 into two series; a faster variation for an r with 

a small value, which decays quickly and is therefore negligible past a 

particular cutoff distance, and a second smoother variation for an r with 

a large value that allows its Fourier transform to be represented by only 

a few terms.[4, 5, 11] Ewald sums have some drawbacks however, as 

cut-offs for reciprocal and real space calculations must be specific, and 

there is not a uncomplicated way to obtain a favourable set of values, 

leading to errors.[4, 5, 11] Ewald sums also scale with N2, or at best 

N1.5, meaning that as the size of a simulated system increases, the 

efficiency decreases.[4, 5, 11] In order to combat these issues, popular 

Ewald variants such as Particle Mesh Ewald, PME, have been 

produced.[11, 12]  
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PME is a faster algorithm that scales as NlogN, and instead of using 

implicit fourier transform evaluation it utilises a fast Fourier 

transformation, FFT, substantially reducing the time needed to 

solve.[12] FFT is an algorithm that uses Fourier analysis to convert a 

signal from the time or spatial representation to one of frequency, or 

vice versa.[12] Their speed and accuracy, however, depend upon the 

interpolation scheme, mesh size, and other variables that need to be 

set in the MD input files, making PME more difficult to optimise.[12] 

 
 

 
2.2.2 Integration algorithms  

 

Because the potential energy of a system is a complicated function of 

the specific positions of all the atoms in the system, there is no singular 

analytical solution to the equations of motion.[5, 13, 14, 15] Time 

integration algorithms, therefore, are used to numerically solve them.[5, 

13, 14, 15] These algorithms discretise time into timesteps, Δt, and use 

atomistic positions and other derivative quantities from the system at a 

particular timestep to compute those same quantities at other 

timesteps, t + Δt.[5, 13, 14, 15] The algorithms used in MD simulations 

should  consequently conserve the energy and momentum of a system, 

permit a long time step for integration, and be computationally 

efficient.[5, 13, 14, 15] There are numerous possible algorithms that 

have been developed for use in MD, including the  leap-frog algorithm, 
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Verlet algorithm, velocity Verlet algorithm, and beemans algorithm.[13, 

14, 15] The studies in this thesis primarily utilise the leap-frog and 

Verlet algorithms, as will be discussed in future chapters, so we will go 

into more detail on those algorithms explicitly here. 

 

 

The leap-frog algorithm is a second-order method that is equivalent to 

updating the velocities and positions of a system at interleaved 

timesteps, staggered so they "leapfrog" over each other.[5, 13, 15] This 

can be seen in Equation 2.12 and Equation 2.13; 

 

 

                   𝐫 𝐭+ 𝚫𝐭 = 𝐫 𝐭 + 𝐯(𝐭+ 𝚫𝐭
𝟐
)𝚫𝐭                                      (2.12) 

 

                    𝐯 𝐭+ 𝚫𝐭
𝟐

= 𝐯 𝐭− 𝚫𝐭
𝟐
+ 𝐚(𝐭)𝚫𝐭                                    (2.13) 

 

 

where r(t) is the position at time t, v(t) is the velocity at time t, and a(t) 

is the acceleration at time t.[13, 15] The formula to solve the 

acceleration, a(t), at a particular time can be seen in Equation 2.14, 

where m is the mass of a particle, and F(t) is the force acting on that 

particle at time t and is calculated from the distance derivative of the 

potential energy.[5, 13, 15]  
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                          𝐚 𝐭 = 𝐅(𝐭)
𝐦
= − 𝟏

𝐦
𝛁𝐮 𝐫 𝐭                                   (2.14) 

 

The second most commonly used integration algorithm in the studies in 

this thesis is the Verlet algorithm. The Verlet algorithm is similar to the 

leap-frog algorithm in that it calculates the same velocities using 

Equation 2.13, though with differing positions.[14, 15] These updated 

positions can be seen in Equation 2.15, where Ο Δt!  is the global 

truncation error.[14, 15] 

 

 

           𝐫 𝐭+ 𝚫𝐭 = 𝟐𝐫 𝐭 − 𝐫 𝐭− 𝚫𝐭 + 𝐚 𝐭 𝚫𝐭𝟐 + 𝚶(𝚫𝐭𝟒)               (2.15) 
 

 

 

2.2.3 Barostats  

 

Barostats and thermostats are necessary portions of executing MD 

simulations, as it is important to maintain constant pressure and/or 

temperature in simulated boxes or cells.[2, 4, 5, 8, 9, 10, 16, 17] This is 

due to it preserving the correct thermodynamics of the systems.[2, 4, 5, 

8, 9, 10, 16, 17] To allow for a simulated box to preserve this constant 

pressure and temperature, an NPT ensemble where volume is allowed 

to fluctuate is required.[2, 4, 5, 8, 9, 10, 16, 17] This NPT ensemble can 

allow for a change in volume throughout the simulation cell, i.e. 

isotropic pressure coupling, or a volume change solely in one direction 
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in the cell, i.e. semi-isotropic pressure coupling.[2, 4, 5, 8, 9, 10, 16, 17] 

There are several types of barostats that can be used to control the 

pressure of an MD simulation, including the Berendsen barostat, the 

Nosé-Hoover barostat, and the Parrinello-Rahman barostat.[2, 4, 5, 8, 

9, 10, 16, 17] The studies in this thesis use the Berendsen barostat and 

the Parrinello-Rahman barostat, so those are covered in more detail 

below.   

 

One of the simplest barostats to control the pressure of these systems 

is the Berendsen barostat.[4, 5, 8, 16] Here it was used to relax our 

simulation systems before production runs.[4, 5, 8, 16] In the 

Berendsen barostat, the volume of the simulation cell is corrected at a 

precise specified time.[4, 5, 8, 16] The Berendsen barostat does not 

generate any known statistical ensemble, especially for small systems, 

but it is stable for most simulations and therefore a very popular choice 

to equilibrate MD simulations.[4, 5, 8, 16] This is shown in Equation 
2.16, where P!" is the desired pressure, P(t) is the instantaneous 

pressure, and τ! is the barostat relaxation time constant.[16]  

 

                          𝐝𝐏(𝐭)
𝐝𝐭

= 𝐏𝐦𝐝!𝐏(𝐭)
𝛕𝐏

                                           (2.16) 

 

The scaling of this barostat can be seen in Equation 2.17, where η is 
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the scaling factor for one side of the simulation cell box, τ is a time 

coupling constant, and β is the isothermal compressibility of the 

system.[16] 

 

                                 𝛈 = 𝟏 − 𝚫𝐭
𝛕𝐏
𝛃(𝐏 − 𝐏𝟎)                                     (2.17) 

 

The other barostat used in this thesis’s simulations, specifically for 

production runs, is the Parrinello-Rahman barostat.[4, 5, 17] This 

barostat allows the volume and shape of the simulation cell to fluctuate, 

but with an extra degree of freedom added through an extended 

Hamiltonian equation.[4, 5, 17] The expression of this barostat can be 

seen in Equation 2.18, where W is the magnitude of the coupling, b 

represents the simulation box vectors, and V! is the volume of the 

simulation box.[17]  

 

 

                       𝐝𝐛
𝟐

𝐝𝐭𝟐
= 𝐕𝐛𝐖!𝟏𝐛!!𝟏(𝐏 𝐭 − 𝐏𝟎)                                  (2.18) 

 

 

 

2.2.4 Thermostats 

 

To maintain the constant temperature of the simulation box 
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necessitated to run NVT and NPT simulations, MD also uses various 

thermostats. These include; the Berendsen thermostat, the Nosé-

Hoover thermostat, and the v-rescale thermostat.[8, 10, 2, 9, 16, 17, 4, 

5] The two thermostats used in this thesis, the Berendsen thermostat 

and the v-rescale thermostat, are explained in more detail below.   

 

One of the easiest to control thermostats is the Berendsen thermostat, 

which is taken from the same study that created the Berendsen 

barostat.[16]. As with the Berendsen barostat, the Berendsen 

thermostat corrects the volume of the simulation cell at a particular 

specified time.[8, 16, 4, 5] Also similar to the barostat, this thermostat 

does not generate any known statistical ensemble, though it is 

incredibly robust.[8, 16, 4, 5] This thermostat is shown in Equation 
2.19, where τ is the rise time of the thermostat, describing the strength 

of the coupling of the system, v is the velocity,  T!" is the reference 

temperature of the thermostat, and T(t) is the temperature at a given 

time.[16] The scaling factor for this thermostat can be seen in 

Equation 2.20, where λ represents the scaling factor and τ! is the rise 

time of the thermostat at temperature T.[16]  

 

                           𝐝𝐯
𝐝𝐭
= 𝐟

𝐦
+ 𝟏

𝟐𝛕
𝐓𝐦𝐝
𝐓 𝐭

− 𝟏 𝐯                                       (2.19) 
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                           𝛌 = 𝟏 + 𝚫𝐭
𝛕𝐓

𝐓𝟎
𝐓(𝐭!𝚫𝐭𝟐 )

− 𝟏   
𝟏
𝟐                                   (2.20) 

 

The other thermostat used in this thesis is the v-rescale thermostat, 

which multiplies each atomic velocity by a factor that creates the 

desired temperature for the system.[4, 5, 18] The scaling done by the 

v-rescale thermostat can be done at every step or only periodically.[4, 

5, 18] It is easy to use, though like the Berendsen methods, its results 

do not correspond to any ensemble, although the amount they deviate 

from canonical is quite small.[4, 5, 16, 18] The scaling for this 

thermostat can be seen in Equation 2.21; 

 

                                      𝐯𝐧𝐞𝐰 = 𝐓𝐦𝐝
𝐓(𝐭)

𝐯𝐨𝐥𝐝                                       (2.21) 

 

where v!"# is the velocity prior to rescaling, v!"# is the rescaled 

velocity, T!" is the reference temperature of the thermostat, and T(t) is 

the temperature at a given time.[4, 5, 18] 

                                              

 

 

2.2.5 Bead representations  

 

As described earlier, the atoms and molecules used in MD simulations 
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correspond to soft ‘balls’ or beads connected by elastic ‘sticks’, or 

springs, and therefore need topologies to describe the beads that a 

force field uses with its functions.[6, 8, 10] Topologies express the 

needed Cartesian coordinates of all the beads in the system as well as 

the connectivity between every type of those beads.[2, 8, 9, 10] These 

coordinates can be found through online databases of known 

molecules, such as the US National Institute of Cancer or RCSB 

Protein Data Bank, or extrapolated based on known properties of the 

desired molecules.[2, 8, 9, 10, 19] These initial coordinates are then 

coupled in the topology with any specific equilibrium bond lengths, 

bond length force constants, bond angles, angle force constants, 

dihedral angles, dihedral force constants, and possibly improper 

dihedrals needed to adequately describe the interconnectivity of the 

beads.[2, 4, 5, 8, 9, 10, 19] Periodic boundary conditions (pbc) are also 

established so that molecules that leave the simulation cell box will 

reappear across from where they exited.[2, 4, 5, 8, 9, 10]  This allows a 

simulation to replicate an infinite periodic system using a small 

simulation box.[2, 4, 5, 8, 9, 10] 

 

 

The sum of all of these functions and their parameters and coordinates 

that go into them is what constitutes a force field which can be used in 

simulations, where a computer program will run the simulation starting 

from selected atomic coordinates at different time-steps.[2, 9] These 

force fields do come with some limitations to the types of systems that 

can be simulated, however, which will be discussed in the next section.  
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2.3 Limitations of classical atomistic MD 

 

While molecular dynamics simulations are immensely practical tools for 

researchers, there are a few limitations inherent to their use.   The first 

limitation is, as mentioned above, that classical MD simulations are 

based on classical descriptions of interatomic interactions.[6, 8, 9] In  

these simulations electrons are not present explicitly, they are 

introduced to the system by the potential energy surface that is a 

function of solely the atomic positions, approximated by an analytic 

function that gives the potential energy U as a function of 

coordinates.[6, 7, 8] This potential energy function is often based on 

fitting to available experimental data, including solvation free energy, 

enthalpy of vaporisation, density, and radial distribution functions. 

Though this method is fine for a large system, it becomes a problem as 

the lack of explicit electrons means decreased detail in the simulation, 

and the simulations are dependent on the availability of good potential 

functions.[3, 6]  

 

Another limitation in classical MD simulations is the use of classical 

Newtonian equations to describe the motion of atoms.[6, 8, 9, 10] This 

approximation leads to a typical interatomic spacing of 0.1 -0.3 nm, and 

therefore is useful for most heavier atoms at a sufficiently high 

temperature where classical mechanics can be applied. Lighter 

elements, such as hydrogen and helium, or simulations at lower 
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temperature however, often need superimposed quantum corrections 

to describe their motion.[6, 8, 9, 10] 

 

The arguably most pressing limitations are those of the time of the MD 

simulation and the size of the MD computational cell (i.e. the number of 

atoms in a simulation box). In classical MD simulations, the maximum 

timestep of integration is defined by the fastest motion within the 

system.[6, 8, 9] In a molecular system, vibrational frequencies go up to 

3000 cm-1 which corresponds to a period of approximately 10 fs, while 

optical phonon frequencies range to 10 THz which corresponds to a 

period of roughly100 fs.[6, 7, 20] Therefore, timesteps in MD 

simulations are on the order of a femtosecond.  Modern computers, 

however, can only calculate 106 – 108 timestep processes, meaning 

they can only simulate processes between 100 – 1000 ns.[6, 7, 20] 

This seriously limits MD simulations from being able to render many 

problems that require larger timescales, such as thermally-activated 

processes, annealing of irradiation, vapour film deposition, and most 

relevantly to this study, the self-assembly of surfactants.[2, 6, 7, 8, 20] 

 

Modern computers also limit the number of atoms that can be included 

in a simulation and thus the size of the computational cell, typically to 

104 – 108, or a cell in the order of tens of nm.[2, 6, 7, 20] This means 

that any spatial correlation lengths or any particular features of interest 
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need to be smaller than the computational cell size, leading to a 

potential lack of detail and limiting the type of simulations that can be 

rendered.[6, 7, 8, 9] . Larger systems and simulations of processes on 

timescales beyond 1 microsecond require larger computer resources 

and extensive time-steps to complete.[21, 22, 23, 24, 26] This makes 

them prohibitively financially and time expensive, so a more succinct 

model with reduced representations is needed. 

 

To overcome the time and size limitations of classical atomistic MD 

simulations, coarse-grained models are often to model and represent 

systems.[23, 24, 26] These allow for both longer and larger simulations 

by reducing the degrees of freedom of the model, and are discussed in 

the following section in more detail. 

 

2.4 Coarse-grained simulations  

 

In order to overcome the previously mentioned prohibitive costs and 

time associated with atomistic simulations, but still retain their ability to 

correctly reproduce physical behaviour of simulated systems, coarse-

grained models are often used. Coarse-grained, CG, force field 

simulation models are nearly identical to force fields applied to all 

atoms in a system, or all-atom, AA, models, except that a number of 

atoms are grouped together.[23, 24, 26]  
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Instead of explicitly representing every atom of the system, one uses 

”pseudo-atoms” or ”beads” to represent groups of atoms on which the 

classical MD computations will take place.[23, 24, 25, 26] Each of the 

atom groups are mapped into beads with a set number of atoms and 

parameters given by the force field model.[23, 24, 26] An example of 

this mapping can be seen in Figure 2.3.[27] With this model, the entire 

system, including any solvents, is broken down into these beads for 

simulation runs.[23, 24, 25]  This model reduces the complexity of the 

system, enhancing the sampling of phase space and allowing for a 

relatively accurate depiction and feasible running time through 

computational simulation.[23, 24, 25, 26] 

 

 
Figure 2.3: Example of coarse-grain beaded block copolymer, PEO!PPO!PEO! [27] 

 

 

2.4.1 Coarse-graining theory  

 

 

As in AA force fields, in the majority of CG force fields, the set of CG 

interactions is separated in two parts. This can be seen in Equation 
2.22: 
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                 𝐔𝐂𝐆 𝐑 = 𝐔𝐛𝐨𝐧𝐝𝐞𝐝𝐂𝐆 + 𝐔𝐧𝐨𝐧!𝐛𝐨𝐧𝐝𝐞𝐝𝐂𝐆                                     (2.22) 

 

 

where U!" R  is the total potential energy, U!"#$%$!"  is the bonded 

potential portion, and is U!"!!!"#$%$!"  the non-bonded potential 

portion.[25, 26, 34] The intramolecular bonded CG interactions act on 

groups of neighboring beads in a chain, while the intra- and 

intermolecular non-bonded CG interactions act between specific pairs 

of beads within a certain cutoff distance.[25, 26, 34] If beads within the 

same chain are taken into account by the bonded interactions, 

however, they are unaffected by non-bonded interactions.[25, 26, 34] 

 

When coarse-graining, there are four major questions to ask. The first 

is what degrees of freedom need to be included, or what is the basic 

architecture of the molecules for driving the relevant physics of the 

simulation?[23, 24, 25, 26, 34] Practically this means choosing the best 

possible mapping for the beads in the system for what needs to be 

simulated. For example, if the simulation wants to capture the motion of 

a Pluronic surfactant chain, it needs to be decided whether the side-

chain groups will need beads, or if a few larger beads representing only 

the backbone chain will suffice. 

 

The next is how many different types of beads are needed?[23, 24, 25, 

26, 34] To allow for a basic understanding  of the underlying physics, 

and also whatever else needs to be answered by the simulation,  a 

minimal number of bead types need to be selected. For example, in the 
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case of Pluronic surfactant chains again, a minimum of two bead types 

would be needed to cover the hydrophilic and hydrophobic portions. 

This question becomes even more complicated when discussing the 

solvent of a system.[23, 24, 25, 26]  

 

The final questions to consider are what are the dominant length and 

dominant energy scales of the system?[23, 24, 25, 26, 34, 35] This 

translates to how will things like the excluded volume interactions be 

modelled (i.e. repulsive terms) and will a Lennard-Jones functionality 

(i.e. repulsive terms and attractive terms) be enough to model the 

functionalities of the system.  To answer these questions, there are two 

main approaches that can be taken to coarse-graining; the bottom-up 

approach and the top-down approach. These will be discussed below. 

 

 

2.4.2 Bottom-up approaches  
 

 

A bottom-up approach to coarse-graining is used on the basis of a 

more detailed model, usually an all-atom classical model or one based 

on quantum mechanics.[34, 35, 36, 40] 

 

These approaches are often valued because of their detail (i.e. at least 

the atomic level), though in order for this method to produce a reliable 

CG force field, the accuracy of the atomistic model is imperative.[34, 

35, 36, 40] One of the most commonly used types of a bottom-up 
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approach is the structure-based method.[35, 36] 

 

Structure-based coarse-graining seeks to reproduce the pair-

correlation functions or the bond, angle, and dihedral distributions of an 

AA model.  These approaches obtain CG models by using the iterative 

Boltzmann inversion procedure or the inverse Monte Carlo procedure, 

based on the Henderson uniqueness theorem (i.e. that only one pair 

potential can exactly reproduce a given, radial distribution function, 

RDF).[35, 36] The most common is Boltzmann inversion, which starts 

with an initial guessed potential, which is then corrected using a 

proportional term from the difference between the RDF of the CG 

model and that of the AA model it is based on.[35, 36] This is shown in 

Equation 2.23: 

 

 

                        𝐔𝐢!𝟏𝐂𝐆 (𝐫) = 𝐔𝐢𝐂𝐆 + 𝐤𝐓 𝐥𝐧
𝐠𝐊
𝐂𝐆 𝐫
𝐠𝐀𝐀 𝐫

                               (2.23) 

 

where U!!" is the initial guessed potential, U!!!!" (r) is the potential in the 

iteration i+1, g!! r  is the RDF of the AA model, and g!!" r  is the RDF 

of the CG model.[35, 36] The inverse Monte Carlo procedure uses the 

same types of interactions to match RDFs, but this procedure  also 

applies the change in the potential function at certain distances away 

from the correction term.[35, 40] The inverse Monte Carlo is free from 

the limitations of solving Newton’s equations of motions, which leads to 

faster sampling of equilibrium properties.[35, 40] This also means, 
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however, that dynamical information cannot be gathered from this 

procedure.[35, 40] 

 

 

Two other prominent bottom-up approaches of note are the relative 

entropy and force-matching methods. The relative entropy approach, 

proposed by Shell et al.[37, 38], is similar to structure-based coarse-

graining, though here the relative entropy, instead of the general RDF, 

is found through minimising the proportional term between the 

probability distributions in the AA and CG models. In the force-

matching approach, on the other hand, originally developed by 

Ercolessi et al.[30] and then furthered years later by Izvekov et al.[31], 

the goal is to match the average forces acting on the AA system to the 

forces acting on CG sites.[30, 31]  

 

Bottom-up approaches allow for easy to create test conditions, allow 

for corrections if major flaws occur towards the bottom of the program 

as critical modules are generally built and tested first, and they allow 

for easier observation of test results.[34, 35, 36, 40] These approaches 

have their drawbacks however, as they are parametrised for a very 

specific system, limiting their transferability, and requiring new AA 

simulations to be run and matched to for any changes wanted in the 

CG model.[34, 35, 36, 40] Because of this, many researchers opt to 

use top-down approaches, described in the next section.  
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2.4.3 Top-down approaches  

 

 

Unlike bottom-up approaches, top-down coarse-graining approaches 

derive their CG parameters from macroscopic experimental data.[34, 

41, 42, 43, 44] Top-down approaches allow for early detection of 

design defects as they create an early working module, because of 

their incremental nature interface errors become easier to correct, and 

allow for corrections if major flaws occur towards the top of the 

program.[34, 41, 42, 43, 44] The parameterisation of the CG potentials 

in this approach is most commonly based on thermodynamic 

properties, such as the free energy of a particular portion of the system 

(e.g. free energy of solvation, free energy of vaporisation, etc).[34, 41, 

42, 43, 44] These approaches do mean that observation of test output 

can be more difficult, however.[34, 41, 42, 43, 44] 

 

 

One of the most widely used hybrid top-down approaches is the 

MARTINI force field, which is of particular interest to the work done in 

this thesis and is described in the next section below.   

	

 

2.4.4 MARTINI force field 

 

 

Developed by the groups of Tieleman and Marrink for use with 
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GROMACS simulation software, the MARTINI force field parameter are 

partly derived from classical atomistic models, especially in relation to 

bonded interactions, while charges and LJ parameters are empirically 

fixed.[27, 28, 29] This bond-matching to AA models makes MARTINI a 

hybrid top-down approach to coarse-graining.[27, 28, 29, 34] The 

existing MARTINI coarse-grained force field model is based on a four-

to-one mapping, or representing an average of four heavy atoms in a 

system and any of their linked hydrogens as a single bead or 

interaction centre, with effective bead sizes of approximately 0.47 nm, 

for both chain molecules and solvents.[27, 28, 29] For ring-type beads 

a three-to-one mapping is used, with beads denoted by a prefix S- and 

an effective bead size of 0.43 nm, with scaled down ε values.[27, 28, 

29] 

 

In the MARTINI force field, there are four main types of bead based on 

the molecules the bead is mapping.[27, 28, 29] These types are: polar, 

P, nonpolar, N, apolar, C, and charged, Q (excluding the S- prefix for 

ring-type beads).[27, 28, 29] Within each of these bead types, there are 

then further subtypes denoting the bead’s hydrogen-bonding 

capabilities, where donor is d, acceptor is a, both is da, and none is 0, 

or degree of polarity ranging from 1 to 5, where 1 indicates low polarity 

and 5 indicates high polarity.[27, 28, 29] This gives MARTINI eighteen 

potential bead types.[27, 28] The interactions between these can be 

classified as: supra attractive, O, attractive, I, almost attractive, II, semi 

attractive, III, intermediate, IV, almost intermediate, V, semi repulsive, 
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VI, almost repulsive, VII, repulsive, VIII,  and supra repulsive, XI.[27, 

28] The interaction matrix showing all of the interaction potentials 

between bead types can be seen in Tables 2.1 and Table 2.2.[27] 

 

 

Table 2.1: MARTINI bead interaction matrix. 

 

Table 2.2: LJ levels of MARTINI bead interactions. 



	
	
	

88	

The properties used in the parameterisation of this force field include 

the free energy of hydration, free energy of vaporisation, and 

partitioning free energies of transfer between water and organic phases 

of different polarities (e.g. octanol).[27, 28, 29] The hydration and 

vaporisation energies are reproduced only qualitatively in the MARTINI 

model, as they are largely overestimated.[27, 28, 29] The MARTINI 

force field does, however, accurately reproduce the partitioning free 

energy of transfer between its parameterised standard (i.e. non ring-

like) CG beads in both organic oils and aqueous liquid phases, 

matched from equilibrium densities.  This can be seen in Equation 

2.24:    

 

                              𝚫𝐆𝐨𝐢𝐥/𝐚𝐪 = 𝐤𝐓 𝐥𝐧 𝛒𝐨𝐢𝐥
𝛒𝐚𝐪

                                   (2.24) 

where ΔG!"#/!" is the free energy of transfer between beads in oil and 

aqueous solutions,  ρ!"# is the density of the CG bead in oil, and ρ!" is 

the density of the CG bead in aqueous solutions.[27, 28, 29]  

 

The bonded potential for standard beads in the MARTINI force field can 

be seen again in Equations 2.5 and 2.6. In the MARTINI force field 

however, the equilibrium bond length in Equation 2.5, r!, is 0.47 nm, 

and the bond force constant in Equation 2.5, kb, is 1250 

kJ/mol*nm2.[27, 28, 29] In Equation 2.6, the equilibrium bond angle, θ, 

is 180°, and the angle force constant, kθ, is 25 kJ/mol.[27]  
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Non-bonded interactions in this force field are modeled through a 

standard Lennard-Jones potential, using the epsilon, ε, and sigma, σ, 

values in Table 2.2 depending on the particular bead.[27, 28]  This is 

shown  again in Equation 2.9, where σ represents the closest distance 

between two beads, and ε represents the interaction strength between 

those beads.[27, 28]   

 

The Coulomb potential is also used to calculate interactions between 

charge bonds, denoted with a Q- prefix, if present in the system.[27, 

28] 

 

 

2.4.5 Limitations of the MARTINI force field 

  

While the MARTINI coarse-grained force field reduces the complexity 

of the system, enhancing the sampling of phase space and allowing for 

a relatively accurate depiction and feasible running time through 

computational simulation, this reduction has its disadvantages. Even 

with 8 interaction potential levels, it can be seen in the interaction 

matrix that multiple bead pairs can produce the same potentials.[27] 

This means finer details of a modeled system are lost with this force 

field, and so are the remaining descriptions from those details, 

meaning the system is not necessarily always realistic.[5, 4, 23, 24]   
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In the case of solvents, for example, MARTINI uses the same LJ 

parameters for single bead representations of both propane and 

butane, resulting in the same thermodynamic properties for both, 

including the same free energy of self-solvation (ΔG!"#$).[27] This 

becomes a problem in accurately simulating bulk systems of a liquid, 

such as an alkane solvent, which are the most common solvents and 

used in numerous real chemical applications.[ 4, 5, 23, 24, 25 ,26]  

 

Another important limitation lies in interpreting the time scale of 

MARTINI CG simulations compared to their atomistic MD counterparts. 

CG systems are significantly faster than classical atomic MD 

simulations, however estimating a factor for this increased speed that 

can be used to calculate the realistic time is extremely difficult and 

often dependent on the type of MARTINI beads used.[2, 27, 28, 29] 

 

The MARTINI force field has been parameterised in this thesis to 

counteract its limitations for CG alkane solvents (Chapter 5) and for CG 

PEO, PPO, and Pluronic surfactants (Chapters 6 and 7).  
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SIMULATION METHODOLOGY                                           3 

 

In this chapter, the specific simulation methodology and parameters 

are discussed, including the particular approaches used to construct 

and analyse the data in the subsequent chapters.  

 

 

3.1 GROMACS simulation software 

 

The simulations run in the studies in this thesis used GROningen 

MAchine for Chemical Simulations, GROMACS, software. GROMACS 

is a molecular dynamics software package originally designed by the 

Biophysical Chemistry department of University of Groningen for 

simulating biological systems, consisting of lipids, proteins, and nucleic 

acids, but is now widely distributed for free and able to process 

systems with inorganic compounds.[2]  

 

GROMACS works by reading in either .gro files or .pdb files and 

converting them to .gro files for use.[1] Files with the gro file extension 

contain the structure of a molecule in Gromos87, a GROMACS force 

field format, while files with the .pdb extension are similar structure files 
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found in the protein databank.[1, 2] Both of these files can contain the 

molecule/residue number, molecue/residue name, atom name, atom 

number, and position coordinates in nm, x y z.[1, 2] Files with .gro 

however, may also include velocity coordinates in nm/ps (or km/s), x y 

z. [1, 2] When these positions are known, GROMACS can read them 

and then apply the given parameters of the simulation.  

 

Along with these files, GROMACS also needs .mdp and topology files 

to run a simulation.[1, 2] Files with the .mdp extension include pertinent 

information of the molecular dynamics parameters of the system given 

in the .gro file.[1, 2]. This includes preprocessing inclusions and 

definitions, run control, time steps of the simulation, energy 

minimisation before final runs, output control, searching for molecular 

neighbours, electrostatics for the molecules, temperature and pressure 

coupling of the atoms, velocity generation for initial velocity 

coordinates, bond constraints, and energy group exclusions.[1, 2] 

These variables could be altered by the user to fit to a variety of 

simulation conditions as needed. [1, 2] Topology files define the 

characteristics of the force field and the molecules of the system being 

simulated.[12, 48] They describe atom types, non-bonded molecular 

parameters, bonded molecular parameters, and the intermolecular pair 

interactions of those molecules.[12, 48] When these two files for a 

system are applied to a given .gro file, they will produce a new .gro file 

for the new coordinates of the system after the force field is applied, as 

well as a binary .tpr extension file which is converted from the input 
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files via the GROMACS pre-processor GROMPP, which lists all of the 

combined systemic data for GROMACS to perform the MD run.[1, 2]  

 

To run the complete simulation, GROMACS first runs an energy 

minimisation of the system and the resulting .gro file was run through 

the above steps again.[1, 2] GROMACS then reads the run input file it 

creates from this, and performs the MD calculations, outputting several 

files.[1, 2] These files include; a log file detailing the steps of the 

simulation, a trajectory file containing the coordinates and velocities, a 

structure file containing the coordinates and velocities of the last step of 

the simulation, and an energy file containing the energies, pressure, 

and temperature, and other energy-related parameters of the 

system.[1, 2] These files can then be analysed through GROMACS 

visualisation or using other formulas to analyse the simulation.[1]  

 

3.2 All-atom coordinate generation  

 

In order to utilise GROMACS to simulate a system with some degree of 

realism in this thesis, the atomistic coordinates of the molecules were 

required, in either a .pdb or .gro file. In order to have reasonably 

accurate coordinates to place in those files to parameterise them with a 

force field, this study converted SMILES files and graphical 

representations of the desired molecules into atomistic coordinates 
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through an online generator created by the US National Institute of 

Cancer.[4]  

 

SMILES files, or simplified molecular-input line-entry system files, are 

short ASCII strings representing the structure of chemical species.[3, 4] 

The atoms of a particular molecule’s chemical structure are depicted 

using letters, such as C for Carbon, though hydrogen is implied by the 

bonds.[3, 4] Bonds between atoms in SMILES files are assumed to be 

single unless specified by the symbols ‘=’ and ‘#’, for double, and triple 

bonds, respectively.[3, 4] This format can be easily read into the 

aforementioned online simulator to generate .pdb files with atomistic 

coordinates which can then be used in GROMACS. Examples of this 

process can be seen in Figure 3.1 and Figure 3.2.[4] 
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Figure 3.1: Input of SMILES for ethanol into the online generator [4] 

 

 

 

Figure 3.2: The .pdb file of ethanol generated from the SMILES string inputted into the 

online generator  
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 3.3 Mapping coarse-grained .gro files  

 

After establishing the appropriate atomistic coordinate .gro files for the 

simulations in this thesis, coarse-grained versions were then required 

to advance. There were two methods and software used to achieve 

these files, though only the second was ultimately used for this study’s 

simulations, with the first serving as a validation of the index file for 

beads used in the second method.  

 

The first method used GROMACS to output centres of mass of 

arbitrary selections in trajectory format as a function of time.[2] This 

method required the creation of an index file containing one group of 

atoms per bead, with each group listing the atomistic types of the 

atoms contained in those beads, and the bonds between those 

beads.[2, 5] By inputting the number of groups or beads needed for the 

coarse-grained file and indicating that it should only take the last frame, 

GROMACS would then take an input of the all-atom trajectory and 

topology file to be coarse-grained, as well as the created index file of 

the beads, and output a coarse-grained .gro file.[2, 5] That resulting 

.gro file could then be visualised with this study’s coarse-grained force-

field for simulation purposes.[2, 5] Examples of how a polymer might 

be mapped using this method are shown in Figure 3.3.[6] 
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Figure 3.3: Different mapping strategies for PEG9 for use with GROMACS [6]  

 

 

The second method of creating coarse-grained .gro files, and the one 

primarily used in this thesis, was achieved by using the Residue-Based 

Coarse Graining (RBCG) Builder in VMD.[5] VMD is a molecular 

visualisation program in which .pdb or .gro files of large molecular 

systems can be displayed and analysed.[5] An atomistic .pdb file 

needed to be uploaded into VMD, before selecting RBCG option from 

VMD’s CG Builder.[5] This CG Builder is shown in Figure 3.4.[5] 
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Figure 3.4: CG Builder in VMD [5]  

 

This allowed for an index .cgc file, with the same information as the 

index file from the first GROMACS method, to be uploaded to define 

the relationship between the atoms in the all atom .pdb and the desired 

CG beads.[5] An example .cgc file can be seen in Figure 3.5.  
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Figure 3.5: Example .cgc bead file for PEO for VMD CG Builder 

 

 

VMD’s CG Builder then ran an algorithm to position the beads on the 

atomistic coordinates and connect them by bonds specified in the .cgc 

file.[5] The program then produced output .pdb files that can then be 

converted to .gro files using GROMACS.[2, 5] This method allowed for 

an instant visualisation of the coarse-grained beads over the original 

atoms within VMD, and provided a confirmation of the bead information 

used for the coarse-graining method in GROMACS.[5]  

 

3.4 Simulation protocol 

 

The following simulation parameters apply only to the original 
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simulations created for this thesis; any chapters in which there is 

validation of previous studies or work will include the specific 

parameters for those simulations. 

 

The individual CG simulations were performed using an isothermal‐

isobaric NPT ensemble.[8, 9, 11, 12, 15] To yield the most accurate 

thermodynamic results, a Parrinello-Rahman barostat and a v-rescale 

thermostat were used to maintain normal standard conditions of 298 K 

and 1 bar respectively.[2, 8-12, 15] Each simulation used a time-step of 

20 fs, with a leap-frog stochastic dynamics integrator for the equations 

of motion.[1, 2, 9, 11, 12, 15]  Long‐range dispersion corrections were 

applied to energy and pressure of the system, with normal dispersion 

controlled by a switched group cutoff scheme with cutoff between 1.0 – 

1.3 nm.[1, 2, 8, 9, 11, 12, 15] Cubic box lengths ranged from a 

minimum of 2.2 nm to as large as 50 nm, depending on the size of the 

beads and simulation, in order to account for finite‐size effects.[7, 8, 9, 

11, 12, 14, 15] 

 

3.5 Analysis methods  

 

There were many properties that were used to validate the simulations 

in this study that are discussed in further detail below. 
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3.5.1 Free energy of solvation 

 

Gibbs solvation free energies, ΔG!"#$, were calculated through 

thermodynamic integration using GROMACS.[13] Thermodynamic 

integration, TI, is a method of calculating a free energy difference which 

implements a coupling parameter, λ, applied to the Hamiltonian or 

potential of solute-solvent interactions, which is progressively 

increased from λ = 0 to λ=1 through a series of intermediate 

simulations of 0>λ>1.[17, 19] These intermediate simulations represent 

a gradual change from full interactions of the solute molecule with the 

system (λ = 0) to no interactions of the solute molecule with the system 

(λ = 1).[17, 18, 19] To then calculate the solvation free energy, the 

gradient of the resulting Hamiltonians of these simulations in the form 

of a dV/dl plot, is taken and integrated over λ using a python code, and 

then analysed.[17, 18, 19] This can be seen in Equation 3.1, where V 

represents the Hamiltonian potential.[17, 18, 19]  

      

 

                              𝚫𝐆𝐬𝐨𝐥𝐯 =
𝛛𝐕
𝛛𝛌

𝐝𝛌𝟏
𝟎                               (3.1) 

 

For insurance of accuracy, the CG simulations in this study used 15 λ 

points, integrating 51 separate simulations for each λ point. An 

example of a dV/dl curve can be seen in Figure 3.6. 
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Figure 3.6: Example dV/dl vs λ plot for free energy calculations 

 

 

3.5.2 Free energy of micellisation 

 

Gibbs free energies of micellisation, ΔG!"#, or the free energy 

necessary to create a micelle, were calculated using the principles 

explained in Chapter 2.[14] This ΔG!"# can normally be calculated 

using Equation 3.2:  
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                                  ∆𝐆𝐦𝐢𝐜 = 𝐑𝐓 𝐥𝐧(𝐂𝐌𝐂)                                 (3.2) 

 

where ΔG!"# is the Gibbs free energy of micellisation, R is the ideal gas 

constant, T is the absolute temperature of the system, and CMC is the 

critical micelle concentration.[14] As CMC is nearly incalculable in 

simulations, however, we used an alternative procedure. The difference 

between the free energy changes associated with converting a single 

surfactant in the aqueous solution and the free energy changes of a 

single surfactant within the micelle core is equal to the different in free 

energy associated with the micellisation of a single micelle.[18, 19] For 

simulations that produced micelles, all micelles were removed save 

one, the simulation of the selected single micelle was rerun, and the 

free energies of the surfactants comprising the micelle were calculated 

and combined using the same method detailed in the above 

section.[18, 42] The thermodynamics of this process can be seen in 

Equation 3.3: 

                              

 
                        ∆𝐆𝐦𝐢𝐜 = ∆𝐆𝐒!𝐦𝐢𝐜 − ∆𝐆𝐒!𝐬𝐨𝐥                                 (3.3) 

 

where ∆G!!!"# is the Gibbs free energy of a single surfactant within the 

micelle core, and ∆G!!!"# is the Gibbs free energy of a single surfactant 

in the aqueous solution.[42] 
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3.5.3 Enthalpy of vaporisation 

 

Enthalpies of vaporisation, ΔH!"#, were calculated using the molar 

potential energy of simulations of a molecule in a vacuum without any 

periodic boundary conditions, U!"#, the average molar potential energy 

of the liquid simulations, U!"#, the temperature of the simulations T, here 

298.15K, and the ideal gas constant, R.[16, 17, 20]  The enthalpy 

change was calculated from Equation 3.4.[17] 

        

                             𝚫𝐇𝐯𝐚𝐩 = 𝐔𝐠𝐚𝐬 − 𝐔𝐥𝐢𝐪 + 𝐑𝐓                                     (3.4)         

 

3.5.4 Density 

 

Bulk liquid densities, ρ, were calculated by first finding the GROMACS 

average simulation density output, calculated using Equation 3.5: 

 

                              𝛒𝐞𝐱𝐩 = 𝛒𝐌𝐀𝐑𝐓𝐈𝐍𝐈 ∗
𝐌𝐞𝐱𝐩

𝟕𝟐∗𝐍𝐛𝐞𝐚𝐝𝐬
                                  (3.5)         

 

where ρ!"# is the experimental density, ρ!"#$%&% is the MARTINI 
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density,  N!"#$% is the total number of molecules or beads in a particular 

molecule, M!"# is the molecular mass of that molecule (i.e., 58.12g/mol 

for butane, 86.18g/mol for hexane, etc.), and 72 is the assigned 

molecular mass of a MARTINI bead (i.e. 72g/mol).[13, 14, 15, 26, 27]  

 

 

3.5.5 Self-diffusion coefficient  

 

Self-diffusion coefficients, D, for the pure liquid simulations were 

calculated using Einstein’s mean square displacement (MSD) equation, 

through GROMACS.[20] MSD is proportional to the observation time in 

the limit that the observation time goes to infinity, and the 

proportionality constant that relates the MSD to the observation time is 

the self-diffusivity.[28, 30] This is shown in Equation 3.6, where the 

numerator is the MSD, d is the dimensionality of the system  (3 for bulk 

liquids), and D is the self-diffusion coefficient.[28, 30] 

 

                             𝐃 = 𝟏
𝟐𝐝
𝐥𝐢𝐦𝐭→!

𝐫 𝐭𝐨!𝐭 !𝐫(𝐭𝟎) 𝟐

𝐭
                                (3.6) 
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3.5.6 Shear viscosity 

 

The shear viscosities, η, of the fluid systems in this study were 

calculated using an integrated Green-Kubo equation through 

GROMACS, shown in Equation 3.7, where η is the shear viscosity of 

the fluid simulation, V is the volume of the system, k is the Boltzmann 

constant, and P!"  is the off-diagonal element of the stress tensor.[26, 

33, 34, 41] 

 

                              𝛈 = 𝐕
𝐤𝐓

𝐝𝐭{𝐏𝐱𝐳 𝟎 𝐏𝐱𝐳 𝐭 }
!
𝟎                                 (3.7) 

 

 

3.5.7 End-to-end distance 

 

The root-mean-square end-to-end distance, R!, of a molecule 

represents the average distance between the first and the last segment 

of the molecule, and ranges between a minimum value and a maximum 

value.[38] GROMACS calculates distances between pairs of positions 

as a function of time, and writes the end-to end distance as average 

distance over all segments of a chain structure.[2, 38] A simplified 

version of the ultimate method used can be seen in Equation 3.8: 
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                                         𝐑𝐝𝟐 = 𝐍𝐥𝟐                                         (3.8) 

 

where R! is the end-to-end distance, N is the number of segments in 

the overall chain, and l is the Kuhn length.[38, 39]  

 

 

3.5.8 Persistence length  

 

Persistence length, L, of a molecule or polymeric chain is a way of 

measuring the point at which a polymer ceases to be treated elastically 

and can be treated statically.[36, 37] It is defined as the minimum 

distance between two segments at which the correlations between 

them are negligible.[36, 37] It is incredibly difficult to determine 

persistence length experimentally, but theoretical models are generally 

accepted, as the persistence length is valuable in determining such 

terms as Gaussian radius of gyration.[37] The persistence length was 

calculated with GROMACS using Equation 3.9:     

 

                                    𝐋 = 𝐧𝐩𝐑𝐝 =
𝐑𝐝

𝐥𝐧 𝐜𝐨𝐬𝛉
                                         (3.9) 
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where R! is the end-to-end length of a segment, n! is the decrease in 

the correlation between segments as they move farther apart in a 

chain, and cosθ is the angle between the two segments.[36, 37]  

 

 

3.5.9 Relaxation times 

 

Relaxation times are important timescales associated with the large 

scale motions of larger molecules, specifically the entirety of a polymer 

chain.[40] The relaxation times in this study were by using a time 

correlation function, as seen in Equation 3.10, where C! is the time 

correlation function, P! is a Legendre polynomial, l is the degree 

number, and u is a unit vector auto-correlation function.[40]  

 

                       𝐂𝐥 = 𝐏𝐥 𝐮(𝐭) ∙ 𝐮(𝟎)                                            (3.10) 

 

In this study, we used created the unit vectors using the beginning and 

end coordinates of the polymer chains, to be used as auto-correlation 

functions, and a degree of 2 was chosen for convergence. The time 

correlation was then integrated to obtain the relaxation time of the 
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polymers, as shown in Equation 3.11: 

 

                                      𝛕 = 𝐂𝐥 𝐭 𝐝𝐭!
𝟎                                            (3.11) 

 

where τ is the relaxation time.[40] 

 

3.5.10 Radius of gyration  

 

The radius of gyration, R!, are the average squared distance of any 

point in the simulated molecule from it's center of mass, giving a sense 

of size to the molecules in a solution.[ 32, 35, 37]   GROMACS was used 

to calculate radii of gyration as the root mean square distance of the 

simulation beads about the x-, y- and z-axes of the cubic simulation 

box as a function of time.[32, 35] This is shown in Equation 3.12, 

where M is the total mass of the group of beads, 𝐫𝐜𝐦 is the position of 

the centre of mass of the group of beads, m! is the mass of a bead, r! 

is the position of a bead, and the sum is over all atoms in the 

group.[32, 35, 37]   

 
 

                          𝐑𝐠𝟐 =
𝟏
𝐌

𝐦𝐢𝐢 (𝐫𝐢 − 𝐫𝐜𝐦)𝟐                                      (3.12) 
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3.5.11 Radial distribution functions 

 
A radial distribution function, g! or RDF, of a system describes how the 

atoms in a system are radially packed around each other.[8, 36] 

GROMACS can calculate how this density of a system varies as a 

function of distance from a selected reference particle.[1, 8, 13, 36] It is 

an effective way of describing the average structure of disordered 

molecular systems and is described by Equation 3.13:  

 

                                       𝐠𝐫 =
𝐍𝐫

𝛒𝟒𝛑𝐫𝟐∆𝐫
                               (3.13) 

 

where g! is the radial distribution function, N! is the mean number of 

atoms in a shell, ρ is the mean density of the atoms, and ∆r is the width 

of the shell, r is the distance of the shell from the reference site.[1, 8, 

13, 36]  

 
	

3.5.12 Heat capacity 

 

Heat capacity at constant pressure, C!, of a system is the amount of 

heat required to change its temperature by one degree.[16, 41] 

Specifically, this refers to the change in the enthalpy of the system.[16, 
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41] GROMACS can calculate this using the enthalpy and temperature 

data of a bulk system, after a simulation md run, using the equation 

shown in Equation 3.14:  

 

                                       𝐂𝐏 =
𝛅𝐇𝟐  
𝐤𝐓𝟐

                               (3.14) 

 

where C! is the heat capacity at constant pressure, δH is the change in 

the enthalpy  of the system, k is the Boltzmann constant, and T is the 

temperature of the system.[13, 16, 41] 

 

 

3.5.13 Aggregation numbers  

 

Aggregation numbers are the number of surfactants present in a 

micelle after the CMC has been reached, and can be used to evaluate 

the aggregation behaviour of self-assembling surfactants.[43, 44] For 

simulations in this study that produced micelles, aggregation numbers 

were calculated using the gmx clustsize command in GROMACS.[2, 

13] Solvents were removed before using this command, as gmx 

clustsize computes the size distributions of molecular or atomic 

clusters in the gas phase.[2, 13]  
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COARSE-GRAINED MODEL FOR ALKANES AND 

POLYETHYLENE                                                                      4 

 

 

 

As mentioned in Chapter 2, there are currently a number of limitations 

to atomistic MD models, and restrictions to CG models of Pluronics 

simulations.[1-8] Previous principal CG studies mentioned in Chapter 1 

were not complete, some missing thermodynamics parameterisation, 

some an unproven transferability of models.[9-22] Most, however, 

utilized some version of the MARTINI force field.[9-22]   

 

Our work with alkanes in this chapter was done for a few reasons; 

alkanes are a common co-solvent for Pluronic self-assembly in the 

synthesis of SBA-15[23, 24, 25], work in coarse-graining alkanes has 

been performed but either not for shorter common alkanes (i.e. hexane, 

octane, etc.) or not for a number of properties[26-31], and also because 

parameterising CG alkanes allowed for a basis for coarse-graining 

polymers such as polyethylene, as polyethylene can be considered an 

alkane chain in terms of composition.[33, 34, 35]  

 

 

Previous CG parameterisation studies explicitly for alkanes have had 

some varied success, but have had assorted shortcomings.[26-31] A 

brief overview of some prominent  studies and their parameterisation 
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methods, and their limitations, is provided below.  

 

A coarse-grained model for alkanes that used the Morse potential for 

parameterisation, as opposed to Lennard-Jones, was produced by 

Chiu et al. in 2010.[26] The researchers described both a MARTINI 

based force field for alkanes adapted for use with the Morse potential 

(instead of LJ potentials), as well as a simulation method with variously 

sized beads, both 3 to 1 and 4 to 1 mapped, designed to provide 

flexibility in modelling longer alkane chains. The alkane models were 

parameterised using three adjustable parameters in the Morse form for 

enthalpies of vaporisation, bulk densities, and surface tensions. This 

method did lead to good agreement between experimental data and 

free energies of self-solvation and compressibilities, good agreement in 

trend with experimental values of self-diffusion coefficients, as well as 

excellent agreement with AA models in terms of radial distribution 

functions, RDFs, and end-to-end distances. While these were 

promising results, the use of Morse potentials over Lennard-Jones has 

some inherent disadvantages; Morse potential allows a bond to stretch 

to an unrealistic length, and structures with long bonds based on Morse 

potentials may have convergence problems or provide nonphysical 

results due to a lack of force-pulling.[32] In regards to this study, not 

enough testing has been done to determine if these disadvantages will 

affect large systems, though the researchers did encounter a major 

drawback in the form of  greater time-consumption per time step. This 

means that this alkane model may be prohibitive for use in regards to 

coarse-graining the intrinsically more time-consuming self-assembly 
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simulations. 

 

Dallavalle et al. undertook an evaluation of conditional reversible work, 

CRW, mapping schemes using for coarse-grained alkanes of longer 

chain lengths in 2017.[27] The researchers introduced a model to 

examine the influence of different CG resolutions on the 

thermodynamic and structural properties such as densities, 

compressibilities, thermal expansion coefficients, surface tensions, 

RDFs, and enthalpies of vaporisation of higher alkanes (i.e. having 

nine or more carbon atoms) in a liquid state. These higher alkanes 

were considered as adequate test-systems for chains of polyethylene. 

In total, the study considered four different mapping schemes of 

differing CG resolutions, created using a CRW bottom-up coarse-

graining method, which derived non-bonded pair potentials from the 

underlying molecular interactions that theoretically should provide 

thermodynamic transferability. The thermodynamic and structural 

properties of dodecane and tetracosane in the liquid state were both 

specifically tested with all four CG models and had a high degree of 

comparison to known data, though as the size of the mapping 

increased, the ability of the CG models to accurately describe the 

system greatly deteriorated. To help correct CG models with lower 

resolution, the researchers posited that correcting the sampling of the 

system would improve the models behaviour. The CRW based models 

in this study did include good agreement for structural and limited 

thermodynamic properties and known experimental and AA data. 

However, these models were not validated for free energies, and more 
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testing is needed to know whether the alkane models would behave as 

expected when combined with other molecular model types. Their sole 

focus on longer chains, without testing short chains, also potentially 

limits the models’ ability to correctly model important alkanes such as 

hexane, heptane, or octane. 

 

 

For the purposes of our work, due to its popularity in self-assembly 

simulations[28], the MARTINI force field was of particular interest. 

Marrink et al. produced one of the earliest attempts at coarse-graining 

alkanes in an early version of their MARTINI force field, as of then yet 

to be named.[29] Accurate reproduction of structural details was not a 

focus for the researchers, as their approach aimed for a broader range 

of applications without the need to reparametrise the model each time 

by calibrating their models against oil/water partitioning coefficient 

thermodynamic data. They created a CG model for alkanes with 3 to 1 

and 4 to 1 bead mapping, and performed simulations of bulk alkanes 

with 1-5 beads (i.e. butane, octane, dodecane, hexadecane, and 

eicosane) and obtained comparable densities, compressibilities, and 

self-diffusion coefficients to experimental values. This was due to the 

researchers assigning different masses to each CG bead, resulting in 

different effective densities and diffusion rates. The chain stiffness of 

the alkane models was also comparable to those of AA models. Their 

CG model also reproduced the correct trend for free energies of 

hydration and vaporisation, though due to the energy interactions 

between the alkane beads, the actual values are systematically too 
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high and there was an over estimation between CG alkane and water 

models. When updating and formally naming the MARTINI force field in 

2007[30], Marrink et al. slightly changed the Lennard-Jones interaction 

level of ε between the alkane beads from their original model from 3.4 

to 3.5 kJ mol-1, and increased ε between the alkane and water models 

from 1.8 to 2.0 kJ mol-1. This was done in an attempt to correct their 

earlier values, but it was noted by the researchers that to produce more 

accurate models and improve the relative stability of the fluid phase of 

their alkane models, a complete reparameterisation would be needed. 

In a 2013 perspective on the MARTINI model[28], Marrink et al. 

admitted that their particular approach of using the Lennard-Jones 

potentials for their alkane models to describe their non-bonded 

interactions leads to over-structuring of the simple alkane fluids 

compared to AA models (e.g. in the RDFs). They also found that while 

they had tested a broader range of thermodynamic properties in liquid 

alkanes by comparing to AA models, the temperature dependence of 

their alkane models was markedly weaker than in AA models or 

experimental data. Overall the MARTINI model provides some good 

comparative values with structural and thermodynamic properties, but 

they themselves even admit that their models produce over-structuring 

of alkane fluids, poor temperature dependence, and a complete 

reparameterisation would be needed to improve the stability of the fluid 

phases of their alkane models.  

 

 

An early study of 3 to 1 mapped coarse-grained, smaller-chained 
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alkanes was performed by Nielsen et al. in 2003.[31] The researchers 

parameterised beads representing 3 carbon atoms by optimising 

Lennard-Jones non-bonded and harmonic bond and angle parameters, 

matching them to CHARMM AA simulation and experimental data for 

alkanes. To cover the remaining alkanes not produced from multiples 

of 3 carbon atoms, the researchers proposed a scaling procedure to 

produce beads that mimicked 2 carbons by scaling the mass, bond 

length, bond force constant, and the two Lennard-Jones parameters of 

the 3 carbon bead models. This CG model accurately reproduced 

experimental surface tension and bulk density data for their linear 

alkanes, while radii of gyration, end-to-end distances, and radial 

distribution functions, were in good agreement with AA models. While 

this parameterisation did lead to an alkane model with good agreement 

with experimental density and surface tension data, this study failed to 

test other thermodynamic properties such as free energies and 

enthalpies of vaporisation, which indicates a need for further testing for 

transferability. It is of note, however, that this particular model used 

polyethylene experimental data in lieu of longer alkane chains; a 

process further discussed below. 

 

 

Polyethylene, PE, is a polymer built as a chain of ethylene monomers, 

with chemical formula of (C2H4)n.[33] Due to its similarity to linear 

alkanes (which are essentially carbon chains fully saturated with 

hydrogens), research has been done into estimating their properties 

through those of linear alkanes.[34, 35] Two prominent books by Van 
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Krevelen[34] and Bicerano[35] outline a suggested method to use n-

alkanes as polyethylene oligomers to estimate their properties, as 

unlike polyethylene, n-alkanes can be prepared so that accurate 

properties can be determined. While using n-alkanes however, some 

properties (e.g. boiling points and tensile strength) are either irrelevant 

or lacking for PE.  

 

 

This method has been utilised in simulation work, however, with some 

success over the years since its conception.[31, 36, 37, 38] These 

successful simulations include an AA model simulation analysing 

polyethylene crystallisation with n-alkanes in 1993 by Kavassalis et 

al.[36], an AA model simulation from the same year that focused on the 

enthalpy of vaporisation, density, and packing of polyethylene melts by 

Pant et al.[37], an AA model simulation centered around the clustering 

of water in polyethylene by Fukuda[38] in 1998, and the previously 

mentioned CG work done by Nielsen et al.[31] in 2003.  

 

 

As our alkane models are coarse-grained (i.e. the heavy atoms, here 

the carbons, are the most important elements to map), and 

polyethylene is essentially a long alkane chain, longer chains of our 

models should theoretically also provide experimental properties for 

polyethylene, and an added layer of validation.[1, 34, 35] 
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In this chapter we choose to adopt the MARTINI approach for simplicity 

and added transferability, as well as consistently with our group’s 

previous work on modeling mesoporous silica.[85, 86] However the 

MARTINI model for alkanes needs to be reparameterised to produce 

more realistic alkane properties.[28, 29, 30] The previously discussed 

self-assembly simulations did not explicitly parameterise their CG 

alkane solvents for structural and thermodynamic properties[9-22], and 

parameterising MARTINI alkane solvents to match experimental 

values, and then testing this parameterisation through a polyethylene 

model, will lead to better PEO, PPO, and Pluronic behaviour. 

 

 

 

4.1 Methodology 
 

4.1.1 Current MARTINI force field 

 

As previously explained in Chapter 2, the existing MARTINI coarse-

grained force field model is based on a four-to-one mapping, or 

representing an average of four heavy atoms in a system and any of 

their linked hydrogens as a single bead or interaction centre, with 

effective standard (i.e. non ring-like) bead sizes of 0.47 nm.[28, 29] The 

interaction potentials between these beads are categorized as: supra 

attractive, O, attractive, I, almost attractive, II, semi attractive, III, 

intermediate, IV, almost intermediate, V, semi repulsive, VI, almost 
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repulsive, VII, repulsive, VIII,  and supra repulsive, XI.[28] A refresher 

of the full MARTINI interaction matrix and of the Lennard-Jones 

interaction levels of this force field, originally shown in Chapter 2, can 

be seen in Figures 4.1a-b.[28] 

 

a) 

 

b) 

Figures 4.1a-b: a) MARTINI bead interaction matrix, b) MARTINI interaction levels and LJ 

parameters [28] 
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The beads used in this study are the larger standard MARTINI beads, 

as opposed to the smaller ring-like types, to most accurately represent 

the linear alkanes.[28]  

 

 

4.1.2 Simulation protocol 

 

The individual CG simulations run in this study used GROningen 

MAchine for Chemical Simulations, or GROMACS, software.[39] The 

original AA models used as a basis for our coarse-graining were 

converted from their chemical structures using the online SMILES 

generator, and then mapped to the CG models using Residue-Based 

Coarse Graining (RBCG) Builder in VMD.[41, 42] The simulations were 

performed using an isothermal‐isobaric NPT ensemble[43], and to yield 

the most accurate thermodynamic results, a V-rescale thermostat and 

a Parrinello-Rahman barostat to maintain normal standard conditions 

of 298 K and 1 bar respectively, save for the polyethylene melt 

simulations that were run at 723.15K and 773.15K.[39, 44, 69, 70] 

Each simulation used a time-step of 20 fs, with a leap-frog stochastic 

dynamics integrator for the equations of motion.[45]  Long‐range 

dispersion corrections were applied to energy and pressure of the 

system, with normal dispersion controlled by a switched group cutoff 

scheme with cutoff between 1.0 - 1.3 nm.[39, 45] Cubic box lengths 

ranged from a minimum of 3.2 nm to as large as 4.8 nm, depending on 

the size of the beads, in order to account for finite‐size effects.[40] 
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4.1.3 Current MARTINI bead simulations and models 

 

Our work with the current MARTINI model was done in 2 stages; 

running self-solvation (i.e. the same solute and solvent) simulations of 

single bead systems at different interaction levels to gain a better 

understanding of the original model, and then simulating MARTINI 

alkane models in themselves and in the MARTINI hexadecane model 

and calculating their thermodynamic and physical properties (i.e. self-

solvation free energy, enthalpy of vaporisation, density, and self-

diffusion coefficients) for comparison with experimental values. All of 

the properties were calculated using the equations previously 

discussed in Chapter 4. 

 

In order to understand the full range of MARTINI interactions for non-

charged beads, 74 simulations were run for single P0 to P5, N0 to Nda, 

and C1 to C5 bead solvation in single P0 to P5, N0 to Nda, C1 to C5, 

MARTINI beads.[28] This covered all possible combinations of 

interactions in the MARTINI matrix. The solvation free energies, ΔG!"#$, 

were then taken and evaluated for trend with the various interaction 

levels’ epsilons, ε. A complete overview of these simulated systems 

can be seen in Table 4.1. 
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MARTINI 

Solvents-

Solvents 

Interaction 

Levels  

 

MARTINI Solutes-Solvents Interaction Levels  

 

0 I II III IV V VI VII VIII 

0 ✓ ✓   ✓ ✓ ✓ ✓ ✓ 

I ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

II ✓  ✓ ✓ ✓ ✓ ✓ ✓  

III  ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

IV    ✓ ✓ ✓ ✓ ✓  

 

Table 4.1: Simulation details for standard, non-charged MARTINI single-bead solvation at 

various interaction levels. 

 

After observing the nature of standard, non-charged MARTINI bead 

interaction levels, we tested MARTINI alkane models directly. Solvation 

simulations of the five models for MARTINI alkanes were then run in 

themselves and MARTINI hexadecane.[28] To better understand how 

MARTINI alkanes fit with experimental data, self-solvation free 

energies, ΔG!"#$, and subsequently the enthalpies of vaporization, 

ΔH!"#, of these simulations were then calculated through 

thermodynamic integration, and matched to experimental and 
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interpolated data for linear alkanes at room temperature.[46-51] The 

self-solvation simulations were then further compared against available 

experimental physical properties, specifically density, ρ[52, 53], and 

self-diffusion coefficients, D.[54] The parameter data for all of the 

MARTINI alkane models, along with their MARTINI mapping schemes, 

can be seen in Table 4.2.[28] 

 

Mapping 
Scheme 

MARTINI 
CG Alkane 

Models 

Bead 
types 

Number 
of 

beads 
 

Non-bonded 

Interactions 

Bonded Interactions 

σ 

(nm) 

 

ε 

(kJ/mol) 

 

r0 

(nm) 

kb 

(kJ/mol*nm2) 

θ 

(deg.) 

kθ 

(kJ/mol) 

3:1 Propane 
(C3H8) 

C2 1 0.47 3.5 n/a n/a n/a n/a 

4:1 Butane 
(C4H10) 

C1 1 0.47 3.5 n/a n/a n/a n/a 

4:1 Octane 
(C8H18) 

C1 2 0.47 3.5 0.47 1250 n/a n/a 

4:1 Dodecane 
(C12H26) 

C1 3 0.47 3.5 0.47 1250 180 25 

4:1 Hexadecane 
(C16H34) 

C1 4 0.47 3.5 0.47 1250 180 25 

 

Table 4.2: MARTINI alkane model parameters for several alkanes studied here.[28] 
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4.1.4 Alkane and polyethylene parameterisation simulations and 

models 

 

Our alkane parameterisation work was done in 4 phases; 1-bead 

model simulations with varying Lennard-Jones parameters, 2-bead 

model simulations with varying bond length and bond force constant 

parameters, 3-bead model simulations with varying bond angle and 

bond angle force constant parameters, and 4-bead model simulations 

varying dihedral and dihedral force constant parameters. Every 

subsequent set of data utilised the parameters of the systems that 

were optimised before it, (i.e. the Lennard-Jones parameters that were 

parameterised for 1-bead models were used in the 2-bead models, and 

those Lennard-Jones parameters and the bond length and bond force 

constant parameters optimised in the 2-bead models were used in the 

3-bead solvent system, etc.) and all properties were calculated using 

the equations in Chapter 4. As we were optimising the MARTINI force 

field, it was the base structure for all of this study’s simulations, with 

parameters being adjusted systematically for agreement to 

experimental data.  

 

 

A graphical representation of the overall parameterisation process 

described above is seen in Figure 4.2. 
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 Figure 4.2: Example graphical representation of alkane this parameterisation protocol for 

beads representing 2 carbon atoms, simulating the desired parameter pairs (i.e. σ /ε, r0/kb , 

θ/kθ, and Φ/kΦ) and matching each n-bead simulation results to those of the desired alkane 

for the bead model, before taking the matched parameter pairs and using them in the 

subsequent simulations (i.e. the matched σ /ε pair for the 1-bead, 2 carbon ethane model is 

then used in the 2-bead r0/kb simulations, and so on for the 3-bead and 4-bead 

parameterisations). The same strategy was repeated for the 3:1, 4:1, and 5:1 mapped 

models. 
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In order to cover a large range of potential Lennard‐Jones parameters, 

1-bead model self-solvation simulations (i.e. the same solute and 

solvent, as shown in the first part of Figure 4.2), were run for twenty-

one sigmas, σ, ranging between 0.37nm - 0.47nm at six different 

epsilons, ε, from 1kJ/mol - 6kJ/mol.[28, 56, 57]  The well established 

OPLS-AA force field model’s Lennard-Jones variables for methane 

were a σ of approximately 0.371 nm and an ε of approximately 1.2 

kJ/mol[57], while MARTINI uses a constant σ of 0.47 nm and a 

constant ε of 3.5 kJ/mol for most all of its alkane representations.[28] 

These σ/ε ranges were chosen to cover both previous successful MD 

model data for the smallest linear alkane potentially possible with 

MARTINI, methane, and the existing MARTINI bead parameters, and 

were thus a good starting range for trying to find 1:1, 2:1, 3:1, 4:1, and 

5:1 mapped equivalent linear alkanes for 1-bead simulations. These 

parameters can be seen in Table 4.3.[28,  56, 57]   

 

 

 

 

 

Table 4.3: Simulation parameters for our 1-bead alkane parameterisation work.[28, 57] 

 

The self-solvation free energies, ΔG!"#$, of the 1-bead model 

 1-Bead Simulation Parameters 

σ (nm) 0.37 0.38 0.39 0.4 0.41 0.42 0.43 0.44 0.45 0.46 0.47 

0.375 0.385 0.395 0.405 0.415 0.425 0.435 0.445 0.455 0.465 

ε 

(kJ/mol) 

1 2 3 4 5 6 
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simulations were calculated through thermodynamic integration, and 

then subsequently from them the enthalpies of vaporization, ΔH!"#, 

were also found, and both were matched to experimental and 

interpolated data for linear alkanes at room temperature, which are 

discussed in a following section.[46-51] The pairings that most closely 

matched to alkane self-solvation free energy and enthalpy of 

vaporisation data were then further matched to available experimental  

density, ρ[52, 53], narrowing down the beads to four σ/ε pairings for 

single beads, representing 2:1, 3:1, 4:1, and 5:1 mapped models 

respectively. After determining these models, they were further 

validated against experimental self-diffusion coefficients, D[29], shear 

viscosity, η[58, 59], and AA simulation results for radii of gyration, 

R![31, 60].  

 

The Lennard-Jones parameters, σ/ε, for the 1-bead models were then 

used in 2-bead model self-solvation simulations (as shown in the 

second portion of Figure 4.2), which were focused on optimising the 

bond lengths, r0, and bond force constants, kb, of the models. They 

covered eight equilibrium bond lengths, r0, between 0.21nm - 0.54nm 
and eight bond force constants, kb, from 1250 kJ/mol*nm2 - 17500 

kJ/mol*nm2.  These values encompassed experimental values for 

ethane to pentane bond lengths of 0.24 nm, 0.335 nm, 0.44 nm, and 

0.54 nm and force constants of 17500 kJ/mol*nm2[40, 43, 46,  56, 61, 

62, 63], and the constant MARTINI value of 0.47 nm for bond length 

and 1250 kJ/mol*nm2 for the bond force constant.[28] These 
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parameters are shown in Table 4.4.[28, 40, 43, 46, 56, 61, 62, 63] 
 

 

 
2-Bead Simulation Parameters 

r0 (nm) 0.21 0.257 0.304 0.351 0.398 0.445 0.492 0.54 

kb 

(kJ/mol*nm2) 

1250 3570 5890 8210 10530 12850 15170 17500 

 

Table 4.4: Simulation parameters for our 2-bead alkane parameterisation work.[28, 40, 43, 

46,  56, 61, 62, 63] 

 

 

Just as with the 1-bead models, the analysis and property matching 

(i.e. self-solvation free energy, enthalpy of vaporisation, and density for 

parameter calibration, and then self-diffusion coefficients, shear 

viscosity, and radii of gyration for further validation) was repeated for 

the 2-bead systems until four 2-bead models, representing 2:1, 3:1, 

4:1, and 5:1 mapped alkanes, were chosen.[31, 46-54, 58, 59, 60] The 

σ/ε/r0/kb parameters of the four chosen 2-bead models where then 

used in the 3-bead model simulation (as seen in the third part of Figure 

4.2), which were focused on optimising the bond angles and bond 

angle force constants of the models. The 3-bead model simulations 

were run again to include available known data for alkanes[40, 43, 46,  

56, 61, 63] and the original MARTINI model structure[28], for angle 

potentials including eight bond angles, θ, ranging between 109.47°- 

180° at eight bond angle force constants, kθ, ranging from 25.0 kJ/mol 
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- 65.0 kJ/mol, shown in Table 4.5.[28, 40, 43, 46,  56, 61, 63] 

 
 
 

3-Bead Simulation Parameters 

θ (deg.) 109.47 120 130 140 150 160 170 180 

kθ 

(kJ/mol*nm2) 

25 31 36 42 48 54 60 65 

 

Table 4.5: Simulation parameters for our 3-bead alkane parameterisation work.[ 40, 43, 46,  

56, 61, 63] 

 

 

The previous property-matching verification steps were repeated, and 

four 3-bead models, representing 2:1, 3:1, 4:1, and 5:1 mapped 

alkanes, were further matched to the data of more realistic linear 

alkanes[31, 46-51, 54, 58, 59, 60], the σ/ε/r0/kb/θ/kθ parameters of 

which where then used in singular 4-bead system parameterisation.  

 

 

The 4-bead model simulation parameterisation (as shown in the fourth 

part of Figure 4.2) focused on optimising the dihedral angles and 

dihedral angle force constants of the models. They were run for torsion 

potentials for four dihedral angles, Φ, between 109.47°- 180° at four 

bond dihedral force constants, kΦ, ranging from 8.135 kJ/mol - 25.0 

kJ/mol, as well as without any torsion potentials. These values included 

experimental values for ethane to pentane bond torsion angles of 
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109.47° and force constants of 8.135 kJ/mol[18, 32, 33, 34], the 

constant MARTINI value of 180° for bond angles and 25.0 kJ/mol for 

the bond angle force constant[28], and the lack of bond torsion angles 

or force constants also from MARTINI.[28] The inclusion of the bond 

angle parameters from MARTINI along with its lack of torsion angles 

was done to provide a large range for optimisation.  These 4-bead 

model simulation parameters can be seen in Table 4.6.[28, 56, 61, 63, 

64]  As with the previous simulations, these results were compared to 

experimental and simulated property data[31, 46-51, 54, 58, 59, 60], 

and four final 4-bead models representing 2:1, 3:1, 4:1, and 5:1 

mapped alkanes, with optimised σ/ε/r0/kb/θ/kθ/Φ/kΦ parameters, were 

matched to true alkanes, as seen in the final portion of Figure 4.2. 

 
 

4-Bead Simulation Parameters 

Φ (deg.) 109.47 133 156.5 180 n/a 

kΦ 
(kJ/mol) 

25 38 52 65 n/a 

 

Table 4.6: Simulation parameters for our 4-bead alkane parameterisation work.[8, 18, 32, 

33, 34] 

 

 

After all sixteen alkane models (i.e. the four 1-bead models with 2:1, 

3:1, 4:1, and 5:1 mapping, the four 2-bead models with 2:1, 3:1, 4:1, 

and 5:1 mapping, etc.) were parameterised, the models were then 

tested for their thermodynamic properties (i.e. ΔG!"#$) in MARTINI 
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water. The standard MARTINI interaction parameters between 

MARTINI water, P4 beads, and propane, C2 beads, are a σ of 0.47nm 

and an ε of 2.3kJ/mol[28], while those between MARTINI water and the 

other MARTINI alkane models, C1 beads, are a σ of 0.47nm and an ε 

of 2.0kJ/mol.[28] Therefore, to ensure the proper interactions for our 

beads, and to cover a large range of values, simulations were run for 

the 1-bead, 2-bead, 3-bead, and 4-bead models over twenty-one σ 

ranging between 0.37nm - 0.47nm at eleven different ε from 0kJ/mol – 

2.5kJ/mol. These parameters are shown in Table 4.7.[28] 

 

 
Table 4.7: Simulation parameters for our alkane models with MARTINI water.[28] 

 

The same type of analysis and property matching for the solvation free 

energies in water was then done, comparing our results with 

experimental data[65, 66, 67, 68] and Lennard-Jones parameters for 

each alkane model (i.e. 2:1, 3:1, etc.) and MARTINI water were 

optimised. 

 

 

After the final alkane models were optimised for water interactions, we 

Our Alkane Models-W Simulation Parameters  
σ (nm) 0.37 0.38 0.39 0.4 0.41 0.42 0.43 0.44 0.45 0.46 0.47 

0.375 0.385 0.395 0.405 0.415 0.425 0.435 0.445 0.455 0.465 

ε 

(kJ/mol) 

0 0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.5 
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turned to validating our 2:1 and 4:1 mapped beads for polyethylene. 

Due to the previously mentioned 2 carbons in the polyethylene 

repeating unit and the similar nature of polyethylene and near alkane 

chains, the 2:1 and 4:1 mapped bead models were the focus of the PE 

simulations.[34, 35] Long chains of our 2:1 and 4:1 bead models were 

run at melt temperatures for polyethylene, their density was re-

calculated based on the molecular weight of polyethylene, and the 

resulting ρ values, as well as the calculated R!, of those models were 

compared against simulation values for polyethylene.[69, 70, 72]  

 

 

4.1.5 Data analysis 

 

 

The alkane self-solvation free energies were primarily compared 

against the interpolated and standard experimental data from the 

Minnesota Solvation Database by Marenich et al.[46], experiments 

done by Hünenberger et al.[47], and the solvation free energy database 

by Katritzky et al.[51] All interpolation of experimental values was 

carried out when experimental data for the necessary conditions was 

not available, and when analysis of the existing data yielded linear 

trends with a high degree of correlation. We expect the errors inherent 

in this procedure to be much lower than approximations of the CG 

model. An example of the interpolation work done on all interpolated 

experimental sources can be seen in Figure 4.3, showing the 
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interpolation of the free energies of self-solvation for linear alkanes 

from Katritzky et al.[51] 

 

 

 
 
Figure 4.3: Experimental and interpolated self-solvation free energies of linear alkanes from 

ethane to eicosane. The black circles represent known values, the dashed black line 

represents the linear interpolation of these values based on data trend, and the blue squares 

represent the interpolated values for other unknown linear alkanes based on the linear 

interpolation.[51] 
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experimental data taken from Astle et al.[52], as well as an online 

experimental database.[53]  Enthalpy of vaporisation results were 

compared to experimental studies by van Velzen et al.[48], Viton et 

al.[49], and Hossenlopp et al.[50]  

 

Self-diffusion coefficient results for our alkane models were compared 

against interpolated experimental data from Bachl et al.[54]  

 

Our shear viscosity results were compared to standard and 

interpolated experimental data by van Velzen et al.[58] and Sivebaek et 

al.[59]  

 

Radius of gyration is incredibly difficult to examine experimentally, so 

our radii of gyration were compared to two levels of theoretical results 

from an AA model by Toth et al.[60] and the CG model by Nielsen et 

al.[31] While the simulation studies were obviously not at the same 

degree of comparative value as the experimental results, as they were 

considered successful models, they were used here in lieu of 

experimental data, as none could be found.  

 

The alkane solvation free energies in water were compared against 

interpolated or standard experimental values taken from studies by 

Hutacharoen et al.[65], Plyasunov et al.[66], Ferguson et al.[67], and 
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Sutton et al.[68] 

 

The polyethelyene density and radius of gyration results for our 2:1 and 

4:1 mapped bead chains at 723.15K were compared to AA simulation 

data from Harmandaris et al.[69] and to AA simulation data from 

Daoulas  et al.[71]. The density and radius of gyration results for our 

2:1 and 4:1 mapped bead chains at 773.15K were compared to the CG 

and AA data from Peters et al.[69] These results were compared to 

simulated data, as no known data for density could be obtained for 

specific chain lengths of polyethylene, while the radii of gyrations were 

still extremely difficult to measure experimentally, as mentioned above.  

 

All of our results were calculated using the equations described in 

Chapter 3. 

 

 

4.2 Results   

4.2.1 Current MARTINI model results 

 

In Figures 4.4 the self‐solvation free energy of 1-bead MARTINI 

systems corresponding to all possible interaction levels for non-

charged beads is shown to decrease non-linearly with increasing ε. 
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This trend is as expected with theory, as an increasing the solvent-

solvent ε increases the solvent-solvent interactions, increasing 

cohesive energy of the fluid (i.e. the solute), making it harder to 

accommodate the solute, making ΔG!"#$ more unfavourable (i.e. more 

positive).[47, 72, 73, 79, 80, 81]  As the solute-solvent ε increases, 

however, it strengthens the solute-solvent interactions, increasing the 

solubility of the solute in the solvent, making ΔG!"#$ more favourable 

(i.e. more negative).[47, 72, 73, 79, 80, 81] In these cases the σ LJ 

component is not a factor, as σ is a constant 0.47 nm for all beads 

simulated.[28] 

 

Figure 4.4: MARTINI bead interaction solvation free energy results for possible 

combinations of solute-solvent and solvent-solvent interaction parameters, as per the values 

from Figures 4.1 a and b.[28] 
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These results are promising, as they clearly establish an adherence to 

expected theory, and could be helpful in future work looking to match a 

particular MARTINI bead interaction level ΔG!"#$ results to known data. 

For the purposes of this work though, the MARTINI alkane results were 

of more interest.  

  

In Figure 4.5 we see the adjusted mass density results for the 

MARTINI alkane models. The results show an increase in 𝜌 with 

increasing alkane chain length, which is expected from theory as the 

increase in the molecular energy of the molecules with increasing size, 

or chain length, causes an increase in the density.[3, 48, 62, 72, 74] 

The MARTINI 𝜌 results are within the margin of error for interpolated 

experimental densities at standard conditions (see Table 4.12 in 

Appendix A)[52, 53], but not for propane or hexadecane, and the 

trends between the MARTINI models and experimental values are 

disparate.[52, 53] This could be because the MARTINI models were 

not specifically matched to 𝜌, and the results for butane, octane, and 

dodecane were due to the close matching of ε for enthalpy of 

vaporisation, shown below.  
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Figure 4.5: MARTINI alkane model density results compared against experimental values 

for those alkanes at room temperature and standard pressure.[52, 53] 
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ΔH!"#.[48, 62, 70, 74, 81, 84] This increase in ΔH!"# is also expected 

considering theory in regards to these models’ results for ΔG!"#$ (shown 
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these enthalpies of vaporisation are within the margin of error for 

experimental values (see Table 4.13 in Appendix A)[48, 49, 50], 

indicating that the MARTINI force field was correctly optimised for 

these properties. However, once again the largest discrepancies were 

obtained for the propane and hexadecane models. 

 

 

Figure 4.6: MARTINI alkane model enthalpy of vaporisation results compared against 

experimental values.[48, 49, 50] 
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In Figure 4.7 and Figure 4.8 the ΔG!"#$ of MARTINI alkanes in both 

themselves and MARTINI hexadecane can be shown to decrease with 

increasing size, or chain length, of the alkane models. Though the LJ 

interactions between C1 (and C2 in the case of MARTINI propane) are 

the same with C1 and C2 beads, the addition of an increasing bead 

chain length in MARTINI octane, dodecane, and hexadecane 

decreases the ΔG!"#$of the system.[28] This is expected from theory, as 

the increasing chain lengths caused a decrease in the ΔG!"#$ (i.e. made 

ΔG!"#$ more favourable), similar to ΔH!"#.[47, 72, 73, 79, 80, 81, 83] In 

comparison with experimental values for self-solvation (seen in Table 
4.14 in Appendix A)[46, 47, 51] and solvation in hexadecane (found in 

Table 4.11 in Appendix A)[46, 47, 51], it is clear that while MARTINI 

alkane models are not a perfect match in either system, they do show 

similar trends between increasing bead chains, meaning they could 

easily be adjusted to fit in further work.  
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Figure 4.7: MARTINI alkane model self-solvation free energy results compared against 

experimental values for those alkanes at room temperature.[46, 47, 51] 
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Figure 4.8: MARTINI alkane model solvation free energy in hexadecane results compared 

against experimental values at room temperature.[46, 47, 51] 

 

Self-diffusion coefficients exhibit a strong dependence on the number 

of particles in the simulated system.[47, 72, 75, 76] The simulations 
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alkane models produce self-diffusion coefficients far outside the margin 

of error in comparison to experimental values (see Table 4.15 in 
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temperature (though temperature was kept constant here at standard 

values).[ 31, 54, 75, 76, 77]  

 

 

 

 

Figure 4.9: MARTINI alkane model self-diffusion coeffiecient results compared against 

experimental values.[54] 
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4.2.2 Parameterised alkane results 

4.2.2.1 Non-bonded parameters (σ, ε) 

 

As shown in Figure 4.2, we first began our alkane parameterisation by 

matching the 𝜌, ΔH!"#, ΔG!"#$ properties to σ and ε pairs. An example 

for the adjusted 𝜌 for the 1-bead model simulations representing 

ethane (i.e. 2:1 mapping) can be seen in Figures 4.10a-b. Selected 

results for propane (i.e. 3:1 mapping), butane (i.e. 4:1 mapping), and 

pentane (i.e. 5:1 mapping) can be seen in Figures 4.33a-b, 4.35a-b, 

and 4.37a-b in Appendix A. The adjusted density results for the 1-

bead model systems are shown here to increase non-linearly with ε 

and increase linearly with σ. These results were expected with theory, 

as the increase in the volume of exclusion of the molecules with 

increasing σ causes a decrease in the 𝜌, while the increase in the 

molecular energy of the molecules with increasing ε causes an 

increase in the density.[3, 48, 62, 72, 74]  
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b) 

Figures 4.10a-b: Selected densities determined for ethane’s molecular weight, of the 1-bead 

solvent systems for different values of the Lennard‐Jones parameters: a) selected sigmas at 

different epsilon values, and b) epsilons at different sigma values. The black dashed line 

represents the experimental reference value for liquid ethane at room temperature.[52, 53] 
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intersection of the experimental values with each set of sigma values 

per epsilon value, or epsilon values per sigma value). We have used 

linear interpolation to find the set of (σ, ε) pairs that yield optimal 

agreement with the density of each alkane, as discussed in more detail 

later. 

 

 

Figures 4.11a-b show ΔH!"# results for the 1-bead model simulations. 

An increasing non-linear trend in the enthalpy of vaporisation with 

increasing ε and an increasing linear trend with increasing σ can be 

seen in the figures. As previously mentioned, an increase of σ and ε 

also leads to an increase in the solution interaction energies, leading to 

an increase in ΔH!"#.[48, 50, 62, 72, 74, 84] The increase in σ  leads to 

an increase in the volume of exclusion of the molecules, though it is of 
minor importance to the overall ΔH!"# here.[47, 48, 62, 72, 74, 80, 84] 

This increase is also expected considering the results for ΔG!"#$, as 

solvation and vaporisation occur in converse directions between the 

liquid and gas phases.[48, 62, 72, 74, 80, 83, 84]  
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b) 

Figures 4.11a-b: Selected enthalpies of vaporization of the 1-bead solvent systems for 

different values of the Lennard‐Jones parameters: a) selected sigmas at different epsilon 

values, and b) epsilons at different sigma values. The black horizontal dashed lines 

represent the experimental reference values for each alkane at room temperature: ethane 

(no symbols), propane (triangles), butane (squares), and pentane (circles).[48, 49, 50] 
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In Figures 4.12a-b, the self‐solvation free energy of 1-bead model 

systems is shown to decrease non-linearly with increasing ε and also 

decrease linearly with increasing σ. This trend is as expected with 

theory, as σ and ε increased, the strength of the solvent-solute 

interactions increased, making ΔG!"#$ more favourable.[47, 72, 73, 79, 

83] In the case of σ in particular, the increased solvent-solute 

interactions meant the enthalpic gain of making a solute bead 

outweighed the entropic cost (i.e. the ΔG!"#$ becomes more negative or 

favourable), and the increased volume of exclusion of both the solute 

and solvent molecules caused a decrease in systemic density (i.e. the 

ΔG!"#$ becomes more positive or unfavourable).[47, 72, 73, 80, 83, 84] 

As evidenced by the clearly favourable trend for ΔG!"#$, the 

unfavourable volume of exclusion component seems to have a 

negligible effect on the overall ΔG!"#$ here.  
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b) 

Figures 4.12a-b: Selected self-solvation free energies of the 1-bead solvent systems for 

different values of the Lennard‐Jones parameters of a) selected sigmas at different epsilon 

values, and b) epsilons at different sigma values. The black horizontal dashed lines 

represent the experimental reference values for each alkane at room temperature: ethane 

(no symbols), propane (triangles), butane (squares), and pentane (circles).[46, 47, 51] 

 

With the above set of results, we can plot three lines in the (σ, ε) 

parameter space, corresponding to the optimal set of parameters for 

each property (i.e. 𝜌, ΔH!"#, and ΔG!"#$). The overall best set of 

parameters lie at the intersection of these lines. An example graphical 

representation of this optimisation for the determination of the most 

applicable parameters for the 2:1 mapping of 1-bead simulations can 

-40

-35

-30

-25

-20

-15

-10

-5

0

5

0.365 0.385 0.405 0.425 0.445 0.465

Δ
G

so
l (

kJ
/m

ol
)

Sigma (nm)

Epsilon = 1

Epsilon = 2

Epsilon = 3

Epsilon = 4

Epsilon = 5

Epsilon = 6

Exp. Free Energy 
Solv. Ethane at 
Normal 
Conditions
Exp. Free Energy 
Solv. Propane at 
Normal 
Conditions
Exp. Free Energy 
Solv. Butane at 
Normal 
Conditions
Exp. Free Energy 
Solv. Pentane at 
Normal 
Conditions



	
	
	

162	

be seen in Figures 4.13. The other graphical representations for 3:1, 

4:1, and 5:1 bead mapping matching 1-bead parameters can be seen 

in Figures 4.34, 4.36, and 4.38 in Appendix A. 

 

 

 

 

Figure 4.13: Determination of optimal set of parameters for 2:1 mapped 1-bead models. The 

full lines show each property at standard temperature and pressure: density (blue), free 

energy of self-solvation (red), and enthalpy of vaporisation (green).[52, 53] 
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4.2.2.2 Bond stretching parameters (r0, kb) 

 

As explained previously in Figure 4.2, the optimal σ and ε values 

determined above were carried forward to the optimisation of bonded 

parameters. Selected adjusted 𝜌 for the 2-bead model simulations 

representing butane (i.e. 2:1 mapping) are shown in Figures 4.14a-b, 

while selected results for hexane (i.e. 3:1 mapping), octane (i.e. 4:1 

mapping), and decane (i.e. 5:1 mapping) can be seen in Figures 

4.39a-b, 4.43a-b, and 4.47a-b in Appendix A. The adjusted density of 

the 2-bead simulations is shown here to decrease nearly linearly with 
r0 and increase linearly with increasing kb. These results were 

expected with theory, as larger bond length leads to less efficient 

packing of molecules and causes a decrease in the density.[3, 48, 62, 

72, 74] The increase in the bond force constant causes the bonds to be 

“stiffer”, and leads to an increase in the 𝜌 through facilitated packing of 

more rigid molecules.[3, 48, 62, 72, 74] We note also that the effect of 

kb is much smaller here than that of r0. Furthermore, the density is 

much less sensitive to the bond stretching parameters than to σ and ε 

(compare to Figure 4.10). 
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b) 

Figures 4.14a-b: Selected densities determined for butane’s molecular weight, of the 2-bead 

solvent systems for different values of the bond length and bond force constant parameters: 

a) selected bond lengths at different bond force constants, and b) bond force constants at 

different bond length values. The black dashed line represents the experimental reference 

values for butane at room temperature.[52, 53] 
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pairs to match each of the experimental 𝜌 of each target alkane. 

  

 

Enthalpy of vaporisation results for the 2-bead model simulations 

representing butane (i.e. 2:1 mapping) are shown in Figures 4.15a-b, 

while those for hexane (i.e. 3:1 mapping), octane (i.e. 4:1 mapping), 

and decane (i.e. 5:1 mapping) are available in Figures 4.40a-b, 4.44a-
b, and 4.48a-b in Appendix A.  A decreasing linear trend in the 

enthalpy of vaporisation with increasing r0 and an increasing non-linear 

trend with increasing kb can be seen in the figures. These results 

agree with theory, as an increasing bond length decreases molecule 

packing and hence lowers the interaction energy, while an increase in 

the bond force constant contributes to a greater molecular energy, and 

thusly a greater ΔH!"#.[48, 62, 72, 74, 84] As mentioned before, this 

increase was again expected due to the ΔG!"#$ results, as solvation and 

vaporisation are inversely related.[48, 62, 72, 74, 80, 83, 84]  
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b) 

Figures 4.15a-b: Selected enthalpies of vaporization of the 2-bead solvent systems for 

different values of the bond length and bond force constant parameters: a) selected bond 

lengths at different bond force constants, and b) bond force constants at different bond 

length values. The black dashed line represents the experimental reference values for 

butane at room temperature.[48, 49, 50] 
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Self-solvation free energy results for the 2-bead model simulations 

representing butane (i.e. 2:1 mapping) can be seen in Figures 4.16a-

b. As before, ΔG!"#$ results for hexane (i.e. 3:1 mapping), octane (i.e. 

4:1 mapping), and decane (i.e. 5:1 mapping) are shown in Figures 

4.41a-b, 4.45a-b, and 4.49a-b in Appendix A. The self‐solvation free 

energy results are shown here to increase linearly with increasing r0 

and slightly decrease linearly with increasing kb. This trend adhered to 

expected theory; as stated above, larger bond length leads to less 

efficient packing of molecules and causes a decrease in the interaction 

energy, causing an increase in ΔG!"#$ (i.e. ΔG!"#$ is made more positive 

or unfavourable), while an increase in the bond force constant 

contributes to a greater molecular energy and a decrease in the ΔG!"#$ 

(i.e. ΔG!"#$ is made more negative or favourable).[3, 48, 62, 72, 74, 83, 

84] As solvation and vaporisation occur in converse directions between 

the liquid and gas phases, these ΔG!"#$ results are in agreement with 

the ΔH!"# results discussed above. We note that the effect of kb on 

ΔG!"#$ is practically negligible in these systems. 
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b) 

Figures 4.16a-b: Selected self-solvation free energies of the 2-bead solvent systems for 

different values of the bond length and bond force constant parameters: a) selected bond 

lengths at different bond force constants, and b) bond force constants at different bond 

length values. The black dashed line represents the experimental reference values for 

butane at room temperature.[46, 47, 51] 
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2-bead parameters can again be found in Figures 4.42, 4.46, and 4.50 

in Appendix A. 

 

 

 

Figure 4.17: Determination of optimal set of parameters for 2:1 mapped 2-bead models. The 

full lines show each property at standard temperature and pressure: density (blue), free 

energy of self-solvation (red), and enthalpy of vaporisation (green).[52, 53] 
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4.2.2.3 Angle bending parameters (θ, kθ) 

 

Using the optimal values of σ, ε, r0, and kb for each mapping scheme, 

we proceeded to determine θ and kθ, as shown in the third step of 

Figure 4.2. Selected adjusted 𝜌 for the 3-bead model simulations 

representing hexane (i.e. 2:1 mapping) can be seen in Figures 4.18a-

b. As before, selected 𝜌 results representing nonane (i.e. 3:1 mapping), 

dodecane (i.e. 4:1 mapping), and pentadecane (i.e. 5:1 mapping) can 

be found in Figures 4.51a-b, 4.55a-b, and 4.59a-b in Appendix A. 

The chosen adjusted density of the 3-bead model simulations is shown 

here to decrease non-linearly with increased θ and increase non-

linearly with kθ. The results adhered to expected theory, as increasing 

bond angles create a decrease in bond strength, which leads to less 

efficient packing of molecules and causes a decrease in the density, 

and the increase in the bond angle strength causes an increase in the 

molecular energy and, through facilitated packing of more rigid 

molecules, an overall increase in 𝜌.[3, 48, 62, 72, 74]  
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b) 

Figures 4.18a-b: Selected densities determined for hexane’s molecular weight, of the 3-

bead solvent systems for different values of the bond angle and bond angle force constant 

parameters: a) selected bond angles at different bond force constants, and b) bond angle 

force constants at different bond length values. The black dashed line represents the 

experimental reference values for hexane at room temperature.[52, 53] 
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and 4.60a-b in Appendix A. The enthalpy of vaporisation results of 

these chosen 2-bead simulations is shown here to decrease non-
linearly with θ and increase non-linearly with increasing kθ. This was 

expected with theory, due to the previously mentioned decrease in 

bond strength with increasing bond angles leading to a less efficient 
packing of molecules and decrease in ΔH!"#, and the increase in 

molecular energy caused by the bond angle strength leading to an 

increase in ΔH!"#.[48, 62, 72, 74, 83, 84]  
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b) 

Figures 4.19a-b: Selected enthalpies of vaporization of the 3-bead solvent systems for 

different values of the bond angle and bond angle force constant parameters: a) selected 

bond angles at different bond angle force constants, and b) bond angle force constants at 

different bond angle values. The black dashed line represents the experimental reference 

values for hexane at room temperature.[48, 49, 50] 
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In Figures 4.20a-b, selected self‐solvation free energy of 3-bead 

model simulations representing hexane (i.e. 2:1 mapping), are shown 

to increase non-linearly with increasing θ, while slightly decreasing 
linearly with increasing kθ. Selected ΔG!"#$ results from 3-bead model 

simulations representing nonane (i.e. 3:1 mapping), dodecane (i.e. 4:1 

mapping), and pentadecane (i.e. 5:1 mapping) can be found in Figures 
4.53a-b, 4.57a-b, and 4.61a-b in Appendix A. These ΔG!"#$ results are 

again in-line with theory, as the aforementioned decrease in bond 

strength with increasing bond angles produces an increase in ΔG!"#$ 

(i.e. the ΔG!"#$ becomes more positive or unfavourable), and the 

increased molecular energy created from the increased bond angle 

force constant producing a decrease in free energy (i.e. the ΔG!"#$ 

becomes more negative or favourable).[48, 62, 72, 74, 79] The free 

energies are also again in agreement with what can be predicted from 

the ΔH!"# results. We note again that both ΔH!"# and ΔG!"#$ are mainly 

independent of kθ. 
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b) 

Figures 4.20a-b: Selected self-solvation free energies of the 3-bead solvent systems for 

different values of the bond length and bond force constant parameters: a) selected bond 

lengths at different bond force constants, and b) bond force constants at different bond 

length values. The black dashed line represents the experimental reference values for 

hexane at room temperature.[46, 47, 51] 
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mapping matching 3-bead parameters can again be found in Figures 

4.54, 4.58, and 4.62 in Appendix A 

 

 

 

c) 

Figure 4.21: Determination of optimal set of parameters for 2:1 mapped 3-bead models. The 

full lines show each property at standard temperature and pressure: density (blue), free 

energy of self-solvation (red), and enthalpy of vaporisation (green).[52, 53] 
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4.2.2.4 Dihedral torsion parameters (Φ, kΦ ) 

 

The adjusted density, enthalpy of vaporisation, and free energy of self-

solvation results for the 4-bead models, without dihedral angles and 

dihedral angle force constants, in comparison with experimental results 

can be seen in Tables 4.8a-c.[46-51] Dihedral angles and dihedral 

force constants were found to have a negligible effect on the overall 

properties, and were thus omitted from the final models. The increase 

in the density and enthalpy of vaporisation properties between mapping 

sizes (i.e. 2:1, 3:1, 4:1, and 5:1 mapping) can be attributed to the 
increased mapping, but also most directly to the increased σ and ε 

between the 2:1, 3:1, 4:1, and 5:1 mapping in each system.[83, 84] The 

same factors create a decrease in the solvation free energies (i.e. they 

are made more favourable).[83, 84]  

 

Mapping 

Scheme 

4-Bead CG Alkane 

Models 

Density (this 

study, kg/m3 ) 

 

Density 

(experimental[52, 

53], kg/m3) 

 

2:1 Octane (C8H18) 689.58 ± 3.81 692 

3:1 Dodecane (C12H26) 747.53 ± 4.79 750 

4:1 Hexacane (C16H34)  766.64 ± 4.87 770 

5:1 Eicosane (C20H42)  784.52 ± 4.64 789 

a) 
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Mapping 

Scheme 

4-Bead CG Alkane 

Models 

ΔHvap (this 

study, 

kJ/mol) 

 

ΔHvap 

(experimental[48, 

49, 50], kJ/mol) 

 

2:1 Octane (C8H18) 39.8 ± 0.65 41 

3:1 Dodecane (C12H26) 60.58 ± 0.69 61 

4:1 Hexacane (C16H34)  78.85 ± 0.72 80.6 

5:1 Eicosane (C20H42)  87.89 ± 0.79 100.1 

b) 

 

Mapping 

Scheme 

4-Bead CG Alkane 

Models 

ΔGsol (this 

study, 

kJ/mol) 

 

ΔGsol 

(experimental[46, 

47, 51], kJ/mol) 

 

2:1 Octane (C8H18) -22.34 ± 0.78 -22.1 

3:1 Dodecane (C12H26) -32.12 ± 0.69 -31.23 

4:1 Hexacane (C16H34)  -43.91 ± 0.82 -43.96 

5:1 Eicosane (C20H42)  -59.88 ± 0.77 -60.21 

c) 

Tables 4.8a-c: The 4-bead models’, without dihedral angles of dihedral angle force 

constants, properties for a) matched densities, b) enthalpies of vaporisation, and c) free 

energies of self-solvation, compared to experimental data.[46, 47, 48, 49, 50, 51, 52, 53]  

 

 

4.2.3 Validation of new alkane model parameters 

 

Tables 4.9a-c show the optimal parameters for each of the 1-bead, 2-
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bead, and 3-bead models, matched to 𝜌, ΔH!"#, and ΔG!"#$ for selected 

alkanes. While we have not parameterised a model with 1:1 mapping, 

our results can be compared to a united-atom model of methane, 

parameterised to the same set of experimental properties; σ = 0.371 

nm and ε = 1.2 kJ/mol.[55] The parameters for 2:1, 3:1, 4:1, and 5:1 

mapping in the 1-bead simulations follow the trend of increasing σ and 

ε with an increase in the number of carbons each bead represents, as 

seen in Table 4.9a. The resulting 1-bead 5:1 LJ parameters in 

particular are only slightly lower than the MARTINI standard.[28]  

 

 

The r0 and kb parameter pairs for the 2-bead models that produced the 

closest equivalents to known alkanes for the 2:1, 3:1, 4:1, and 5:1 

mapping models are shown in Table 4.9b. The best matches for the r0  

for all mappings (i.e. 2:1, 3:1, 4:1, and 5:1) were found to be only 

slightly higher than experimental lengths for alkanes[40, 43, 46,  56, 

61, 62, 63], while kb was found to produce the best results when kept 

at the higher values tested[40, 43, 46,  56, 61, 62, 63], rather than the 

much lower kb standard in the current MARTINI force field.[28]  This 

difference between experimental parameters and our matched r0 

lengths is most likely due to the larger size needed for a CG bead to 

represent both heavy atoms and hydrogens in comparison to the real 

molecules they are mapping.[83] The values of r0 follow a much 

steeper increasing trend with number of carbons per bead than the LJ 

σ. In fact, for the 5:1 mapping, σ < r0, which is somewhat unphysical. 
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This suggests we may be reaching the limit of accuracy of this 

modeling approach.  

 

The best equivalent values for the resulting 2:1, 3:1, 4:1, and 5:1 

mapped models in the 3-bead simulations can be seen in Table 4.9c. 

The θ results that provided the most accurate matches to experimental 

data for real alkanes were much higher than MARTINI values[28], as 

opposed to the fairly low experimental values.[40, 43, 46,  56, 61, 62, 

63] This can again be attributed to the inherently larger size of the CG 

beads, meaning a greater degree of θ may be needed to represent the 

molecules they are mapping.[83] The kθ however were found to 

produce the best results when kept at the higher values of 65 

kJ/mol.[40, 43, 46,  56, 61, 62, 63] 

  

 

The best corresponding values for the 4-bead models at  2:1, 3:1, 4:1, 

and 5:1 mapping were produced through the exclusion of dihedral 

angles or dihedral force constants, so the 4-bead models and beyond 

are specified by the set of parameters in Tables 4.9a-c. 

 

It is also important to note that the parameters of our alkane models 

were optimised to match properties at room temperature, and it is 

therefore not evident that these parameters are necessarily 

transferrable to different temperatures. 
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Mapping 

Scheme 

1-Bead CG 

Alkane Models 

σ (nm) 

 

ε (kJ/mol) 

 

2:1 Ethane (C2H6)  0.405 2.05 

3:1 Propane (C3H8)  0.42 2.5 

4:1 Butane (C4H10)  0.445 2.8 

5:1 Pentane (C5H12)  0.46 3.3 

a) 

 

Mapping 

Scheme 

2-Bead CG 

Alkane Models 

r0 (nm) kb (kJ/mol*nm2) 

2:1 Butane (C4H10)  0.24 17500 

3:1 Hexane (C6H14)  0.335 17500 

4:1 Octane (C8H18)  0.44 17500 

5:1 Decane (C10H22)  0.54 17500 

b) 

Mapping 

Scheme 

3-Bead CG Alkane 

Models 

θ (deg.) kθ (kJ/mol) 

2:1 Hexane (C6H14) 180 65 

3:1 Nonane (C9H20)  180 65 

4:1 Dodecane (C12H26)  180 65 

5:1 Pentadecane (C15H32)  180 65 

c) 

Tables 4.9a-c: a) Lennard‐Jones parameters for 1-bead solvent systems and their 

corresponding alkanes, b) bond length parameters for 2-bead solvent systems and their 

corresponding alkanes, and c) bond angle parameters for 3-bead solvent systems and their 

corresponding alkanes. As the 4-bead solvent systems were optimised without torsion angle 

parameters, they are thusly excluded here, and only the previous parameters were used.  

 

It is also important to note that we were not able to match experimental 



	
	
	

187	

ΔH!"# for the 5:1 mapping scheme with any set of tested bonded 

parameters, as can be seen in Figures 4.11a-b, and Figures 4.48a-b 

and 4.60a-b in Appendix A. This, together with the somewhat 

unphysical bond lengths discussed above, ascribes a low degree of 

confidence in our 5:1 mapped model. 

 

 

4.2.3.1 Density 

 

Figures 4.22a-d show an increasing trend in 𝜌 with increasing level of 

mapping for all of the solvent simulation systems (i.e. 2:1, 3:1, 4:1, and 

5:1 mapped 1-bead, 2-bead, 3-bead, and 4-bead systems) in 

comparison with both experimental and standard MARTINI results for 

their particular alkane representations.[28, 52, 53] A complete table of 

all model’s 𝜌 results compared to experimental values is available in 

Table 4.12 in Appendix A. This increase between the 1-bead, 2-bead, 

3-bead, and 4-bead models, and  between the 2:1, 3:1, 4:1, and 5:1 

mapping in each system, is expected, due to the changes in 

parameters discussed above, and in particular the increasing molecular 

energy from the increased σ and ε.[3, 48, 62, 72, 74, 83] Increasing r0 

with increasing mapping levels in each system to match experimental 

values allowed the best agreement in the 2-bead models, while 

increasing the bond angle from the MARTINI standard and maintaining 
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the experimental angle force constant led to the best agreement in the 

3-bead models.[28, 40, 43,  61] This was due to the increase in the 

molecule energy with the increasing bond and angle force constants in 

the parameters, as the increase in r0 was negligible between mapping 

levels and θ was kept constant between mapping levels.[3, 40, 43,  61, 

62, 74] Dihedral angles and dihedral force constants were also found to 

have no significant contribution to the overall 𝜌 of the 4-bead models, 

possibly because of the smaller chain lengths of our CG models and 

the minimal effects dihedrals have on them, and were thus omitted 

from our models.[40, 43,  61] 
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d) 

Figures 4.22a-d:  Comparison between this study’s model for linear alkanes, the alkanes 

explicitly covered by MARTINI, and experimental data for linear alkane densities (i.e., 

ethane, propane, butane, and pentane for the 1-bead systems, butane, hexane, octane, and 

decane for the 2-bead systems, etc.) for our 1-bead, 2-bead, 3-bead, and 4-bead systems 

for our a) 2:1 bead mapping, b) 3:1 bead mapping, c) 4:1 bead mapping, and d) 5:1 bead 

mapping.[28, 52, 53] 

 

 

As seen in 𝜌 Figures 4.22a-d, our models fit well within margins of 

error for experimental values of density, which indicates they are fitted 

satisfactorily in regards to 𝜌.[52, 53] This is another promising factor in 

validating our models for alkanes.  
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4.2.3.2 Enthalpy of vaporisation 

 

Increasing ΔH!"# trends can be seen in the final 2:1, 3:1, 4:1, and 5:1 

mapped 1-bead, 2-bead, 3-bead, and 4-bead model results in Figures 

4.23a-d, in comparison with both experimental and standard MARTINI 

results for their particular alkane representations.  Again a complete 

table of all model’s ΔH!"# results compared to experimental values is 

shown in Table 4.13 in Appendix A. As previously discussed, a 

decrease in enthalpy of vaporisation occurs with increasing inter- and 

intramolecular energies.[48, 62, 74] The σ and ε provide the greatest 

contribution to the ΔH!"# here, but the bond and angle properties also 

played a part.[40, 43, 55] While increasing r0 causes ΔH!"# to 

decrease and increasing kb and kθ cause ΔH!"# to increase, the 

increased number of beads between the 1-bead, 2-bead, 3-bead, and 

4-bead models, and the increased σ and ε between the 2:1, 3:1, 4:1, 

and 5:1 mapping in each system, creates an increase in the overall 

molecular energy of the models.[83, 84] This causes the increasing 

trend between 2:1, 3:1, 4:1, and 5:1 mapped models in each system. 

Keeping bond lengths between the beads and bond force constants 

near theoretical experimental values for alkane lead to the best 

agreement in the 2-bead models, while increasing the bond angle to 

the MARTINI standard and maintaining the experimental angle force 

constant led to the best agreement in the 3-bead models.[28, 40, 43, 

55]  As the θ and kθ were kept constant between all 2:1, 3:1, 4:1, and 

5:1 mapped models, the increase in ΔH!"# between them and the 1-
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bead, 2-bead, 3-bead, and 4-bead models can most likely be attributed 

to the increase in molecular energy from the previous parameters, and 

the increasing number of beads.[83, 84] Dihedral angles and dihedral 

force constants, however, were found to be negligible to the overall  of 

the 4-bead models, and were thus excluded.[40, 43, 55] This is again 

potentially due to the smaller chain lengths of our smaller CG models 

and the minimal effects dihedrals have on their formation and chain 

length. 
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b) 
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d) 

 

Figures 4.23a-d: Comparison between this study’s model for linear alkanes, the alkanes 

explicitly covered by MARTINI, and experimental data for linear alkane enthalpies of 

vaporisation (i.e., ethane, propane, butane, and pentane for the 1-bead systems, butane, 

hexane, octane, and decane for the 2-bead systems, etc) for our 1-bead, 2-bead, 3-bead, 

and 4-bead systems for our a) 2:1 bead mapping, b) 3:1 bead mapping, c) 4:1 bead 

mapping, and d) 5:1 bead mapping. [28, 48, 49, 50] 
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4-bead 3:1 dodecane models are significantly lower than their 

respective experimental values.[48, 49, 50] This could be because 
ΔH!"#, as explained in a previous section, is inversely related in sign to 

ΔG!"#$,  and that while the given LJ parameters do give very well-

matched ΔG!"#$, the change between them in our models does not 

match the experimental molecular energy change needed to match 

enthalpies of vaporisation.[48, 49, 50] 

 

 

4.2.3.3 Self-solvation free energy 

 

An decreasing trend in free energy of self-solvation can be seen in the 

2:1, 3:1, 4:1, and 5:1 mapped models from the 1-bead, 2-bead, 3-bead, 

and 4-bead system simulations, shown in Figures 4.24a-d, in 

comparison with both experimental and standard MARTINI results for 

their respective alkane representations. A comprehensive table of all 

model’s ΔG!"#$ results in comparison to experimental values can be 

found in Table 4.14 in Appendix A. While  kb and kθ do cause a 

decrease, or favourable, change in ΔG!"#$ in each 1-bead, 2-bead, and 

3-bead system, they are negligible in variance between the 2:1, 3:1, 

4:1, and 5:1 mapped models, and the difference in bond lengths and 

bond angles can contribute in a greater way to an increased, or 

unfavourable, change in ΔG!!"#.[40, 43, 47,  62, 72, 73] Changing the 

bond and bond angle force constants from MARTINI’s values to the 
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much higher theoretical parameters therefore helped to match the free 

energies of our models to within experimental values.[47, 62, 72, 73] 

While bond and angle force constants had negligible effect on ΔG!"#$, 

due to their importance on other properties explained in further detail 

later, they were optimised at experimental values for their force 

constants.[47, 62, 72, 73] As with our density and enthalpy of 

vaporisation matching, the 4-bead models had the best results by 

excluding dihedrals, possibly because their formation and chain length 

would only allow for minimal dihedral effects in these smaller CG 

chains.[40, 43, 55] 
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d) 

Figures 4.24a-d: Comparison between this study’s model for linear alkanes, the alkanes 

explicitly covered by MARTINI, and experimental data for linear alkane self‐solvation free 

energies (i.e., ethane, propane, butane, and pentane for the 1-bead systems, butane, 

hexane, octane, and decane for the 2-bead systems, etc) for our 1-bead, 2-bead, 3-bead, 

and 4-bead systems for our a) 2:1 bead mapping, b) 3:1 bead mapping, c) 4:1 bead 

mapping, and d) 5:1 bead mapping.[28, 46, 47, 51] 

 

 

In comparison with experimental values, our models fit well within 

margins of error for experimental values, as shown in Figures 4.24a-d, 

which indicates they are well matched in regards to ΔG!"#$ of self-

solvation. This is promising, as ΔG!"#$ is an important property in the 

context of self-assembly simulations.[46, 47, 51] 
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4.2.3.4 Self-diffusion coefficient 

 

Figures 4.25a-d show the decreasing trend of self-diffusion 

coefficients of each subsequent parameterisation of the 2:1, 3:1, 4:1, 

and 5:1 mapped 1-bead, 2-bead, 3-bead, and 4-bead systems in 

comparison with available experimental results. A complete table of 

these results for all bead systems and mapping schemes compared to 

experimental values is available in Table 4.15 in Appendix A. As 

mentioned before, self-diffusion coefficients exhibit a strong 

dependence on the number of particles in the simulated system.[75, 

76, 78, 79] The simulations were thus kept at the same number of 

particles and model for every bead type (i.e. 1-bead simulations were 

kept at one size, 2-bead another, etc), as these models lead to density 

near experimental values.[52, 53, 75, 76] Our self-diffusion results lie 

within the margin of error for the known experimental values of alkanes, 

as well as following increasing theoretical trend, helping to further 

validate our optimised parameters.[54] In particular, our model shows a 

marked improvement over the original MARTINI parameters, which 

strongly underestimated D.  
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d) 

Figures 4.25a-d: Self-diffusion coefficient results for this study’s model for linear alkanes, 

the alkanes explicitly covered by MARTINI, and interpolated experimental and experimental 

data results for our 1-bead, 2-bead, 3-bead, and 4-bead systems for our a) 2:1 bead 

mapping, b) 3:1 bead mapping, c) 4:1 bead mapping, and d) 5:1 bead mapping.[58] 

 

 

4.2.3.5 Shear viscosity  

 

Figures 4.26a-d show the increasing trend of the mean shear viscosity 

of each subsequent parameterisation of the 2:1, 3:1, 4:1, and 5:1 
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experimental values an again be found in Table 4.16 in Appendix A. 

When there is a change in the total potential energy between two 

molecules, it affects the total viscosity of a substance, meaning a liquid 

with smaller molecules with lower LJ forces has a lower viscosity, or 

ability for molecules to slide past each other, than a liquid with larger 

molecules with higher LJ forces.[75, 76, 77, 78, 82] The viscosity of our 

models therefore adheres to theory as it  increases with ε and σ, as 

well as increasing bond lengths. The stronger intermolecular forces of 

each of our subsequent alkane representations inhibits molecular flow, 

resulting in higher viscosity.[75, 76, 77, 78, 82] Our shear viscosity 

results also appear to lie within the margin of error for the known 

experimental values of alkanes, further justifying our optimised 

parameters.[58, 59] Again, our model rectifies the overestimation of 

shear viscosity observed with the original MARTINI parameters. 
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d) 

Figures 4.26a-d: Shear viscosity results for this study’s model for linear alkanes, the 

alkanes explicitly covered by MARTINI, and interpolated experimental data for our 1-bead, 2-

bead, 3-bead, and 4-bead systems for our a) 2:1 bead mapping, b) 3:1 bead mapping, c) 4:1 

bead mapping, and d) 5:1 bead mapping.[58, 59] 

 

  

4.2.3.6 Radius of gyration  

 

Figures 4.27a-c show the increasing trend of mean radii of gyrations of 

each subsequent parameterisation of the of the 2:1, 3:1, 4:1, and 5:1 

mapped 2-bead, 3-bead, and 4-bead systems in comparison with 
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complete table of these results for the 2-bead, 3-bead, and 4-bead 

0

0.5

1

1.5

2

2.5

4 8 12 16 20

η 
(m

Pa
s 

 )

Number of Carbons

This study: 5:1 
mapping

Experimental



	
	
	

207	

systems for all mapping schemes compared to experimental values is 

available in Table 4.17 in Appendix A. As the radius of gyration is the 

average squared distance of any point in a molecule chain from it’s 

centre of mass, the results for the 1-bead simulations are negligible to 

the overall data, but do promisingly show a slight increase in trend with 

increase in σ and LJ radius as per what is expected with theory.[2] The 

radii of gyration for the 2-bead, 3-bead, and 4-bead simulations show 

the same increasing trend, though they too are significantly lower than 

the simulation values, though within margins of error for most values. 

This is most likely due to size of CG alkane chain in comparison to the 

other models’ alkanes.[31, 60] The property was therefore only 

important to show trend for our models. 
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d) 

Figures 4.27a-d: Radii of gyration results for this study’s model for linear alkanes, the 

alkanes explicitly covered by MARTINI, and simulated data for our 1-bead, 2-bead, 3-bead, 

and 4-bead systems for our a) 2:1 bead mapping, b) 3:1 bead mapping, c) 4:1 bead 

mapping, and d) 5:1 bead mapping.[31, 60] 
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when σ and ε decreases the ΔG!"#$ becomes more positive or 

unfavourable).[47, 72, 73] This is shown further in Figures 4.28a-d. 
 

 

 
Mapping 
Scheme 

Alkanes-W 
Non-bonded Interactions 
σ (nm) 

 
ε (kJ/mol) 

 
2:1 0.47 0.605 
3:1 0.46 0.61 
4:1 0.43 0.525 
5:1 0.4 0.475 

 
 
Table 4.10: Non-bonded Lennard‐Jones parameter results for 1-bead, 2-bead, 3-bead, and 

4-bead 2:1, 3:1, 4:1, and 5:1 mapped alkane models and CG MARTINI water.  

 
 
 
In Figures 4.28a-d the solvation free energy of the 2:1, 3:1, 4:1, and 

5:1 mapped 1-bead, 2-bead, 3-bead, and 4-bead systems in MARTINI 

water is shown in comparison with both experimental and standard 

MARTINI results for their respective alkane representations. A 

complete table of these results compared to experimental alkane 

values can also be found in Table 4.18 in Appendix A. It can be seen 

in these figures that the MARTINI values are typically slightly lower in 

the case of smaller alkane chain representations (i.e. 1-bead, 2-bead, 

and 3-bead models), but imply a stronger focus on parameterisation 

with water in the case of its hexadecane model. The solvation free 
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energies in MARTINI water of our alkanes were matched well to the 

experimental free energy values (see Table 4.18)[65, 66, 67, 68], with 

all of our alkane models’ results within margins of error.[65, 66, 67, 68]  
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d) 
 

Figures 4.28a-d: Comparison between this study’s model for linear alkanes, the alkanes 

explicitly covered by MARTINI, and experimental data for linear alkane solvation free 

energies in water (i.e., ethane, propane, butane, and pentane for the 1-bead systems, 

butane, hexane, octane, and decane for the 2-bead systems, etc) for our 1-bead, 2-bead, 3-

bead, and 4-bead systems for our a) 2:1 bead mapping, b) 3:1 bead mapping, c) 4:1 bead 

mapping, and d) 5:1 bead mapping.[28, 65, 66, 67, 68] 
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simulated data for polyethylene of chain length C156 and C180, 

respectively.[69, 70] Figure 4.30 shows the adjusted density for our 2:1 

mapped 48-bead model and our 4:1 mapped 24-bead model, 

compared to polyethylene of chain length C96 melts at 773.15K.[71]  

All of our melt 𝜌 results, while slightly lower than the simulated density 

results for the polyethylene melts (i.e. 790 kg/m3 for polyethylene of 

chain length C156 and 795 kg/m3 for polyethylene of chain length 

C180, at 723.15K[69, 70], and 720 kg/m3 for polyethylene of chain 

length C96 at 773.15K[71]), fall within their margins of error, implying 

both that longer chains of our 2:1 and 4:1 mapped alkanes meet within 

expected values for melt properties, and can potentially be used for 

polyethylene simulations.[34, 35, 69, 70, 71]  
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Figure 4.29: Selected densities determined for polyethylene’s molecular weight for our 2:1 

mapped 78-bead and 90-bead models and our 4:1 mapped 39-bead and 45-bead models for 

polyethylene melts at 723.15K. The purple dashed line represents the simulated density 

values for polyethylene at chain length C156, while the green dashed line represents the 

simulated density for polyethylene at chain length C180.[69, 70] 
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Figure 4.30: Selected densities determined for polyethylene’s molecular weight for our 2:1 

mapped 48-bead model and our 4:1 mapped 24-bead model for polyethylene melts at 

773.15K. The purple dashed line represents the simulated density values for polyethylene at 

chain length C156, while the green dashed line represents the simulated density for 

polyethylene at chain length C180.[71] 

 
 

In Figure 4.31 shows the radii of gyration of our 2:1 mapped 78-bead 

and 90-bead models and our 4:1 mapped 39-bead and 45-bead 

models for polyethylene melts at 723.15K, compared to polyethylene 

melt data for polyethylene chain lengths of C156 and C180.[69, 70] 

Figure 4.32 shows the radius of gyration results for our 2:1 mapped 

48-bead model and our 4:1 mapped 24-bead model at 773.15K 

compared to polyethylene melt data for chain length of C96.[71]  As 

with the density results above, all of the radius of gyration results, while 
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lower than the simulated data (i.e. 2.26 ± 0.25 nm for polyethylene of 

chain length C156 and 2.43 ± 0.30 nm for polyethylene of chain length 

C180, at 723.15K[69, 70], and 3.8 ± 0.6 nm for polyethylene of chain 

length C96 at 773.15K[71]) fall within their margin of error. Overall 

these results indicate that based on the previously discussed method 

developed by Krevelen[34] and Bicerano[35] (i.e. using linear alkanes 

to estimate properties of polyethylene) our alkane models have been 

properly parameterised. 

 
 

 
 

 
 

Figure 4.31: Radii of gyrations determined for polyethylene’s molecular weight for our 2:1 

mapped 78-bead and 90-bead models and our 4:1 mapped 39-bead and 45-bead models for 

polyethylene melts at 723.15K. The purple dashed line represents the simulated radius of 

gyration values for polyethylene at chain length C156, while the green dashed line 

represents the simulated radius of gyration for polyethylene at chain length C180.[69, 70] 
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Figure 4.32: Radii of gyrations determined for polyethylene’s molecular weight for our 2:1 

mapped 48-bead model and our 4:1 mapped 24-bead model for polyethylene melts at 

773.15K. The purple dashed line represents the simulated radius of gyration values for 

polyethylene at chain length C156, while the green dashed line represents the simulated 

radius of gyration for polyethylene at chain length C180.[71] 
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Nda, and C1-C5 MARTINI beads for all of their noted interaction 

levels.[28] Because MARTINI solvents are classically standard size 

and non-charged, Q type beads and smaller, ring-type S-versions of 

beads were excluded.[28] After determining the inherent nature of the 

underlying thermodynamic solvation free energies adhered to 

established thermodynamic theory, explicit MARTINI alkane model 

properties were tested in comparison to experimental data.[28] 

Solvation free energies, enthalpies of vaporisation, densities, self-

diffusion coefficients, and shear viscosities for the published MARTINI 

alkane models were compared to experimental  data for evaluation.[46-

51] The MARTINI alkanes appeared to have been parameterised 

mostly for ΔH!"#, as disregarding the duplicate models for propane and 

butane, the results matched closely to experimental data.[21, 35, 36] 

The ΔG!"#$, 𝜌, and D results were less promising in regards to 

experimental comparisons, however, with ΔG!"#$ only following a 

similar trend to known data, 𝜌 matching some points, but with an 

incongruous trend, and D being incredibly off from established 

experimental work.[46, 47, 51, 52, 53, 54] This gave us a solid basis on 

which to parameterise them for additional and more realistic properties. 

 

 

This study’s parameterisation of MARTINI for alkanes began with a 

focus on tailoring non-bonded interactions of singular 1-bead fluid 

systems, given by a 12-6 Lennard-Jones potential, to known and 

interpolated self-solvation free energies and enthalpies of vaporisation 

of alkanes.[46-51, 57] Lennard-Jones combinations that corresponded 
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to these variables for specific alkanes were further compared to 

densities, and in some cases self-diffusion coefficients, viscosities, and 

radii of gyration from simulation studies, to validate agreement.[31, 52, 

53, 54, 58, 59, 60] The 1-bead parameters that most closely matched 

data for experimental alkanes were then used in singular 2-bead 

bonded fluid systems. The bonded potentials, described by typical 

harmonic potentials, were then optimised in the same way as the 

Lennard-Jones potentials in the 1-bead systems, and those that 

matched the experimental data for the alkanes most closely were 

subsequently used in singular 3-bead bonded fluid systems.[31, 46-54, 

58, 59, 60] The process proceeded with 3-bead systems for angle 

potentials, and then after those were optimised, singular 4-bead fluid 

systems were parameterised for torsion potentials.[31, 46-54, 58, 59, 

60]  

 

 

This approach’s refined model led to better agreement with 

experimental thermodynamic properties, specifically ΔG!"#$, [46, 47, 

51], though the ΔH!"# results were not as close of a match compared 

to MARTINI alkane models.[21, 35, 36] This underestimation of 

enthalpies of vaporisation at more than 2 CG beads appears to be a 

problem inherent in our modeling, and further work would need to be 

done to potentially rectify it.  
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Our models’ physical properties also showed good agreement with 

experiment, especially 𝜌 [52, 53], D [54], and η [58, 59], which all fell 

within margins of error, over a large range of linear alkane solvents. 

The r! of our models also fell within margins of error for results from a 

previous AA simulation study[60] and a previous CG simulation 

study[31], and while this is also a net positive for our model, as there 

was no available experimental data, it was therefore only important to 

show trend for our models.[31, 60]  

 

 

The parameterization of our alkane models’ Lennard-Jones parameters 

for interactions with MARTINI water lead to good agreement with 

experimental solvation free energies of alkanes within water.[65, 66, 

67, 68] This added another parameterization level for these models’ 

use in future work. 

 

Our 2:1 mapped 78-bead and 90-bead models and our 4:1 mapped 39-

bead and 45-bead models for polyethylene melts at 723.15K, and our 

2:1 mapped 48-bead model and our 4:1 mapped 24-bead model at 

773.15K were found to provide suitable estimates for the simulated 

melt densities and radius of gyration results of polyethylene at chain 

lengths of C156 and C180 at 723.15K[69, 70], and chain length C96 at 

773.15K.[71] These results indicate that our 2:1 mapped alkane 

models at least have been properly parameterised, based on the 

previously discussed method  of using linear alkanes to estimate 

properties of polyethylene.[34, 35] 
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While there is room for further testing and improvement, our alkane 

models provide overall better adherence to known data than the 

standard MARTINI models, and it is the hope that this parameterisation 

will ultimately help facilitate surfactant self-assembly in future PEO, 

PPO, and Pluronic optimisation work. 
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COARSE-GRAINED MODELS FOR PEO AND PPO                   5 

 

 

 

As mentioned in previous chapters, block copolymers, referred to as 

Pluronics, are one of the most widely used types of nonionic 

surfactants, from biological applications to pharmaceutical drug-

delivery systems.[1, 2, 5, 6 ,8] Their basic chemical structure of, PEOn 

PPOm PEOn, can be seen in Chapter 1, though as a reminder it is 

shown here again in Figure 5.1.[2, 3, 4]   

 

 

 

 

Figure 5.1: Generic chemical structure of Pluronic surfactant 

 

The CG Pluronics simulations done to observe the self-assembly of 

these surfactants, as covered in Chapters 1 and 2, still contain a 

number of limitations and restrictions.[1, 2, 4-7, 9]  
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Many of the CG studies explored in Chapter 1 had strong focus on both 

PEO and PPO models, though none of these models was completely 

tested for a host of thermodynamic properties such as free energies of 

solvation in various solvents and enthalpies of vaporisation, as well as 

physical properties such as densities, self-diffusion coefficients, sheer 

viscosities, and radii of gyration.[15, 17-23] 

 

 

In this chapter, we aimed to complete two main goals; to examine the 

best PEO and PPO models from selected CG studies described in 

Chapter 1 through testing of properties, and to further our work with our 

new MARTINI alkane models by testing the free energies of these 

models in alkanes. Free energies of solvation were of particular 

importance, due to their involvement in block copolymer surfactant self-

assembly.[1] 

 

 

5.1 Methodology 
 

5.1.1 Simulation protocol 

 

As with the work done in Chapter 4, the CG simulations run in this 

chapter used GROMACS software, and were performed using an 

isothermal‐isobaric NPT ensemble.[11] The original AA models used 
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as a basis for our coarse-graining were again converted from their 

chemical structures using the online SMILES generator, and then 

mapped to the CG models using Residue-Based Coarse Graining 

(RBCG) Builder in VMD.[74, 75] Again, to yield the most accurate 

thermodynamic results, a V-rescale thermostat and a Parrinello-

Rahman barostat were used to maintain normal standard conditions of 

298K and 1 bar respectively, and the simulations used a time-step of 

20fs, with a leap-frog stochastic dynamics integrator for the equations 

of motion.[11, 12, 13] The normal dispersion was  again controlled by a 

switched group cutoff scheme with cutoff between 1.0 - 1.3 nm, and 

long‐range dispersion corrections were applied to energy and pressure 

of the system.[11,13] In order to account for finite‐size effects, the cubic 

box lengths were kept between 3.2 nm and 35 nm, depending on the 

size of the beads or CG polymer chains.[14] 

 

 

5.1.2 Coarse-grained models 

 

As with our previous work, this study made use of the MARTINI force 

field, which was explained in full in Chapter 2, or in a smaller capacity 

in Chapter 4.[13]  

 

This study’s investigation began with a focus on previous CG models 

for the fundamental components of Pluronics; polyethylene oxide, PEO, 
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and polypropylene oxide, PPO. Eight PEO models and four PPO 

models were taken from studies covered in Chapter 2. The studies 

included were those by Hatakeyama et al.[21], Lee et al.[17], Rossi et 

al.[18], Hezaveh et al.[22], Nawaz et al.[20], Wood et al.[23], Taddese 

et al.[15] and Grunewald et al.[19]  

 

All of these studies provided solid basis for our PEO and PPO 

simulations, providing varying properties of interest, in numerous 

environments, at variable levels of success or direct previous 

contribution with Pluronics.[15, 17-23] Uniquely with regards to Nawaz 

et al., there was a correction to their published model’s PEO-W and 

PPO-W interactions, so both their original and corrected ones were 

tested in our solvation free energy in water.[16, 20]  

 

The 7 different models of PEO beads with different bonded and non-

bonded parameters can be seen in Table 5.1. As will be discussed 

further below, we were initially interested in 2-bead models (i.e. PEO2 

and PPO2) which means only the bond length and bond force constant 

bonded parameters were initially relevant.  
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Table 5.1: Lennard‐Jones non-bonded interaction parameters for PEO models with 

themselves and with water, and bonded parameters for bond length and force constant.[15, 

17-23] 

 

The 4 PPO models taken from the previously discussed studies can be 

seen in Table 5.2. 

 

 
PEO Models 

PEO-PEO PEO-W 
Non-bonded 
Interactions 

Bonded Interactions Non-bonded 
Interactions 

σ 
(nm) 

 

ε 
(kJ/mol) 

 

r0 (nm) kb 
(kJ/mol*nm2) 

σ 
(nm) 

 

ε (kJ/mol) 
 

1 Taddese et 
al.[15] 

0.43 
 

2.925 
 

0.33 
 

7000 
 

0.47 
 

3.75 
 

2 Lee et 
al[17], Wood 

et al.[23] 

0.43 
 

3.375 
 

0.33 
 

17000 
 

0.47 
 

4 
 

3 Rossi et 
al.[18] 

0.43 
 

3.75 
 

0.322 
 

7000 
 

0.47 
 

4.25 
 

4 Grunewald 
et al.[19] 

0.43 
 

3.4 
 

0.322 
 

7000 
 

0.47 
 

3.5 
 

5 Nawaz et 
al.[20]  

0.43 
 

3.375 
 

0.265 
 

17000 
 

0.47 
 

3.19 
 

6 Hatakeyama 
et al.[21] 

0.47 
 

4.2 
 

0.47 
 

1250 
 

0.47 
 

3.4 
 

7 Hezaveh et 
al.[22] 

0.48 
 

3.5 
 

0.28 
 

8000 
 

0.47 
 

4.5 
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Table 5.2: Lennard‐Jones non-bonded interaction parameters for PPO models with 

themselves and water, and bonded parameters for bond length and force constant.[20-23] 

 

To gain an initial understanding of the models’ parameters, and give a 

preliminary indication of which models might be the best fit for PEO 

and PPO, we first ran 1-bead monomer simulations of all of the 

models. This was because PEO and PPO are coarse-grained in 

MARTINI to single beads, each representing a solitary EO and PO. For 

the PEO monomer, results were compared to dimethyl ether, DE, 

which had known experimental values, and for the PPO monomer[76], 

results were compared to methoxyethane, MOE, which also had 

available experimental values, though it should be noted that it lacks 

the methyl group attached to the carbon atom backbone inherent in the 

true PPO monomer.[77] The self-solvation free energies, ΔG!"#$ , of 

these monomer models were calculated through thermodynamic 

integration, a and the results were compared to estimated experimental 

 
PPO Models 

PPO-PPO PPO-W 
Non-bonded 
Interactions 

Bonded Interactions Non-bonded 
Interactions 

σ 
(nm

) 
 

ε (kJ/mol) 
 

r0 (nm) kb (kJ/mol*nm2) σ (nm) 
 

ε (kJ/mol) 
 

8 Nawaz et 
al.[20] 

0.43 
 

2.625 
 

0.355 
 

17000 
 

0.47 
 

2.625 
 

9 Wood et 
al.[23] 

0.47 
 

3.4 
 

0.33 
 

17000 
 

0.47 
 

1.8 
 

10 Hatakeyama 
et al.[21] 

0.47 
 

3.4 
 

0.47 
 

1250 
 

0.47 
 

1.8 
 

 11 Hezaveh et 
al.[22] 

0.5 
 

2.6 
 

0.28 
 

5000 
 

0.47 
 

3.5 
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values.[75, 76] Enthalpies of vaporization, ΔH!"#, were then calculated 

and compared to known values for DE and MOE.[83, 84] Results were 

also matched to available experimental and simulated density, ρ.[75, 

76] 

 

 

Due to the fact that 1-bead simulations are solely reliant upon non-

bonded parameters of interaction (i.e. σ and ε), this study focused 

predominantly on the dimers of PEO and PPO, PEO2 and PPO2, for a 

more comprehensive set of model parameters (i.e. σ, ε, r0, and kb). In 

the case of the PEO dimer, 1,2-dimethoxyethane, DME, there was a 

good amount of simulation and experimental data for comparison.[2, 

10, 28, 57] For the true PPO dimer, 1-3ethoxy-2-methoxypropane, 

there was no equivalent simulation or experimental work available, so 

the shorter molecule, 1,2-dimethoxypropane, DMP, was chosen for 

comparison to our dimer model.[2, 10, 28, 57] Previous studies have 

compared DMP with PPO dimers with some success, as it is only one 

methyl group away from being a true dimer, but when available, we 

tried to also compare with any known data for a closer representation 

of the PPO dimer, 1,2-diethoxyethane, DEE, as well as with DMP.[64, 

65] 

 

As PEO2 and PPO2 are only 2-bead models, they do exclude angle 

and dihedral parameters, so those aspects were later discussed.  
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In order to find the best parameters for PEO2 and PPO2, the self-

solvation free energies, ΔG!"#$, of these molecules were calculated 

through thermodynamic integration, and then subsequently the 

enthalpies of vaporization, ΔH!"#, were calculated. Both of these 

properties were then matched to known experimental data for the 

dimers/oligomers at standard conditions and in the case of self-

solvation, the results of a previous AA study as well.[20, 24, 25, 26, 27, 

64, 65, 66]  The models were then further matched to available 

experimental and simulated density, ρ.[26, 64, 65, 66] 

 

The PEO2 and PPO2 models were then further validated against to 

available experimental and simulated physical properties, specifically 

self-diffusion coefficients, D, and shear viscosity, η, narrowing down 

the models to two representations (i.e. one for PEO2 and one for 

PPO2) that corresponded most accurately to real dimers.[20, 24, 25, 

27, 28, 29]  

 

Solvation free energies of the models were then calculated in various 

solvents; CG MARTINI water, as well as our new models for 

hexadecane, heptane, and hexane from Chapter 5.[15, 30, 32] These 

alkanes were chosen to show a clear trend in the solvation energy, 

provide direct experimental comparison between the PEO and PPO 

models and DE and MOE (okay approximations of the true PEO and 
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PPO monomers, respectively), as well as between the PEO2 model 

and DME in hexadecane, comparison of previous simulation work for 

our PEO2 and PPO2 in heptane, comparison of previous simulation 

work with our PEO2, and to validate our previous alkane work for use 

with PEO and PPO. Our initial hexadecane model was a 4-bead 

representation with 4:1 mapped parameters, our heptane model was a 

2-bead representation 3.5:1 mapped parameters, and our hexane 

model was a 2-bead representation with 3:1 mapped parameters, 

shown in Table 5.3. Note that for our heptane model, the 3.5:1 

mapping parameters were interpolated from the values provided in 

Tables 4.12, 4.13, and 4.14 from Chapter 4 and available in Appendix 
A.   

 

 

Table 5.3: Lennard‐Jones non-bonded and bonded interaction parameters for our CG 

hexadecane model’s, heptane model’s, and hexane model’s beads. 

Mapping 

Scheme 

CG Alkane 

Models 

Number 

of beads 

Non-bonded 

Interactions 

Bonded Interactions 

σ 
(nm) 

 

ε 

(kJ/mol) 

 

r0 (nm) kb 
(kJ/mol*nm2) 

θ 
(deg.) 

kθ 
(kJ/mol) 

Φ 
(deg.) 

kΦ 
(kJ/mol) 

4:1  
Hexadecane 

(C16H36) 
4 0.445 2.8 0.44 17500 180 65 n/a n/a 

3.5:1 
Heptane 

(C7H16) 
2 

0.432 2.63 0.3875 17500 

180 65 n/a n/a 

3:1 
Hexane 

(C6H14) 
2 0.42 2.5 0.335 17500 180 65 n/a n/a 
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Because these alkanes had not yet been tested with polymers, the 

interaction non-bonded parameters between our alkane beads and the 

chosen PEO and PPO models had to be calibrated. In the case of our 

hexane model with the PEO models, initial parameters were taken and 

tested from the simulated work by Taddese et al. (i.e. σ = 0.47 and ε = 

2.9).[15] The parameterisation of our hexadecane with the PEO 

models, and our heptane with the PEO and PPO models was based off 

of MARTINI’s own interaction levels, specifically IV through IX, as well 

as our own LJ values.[11] This range is because PEO is naturally more 

hydrophilic and PPO more hydrophobic, a major reason block 

copolymers utilising them are popular in micelle formation.[2, 3, 5] The 

solvation free energies of all interaction levels between the PEO2 and 

PPO2 models and our alkanes were then matched to the experimental 

and simulated values of DE, MOE, DME and DMP in hexadecane, 

heptane, and hexane.[20, 24, 25] 

 

For further validation, the end-to-end distance, R!, of PEO and PPO 

homopolymers of lengths 2 and 36 in water and heptane, the 

persistence length, L, of PEO and PPO monomers, and the relaxation 

times of PEO and PPO homopolymers of length 30 in both MARTINI 

water and our hexane, and of length 36 in heptane, were calculated 

and compared to results in previous simulation studies.[20, 31, 51] 

These properties were chosen to ensure the models adhered to the 

statistical measures of chain size and behavior for their respective 

polymers. 
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To validate the chosen model’s angle and dihedral parameters, long 

chains of PEO and PPO monomers were simulated with lengths of 30, 

60, and 90, and their radii of gyration, R!, were calculated. The radii of 

gyration of chains of 36 PEO and PPO monomers were also simulated 

in our CG heptane, to further confirm our alkane models and to 

compare to those in water. All of these radii were then compared to 

results from previous simulations for justification.[20, 22] The resulting 

files from these simulations were put into VMD to compare how they 

behaved with how experimental PEO or PPO would (i.e. whether or not 

the PEO and PPO models showed any signs of hydrophilicity by 

remaining in a longer chain form without curling in on themselves to 

avoid the solvents).[50] 

 

A complete overview of the simulated systems of PEO and PPO in this 

study can be seen in Table 5.4. 
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PEO and 

PPO 

Model 

Solutes 

Solvated Systems 

 
PEO PEO2 PPO PPO2 MARTINI 

Water 

Our Hexadecane Our 

Heptane 

Our 

Hexane 

PEO ✓     ✓   
PEO2  ✓   ✓ ✓ ✓ ✓ 

PEO30     ✓   ✓ 
PEO36     ✓  ✓ ✓ 
PEO60     ✓    
PEO90     ✓    

PPO ✓     ✓   
PPO2    ✓ ✓  ✓  

PPO30     ✓   ✓ 
PPO36     ✓  ✓  
PPO60     ✓    
PPO90      ✓    

 

Table 5.4: Simulation details for our PEO and PPO work. 

 

 

5.1.3 Data analysis 

 

The densities for the PEO and PPO monomer models in this study 

were compared against experimental data; for PEO this data was taken 

from an online database for DE[76], and for PPO this data was taken 

from an online database for MOE.[77] Enthalpy of vaporisation results 
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were also compared to experimental work; ; for PEO this data was 

taken from an online database for DE[83], and for PPO this data was 

taken from an online database for MOE.[84] 

 

There is no known self-solvation experimental data for DME, DMP, or 

DEE, however these self-solvation free energy values can be estimated 

from vapour pressure data (here at room temperature). The method of 

calculation used can be seen in Equation 5.1: 

 

                                        ∆𝐆° =  −𝐑𝐓 𝐥𝐧 𝐏
𝐏𝟎∗𝐌

                                (5.1) 

 

where ∆G° is the calculated free energy, R is the ideal gas constant, T 

is the temperature of the simulation, P is the vapour pressure, P! is the 

pressure of an ideal gas at 298K and 1 molar concentration, and M is 

the equilibrium molarity of the pure solution, which is obtained from its  

density.[73] 

 

 

The self-solvation free energy results for the PEO monomer models 

were calculated using experimental vapour pressure data for DE, taken 

from an online database[76], and those for the PPO monomer were 

calculated using experimental vapour pressure data for MOE, taken 

from an  online database.[77]   
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The densities for the PEO2 and PPO2 models in this study were 

compared against experimental data; for PEO2 these were taken from 

an experimental study of DME by Roy et al.[52] and an online database 

for DME[66], for PPO2 these were also taken from the study of DMP by 

Roy et al.[52] a separate online database for DMP[26], and two online 

databases for DEE.[64, 65] Enthalpy of vaporisation results were also 

compared to experimental work; for PEO2, the study of DME by Majer 

et al.[27] and the online database for DME[66] were used, and for 

PPO2 the online database for DMP[26] and the online database for 

DEE[65] were used. 

 

 

The self-solvation free energy results for the PEO2 models were 

calculated using experimental vapour pressure data for DME, taken 

from an online database[66], and from experiments done by Aucejo et 

al.[57]. For another degree of validation, the results were also 

compared against an AA study of PEO2 by Hezaveh et al.[25] 

 

 

The self-solvation free energy results for the PPO2 models were 

calculated using experimental vapour pressure data, taken from an 

online database[26] for vapour pressures of both DMP and DEE, the 

experimental study by Aucejo et al.[57] for vapour pressures of DMP, 

and two separate online databases for vapour pressures of DEE.[64, 

65]  
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The solvation free energies of the PEO2 models in water were 

compared to experimental values of DME from two studies; a review of 

experimental values by Majer et al.[27], and the quasi-elastic neutron 

scattering portion of a study by Bedrov et al.[28] Due to a lack of 

available experimental values for either DMP or DEE, the solvation free 

energies of the PPO2 models in water were compared to the  AA study 

of PPO2 by Hezaveh et al.[25] 

 

 

The solvation free energies of the PEO, PPO, PEO2 models in our 

hexadecane solvent model were compared against experimental data 

for DE, MOE, and DME from the solvation free energy database by 

Katritzky et al.[24], and due to a lack of either experimental or 

simulation work for DMP or DEE in hexadecane, no simulations were 

run for PPO2. 

 

 

As no available experimental data for solvation free energies of DME, 

DMP, or DEE in heptane was available, both the PEO2 and the PPO2 

models in our heptane solvent model were compared against further 

simulation work from the AA study by Hezaveh et al.[25] 

 

 

For a final validation of our solvation free energy results and our alkane 

models, the solvation free energies of the PEO2 models in our hexane 

solvent model were compared against three simulation studies; a CG 
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study by Taddese et al[15] which also reported on the results of the 

model proposed by Lee et al.[30], as well as estimated results form an 

AA study by Jorgensen et al.[32] 

 

Self-diffusion coefficient results for the PEO2 models were compared 

against extrapolated experimental data from the study by Bedrov et 

al.[28], while the results for the PPO2 models were compared to the 

simulation work done in the AA study by Hezaveh et al.[25] 

 

The shear viscosity results of the PEO2 models were compared to 

extrapolated experimental data from a study by Barthel et al.[29], while 

due to the lack of experimental values, the PPO2 models were 

compared again to the simulation work done for DMP in the AA study 

by Hezaveh et al.[25] 

 

We were unable to find experimental values of the end-to-end 

distances, persistence lengths, and relaxation times calculated in this 

study, and thus had to compare our values against previous simulation 

work. The end-to-end distances calculated for PEO and PPO 

homopolymers of lengths 2 and 36 in water and in heptane were 

compared against an AA study performed by Hezaveh et al.[51]  

 

The persistence lengths of single monomers of both PEO and PPO 

were compared to a CG study by Nawaz et al.[20], and then to further 
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validate our results and compare to a study with a higher degree of 

detail, the persistence length of just PEO was compared to an AA 

study performed by Lee et al.[31] 

 

 

Relaxation times for PEO and PPO chains of length 30 in both water 

and hexane were compared to the results of the aforementioned CG 

study by Nawaz et al.[20], and the relaxation times for PEO and PPO 

chains of length 36  in heptane were compared again to the study by 

Hezaveh et al.[51] 

 

As mentioned in Chapter 5, radii of gyration are extremely difficult to 

examine experimentally, so the radius of gyration results for the longer 

PEO and PPO chains were compared to obtainable simulation work; a 

CG study by van Gunsteren et al.[12] for the PEO chains, and an AA 

study by Hezaveh et. al[51] for the PPO chains.  

 

All of the results in this study were calculated again using the equations 

described in Chapter 3. 
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5.2 Results   

5.2.1 PEO and PPO monomers 

 

Figures 5.2a-b show the density results of the PEO and PPO 

monomer models, corrected and compared for DE for the PEO 

monomer models, and MOE for the PPO monomer models.[76, 77] A 

complete table of these results can be found in Tables 5.15a-b in 

Appendix B. These results were expected from theory, as the 

densities were shown to decrease with the σ and increase with the ε of 

the models’ LJ interaction parameters (see Table 5.1 and Table 
5.2).[11, 33, 39, 47, 54, 58, 59] The increase in the volume of exclusion 

of the molecules with increasing σ causes a decrease in the 𝜌, while 

the increase in the molecular energy of the molecules with increasing ε 

causes an increase in the 𝜌.[11, 39, 47, 58, 59]  
 
 
 
The results seem to favour 1 and 8 models for the PEO and PPO 

monomer models, respectively. All of the other models fall outside the 

margins of error for the experimental values of 735 kg/m3 for DE[76], 

and 725 kg/m3 for MOE[77].  
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a) 

 

b) 

Figures 5.2a-b: Comparison between the mass density of this study’s models[15,17-23] and 

experimental data for a) DE[76] b) and MOE.[77] 
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In Figures 5.3a-b, the enthalpy of vaporisation results of the PEO and 

PPO monomer models can be seen. A complete table of these results 
is again available in Tables 5.16a-b in Appendix B. The ΔH!"# results 

are expected with theory as they can be seen to increase with both 

increasing ε and increasing σ.[33, 34, 37, 38, 47, 54, 58, 59] As the 
strength of the solvent-solute interactions increased, ΔH!"#  increases,  

while the increased volume of exclusion of the solute and solvent 

molecules produced by the increasing σ, appears to have a negligible 

effect on the overall ΔH!"# here.[33, 34, 37, 38, 47, 54, 58, 59] This 

increase in the enthalpy of vaporisation results was also expected 

considering the results for ΔG!"#$, which will be discussed below, as 

between the liquid and gas phases, solvation and vaporisation occur in 

converse directions.[47, 58, 59] 

 

The result for model 1 is within the margins of error for the 

experimental enthalpy of vaporisation DE at 19.8 kJ/mol[83], while 

models 9 and 10 of the PPO monomer models fall within the margins of 

error for the experimental enthalpy of vaporisation of MOE at  24.5 

kJ/mol[84], though just barely.  
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b) 

Figures 5.3a-b: Comparison between the enthalpy of vaporisation of this study’s 

models[15,17-23] and experimental data for a) DE[83] b) and MOE.[84] 

 

 

The self‐solvation free energies of the PEO and PPO monomer models 

can be seen in Figures 5.4a-b. A complete table of these results is 

again available in Tables 5.17a-b in Appendix B. The self‐solvation 

free energy of these systems is shown to decrease with increasing ε 

and also with increasing σ, which is expected with theory.[34, 35, 36, 

59] As the strength of the solvent-solute interactions increased, making 
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or unfavourable), as shown above in the monomer density results.[58, 

59]  The increased solvent-solute interactions meant, however, that the 

enthalpic gain of making a solute bead outweighed the entropic cost 

(i.e. the ΔG!"#$ becomes more negative or favourable).[58, 59] Because 

of the trend of these results,  the volume of exclusion component, 

appears to have a negligible effect on the overall ΔG!"#$ here. 

 

The result for model 1 is within the margins of error for the estimated 

experimental self-solvation free energy of DE at -11.08 kJ/mol[76], 

while none of the PPO monomer models fall within the margins of error 

for the estimated self-solvation free energy of MOE at  -13.09 

kJ/mol[77], though models 9 and 10 come closest to the experimental 

target.  
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a) 

 

b) 

Figures 5.4a-b: Comparison between the self-solvation of this study’s models[15,17-23] and 

estimated experimental data for a) DE[76]  and b) MOE.[77] 
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While some conclusions can be made from these results in matching 

model parameters to PEO and PPO 𝜌, ΔH!"#, and ΔG!"#$ data, more 

model parameters (in 2-bead models) needed to be tested to select the 

best models.  

 

 

5.2.2 Pure PEO2 and PPO2  

 

Figures 5.5a-c show the density results of the PEO2 models and the 

PPO2 models, with Figure5.5b showing the PPO2 models densities 

corrected and compared for DMP, and Figure5.5c showing the same 

with DEE. A complete table of all model results can be found in Tables 
5.18a-c in Appendix B. As with the monomer models, the densities of 

the dimer models were generally shown to decrease with the σ and 

increase with the ε of the models, as is expected with theory for 𝜌.[11, 

33, 39, 47, 54, 58, 59]  

 

 

The 𝜌 results seem to favour 1 and 8 models for PEO2 and PPO2 

respectively. While they are not perfect matches for the experimental 

values of 945 kg/m3 for DME, 855 kg/m3 for DMP, and 801 kg/m3 for 

DEE, the percent difference between the known data and the simulated 

𝜌 were at less than or near 10% for 2 of the values (6.34% for DME 
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and 10.76% for DMP).[25, 26, 29, 52, 64, 65, 66] These percentage 

errors are comparable to those in former work which is promising, 

though the percent difference for DEE is 35.58%, which makes it 

unsuitable as a match for the simulated dimer.[17, 25] 
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b) 

 

 

c) 

Figures 5.5a-c: Comparison between the mass density of this study’s models[15,17-23] and 

experimental data for a) DME[52, 66] b) DMP[26, 52], and c) DEE.[64, 65] 
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Figures 5.6a-b show the enthalpy of vaporisation results of both dimer 

simulation systems. A complete table of all of these results can again 

be found in Tables 5.19a-c in Appendix B. These figures show an 

increasing trend in the ΔH!"# with increasing ε as well as an increasing 

trend with increasing σ in our dimer systems. An increase of σ and ε 

also leads to an increase in the solution interaction energies, leading to 

an increase in ΔH!"#.[33, 34, 37, 38, 47, 54, 58, 59] The increase in σ  

leads to an increase in the volume of exclusion of the molecules, 

though as with ΔG!"#$ which will be shown in the next sections, it is 
negligible to the overall ΔH!"# here. This increase is also expected 

considering the results for ΔG!"#$, as solvation and vaporisation occur in 

converse directions between the liquid and gas phases.[47, 58, 59]  

 

 

These results show closest similarity of models 2 and 4, as well as 

model 8 with experimental values of 36.4kJ/mol for DME, and 37.02 

kJ/mol and 36.3 kJ/mol for DMP and DEE respectively.[26, 27, 65, 66]. 

Model 1 is below the experimental values for DME, but was near 

enough that analysis of free energy results was needed before 

choosing a PEO2 model. 
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a) 

 

 
b) 

Figures 5.6a-b: Comparison between the enthalpy of vaporisation of this study’s models[15, 

17-23] and experimental data for a) DME[27, 66] and b) DMP[26] and DEE.[65] 
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In Figures 5.7a-b the self‐solvation free energies of the PEO2 models 

and the PPO2 models are shown. A complete table of all of these 

results can again be seen in Tables 5.20a-c in Appendix B. The 

solvation energies again fit with expected theory, decreasing with 

increasing σ and ε parameters.[34, 35, 36, 59] This is because the 

strength of the solvent-solute interactions increased, making 

ΔG!"#$ more favourable. As these simulations were CG dimers with rigid 

bonds, the intramolecular forces seem to have a negligible effect on the 

overall solvation free energy.[59]  

 

The 1 and 8 models’ ΔG!"#$ here appear to be closest to a previous AA 

study’s results of -17.0 ± 0.9 kJ/mol for DME and -15.0 ± 0.9 kJ/mol for 

DMP, though far outside the margins of error.[25] These models were 

also the closest to the estimated experimental data, within the margins 

of error for the ΔG!"#$ of -19.32 kJ/mol for DME[57, 66], -20.43 kJ/mol 

for DMP[26, 57], and -21.78 kJ/mol for DEE.[64, 65]. 
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a) 

 

 
b) 

 

Figures 5.7a-b: Comparison between the self-solvation of this study’s models[15,17-23] and 

a previous AA simulation study’s data[25] as well as calculated experimental data for a) 

DME[57, 66]  and b) DMP[26, 57] and DEE.[64, 65]  
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Figures 5.8a-b express the self-diffusion coefficients for the PEO2 and 

PPO2 models. A complete table of these results compared to 

experimental values can be seen in Tables 5.21a-b in Appendix B. 

The D results are inline with expected theory, in terms of density and 

ε.[33, 53, 60, 61] Self-diffusion coefficients exhibit a strong 

dependence on the number of particles in the simulated system, and 

thus a strong dependency on the density of the system.[60, 61] The 

simulations were thus kept at the same number of particles and 

configuration for every simulation type (i.e. dimer-dimer simulations 

were kept at one size, dimers in water another, etc), for consistency 

between models and as these configurations had lead to density near 

experimental values.[28, 29] As can be seen in the figures, the PEO2 

model 1 self-diffusion results were the only model’s results within the 

margin of error to the experimental value for DME of 3.2  x 10-

9m2/s[28], while the PPO2 model 8 results were the closest to the AA 

simulation study’s results for DMP of  3.6  x 10-9m2/s.[25] 
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b) 

 

Figures 5.8a-b: Self-diffusion coefficient results for this study’s a) PEO2 models compared 

to the experimental data for DME[28], and b) PPO2 models compared against simulation 

results from a previous study for DMP.[25] 
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of our models therefore adhere to η theory as it increases with ε.[60, 

61] The results again seem to validate models 1 and 8, with model 1’s 

shear viscosity results being the closest to the experimental shear 

viscosity of  0.41m2/s for DME[29], while model 8’s results compared 

most closely with the AA simulation results of 0.34m2/s for DMP.[25] It 

should be noted however, that models 2 through 5 also fall within the 

margin of error for DME, though are higher than the results for model 

1.[29] Coupled with the D results, the η results provided addition 

confirmation of the suitability of models 1 and 8 for use with these 

copolymer components.   
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b) 

 
Figures 5.9a-b: Shear viscosity results for this study’s a) PEO2 models compared against 

simulation results from a previous study for DME, and b) PPO2 models compared against a 

separate simulation results from a previous study for DMP.[25, 29] 

 

 
 

5.2.3 PEO2 and PPO2 in water 

 

 

Figures 5.10a-b show the solvation free energies of the PEO2 and 

PPO2 models in water. A complete table of these results is again 

available in Tables 5.23a-b in Appendix B. The solvation free 

energies in MARTINI water also appear to adhere to expected theory 

regarding non-bonded σ and ε parameters, though only model 8 falls 
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inside the margin of error for the respective comparable experimental 

and previous AA study ΔG!"#$ values.[25, 27, 28, 47, 58, 59] 

 

 

The 1 and 8 models provided the closest results to the experimental 

data of -20.9 kJ/mol for DME[27, 28], and previous study’s result of        

-16.0 kJ/mol for DMP.[25] These results are more favourable than the 

self-solvation energies, implying that model 1 and 8’s dimers are more 

likely to easily dissolve in water.[4, 7, 47] 
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b) 

 

Figures 5.10a-b: Comparison between the solvation in water of this study’s models[15-23] 

and a) experimental data for DME[27, 28] and b) previous simulation data for DMP.[25]  

 
 

Based on the above results, it seemed clear that model 1 and model 8 

were the best matched for PEO2 and PPO2, therefore those were the 

models chosen for calibration of interaction parameters with our alkane 

models (section 5.2.4). They were also further validated for properties 

of longer PEO and PPO chains in both water and alkane solvents 

(section 5.2.5). 
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5.2.4 PEO2 and PPO2 in alkanes 

 

After models 1 and 8 were chosen for PEO and PPO, their non-bonded 

interactions with our alkane models were calibrated so that free 

energies of solvation could be calculated.  

 

The only experimental values for free energies of solvation that could 

be compared to PEO, PPO, and PEO2 in alkanes were found for the 

solvation of DE, MOE, and DME in hexadecane.[24] In order to 

parameterise the non-bonded interactions for model 1 and model 8 (i.e. 

PEO and PPO) in our hexadecane model, we ran solvation simulations 

of single PEO and PPO beads in our 4:1 mapped 4-bead hexadecane 

model (see Table 5.3), and also in a 2:1 mapped 8-bead hexadecane 

model (using our 2:1 mapped bead parameters, available in Chapter 4 

in Tables 4.9a-c). Both of these hexadecane models were used so that 

non-bonded parameters for our 3:1 and 3.5:1 mapped models could be 

interpolated, and those results could be used to estimate non-bonded 

parameters for the PEO and PPO models in our heptane and hexane 

models. The σ for the non-bonded interaction of PEO and PPO in the 

4:1 and 2:1 mapped models were found by fixing the σ to 0.47nm (the 

MARTINI standard), and the ε values were fitted using a similar 

process to that used in Chapter 4, running simulations at the same σ 

over varying ε values. When non-bonded interactions were matched to 

experimental values for both the PEO and PPO models in our 4:1 and 
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2:1 mapped hexadecane models, those for our 3:1 and 3.5:1 mapped 

models were interpolated, and these results can be seen in Table 5.5. 

 

Mapping 

Scheme 

Non-bonded Interactions 

PEO-Alkanes PPO-Alkanes 

σ (nm) ε (kJ/mol) σ (nm) ε (kJ/mol) 

2:1 0.47 3.0 0.47 3.14 

3:1 0.47 2.87 0.47 3.02 

3.5:1 0.47 2.75 0.47 2.89 

4:1 0.47 2.64 0.47 2.76 

 

Table 5.5: Non-bonded interactions for this study’s models of PEO[15] and PPO[20] in our 

2:1, 3:1, 3.5:1, and 4:1 alkane models. Fitted data is underlined, while interpolated data is 

italicised. 

 

These results again adhere to ΔG!"#$ theory in regards to σ and ε.[47, 

58, 59] The ΔG!"#$ experimental values in comparison with the results 

from the chosen PEO and PPO models in all our hexadecane models 

can be seen in Tables 5.6a-b. 
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a) 

 

 

 

 

 

 

 

 

 

 

b) 

Tables 5.6a-b: Free energy of solvation results in our hexadecane models for this study’s 

chosen a) PEO monomer model[15] compared against experimental data for DE[24], and b) 

PPO monomer model[20] compared against experimental data for MOE.[24] 

 

 

As there was experimental data for DME in hexadecane, the chosen 

PEO2 was also solvated in the hexadecane models, and the free 

energies of solvation compared against the experimental value can be 

seen in Table 5.7. 

 

 

Hexadecane 

Models 

ΔGsol (this study, 

kJ/mol)     
ΔGsol (experimental [24], 

kJ/mol) 

2:1 -6.20 ± 0.43 -6.21   
3:1 -6.17 ± 0.46 -6.21   

3.5:1 -6.18 ± 0.42 -6.21   
4:1 -6.19 ± 0.54 -6.21   

 

Hexadecane 

Models 

ΔGsol (this study, 

kJ/mol)     
ΔGsol (experimental [24], 

kJ/mol) 

2:1 -8.48 ± 0.45 -8.49   
3:1 -8.46 ± 0.49 -8.49   

3.5:1 -8.47 ± 0.46 -8.49   
4:1 -8.47 ± 0.47 -8.49   
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Table 5.7: Free energy of solvation results in our hexadecane models for this study’s PEO2 

model[15] compared against experimental data for DME[24]. 

 

 

 

All of the calibrations of the non-bonded interactions between the 

selected PEO, PPO, and PEO2 models in our hexadecane models fell 

within the margins of error for the experimental values of DE, MOE, 

and DME, and were deemed good parameter pairs to estimate 

interaction levels for the PEO2 and PPO2 models in our heptane 

model, and the PEO2 model in our hexane model. 

 
 

In Table 5.8, the solvation free energy results for both the PEO2 and 

the PPO2 models in our heptane beads can be seen. The heptane 

beads used in both the PEO2 and PPO2 simulations were based on an 

interaction level estimated from our PEO and PPO model non-bonded 

interaction levels in hexadecane (i.e. σ = 0.47 and ε = 2.66 for PEO2 in 

heptane, and σ = 0.47 and ε = 2.72 for PPO2 in heptane). These 

 

Hexadecane 

Models 

ΔGsol (this study, 

kJ/mol)     
ΔGsol (experimental [24], 

kJ/mol) 

2:1 -15.21 ± 0.49 -15.17 
3:1 -15.17 ± 0.42 -15.17 

3.5:1 -15.12 ± 0.40 -15.17 
4:1 -15.09 ± 0.44 -15.17 
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interaction levels ensured that models 1 and 8 were within the AA 

study’s results of -11.1 ± 0.5 kJ/mol for DME and -12.7 ± 0.5 kJ/mol for 

DMP.[25] As there is no known solvation experimental data for DME, 

DMP, or DEE in heptane, however, this only serves to show an 

encouraging trend between ΔG!"#$ and the interaction levels used, as 

well as added validation of the capabilities of our alkane models from 

Chapter 4. 

 

 

 

 

 
 

Table 5.8: Free energy of solvation results in our heptane models for this study’s PEO2[15] 

and PPO2[20] models compared against simulated data for DME[25] and DMP[25]. 

 

 
 

Table 5.9 shows the solvation free energy of the PEO2 models in our 

hexane model compared with three simulation studies.[15, 30, 32] The 

CG study by  Lee et al. 2011[30], and the AA study by Jorgensen et 

al.[32] were chosen for comparison as they had been used for 

evaluation in the Taddese et al. study.[15] As mentioned before, the 

Lennard-Jones interaction parameters between the models and our 

hexane were  estimated from our interaction levels in hexadecane, and 

ended up matching those from the CG simulation study done by 

 

PEO/PPO Models 
ΔGsol (this study, 

kJ/mol)     
ΔGsol (simulation [25], 

kJ/mol) 
PEO2 -11.76 ± 0.43 -11.1 ± 0.5 
PPO2 -13.08 ± 0.49 -12.7 ± 0.5 
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Taddese et al.[15] (i.e. σ = 0.47 and ε = 2.9), while retaining the 

original bonded parameters of the PEO model.[15] The solvation free 

energy of model 1 again seems to fit with expected theory, and model 1 

was within the margins of error for the CG study by Taddese et al.’s 

results[15], but were lower than the AA study by Jorgensen et al.’s 

results[32], and the CG model proposed by Lee et al.’s results.[15, 30] 

Model 1 was well within the margin of error for the results from 

Taddese et al.[15] and the interpolated results from Jorgensen et 

al.[32], which was decided to be a good level of agreement. As there is 

again no available data for the solvation of DME in hexane, these 

simulations helped to further show theoretical trend of ΔG!"#$, and 

advance the validation of our own CG MARTINI alkanes for use with 

PEO. 
 

 

 

 

 
 

 

Table 5.9:  Comparison between this study’s chosen model of PEO2[15] in our CG MARTINI 

hexane and simulation data.[15, 30, 32] 

 

 

 

 

 

PEO 

Models 

ΔGsol (this 

study, kJ/mol)     
ΔGsol 

(simulation 

[15], kJ/mol) 

ΔGsol 

(simulation 

[32], kJ/mol) 

ΔGsol 

(simulation 

[15, 30], 

kJ/mol) 
PEO2 -13.84 ± 0.63 -14.08 ± 0.01 -14.66 ± 0.3 -17.73 ± 0.01 
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5.2.5 PEO and PPO chains 

 

To help further the validation of models 1 and 8 for PEO and PPO, 

longer chains were created for testing using their respective studies’ 

angle and dihedral bonded interaction information as well as the 

bonded information from 3 other studies. The bonded interactions 

ultimately chosen can be seen in Table 5.10[15, 20], and the angle and 

dihedral parameters for all of the PEO and PPO models can be found 

in Tables 5.23a-b in Appendix B. 

 
 

 
PEO and 

PPO Model 

Bonded Interactions 

θ (deg.) kθ (kJ/mol) Φ (deg.) kΦ (kJ/mol) 

𝟏[𝟐𝟎] 124 50 180 1.96. .18, .33, 

.12 

𝟖 [𝟏𝟓]
 120 50 180 

 

1.96. 5.0, .33, 

.12 
 

Table 5.10: Bonded angle and dihedral interaction parameters for out chosen CG MARTINI 

PEO and PPO model’s beads.[15, 20] 

 

 

 

In Figures 5.11a-b and Figures 5.12a-b the end-to-end distances of 

PEO and PPO homopolymers based on our chosen models of lengths 

2 and 36, in MARTINI water and our heptane model, respectively, in 

comparison to a previous study’s AA simulation work, can be seen.[51] 
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Tables of these results compared to experimental data are shown in 

Tables 5.25a-b in Appendix B. While the radius of gyration is a 

significant measure of the overall size of a long polymer chain, the end-

to-end distance is an effective way to calculate the coil size.[67, 68] 

The results of these chains adhere to expected theory of end-to-end 

distances, increasing significantly with the length of the chain, the more 

hydrophobic PPO chains with decreased ε Lennard-Jones interaction 

parameters with the solvents producing shorter chains in the solvent, 

and all results generally decreasing in the alkane solvent with lower 

polarity from those in water.[67, 68]  While this study’s results are 

slightly increased relating to the AA study, all of the end-to-end 

distance results fall within the margin of error of those from the 

previous simulation work.[51] Since the comparison is to simulated 

results, it is again important to note that this study’s results are to 

primarily show trend. 
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a) 

 

           
b) 

Figures 5.11a-b: End-to-end distances for this study’s a) PEO and b) PPO homopolymers 

of lengths 2 and 36 in CG MARTINI water compared to a previous simulation study.[51] 
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a) 

 

            
b) 

 

Figures 5.12a-b: End-to-end distances for this study’s a) PEO and b) PPO homopolymers 

of lengths 2 and 36 in our heptane models compared to a previous simulation study.[51] 
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Tables 5.11a-b show the persistence lengths of PEO and PPO 

monomers compared to a previous study’s CG simulation work.[20]  

The persistence length is the distance along a molecule where the 

orientation of a single segment loses its correlation with the orientation 

of a different segment.[67, 69] The persistence lengths of both the PEO 

and PPO models are fairly similar, which is expected as end-to-end 

distances of both PEO2 and PPO2 in water and heptane were also 

very close to each other.[69] Comparison of the PEO persistence 

length to a further AA study was done for an extra level of detail, 

though again these results are to primarily show trend as no 

experimental data was available. 
 

 

 

 

 

 

 

 

a) 

 

 

 

 

  

b) 

 

Tables 5.11a-b: Persistence lengths for a) this study’s chosen PEO and PPO models 

compared against a previous CG simulation[20], and b) just our PEO model compared to a 

separate AA simulation study, for further validation.[31] 

 

PEO/PPO 

Monomers 

Persistence Length 

(this study, nm) 

Persistence Length 

 (simulation, [20], nm) 

 PEO 0.41 ± 0.10 0.37 

PPO 0.45 ± 0.08 0.40 

PEO/PPO 

Monomers  

Persistence Length 

(this study, nm) 

Persistence Length 

 (simulation, [31], nm) 

 PEO 0.41 ± 0.10 0.37 
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Tables 5.12a-b, and Table 5.13, show the relaxation times of PEO and 

PPO monomer chains for lengths of 36 in MARTINI water and our 

hexane compared to a previous study’s CG simulation work[20], and 

PEO and PPO monomer chains for lengths of 30 in our heptane 

compared to a previous study’s AA simulation work.[51] The relaxation 

times show that in all three solvents the PEO homopolymers are 

characterised by faster relaxation times than those of the PPO 

homopolymers models. This meets with predicted theory, due to the 

longer bond length of the PPO model as well as the decreased  ε 

Lennard-Jones interaction parameters between PPO and the 

solvents.[15, 20, 70] This study’s results are within the margin of errors 

for the results of the previous CG simulation, and as the PPO is taken 

directly from that study it makes sense that its homopolymers 

relaxation time in MARTINI water in Table 5.12a is nearly exactly the 

same as the one done by the original researchers.[20] The much faster 

relaxation times of both of this study’s models in hexane than those in 

MARTINI hexane as seen in Table 5.12b can be accounted for by the 

vastly different non-bonded and bonded interaction parameters of our 

hexane model.[20] As shown in Table 5.13, the CG models relaxed 

faster, significantly so in the case of PPO, in our heptane model than 

the models in the AA simulation study.[51, 70]  
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a) 

 

 

 

 

 

 

 

b) 

 

Tables 5.12a-b: Relaxation times for this study’s CG MARTINI PEO and PPO 

homopolymers of lengths 30 in a) MARTINI water and b) our hexane model compared to a 

previous simulation study.[20] 

 

 

 

 

 

 

 

 

 

 

 

 

Table 5.13: Relaxation times for this study’s CG MARTINI PEO and PPO homopolymers of 

lengths 36 in our heptane model compared to a previous simulation study.[51] 

 

 

 

PEO/PPO 

Homopolymers 

Relaxation Time in Water 

(this study, ps) 

Relaxation Time in Water 

 (simulation, [20], ps) 

PEO30 155 ± 0.09 160 

PPO30 250 ± 0.11 251 

PEO/PPO 

Homopolymers 
Relaxation Time in Hexane 

(this study, ps) 

Relaxation Time in 

Hexane 

 (simulation, [20], ps) 

PEO30 34 ± 0.10 41 

PPO30 37 ± 0.11 49 

PEO/PPO 

Homopolymers 
Relaxation Time in Heptane 

(this study, ps) 

Relaxation Time in 

Heptane 

 (simulation, [51], ps) 

PEO36 85 ± 0.13 157.7 

PPO36 109 ± 0.12 604.8 
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Figures 5.13a-b shows the radii of gyration for PEO and PPO chains 

based on our chosen models, of lengths 30, 60, and 90, in comparison 

to a previous study’s work.[12] A complete table of these results 

compared to experimental values can again be found in Table 5.26 in 

Appendix B. As the radius of gyration is the average squared distance 

of any point in a molecule chain from it’s centre of mass, the results are 

expected with theory.[7, 62, 63] This means the longer the bond length 

and larger the bond angle or dihedrals, as well as an increase in 

molecular weight, the larger the radius of gyration.[7, 54, 56, 62, 63]   

The simulated results also from this study for the various chains 

appeared to be within the margin of error.[12] The simulated molecules 

in the solution can therefore also be interpreted to be within accepted 

parameters and also of the correct size for their compositions.[7, 12, 

63] 
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b) 

Figures 5.13a-b: Radius of gyration results for this study’s CG MARTINI a) PEO and b) 

PPO monomers of lengths 30, 60, and 90 in CG MARTINI water compared to the results 

from a previous study.[12] 

 

 

 

Table 5.14 shows the radii of gyration for PEO and PPO chains based 

on our chosen models, of lengths 36, in our CG MARTINI heptane 

model in comparison to a previous study’s work.[51] These results help 

to further confirm our alkane parameters, as the radii are again within 

the margin of error with the other simulation results, again increasing 

with the weight of the molecules, and can be interpreted to be proficient 

models for chain behaviour in PEO and PPO monomers.[4] Example 

snapshots, taken from VMD, of the 36 monomer PEO and PPO 

simulations can be seen in Figures 5.14a-d, where the hydrophilic and 
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hydrophilic propensities of PEO and PPO  in water (and the reverse in 

heptane) are evident. [50] 

 

 

 

 

 
 

Table 5.14: Radius of gyration results for this study’s CG MARTINI PEO and PPO 

monomers of length 36 compared to the results from a previous study.[51] 

 

 

 

Evident in the example snapshots in Figures 5.14a-b, when the PEO 

chains were simulated in the water they assumed a stretched 

conformation, while when simulated in the hexane they were 

significantly more coiled. This is in line with expected theory and 

experiments on the nature of real chains of this polymer, as well as 

self-assembly behaviour of surfactants using these polymers as their 

block component.[1, 2, 4, 5] This is because polar aqueous solutions 

cause hydrophilicity in PEO, while nonpolar aqueous solutions cause 

lipophobicity in PEO.[1, 2, 4, 5] 

 

 

Shown in Figures 5.14c-d, the simulated PPO chains curl in on 

PEO/PPO 

Monomers 

Radius of Gyration in 

Heptane 

(this study, nm) 

Radius of Gyration in 

Heptane 

(simulation, [51], nm) 

36 PEO 0.87 ± 0.29 0.75 ± 0.01 

36 PPO 1.13 ± 0.22 0.99 ± 0.03 
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themselves when solvated in water and stretch out more when 

solvated in heptane, showing hydrophobicity expected from real PPO 

chains in polar aqueous solutions, and their lipophilicity in nonpolar 

aqueous solutions.[1, 2, 4, 50] These results were quite promising, as 

they imply that models 1 and 8 are showing the correct qualitative 

behaviour in different solvents[1, 2, 4, 50], and thus could potentially 

lead to self-assembly of Pluronic block copolymers, as seen in 

experimental studies.[78-82]  
 

 

 

 

 
Figures 5.14a-d: Snapshots of the 36 monomer chains solvated in MARTINI water and our 

heptane model; a) PEO in water, b) PEO in heptane, c) PPO in water, and d) PPO in 

heptane. The solvent molecules have been removed for clarity.  
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5.3 Conclusions 
 
 
In this chapter, by testing and comparing established PEO and PPO 

CG parameters from eight previous explored studies [15, 17-23], we 

were ultimately able to evaluate and select the most apt models with 

the best adherence to experimental and simulated data for both PEO 

and PPO, and also provide a validation for our CG MARTINI alkane 

solvent models, important for future work with Pluronic surfactants.  

 
 
Our initial PEO and PPO monomer 1-bead simulations adhered well to 

expected theory for LJ parameters for 𝜌, ΔH!"#, and ΔG!"#$, and were 

able to match model 1 to DE’s experimental density. These results 

were overall inconclusive for selecting models of PEO and PPO for 

longer beaded models.  

 

  

Due to the nature of MARTINI 1-bead simulations, and for the best 

potential experimental and simulation validation, this study focused 

primarily on PEO2 and PPO2. For comparison of the PEO2 models, 

the widely accepted PEO dimer 1,2-dimethoxyethane, DME, with a 

wide breadth of experimental and simulation data, was chosen.[2, 10, 

28, 57] While there was no available experimental, or even simulation, 

data for the true PPO dimer, 1-3ethoxy-2-methoxypropane, 

experimental and simulation data for a well-established short oligomer 

of PPO, only a single methyl group away from the actual dimer, 1,2-

dimethoxypropane, DMP, as well as a closer representation of the PPO 
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dimer, 1,2-diethoxyethane, DEE, were chosen for comparison.[2, 10, 

28, 57, 64, 65]  

 

The parameters of these block copolymer surfactant components were 

used in CG MARTINI simulations of PEO2 and PPO2 with themselves, 

in CG MARTINI water, and within our parameterised MARTINI alkane 

models from Chapter 5, in order to further validate them. The non-

bonded interaction parameters between our chosen PEO and PPO 

models were calibrated in our hexadecane model at 2:1 and 4:1 bead 

mappings, and the results for 3:1 and 3.5:1 bead mapping were 

interpolated, and the results were compared to experimental data for 

DE (to represent the PEO monomer) and MOE (to represent the PPO 

monomer). The PEO2 models were then simulated in our MARTINI 

hexadecane, heptane, and hexane models, while due to a lack of 

comparative data, the PPO2 models were only simulated in our 

MARTINI heptane model. These alkane models were specifically 

selected for the available solvation data of DME, DMP, and DEE in 

these alkanes, and for the variety in our MARTINI alkane bead models 

used within them.[15, 24, 25, 30, 32]  Calibration of our MARTINI 

alkane models for use with PEO2 and PPO2 had to be completed for 

their use in this study, which helped both to evaluate the PEO and PPO 

models and to better establish our own alkane models for future use. 

 

 

Self-solvation, ΔG!"#$ in water and our alkane models, ΔH!"#, and 𝜌 

calculated from these simulations were then compared to known data 
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for DME, DMP, and DEE to evaluate agreement to real PEO and 

PPO.[24, 26, 27, 28, 52, 57, 64, 65, 66] In the case that data was not 

available, these properties were compared to those from other AA and 

CG simulation studies for possibly agreement and to show trend which 

could be compared to theory.[15, 25, 30, 32] The ΔG!"#$ results were 

especially important as ΔG!"#$ implies whether or not a longer polymer 

chain might self-assemble.[1] The ΔG!"#$  results in all of the solutions, 
as well as the ΔH!"# and 𝜌 observed an expected theoretical trend in 

regards to Lennard-Jones parameters and inter- and intramolecular 

forces[11, 33, 34, 35, 36, 37, 38], with model 1 for PEO2 and model 8 

for PPO2 adhering the most consistently to expected experimental and 

simulated results for ΔG!"#$ [15, 24, 55, 26, 27, 28, 30, 32, 34, 57, 64, 
65], ΔH!"#[26, 27, 65, 66], and 𝜌.[26, 52, 64, 65, 66]  

 

Further testing was done to find the D and η results of the models, and 

the ensuing values also appeared to follow established theory for their 

behaviours[26, 33, 40, 41], with model 1 and model 8 again showing 

the closest adherence to experimental and simulated results for 

both D[25, 29] and η.[25, 29]   

 

These 2 most realistic models for PEO2 and PPO2, models 1 and 8 

respectively, were then selected and their bond angle and dihedral 

parameters were used for longer chain simulations of PEO and PPO 

monomers in MARTINI water beads as well as in our heptane models. 
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The R! of these monomer chains were then compared to previous 

simulation work[12, 51] for comparison and to establish trend with 

increasing chain lengths, and it was confirmed that their behaviour in 

the solvents adhered to theory for aggregation (i.e. if the models might 

ultimately self-assembly when used in Pluronic surfactant 

simulations).[45, 46] The R! of these longer monomer chains gave 

chains with structure and chain responses as expected due to the 

hydrophilic and hydrophobic propensities of PEO and PPO in 

solvents.[12, 45, 46, 51] The end-to-end distances, persistence 

lengths, and relaxation times of these two models also compared well 

to simulated and experimental results, further implying their 

suitability.[20, 31, 51]  

 

By using recognised models and a large number of thermodynamic 

and physical properties, we were able to choose the most appropriate 

PEO and PPO models, with the best overall better adherence to known 

data. The ultimate hydrophobicity and hydrophilicity results for longer 

chains of these models in MARTINI water and our heptane model, 

coupled with the adherence of these models with numerous other 

properties, suggests that these models will be the best for use in future 

Pluronic surfactant simulation work. It is also our hope that the 

additional development of our own MARTINI alkane models in this 

study for use with these Pluronic surfactant block components will also 

lead to self-assembly of simulated Pluronic surfactants solvated in 

them in later work.   
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COARSE-GRAINED MODEL FOR PLURONIC TRIBLOCK 

COPOLYMERS                                                                           6 

 

 

In this chapter, we furthered the PEO and PPO modeling work done in 

Chapter 5 in order to model full Pluronic surfactants, and it is the 

culmination of our previous CG work in Chapters 4 and 5. After 

validating the PEO-PPO interaction parameters taken from the study of 

our chosen PPO model[1], keeping in mind those from the other three 

PPO model studies in Chapter 5[2, 3, 4] for a potential trial and error 

approach, varying Pluronic triblock copolymer systems were simulated 

in different solvents. These Pluronic systems were tested for dynamic 

properties as well as self-assembly and micellisation behaviour to 

validate our models.  
 

 

6.1 Methodology 
 

6.1.1 Simulation protocol 

 

As with our previous work in Chapters 4 and 5, the CG simulations run 

in this chapter used GROMACS software, and were performed using 

an isothermal‐isobaric NPT ensemble.[5] The original AA models used 
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as a basis for our coarse-graining were again converted from their 

chemical structures using the online SMILES generator, and then 

mapped to the CG models using Residue-Based Coarse Graining 

(RBCG) Builder in VMD.[6, 7] Again to yield the most accurate 

thermodynamic results, a V-rescale thermostat and a Parrinello-

Rahman barostat were applied to maintain conditions of 273 K to 300K, 

and 1 bar respectively, and the simulations used a time-step of 20 fs, 

with a leap-frog stochastic dynamics integrator for the equations of 

motion.[5, 8, 9] The normal dispersion was  again controlled by a 

switched group cutoff scheme with cutoff between 1.0 - 1.3 nm, and 

long‐range dispersion corrections were applied to energy and pressure 

of the system.[5, 8] In order to account for finite‐size effects, the cubic 

box lengths were kept between 15 nm and 60 nm, depending on the 

size or number of the CG Pluronic model chains.[10] 

 

 

6.1.2 Coarse-grained models 

 

As with our previous work, this study made use of the MARTINI force 

field, which was explained in full in Chapter 2, or in a smaller capacity 

in Chapter 4.[5]  

 

To substantiate the PEO and PPO parameters chosen in Chapter 5 for 

use with block copolymers, several Pluronics simulation systems were 
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created. The PEO and PPO work had not needed an interaction level 

between them for their individual testing, so one needed to be chosen 

and validated. The study behind our chosen model of PPO had 

definitive non-bonded parameters between PEO and PPO beads, here 

as model 1[1], so its parameters were first tested for a single generic 

Pluronic chain (i.e. PEO10 PPO10 PEO10) in MARTINI water and then 

put into VMD software[7] to observe their behaviour in the presence of 

a solvent. The interaction parameters for PEO-PPO taken from the 

three other PPO model studies were noted (i.e. models 2, 3, and 

4[2,3,4]) in case of potential adjustment if model 1’s parameters did not 

yield adequate results. All the PEO-PPO interaction parameter models 

can be seen in Table 6.1.[1-4] 

 

Table 6.1: Lennard‐Jones non-bonded and bonded interaction parameters for PEO-PPO 

models.[1-4] 

 

PEO-PPO 

Models 

PEO-PPO 

Non-bonded 

Interactions 

Bonded Interactions 

σ 

(nm) 

 

ε 

(kJ/mol) 

 

r0 

(nm) 

kb 

(kJ/mol*nm2) 

θ 

(deg.) 

kθ 

(kJ/mol) 

Φ 

(deg.) 

kΦ 
(kJ/mol) 

𝟏𝟏] 0.43 

 

3.75 

 

0.355 

 

17000 

 

120 

 

50 

 

180 

 

1.96, 5, 

.33, .12 

𝟐[𝟐] 0.47 

 

3.4 

 

0.47 

 

1250 

 

180 

 

25 

 

n/a 

 

n/a 

 

𝟑[𝟑] 0.47 

 

2.9 

 

0.28 

 

5000 

 

180 

 

25 

 

n/a 

 

n/a 

 

𝟒[𝟒] 0.47 

 

2.6 

 

0.33 

 

17000 

 

130 

 

50 

 

180 

 

1.96. .18, 

.33, .12 
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The PEO and PPO monomer block structures that comprise the triblock 

copolymers modeled and simulated in this study can be seen in Table 
6.2.[11, 12] 

 

 

 

 

 

 

 

Table 6.2: PEO and PPO block compositions for the 8 Pluronic triblock copolymers in this 

study.[11, 12] 

 

These specific Pluronic triblock copolymers were selected because of 

their varied PEO and PPO block lengths, and their commonness in 

simulation work.[1-4, 11, 12] This allowed for a more thorough 

examination of our Pluronic model parameters, and their responses to 

the CG solvents. It should be noted, however, that Pluronic L35 was 

specifically chosen for our on-going collaborative work with researchers 

at the University of Averio.[63] 

 

Pluronic Block 

Copolymers 

Number of PEO 

blocks (n) 

Number of PPO 

blocks (m) 

Molecular 

Weight 

(g/mol) 

L31 2 16 1100 

L35 11 16 1900 

L44 10 23 2200 

L62 5 30 2500 

L64 13 30 2900 

P85 26 40 4600 

P123 20 70 5750 

F38 43 15 4700 
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Bulk liquid simulations of all the models, save for Pluronic L35, were 

run at room temperature, and their density was calculated and 

compared to known Pluronic data.[14] Bulk simulations for Pluronics 

L44, L62, L64, P85, and P123 were then run at varying temperatures 

(i.e. 298.15K and 333.15K) and their shear viscosities were calculated 

and compared against known Pluronic data.[13, 14] An additional bulk 

simulation was run for a model of Pluronic F38, and the heat capacities 

of the models for Pluronics P85, P123, and F38 were calculated and 

compared to experimental data.[15, 16, 17]  

 

Six of the single chain models (i.e. models for Pluronics L31, L44, L62, 

L64, P85, and F38) were then simulated in MARTINI water at 300K, 

and then three of those single chains (i.e. models for Pluronics L64, 

P85, and F38) were simulated in MARTINI water at 273K, and their 

radius of gyration results were observed and compared to previous 

simulated data.[1, 3] 

 

Two-hundred chains of Pluronics L44 and P123 and three-hundred 

chains of Pluronic L35, were then simulated in MARTINI water, and 

eighty chains of Pluronic P123 in our hexane model (using the non-

bonded interaction parameters between our alkane models and PEO 

and PPO previously calibrated in Chapter 5). The resulting files from 

these simulations in water were put into VMD software to observe their 

self-assembly behaviour[7], and the aggregation numbers were then 
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calculated for the simulations in water and examined to see if the 

values appeared to be within acceptable ranges. In the absence of 

time, aggregation numbers were calculated using GROMACS, though it 

is important to note that our collaborative work with German Pérez-

Sánchez has produced a new cluster counting code capable of deeper 

analysis of micellar properties which will be used in any future 

work.[63] 

 

The radial distribution functions, RDFs, for the Pluronic L44 and P123 

models in water were calculated and compared to previous work for 

justification.[18] New simulations for the micelles in the systems with 

water were run (i.e. based on the methods explained in Chapter 3), and 

the free energy of micellisation for the micelles was then calculated and 

compared to experimental data.[19]  

 

A complete overview of the simulated systems of Pluronics in this study 

can be seen in Table 6.3. 
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Table 6.3: Simulation details for our Pluronic model work. 

 

All of these results were used to evaluate the structure and dynamics of 

Pluronics models and analyse their ability to self-assemble. 

 

 

6.1.3 Data analysis 

 

 

The densities for the Pluronic models in this study were compared 

against experimental data from a catalogue from the Pluronic 

 

Pluronic Model Solutes 

Solvated Systems 

MARTINI Water Themselves Our 

Hexane 

 Generic Pluronic ✓   

 Pluronic L31 ✓ ✓  

300 Pluronic L35 ✓   

 Pluronic L44 ✓ ✓  

200 Pluronic L44 ✓   

Pluronic L62 ✓ ✓  

Pluronic L64 ✓ ✓  

Pluronic P85 ✓ ✓  

  Pluronic P123 ✓ ✓  

80 Pluronic P123 

 

  ✓ 

200 Pluronic P123 ✓   

Pluronic F38 ✓ ✓  
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manufacturer BASF.[14] 

 

The shear viscosity results of the Pluronic models were compared to 

experimental data from a study by Alexandridis et al.[13] and the 

manufacturer catalogue for Pluronics produced by BASF.[14]  

 

The heat capacity results for our Pluronic P85, P123, and F38 models 

were compared against interpolated experimental data from Meilleur et 

al.[15], as well as standard experimental data for Pluronic L44 from 

Naskar et al.[16], and standard experimental data for Pluronic P123 

taken from a study by Shvartzman-Cohen.[17]  

 

As has been covered in previous chapters, radii of gyration are next to 

impossible to analyse through current experimental methodology, so 

our radius of gyration results were compared to previous simulation 

work; the Pluronic models in water at 300K were compared to results 

from the CG study that provided us with our PPO model by Nawaz et 

al.[1], and the Pluronic models in water at 273K were compared to 

results from a CG study by Hezaveh et al.[3] 

 

 

As with radius of gyration, radial distribution functions are also 

inherently difficult to examine, so the RDF results for the 200 Pluronic 
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L44 and P123 simulations performed in this study were compared to an 

AA study by Song et al.[18] 

 

 

The micellisation free energy results for the individual micelles created 

from the 200 Pluronic P123 chain simulations in water were compared 

against known experimental values from a study by He et al.[19], while 

the micellisation free energy results from the 200 Pluronic L44 

simulations in water were compared to interpolated data from the study 

by Naskar et al.[16] An example of the interpolation process for finding 

the micellisation free energy from Naskar et al.[16], which is indicative 

of both interpolations done for comparable data in this study, can be 

seen in Figure 6.1. 
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Figure 6.1: Experimental and interpolated micellisation free energies of Pluronic L44 at 

different temperatures. The black circles represent known values, the dashed black line 

represents the linear interpolation of these values based on data trend, and the red square 

represents the interpolated value for Pluronic L44 at room temperature.[16] 

 

 

All of the results in this study were calculated again using the equations 

described in Chapter 3. 
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6.2 Results  

6.2.1 PEO-PPO interaction results   

 

Figure 6.2 shows the VMD snapshot for results of a PEO10 PPO10 

PEO10 Pluronic chain in water, using the PEO-PPO interaction 

parameters from Nawaz et al.[1] These parameters were ultimately 

chosen because they are from the same study as our PPO model[1], 

as there was only a slight change between all four models when 

observing them in VMD, which was deemed to be inconclusive. The 

Pluronic model was examined to see if the PEO modelled portions 

showed signs of their experimental counterparts’ hydrophilicity, and if 

the PPO modelled portions showed signs of the hydrophobicity seen by 

experimental PPO in an aqueous solution.[21-24, 27] When joined in a 

Pluronic triblock copolymer, the PPO portion should curl inwards, while 

the PEO end chains should move to surround them, pulled inwards by 

the curling of the PPO, but still moving towards the water.[24, 27, 32] 

This particular arrangement can be seen in the Pluronic model in 

Figure 6.2, initially validating our chosen PEO-PPO parameters[1] for 

further use in this study. An example VMD snapshot of the modelled 

Pluronic using some of the rejected parameters can be found in Figure 
6.11 in Appendix C.  
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Figure 6.2: A VMD snapshot of our Pluronic (i.e. PEO10 PPO10 PEO10) model with PEO-

PPO parameters from Nawaz et al.[1]The yellow beads represent PEO and the blue beads 

represent PPO. 

 

 

6.2.2 Pluronic block copolymer results 
 

 

 

The density results for the bulk liquid simulations of our Pluronic 

models as a function of molecular weight are shown in Figure 6.3. The 

𝜌 results of these models mainly adhere to theory, as while 

theoretically the density should increase with the increased number of 

monomers, were they homologous, the increasing number of PEO 

blocks has a not insignificant effect on the density results here.[32, 33, 

42] This is due to the increased molecular weight of PPO when 

compared to PEO, and the disparate combinations of PEO and PPO 

blocks in the Pluronic models, as if all PEO blocks were kept equal, the 

𝜌 would  increase with increasing chains of PPO blocks (and vice versa 

with the PPO blocks being kept equal).[32, 33, 42, 43, 44] All of the 

Pluronic model 𝜌 results fit within the margin of error for the densities of 
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experimental Pluronic triblock copolymers, except for our Pluronic F38 

model.[14] This can potentially be attributed to the much longer PEO 

blocks of Pluronic F38 coupled with the slight overestimation of 𝜌 seen 

in the PEO model in Chapter 5, as well as the remarkably lower 

experimental bulk density of Pluronic F38 at room temperature.[14] A 

complete table of all of these 𝜌 results can be found in Table 6.5 in 

Appendix C. 

 

 

 

 

 
Figure 6.3: Comparison between the mass density of this study’s Pluronic models by 

molecular weight, Pluronics L31, L44, L62, and L64, P85, P123, and F38, and experimental 

data for these triblock copolymers at room temperature.[14] 
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In Figures 6.4a-b, we can see the shear viscosity results for all of the 

Pluronics models compared to the known data for each experimental 

Pluronic surfactant, with liquid Pluronics L44, L62, and L64 (i.e. 

denoted by L, as explained in Chapter 1) at 298.15K, and the paste 

Pluronics P85 and P123 (i.e. denoted by P, as also explained in 

Chapter 1) at 333.15K.[13, 14]  Complete tables of these results 

compared to experimental values are again shown in Tables 6.6a-b in 

Appendix C. These results also are in good agreement with theory, as 

when there is a change in the total potential energy between two 

molecules, it affects the total viscosity of a substance, and the increase 

of total molecular energy between all of the Pluronic models (e.g. 

through the increase number of PPO CG beads, etc.) means that the η 

results increase between models.[30, 31, 47, 48] The significantly 

lower results for the paste Pluronics can be attributed to the much 

higher temperature of the simulation, which also adheres to theory 

through the phenomenon of viscosity to decrease as temperature 

increases.[30, 31, 47, 48] It should be noted though, that this is a 

simplistic interpretation of theory, as viscosity of polymers is a bit more 

complicated than this (i.e. it includes molecular entanglement, whether 

or not a polymer chain is coiled or stretched, etc.).[30, 31, 47, 48] The 

η results here unfortunately do not lie within the margins of error for 

experimental viscosities of these Pluronics, but they do show a 

favourable trend that observes theoretical expectations.[13, 14, 30, 31, 

44, 47, 48] 

 
 

 



	
	
	

314	

 

 

 
 

 

     	  
a) 

 

 

 

 

 

 

 

 

 

 

380

430

480

530

580

630

680

730

780

830

880

2000 3000

η 
(m

Pa
s 

)

 Molecular Weight of Pluronic (g/mol)

This study

Experimental



	
	
	

315	

 

 
b) 

Figures 6.4a-b: Comparison between the shear viscosities of this study’s Pluronic models a) 

Pluronics L31, L44, and L64 at 278.15K and b) Pluronics P85 and P123 at 333.15K, and 

experimental data for these triblock copolymers at those temperatures.[13, 14] 

 

 

 
Figure 6.5 shows the heat capacity results for our Pluronic P85, P123, 

and F38 models as a function of the number of CG beads. The heat 

capacities of our models fall within the margin of error for the known 

values for these polymers, and are expected with theory.[15, 16, 17, 

28, 29, 33, 34] While the increased bond force constant in the PPO 

modelled blocks does contribute to a greater molecular energy and 

thus a greater enthalpy (e.g. an important component for the 

calculation of Cp), the increased bond length of the PPO model 
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compared to the PEO model contributes to a decrease in enthalpy and 

Cp.[34, 45, 46] It should also be noted that as the results are also 

within 2kg/mol*K of one another, the heat capacity results for these 

models are not out of what could be expected from CG models, 

discounting the specifics of the PPO block parameters. A complete 

table of these results can again be found in Table 6.7 in Appendix C. 
 

 

 

         
           
Figure 6.5: Comparison between the heat capacities of this study’s Pluronic P85, P123, and 

F38 models, and interpolated and standard experimental data for these triblock copolymers 

at room temperature and standard pressure.[15, 16, 17] 
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Figures 6.6a-b show the radii of gyration of single Pluronic triblock 

copolymer chains of L31, L44, L62, L64, P85, and F38 in CG MARTINI 

water at 300K, and single Pluronic chains of L64, P85, and F38 in CG 

MARTINI water at 273K compared against the results of two separate 

simulation studies, respectively.[1, 3] Complete tables of these results 

are again shown in Tables 6.8a-b in Appendix C. The radii all fit within 

the margins of error from the previous works (i.e. establishing trend) as 

well as theory in regards to chain length, potentially indicating a 

realistic stretching tendency.[1, 3, 25, 26, 28, 32, 36, 49]  These results 

at both temperatures also appear to increase with the PEO and PPO 

blocks and molecular weight of the Pluronics,  L31< L44 < L62 < L64< 

P85 < F38, which is in accordance with theory, as the radius of gyration 

is the average squared distance of any point in a molecule chain from 

it’s centre of mass.[14, 25, 26, 28, 32, 36, 49] 
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b) 

Figures 6.6a-b: Comparison between the radius of gyration results of this study’s Pluronic 

models a) Pluronics L31, L44, L64, P85, and F38 at 300K and b) Pluronics L64, P85, and 

P123 at 273K, and simulated data for these triblock copolymers at those temperatures; 

300K[1] and 273K.[3] 

 

 

 

 

The VMD snapshots of 200 chain simulations of Pluronics L44 and 

P123, and 300 chain simulations of Pluronic L35, in MARTINI water 

can be seen in Figures 6.7a-f. Self-assembly of the chains was readily 

apparent for the L44, P123, and L35 in water, with aggregation 

increasing over time as would be expected of both surfactant theory 

and of experimental Pluronic copolymers.[20-23, 26, 27, 32, 35, 36, 37, 
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41] This is possibly the greatest validation for our PEO and PPO 

models, as the ultimate goal of this study was to create Pluronic triblock 

copolymer surfactant models that could self-assemble and 

aggregate.[20-23, 26, 27, 32, 35, 36, 37, 41] This implies that the 

chosen LJ, bonded, and non-bonded parameters for our models allow 

for the correct hydroplicity and hydrophobicity of Pluronic models to 

provide comparisons with experimental behaviour of Pluronics in 

water.[1, 20-23, 26, 27, 32, 35, 36, 37, 41]  
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Figures 6.7a-f: Snapshots of the 200 Pluronic chain simulations before and after the 

simulation runs in water, a) L44 before, b) L44 after, c) P123 before, d) P123 after, e) L35 

before, and f) L35 after; solvent molecules have been removed for clarity. The yellow beads 

represent PEO and the blue beads represent PPO. 

 

 

As with 200 Pluronic P123 surfactant chain in water simulation, self-
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assembly and aggregation behaviour was also apparent in the 80 

Pluronic P123 chains in our hexane model simulation, as shown in 

Figures 6.8a-b. It is evident in the VMD snapshots here and in 

Figures 6.7c-d that the Pluronic P123 model shows the correct 

qualitative behaviour in different solvents, as it can be observed that 

the simulated PPO chains seem to stretch out in our hexane model, 

while curling in on themselves when solvated in water. This implies the 

block PEO and PPO components maintain the expected behaviour 

when joined together in our Pluronic model.[55, 56]  

 

 

Figures 6.8a-b: Snapshots of the 80 Pluronic P123 chain simulations before and after the 

simulation runs in our hexane model, a) P123 before, and b) P123 after; solvent molecules 

have been removed for clarity. The yellow beads represent PEO and the blue beads 

represent PPO. 

 

 

Experimental aggregation numbers, or the number of surfactants 
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present in a micelle after the CMC has been reached[55, 56], tend to 

vary widely for Pluronics, with multiple aggregation numbers being 

reported for the same Pluronic surfactant at the same temperature.[20, 

57, 61, 62] It has been noted, however, that aggregation numbers can 

be dependant on temperature[58, 60] as well as the molecular weight 

of the Pluronic surfactant being used (i.e. the larger the molecular 

weight of the Pluronic, the larger the theoretical aggregation number, 

though this is not an exact trend).[54, 59] Because temperature of the 

simulations was kept constant, the aggregation numbers  were 

evaluated for adherence to trend based on the molecular weight of the 

Pluronic chain, and were found to increase based on the molecular 

weight of the total surfactants being simulated (i.e. 200 chains of 

Pluronic L44 < 300 chains of Pluronic L35 < 200 chains of Pluronic 

P123).[14] The aggregation numbers here, while having no 

experimental comparison, were also not out of the realm of possibility 

for other known experimental values, which was encouraging.[20, 57, 

61, 62] These results can be seen in Table 6.4. 
 

 

Pluronic Surfactant Model Aggregation Number 

L35 22 

L44 19 

P123 30 

 

Table 6.4: Aggregation numbers of the micelles from the Pluronic L44, P123, and L35 

chains simulated in water. 
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Figures 6.9a-b show the radial distribution functions, calculated for all 

pairs of beads with a distance less than the cutoff value, from the 200 

chain simulations of Pluronics L44 and P123 in comparison with 

simulation results from an AA study.[18] The RDF results are aligned 

with theory, with the RDF results increasing with increasing chain 

length and molecular weights.[25, 26, 50, 51] While neither of this 

study’s simulation results match those from the other works, with L44’s 

radial distribution function exhibiting a smaller peak and P123 a higher 

peak, their distributions appear relatively similar to those from the AA 

study.[18] This discrepancy may be attributed to the lower degree of 

resolution inherent in CG modelling when compared to AA 

modelling.[52, 53] The sharp peak of this study’s results for Pluronic 

P123 at 1 nm theoretically indicates a stronger ability to self-assemble, 

as it implies higher aggregation behaviour, which is expected with 

theory.[25, 26, 38, 41, 50, 51]  
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b) 

 
Figures 6.9a-b: Radial distribution functions of our 200 monomer simulations charted 

against simulation results of previous work[18] for a) Pluronic L44 and b) Pluronic P123. 

 

 

 

 

Figure 6.10 shows the micellisation free energy for the micelles 

created from our 200 monomer simulations of Pluronics L44 and P123 

in comparison with interpolated and standard experimental values.[16, 

19] A comprehensive table of these results is again available in Table 

6.9 in Appendix C. The results here do not fall within the margins of 

errors for ΔGmic results from experimental micelles[16, 19], though 

they are in good agreement with theory (i.e. the ΔGmic decreases with 
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increasing size of the micelles between the Pluronic L44 and Pluronic 

P123 models[37-41]), and they do seem to have a similar trend to 

experimental values. The difference between our results and the 

experimental values may be attributed to the fact that no consistent or 

dependable experimental values of aggregation numbers for these 

Pluronics could be obtained, and thus our own aggregation numbers 

and the number of potential surfactant-surfactant interactions used in 

our free energy calculations may be extremely off from real values.[37-

41]  
 

 

 

 

 

 
Figure 6.10: Micellisation free energy results for the micelles produced in our 200 monomer 

chain simulations of Pluronics L44 and P123  compared to experimental values for; Pluronic 

L44[16] and Pluroinc P123.[19] 
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6.3 Conclusions 
 

 

In this chapter, by using the PEO and PPO models select in Chapter 5 

and the hexane model created in Chapter 4, we were able to choose 

PEO-PPO non bonded interaction parameters and create seven 

Pluronic triblock copolymer models that adhered more closely to known 

data and expected behaviour in water and alkane solvents, and 

ultimately self-assembled into aggregated micelles. 

 

 

The PEO-PPO non bonded interaction parameters from the study we 

took our PPO model from Nawaz et al.[1] were chosen as they were 

from the same study as our chosen PPO model, and they supplied 

apparently normal Pluronic behaviour for a generic Pluronic chain with 
the structure PEO10 PPO10 PEO10.  

 

 

Bulk density results of these Pluronic models when simulated in bulk 

were mainly within the margin of error for experimental results[14], with 

the exception of the Pluronic F38 model, possibly because of the much 

longer PEO blocks of Pluronic F38 and the slight overestimation of  

density seen in the PEO model in Chapter 5, and the much lower 

experimental density of Pluronic F38 compared to the other Pluronics. 

The ρ were all in good agreement with established theory, however, 

considering the chemical structures of the Pluronics being simulated 
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and their varying PEO and PPO blocks.[32, 33, 42] 

 

 

The shear viscosity results for the Pluronic L44, L62, and L64 models 

at 298.15K, and the paste Pluronic P85 and P123 models at 333.15K, 

were also within good agreement with expected η theory, for both chain 

length and temperature[30, 31, 44, 47, 48], though they were all lower 

or significantly lower than established experimental values.[13, 14]  

 

 

Unlike the discrepancies in the density and shear viscosity results, the 

heat capacity results for our Pluronic P85, P123, and F38 models all 

fell within the margins of error for their respective experimental 

values.[15, 16, 17] The results adherence to theory and experimental 

results helped to validate the models, and also imply a potential 

connection to future Cp results that also fall close to experimental 

values, if known values are ever determined. 

 

 

The Rg of single Pluronic triblock copolymer chains of L31, L44, L62, 

L64, P85, and F38 in CG MARTINI water at 300K, and single Pluronic 

chains of L64, P85, and F38 in CG MARTINI water at 273K were then 

compared to previous simulation work[1, 3] to establish trend with 

varying Pluronic structures.[25, 26, 28, 32, 36, 49] The Rg of these 

longer polymer chains had structure and chain responses that were 

expected due to the hydrophilic and hydrophilic properties in solvents 
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of the PEO and PPO blocks which comprised the Pluronics.[14, 25, 26, 

28, 32, 36, 49] 

 

Simulations of 200 monomer chain simulations of Pluronics L44 and 

P123, and 300 monomer chain simulations of Pluronic L35 in MARTINI 

water, and 80 monomer chain simulations of Pluronic P123 in our 2-

bead hexane model were next performed, and self-assembly and 

micelle aggregation was observed. This was the most paramount 

validation for our alkane models from Chapter 4, and our selected PEO 

and PPO models from Chapter 5, for use in CG Pluronic modelling as 

they were proven to create a Pluronic model capable of self-

assembling in both polar and nonpolar solutions.[20-23, 26, 27, 32, 35, 

36, 37, 41] This corroborated our models’ chosen parameters through 

the correct hydroplicity and hydrophobicity they displayed in our 

Pluronic models.[1, 20-23, 26, 27, 32, 35, 36, 37, 41]  

 

The aggregation numbers of the micelles created from our Pluronic 

L44, P123, and L35 simulations in water, while having no experimental 

counterparts, were not unreasonable in regards to previously observed 

values for other surfactants/concentrations/temperatures[20, 57, 61, 

62], and did show a trend with molecular weight of the surfactants[54, 

59], helping to further validate our Pluronics models. 
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The RDFs calculated for these self-assembling simulations both fell 

mostly within the margins of error of a previous AA study[18], though 

as they were in good agreement with expected theory, these results 

were mainly to establish trend.[25, 26, 38, 41, 50, 51]   

 

The ΔGmic for the micelles created from our 200 monomer simulations 

of Pluronics L44 and P123, while not quantitatively meeting the 

experimental data[16, 19], did again show good observance of 

anticipated theory and a recognisable and comparable trend.[37-41] 

These results helped to further validate our Pluronic models. 

 

These new insights into CG Pluronic and CG alkane modelling Pluronic 

simulations afforded by this study should aid in the design of more 

accurate synthesis simulations using Pluronic triblock copolymers in 

the future. 
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CONCLUSIONS AND FUTURE WORK                                  7 

	
	
	

The research described in this thesis focused on developing and 

validating CG simulation models to investigate the structural and 

dynamical behaviour of self- assembling triblock copolymers. In 

Chapter 4, an evaluation of standard MARTINI beads, testing of 

MARTINI alkane models, and a thorough parameterisation and 

validation and of our own alkane and polyethylene models was 

presented. This process has lead to improved mapping schemes and 

adjusted parameters for alkane solvent models, PEO and PPO models 

with the most accurate properties in themselves and in those alkane 

solvents, and ultimately, Pluronic models with self-assembly behaviour.  

 

The MARTINI model inadequately replicated realistic alkane behaviour, 

save for enthalpy of vaporisation, justifying a complete 

parameterisation for alkanes. Through extensive parameterisation 

against experimental values such as Gibbs free energies of solvation, 

enthalpies of vaporisation, densities, self-diffusion coefficients, and 

radii of gyration, we were able to create 2:1, 3:2, 4:1, and 5:1 mapped 

alkane models (consisting of 1 to 4 beads) with good agreement to 

known experimental and simulated data. Our 5:1 mapped models, 

however, start to break down in terms of enthalpy of vaporisation at 

more than 2 CG beads, which does question their validity for long 

alkane chains. The underestimation of enthalpies of vaporisation is an 
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inherent problem in our alkane modelling, potentially due to the inability 

to match such large values to coarse-grained beads while maintaining 

other properties, and further work would need to be done to isolate the 

cause and possibly rectify it. Arguably, however, for their use within 

future self-assembling Pluronic simulations, the free energy results 

were of greater importance, due to the previously explained nature of 

estimating self-assembling surfactant properties. These models were 

further parameterised for free energy of solvation in themselves and in 

MARTINI water, and longer chains of our 2:1 and 4:1 mapped models 

were also validated for use as polyethylene in polyethylene melts.  

 

Overall, our alkane models provide better adherence to known data 

than the standard MARTINI models, and it is the hope that this 

parameterisation will help facilitate not only further research involving 

coarse-grained alkanes, but more importantly, future surfactant self-

assembly in future PEO, PPO, and Pluronic optimisation work. 

 

 

In order to move forward to actually modelling self-assembling Pluronic 

surfactants, adequate PEO and PPO models needed to be selected. 

Chapter 5 consisted of validation work for seven established PEO 

models and four established PPO models, comparing structural and 

dynamic properties of 1-bead and 2-bead models, such as Gibbs free 

energies of solvation, enthalpies of vaporisation, densities, and self-

diffusion coefficients, to known experimental and simulated data. From 

the 2-bead simulations, two models, one for PEO and one for PPO, 
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were ultimately selected, and these results were mostly all in good 

agreement with the known data (save for a slight density 

overestimation with the PEO model), but the enthalpy of vaporisation of 

our chosen PEO model was significantly lower than experimental 

values. This may create problems in future simulations relying on that 

property, and like the enthalpy of vaporisation results from Chapter 4, 

may possibly need to be re-examined and properly parameterised.   

 

Free energies of solvation were validated for the models in themselves, 

MARTINI water, and were calibrated for free energy of solvation in our 

hexadecane and hexane models from Chapter 4, and a parameterised 

heptane model interpolated from that work. This helped to establish the 

transferability of the models between solvents, as well as further our 

alkane models from Chapter 4.  

 

 

The PEO 1-bead and 2-bead models had a fair amount of experimental 

and simulation data available for the PEO monomer and dimer (i.e. DE 

and DME, respectively), it should be noted that there was no available 

experimental, or even simulation, data for the true PPO monomer or 

dimer. This means that the while their comparison was to polymers 

with similar chemical structures, including a short PPO oligomer (i.e. 

MOE, DMP, and DEE), they lacked the methyl groups on their carbon 

backbones characteristic of true PPO. This could possibly mean that 

the validation of the PPO models does not truly represent the true 

values of PPO, and if successful experimental work is done in the 
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future, the models may need to be reevaluated and potentially 

parameterised.  

 

 

Longer monomer chains of these models were validated against 

simulated end-to-end distances, relaxation times and radii of gyration 

data. The 36-bead models were then observed in polar and nonpolar 

solvents (i.e. water and heptane) and it was established that their 

behaviour adhered to theory for self-assembly (i.e. the models 

displayed the correct hydrophobicity and hydrophilicity typical of PEO 

and PPO within these solvents). These results, along with the 

numerous other properties validated against known data, implied that 

our selected PEO and PPO models were suitable for self-assembling 

Pluronic surfactant simulation work, in multiple solvents. 

 

The ultimate hydrophobicity and hydrophilicity results of our chosen 

PEO and PPO models in MARTINI water and our heptane model, 

coupled with the adherence of these models with numerous other 

properties, suggests that these models will be the best for use in future 

Pluronic surfactant simulation work. It is also our hope that the 

additional development of our own MARTINI alkane models in this 

study for use with these Pluronic surfactant block components will also 

lead to self-assembly of simulated Pluronic surfactants solvated in 

them in later work.   

 

In our final chapter, Chapter 6, we were able to create eight Pluronic 
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models, three with apparent self-assembly properties. We began by 

validating PEO-PPO parameters, so that the models could be 

combined into the specific blocks needed for the Pluronic structures, 

and a PEO-PPO model was selected from four established models. 

The models were tested in a generic Pluronic chain with the structure 

PEO10 PPO10 PEO10 in MARTINI water, and as the models were all 

observed to have normal behaviour in reagrds to self-assembly theory 

(i.e. in water the PPO portion curl inwards, while the PEO end chains 

move to surround them, pulled inwards by the curling of the PPO), we 

chose the model was from the study we had taken our PPO model 

from. These nonbonded parameters were then used to produce models 

for Pluronic L31, L35, L44, L62, L64, P85, P123, and F38, and 

simulations of the melts of Pluronics L31, L44, L62, L64, P85, P123, 

and F38 were found to be in good agreement with experimental and 

simulated properties including densities, shear viscosities, heat 

capacities, and radii of gyration. While the shear viscosity results of 

these models showed an expected trend and adherence to theory, it is 

important to note they were all lower or significantly lower than 

established experimental values. As shear viscosity is dependant on 

the volume of the simulation system, however, this property could 

potentially be re-parameterised for future simulation through adjusting 

the simulation size. 

 

 

Ultimately, the 200 chain simulations of our Pluronic L44 and P123 

models in MARTINI water, 300 chain simulations of Pluronic L35 in 
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MARTINI water, and 80 monomer chain simulations of Pluronic P123 in 

our 2-bead hexane model, successfully aggregated, validating their 

self-assembly properties. The aggregation numbers of the micelles 

these simulations created were also reasonable in regards to theory 

further validating our Pluronics models, and the RDFs of the 200 chain 

simulations of our Pluronic L44 and P123 were found to be in good 

agreement with previous simulation work. The micellisation free energy 

of the aggregates in these simulations were calculated and had a 

similar trend to experimental values, though with much lower results. 

The discrepancy between our models micellisation free energy and 

known values may be attributed to the nature of the CG models, or the 

difference in aggregation numbers (and thus the number of interactions 

of a surfactant in the micelle core used to calculate our values) and 

those in real Pluronic L44 and P123 self-assembly aggregation. No 

known reliable experimental aggregation number data, however, could 

be attained for these Pluronics to test this theory. 

 

 

The new insights into CG Pluronic and CG alkane modelling Pluronic 

simulations afforded by these new models should hopefully aid in the 

design of more accurate synthesis simulations using Pluronic triblock 

copolymers in the future. 

 

 

It is unfortunate that our work was too time-consuming to progress into 

actual synthesis modelling, though we have provided new, more 
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accurate, coarse-grained alkane models suitable for use in a multitude 

of applications, including the simulation of mesoporous silica synthesis. 

We have also laid the groundwork for a new model of coarse-grained 

Pluronics, which while incomplete, is a novel starting point for future 

work.  

 

Our results are very promising for future work. There are numerous 

potential avenues for future work with our models, so it should be noted 

that those suggested here are in no way comprehensive.   

 

If results were too far outside of expected experimental parameters at 

any point in these theoretical future simulations, we could consider 

going back to the above mentioned problems in our own models (i.e. 

the alkanes, PEO, PPO, or Pluronic surfactants) to reparemterise them 

and retest this future work. 

 

If we had had more time in my PhD., we would first attempt to combine 

established CG silica precursor models with our Pluronic models to 

observe their behaviour. To our knowledge there is no experimental 

value that could help validate these silica precursor models with our 

Pluronic models, so the methods used in the parameterisation of MCM-

41 CG synthesis simulations would be attempted.[1-6]   
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Once we had found or parameterised a suitable silica precursor model 

that lead to the synthesis, we could then do testing of different 

synthesis variables on the resulting mesostructures. This might include 

varying pH values, temperature values, or any other variable used in 

experimental synthesis of SBA-15. The resulting mesostructures could 

then be matched to known experimental pore diameters, and could be 

further validated or parameterised to them. Assuming this was 

successful, we could ultimately attempt a synthesis simulation with 

novel synthesis variables, and then find a lab to replicate them for 

comparison. This would imply our models could be used to predict 

experimental behaviour, which would be an invaluable tool for future 

research or commercial use. 
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APPENDIX                                                A 

 

 

 

 

MARTINI Alkane 
Models 

Number 
of Beads 

ΔGsol (this 

study, kJ/mol) 

 

ΔGsol 

(experimental 

[46, 47, 51], 

kJ/mol) 

 
Propane (C3H8)  1 -5.90 ± 0.62 -5.98 
Butane (C4H10)  1 -5.90 ± 0.62 -9.16 
Octane (C8H18)  2 -16.98 ± 0.59 -20.96 
Dodecane (C12H26)  3 -28.47 ± 0.66 -32.88 
Hexadecane (C16H34)  4 -40.38± 0.57 -43.96 

 

Table 4.11: Free energy of solvation in hexadecane results for MARTINI alkane, compared 

to the interpolated experimental and experimental data for linear alkanes.[46, 47, 51] 

Italicised results represent interpolated data. 
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b) 

 

Figures 4.33a-b: Densities determined for propane’s molecular weight, of the 1-bead 

solvent systems for different values of the Lennard‐Jones parameters: a) epsilon; b) sigma. 

The black dashed line represents the experimental reference values for propane at room 

temperature.[52, 53] 
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Figure 4.34: Determination of optimal set of parameters for the 3:1 mapped 1-bead. The full 

lines show each property at standard temperature and pressure: density (blue), free energy 

of self-solvation (red), and enthalpy of vaporisation (green).[46, 47, 48,  

49, 50, 51, 52, 53] 
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b) 

 

Figures 4.35a-b: Densities determined for butane’s molecular weight, of the 1-bead solvent 

systems for different values of the Lennard‐Jones parameters: a) epsilon; b) sigma. The 

black dashed line represents the experimental reference values for butane at room 

temperature.[52, 53] 
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Figure 4.36: Determination of optimal set of parameters for the 4:1 mapped 1-bead. The full 

lines show each property at standard temperature and pressure: density (blue), free energy 

of self-solvation (red), and enthalpy of vaporisation (green).[46, 47, 48, 49, 50, 51, 52, 53] 
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b) 

Figures 4.37a-b: Densities determined for pentane’s molecular weight, of the 1-bead solvent 

systems for different values of the Lennard‐Jones parameters: a) epsilon; b) sigma. The 

black dashed line represents the experimental reference values for pentane at room 

temperature.[52, 53] 
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Figure 4.38: Determination of optimal set of parameters for the 5:1 mapped 1-bead. The full 

lines show each property at standard temperature and pressure: density (blue), free energy 

of self-solvation (red), and enthalpy of vaporisation (green).[46, 47, 48, 49, 50, 51, 52, 53] 
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b) 

Figures 4.39a-b: Selected densities determined for hexane’s molecular weight, of the 2-

bead solvent systems for different values of the bond length and bond force constant 

parameters: a) selected bond lengths at different bond force constants, and b) bond force 

constants at different bond length values. The black dashed line represents the experimental 

reference values for hexane at room temperature.[52, 53] 
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b) 

Figures 4.40a-b: Selected enthalpies of vaporization of the 2-bead solvent systems for 

different values of the bond length and bond force constant parameters: a) selected bond 

lengths at different bond force constants, and b) bond force constants at different bond 

length values. The black dashed line represents the experimental reference values for 

hexane at room temperature.[48, 49, 50] 
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b) 

Figures 4.41a-b: Selected self-solvation free energies of the 2-bead solvent systems for 

different values of the bond length and bond force constant parameters: a) selected bond 

lengths at different bond force constants, and b) bond force constants at different bond 

length values. The black dashed line represents the experimental reference values for 

hexane at room temperature.[46, 47, 51] 
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Figure 4.42: Determination of optimal set of parameters for the 3:1 mapped 2-bead models. 

The full lines show each property at standard temperature and pressure: density (blue), free 

energy of self-solvation (red), and enthalpy of vaporisation (green). [46, 47, 48, 49, 50, 51, 

52, 53] 
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b) 

Figures 4.43a-b: Selected densities determined for octane’s molecular weight, of the 2-bead 

solvent systems for different values of the bond length and bond force constant parameters: 

a) selected bond lengths at different bond force constants, and b) bond force constants at 

different bond length values. The black dashed line represents the experimental reference 

values for octane at room temperature.[52, 53] 
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b) 

Figures 4.44a-b: Selected enthalpies of vaporization of the 2-bead solvent systems for 

different values of the bond length and bond force constant parameters: a) selected bond 

lengths at different bond force constants, and b) bond force constants at different bond 

length values. The black dashed line represents the experimental reference values for 

octane at room temperature.[48, 49, 50] 
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b) 

Figures 4.45a-b: Selected self-solvation free energies of the 2-bead solvent systems for 

different values of the bond length and bond force constant parameters: a) selected bond 

lengths at different bond force constants, and b) bond force constants at different bond 

length values. The black dashed line represents the experimental reference values for 

octane at room temperature.[46, 47, 51] 
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Figure 4.46: Determination of optimal set of parameters for the 4:1 mapped 2-bead models. 

The full lines show each property at standard temperature and pressure: density (blue), free 

energy of self-solvation (red), and enthalpy of vaporisation (green).[46, 47, 48, 49, 50, 51, 

52, 53] 
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b) 

Figures 4.47a-b: Selected densities determined for decane’s molecular weight, of the 2-

bead solvent systems for different values of the bond angle and bond angle force constant 

parameters: a) selected bond angles at different bond force constants, and b) bond angle 

force constants at different bond length values. The black dashed line represents the 

experimental reference values for decane at room temperature.[52, 53] 
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b) 

Figures 4.48a-b: Selected enthalpies of vaporization of the 2-bead solvent systems for 

different values of the bond angle and bond angle force constant parameters: a) selected 

bond angles at different bond angle force constants, and b) bond angle force constants at 

different bond angle values. The black dashed line represents the experimental reference 

values for decane at room temperature.[48, 49, 50] 
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b) 

Figures 4.49a-b: Selected self-solvation free energies of the 2-bead solvent systems for 

different values of the bond length and bond force constant parameters: a) selected bond 

lengths at different bond force constants, and b) bond force constants at different bond 

length values. The black dashed line represents the experimental reference values for 

decane at room temperature.[46, 47, 50] 
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Figure 4.50: Determination of optimal set of parameters for the 5:1 mapped 2-bead models. 

The full lines show each property at standard temperature and pressure: density (blue), and 

free energy of self-solvation (red).[46, 47, 51, 52, 53] 
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b) 

Figures 4.51a-b: Selected densities determined for nonane’s molecular weight, of the 3-

bead solvent systems for different values of the bond angle and bond angle force constant 

parameters: a) selected bond angles at different bond angle force constants, and b) bond 

angle force constants at different bond angle values. The black dashed line represents the 

experimental reference values for nonane at room temperature.[52, 53] 
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b)	

Figures 4.52a-b: Selected enthalpies of vaporization of the 3-bead solvent systems for 

different values of the bond angle and bond angle force constant parameters: a) selected 

bond angles at different bond angle force constants, and b) bond angle force constants at 

different bond angle values. The black dashed line represents the experimental reference 

values for nonane at room temperature.[48, 49, 50] 
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b) 

Figures 4.53a-b: Selected self-solvation free energies of the 3-bead solvent systems for 

different values of the bond angle and bond angle force constant parameters: a) selected 

bond lengths at different bond angle force constants, and b) bond angle force constants at 

different bond angle values. The black dashed line represents the experimental reference 

values for nonane at room temperature.[46, 47, 51] 
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Figure 4.54: Determination of optimal set of parameters for the 3:1 mapped 3-bead models. 

The full lines show each property at standard temperature and pressure: density (blue), free 

energy of self-solvation (red), and enthalpy of vaporisation (green).[46, 47, 48, 49, 50, 51, 

52, 53] 
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b) 

Figures 4.55a-b: Selected densities determined for dodecane’s molecular weight, of the 3-

bead solvent systems for different values of the bond angle and bond angle force constant 

parameters: a) selected bond angles at different bond angle force constants, and b) bond 

angle force constants at different bond length values. The black dashed line represents the 

experimental reference values for dodecane at room temperature.[52, 53] 
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b) 

Figures 4.56a-b: Selected enthalpies of vaporization of the 3-bead solvent systems for 

different values of the bond angle and bond angle force constant parameters: a) selected 

bond angles at different bond angle force constants, and b) bond angle force constants at 

different bond angle values. The black dashed line represents the experimental reference 

values for dodecane at room temperature.[48, 49, 50] 
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b) 

Figures 4.57a-b: Selected self-solvation free energies of the 3-bead solvent systems for 

different values of the bond angles and bond angle force constant parameters: a) selected 

bond angles at different bond angle force constants, and b) bond angle force constants at 

different bond angle values. The black dashed line represents the experimental reference 

values for dodecane at room temperature.[46, 47, 51] 
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Figure 4.58: Determination of optimal set of parameters for the 4:1 mapped 3-bead models. 

The full lines show each property at standard temperature and pressure: density (blue), free 

energy of self-solvation (red), and enthalpy of vaporisation (green).[46, 47, 48, 49, 50, 51, 

52, 53] 

 

 

 

20

25

30

35

40

45

50

55

60

65

70

100 120 140 160 180 200

B
on

d 
A

ng
le

 F
or

ce
 C

on
st

an
t (

kJ
/m

ol
)

Bond Angle (deg.)

Matched Densities for 
Dodecane

Exp. Free Energy Solv. 
at Normal Conditions 

Exp. Enthalpy of Vap. 
at Normal Conditions 



	
	
	

393	

 

 

 

 

a) 

 

 

 

 

 

720

730

740

750

760

770

780

790

20 30 40 50 60 70

D
en

si
ty

 (k
g/

m
3  )

Bond Angle Force Constant (kJ/mol*nm2)

Bond Angle = 
109.47

Bond Angle = 
130

Bond Angle = 
160

Bond Angle = 
180

Exp. Density 
Pentadecane 
at Normal 
Conditions



	
	
	

394	

 

 

 

b) 

Figures 4.59a-b: Selected densities determined for pentadecane’s molecular weight, of the 

3-bead solvent systems for different values of the bond angle and bond angle force constant 

parameters: a) selected bond angles at different bond angle force constants, and b) bond 

angle force constants at different bond length values. The black dashed line represents the 

experimental reference values for pentadecane at room temperature.[52, 53] 
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b) 

Figures 4.60a-b: Selected enthalpies of vaporization of the 3-bead solvent systems for 

different values of the bond angle and bond angle force constant parameters: a) selected 

bond angles at different bond angle force constants, and b) bond angle force constants at 

different bond angle values. The black dashed line represents the experimental reference 

values for pentadecane at room temperature.[48, 49, 50] 
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b) 

Figures 4.61a-b: Selected self-solvation free energies of the 3-bead solvent systems for 

different values of the bond angles and bond angle force constant parameters: a) selected 

bond angles at different bond angle force constants, and b) bond angle force constants at 

different bond angle values. The black dashed line represents the experimental reference 

values for pentadecane at room temperature.[46, 47, 51] 
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Figure 4.62: Determination of optimal set of parameters for the 5:1 mapped 3-bead models. 

The full lines show each property at standard temperature and pressure: density (blue), and 

free energy of self-solvation (red).[46, 47, 51, 52, 53] 

 

 

 

 

 

0

10

20

30

40

50

60

70

100 120 140 160 180 200

B
on

d 
A

ng
le

 F
or

ce
 C

on
st

an
t (

kJ
/m

ol
)

Bond Angle (deg.)

Matched Densities 
for Pentadecane

Exp. Free Energy 
Solv. at Normal 
Conditions 



	
	
	

400	

 

 

 

Mapping 
Scheme 

CG Alkane Models Number 
of 

Beads 

Density (this 

study, kg/m3 ) 

 

Density 

(experimental 

[52, 53], 

kg/m3) 

 
2:1 Ethane (C2H6)  1 320.92 ± 4.96 325 
3:1 Propane (C3H8)  1 454.57 ± 4.64 459 
4:1 Butane (C4H10)  1 575.76 ± 4.29 576 
5:1 Pentane (C5H12)  1 638.95 ± 4.51 643 
2:1 Butane (C4H10)  2 573.76 ± 4.63 576 
3:1 Hexane (C6H14)  2 665.48 ± 4.49 669 
4:1 Octane (C8H18)  2 690.25 ± 4.42 692  
5:1 Decane (C10H22)  2 725.66 ± 4.73 730 
2:1 Hexane (C6H14)  3 664.89 ± 4.56 669 
3:1 Nonane (C9H20)  3 714.57 ± 4.39 717 
4:1 Dodecane (C12H26)  3 746.38 ± 4.48 750 
5:1 Pentadecane (C15H32)  3 750.83 ± 4.60 755  
2:1 Octane (C8H18)  4 689.58 ± 3.81 692 
3:1 Dodecane (C12H26)  4 747.53 ± 4.79 750 
4:1 Hexadecane (C16H34)  4 766.64 ± 4.87 770 
5:1 Eicosane (C20H42) 4 784.52 ± 4.64 789 

 

Table 4.12: Density results for this study’s models for 2:1, 3:1, 4:1, and 5:1 mapping and 1-

bead systems, 2-bead systems, 3-bead systems, and 4-bead systems, compared to 

experimental data for linear alkanes.[52, 53]  
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Mapping 
Scheme 

CG Alkane Models Number 
of 

Beads 

ΔHvap (this 

study, kJ/mol) 

 

ΔHvap 

(experimental 

[48, 49, 50], 

kJ/mol) 

 
2:1 Ethane (C2H6)  1 13.96 ± 0.84 13.7 
3:1 Propane (C3H8)  1 17.20 ± 0.43 16.5 
4:1 Butane (C4H10)  1 22.38 ± 0.59 22.4 
5:1 Pentane (C5H12)  1 26.77 ± 0.66 27.4 
2:1 Butane (C4H10)  2 19.63 ± 0.72 22.4 
3:1 Hexane (C6H14)  2 29.59 ± 0.65 30 
4:1 Octane (C8H18)  2 39.71 ± 0.82 41  
5:1 Decane (C10H22)  2 44.46  ± 0.73 50.9 
2:1 Hexane (C6H14)  3  29.36 ± 0.78 30 
3:1 Nonane (C9H20)  3 48.01 ± 0.53 46.4 
4:1 Dodecane (C12H26)  3 60.89 ± 0.48 61 
5:1 Pentadecane (C15H32)  3 70.42 ± 0.76 75.4  
2:1 Octane (C8H18)  4 39.82 ± 0.65 41 
3:1 Dodecane (C12H26)  4 60.58 ± 0.69 61 
4:1 Hexadecane (C16H34)  4 78.85 ± 0.72 80.6 
5:1 Eicosane (C20H42) 4 87.89 ± 0.79 100.1 

 

Table 4.13: Enthalpy of vaporisation results for this study’s models for 2:1, 3:1, 4:1, and 5:1 

mapping and 1-bead systems, 2-bead systems, 3-bead systems, and 4-bead systems, 

compared to the interpolated experimental and experimental data results compared to 

experimental data for linear alkanes.[48, 49, 50] 
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Mapping 
Scheme 

CG Alkane Models Number 
of 

Beads 

ΔGsol (this 

study, kJ/mol) 

 

ΔGsol 

(experimental 

[46, 47, 51], 

kJ/mol) 

 
2:1 Ethane (C2H6)  1 -4.78 ± 0.66 -4.79 
3:1 Propane (C3H8)  1 -6.10 ± 0.56 -5.99 
4:1 Butane (C4H10)  1 -10.82 ± 0.79 -11.48 
5:1 Pentane (C5H12)  1 -15.23 ± 0.48 -14.8 
2:1 Butane (C4H10)  2 -10.94 ± 0.65 -11.48 
3:1 Hexane (C6H14)  2 -16.04 ± 0.74 -16.88 
4:1 Octane (C8H18)  2 -22.08  ± 0.65 -22.1 
5:1 Decane (C10H22)  2 -26.95 ± 0.57 -26.99 
2:1 Hexane (C6H14)  3 -15.69 ± 0.06 -16.88 
3:1 Nonane (C9H20)  3 -24.61 ± 0.07 -24.69 
4:1 Dodecane (C12H26)  3 -32.65 ± 0.04 -31.23 
5:1 Pentadecane (C15H32)  3 -41.76 ± 0.04 -42.43 
2:1 Octane (C8H18)  4 -22.34 ± 0.78 -22.1 
3:1 Dodecane (C12H26)  4 -32.12 ± 0.69 -31.23 
4:1 Hexadecane (C16H34)  4 -43.91± 0.82 -43.96 
5:1 Eicosane (C20H42) 4 -59.88 ± 0.77 -60.21 

 

Table 4.14: Free energy of self-solvation results for this study’s models for 2:1, 3:1, 4:1, and 

5:1 mapping and 1-bead systems, 2-bead systems, 3-bead systems, and 4-bead systems, 

compared to the interpolated experimental and experimental data for linear alkanes.[46, 47, 

51] Italicised results represent interpolated data. 
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Mapping 
Scheme 

CG Alkane Models Number 
of 

Beads 
Self-Diffusion 

Coefficient  (this 

study, m2/s) 

 

Self-Diffusion 

Coefficient  

(experimental 

[54], m2/s)     

 
2:1 Ethane (C2H6)  1 1.13 x 10-7 ± 0.33 1.26 x 10-7  
3:1 Propane (C3H8)  1 9.27 x 10-8 ± 0.36 9.43 x 10-8  
4:1 Butane (C4H10)  1 8.41 x 10-8 ± 0.29 8.53 x 10-8 
5:1 Pentane (C5H12)  1 7.05 x 10-8 ± 0.42 7.21 x 10-8 
2:1 Butane (C4H10)  2 8.39 x 10-8 ± 0.87 8.53 x 10-8 
3:1 Hexane (C6H14)  2 6.67 x 10-8 ± 0.66 6.85 x 10-8 
4:1 Octane (C8H18)  2 5.54 x 10-8 ± 0.71 5.41 x 10-8  
5:1 Decane (C10H22)  2 4.15 x 10-8 ± 0.69 4.49 x 10-8 
2:1 Hexane (C6H14)  3 6.58 x 10-8 ± 0.34 6.85 x 10-8 
3:1 Nonane (C9H20)  3 3.48 x 10-8 ± 0.51 4.07 x 10-8 
4:1 Dodecane (C12H26)  3 11.38 x 10-10 ± 0.37 11.92 x 10-10 
5:1 Pentadecane (C15H32)  3 7.42 x 10-10 ± 0.40 6.01 x 10-10  
2:1 Octane (C8H18)  4 8.61 x 10-8 ± 0.56 5.41 x 10-8  
3:1 Dodecane (C12H26)  4 11.28 x 10-10 ± 0.42  11.92 x 10-10 
4:1 Hexadecane (C16H34)  4 7.54 x 10-10 ± 0.45 7.87 x 10-10 
5:1 Eicosane (C20H42) 4 4.11 x 10-10 ± 0.53 4.34 x 10-10 

 

Table 4.15: Self-diffusion coefficient results for this study’s models for 2:1, 3:1, 4:1, and 5:1 

mapping and 1-bead systems, 2-bead systems, 3-bead systems, and 4-bead systems, 

compared to the interpolated experimental and experimental data results compared to the 

interpolated experimental and experimental data for linear alkanes.[54] Italicised results 

represent interpolated data. 
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Mapping 
Scheme 

CG Alkane Models Number 
of 

Beads 
Shear Viscosity  

(this study, mPas)     

 

Shear 
Viscosity  

(experimental 
[58, 59], 
mPas) 

2:1 Ethane (C2H6)  1 0.119 ± 0.28 n/a 
3:1 Propane (C3H8)  1 0.303 ± 0.14 n/a 
4:1 Butane (C4H10)  1 0.401 ± 0.21 0.33 
5:1 Pentane (C5H12)  1 0.491 ± 0.23 0.38 
2:1 Butane (C4H10)  2 0.321 ± 0.29 0.33 
3:1 Hexane (C6H14)  2 0.474 ± 0.14 0.41 
4:1 Octane (C8H18)  2 0.631 ± 0.18 0.56 
5:1 Decane (C10H22)  2 0.786 ± 0.11 0.73 
2:1 Hexane (C6H14)  3 0.53 ± 0.29 0.41 
3:1 Nonane (C9H20)  3 0.832 ± 0.35 0.66 
4:1 Dodecane (C12H26)  3 1.13 ± 0.27 1.24 
5:1 Pentadecane (C15H32)  3 1.41 ± 0.31 n/a 
2:1 Octane (C8H18)  4 0.726 ± 0.22 0.56 
3:1 Dodecane (C12H26)  4 1.172 ± 0.16 1.24 
4:1 Hexadecane (C16H34)  4 1.50 ± 0.19 1.62 
5:1 Eicosane (C20H42) 4 1.87 ± 0.25 n/a 

 

Table 4.16: Shear viscosity results for this study’s models for 2:1, 3:1, 4:1, and 5:1 mapping 

and 1-bead systems, 2-bead systems, 3-bead systems, and 4-bead systems, compared to 

the interpolated experimental and experimental data results compared to the interpolated 

experimental and experimental for linear alkanes.[58, 59] Italicised results represent 

interpolated data. 
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Mapping 
Scheme 

CG Alkane Models Number 
of Beads 

Radius of 

Gyration   

(this study, 

nm)     

 

Radius of 
Gyration  

(simulations; AA 
[60], CG [31], nm)  

2:1 Butane (C4H10)  2 0.093 ± 0.36 0.282 
3:1 Hexane (C6H14)  2 0.292 ± 0.29 0.476 
4:1 Octane (C8H18)  2 0.445 ± 0.31 0.692 
5:1 Decane (C10H22)  2 0.641 ± 0.30 0.903 
2:1 Hexane (C6H14)  3 0.343 ± 0.23 0.476 
3:1 Nonane (C9H20)  3 0.762 ± 0.37 0.933 
4:1 Dodecane (C12H26)  3 1.24 ± 0.24 1.455 
5:1 Pentadecane (C15H32)  3 1.881 ± 0.36 n/a 
2:1 Octane (C8H18)  4 0.312 ± 0.36 0.692 
3:1 Dodecane (C12H26)  4 1.056 ± 0.45 1.455 
4:1 Hexadecane (C16H34)  4 1.995 ± 0.38 2.324 
5:1 Eicosane (C20H42) 4 2.879 ± 0.55 n/a 

 

Table 4.17: Radius of gyration results for this study’s models for 2:1, 3:1, 4:1, and 5:1 

mapping and 1-bead systems, 2-bead systems, 3-bead systems, and 4-bead systems, 

compared to the a) AA simulation data[60], and b) CG simulated data for linear alkanes.[31] 
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Mapping 
Scheme 

CG Alkane Models Number 
of 

Beads 

ΔGsol (this 

study, kJ/mol) 

 

ΔGsol 

(experimental [65, 

66, 67, 68], kJ/mol) 

 
2:1 Ethane (C2H6)  1 14.99 ± 0.65 15.57 
3:1 Propane (C3H8)  1 15.82 ± 0.52 16.09 
4:1 Butane (C4H10)  1 16.40 ± 0.67 16.58 
5:1 Pentane (C5H12)  1 17.08 ± 0.46 17.48 
2:1 Butane (C4H10)  2 16.39 ± 0.62 16.58 
3:1 Hexane (C6H14)  2 17.72 ± 0.67 18.06 
4:1 Octane (C8H18)  2 19.35  ± 0.56 19.42 
5:1 Decane (C10H22)  2 20.38 ± 0.66 20.7 
2:1 Hexane (C6H14)  3 18.05 ± 0.58 18.06 
3:1 Nonane (C9H20)  3 21.01 ± 0.51 21 
4:1 Dodecane (C12H26)  3 24.63 ± 0.55 24.8 
5:1 Pentadecane (C15H32)  3 25.31 ± 0.59 25.63 
2:1 Octane (C8H18)  4 19.38 ± 0.84 19.42 
3:1 Dodecane (C12H26)  4 24.71 ± 0.68 24.8 
4:1 Hexadecane (C16H34)  4 27.09 ± 0.54 27.26 
5:1 Eicosane (C20H42) 4 28.29 ± 0.63 28.47 

 

Table 4.18: Free energy of solvation in water results for this study’s models for 2:1, 3:1, 4:1, 

and 5:1 mapping and 1-bead systems, 2-bead systems, 3-bead systems, and 4-bead 

systems, compared to the interpolated experimental and experimental data results for linear 

alkanes.[65, 66, 67, 68] Italicised results represent interpolated data. 
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APPENDIX                                                B 

 

 

 

 

 

 

 

 

 

 

 

 

a) 

 

 

 

 

 

 

 

 

b) 

 

Tables 5.15a-b: Density results for this study’s a) PEO monomer models compared to the 

experimental data for DE[76], and b) PPO monomer models compared against simulation 

results from a previous study for MOE.[77] 

 

 

PEO Models 
Density (this study, 

kg/m3 )     
Density  (experimental 

[76], kg/m3 ) 
𝟏[𝟏𝟓] 773.01 ± 5.51 735   

    𝟐[𝟏𝟕,𝟐𝟑] 811.47 ± 4.78 735   
𝟑[𝟏𝟖] 831.66 ± 5.22 735   
𝟒[𝟏𝟗] 812.80 ± 4.90 735   
𝟓[𝟐𝟎] 810.43 ± 5.03 735   
𝟔[𝟐𝟏] 989.23 ± 5.65 735   
𝟕[𝟐𝟐] 995.34 ± 5.08 735   

 

PPO Models 
Density (this study, 

kg/m3)     
Density  (experimental 

[77], kg/m3 ) 
𝟖[𝟐𝟎] 729.12 ± 5.60 725   
𝟗[𝟐𝟑] 850.74 ± 4.39 725   
𝟏𝟎[𝟐𝟏] 852.36 ± 6.28 725   
𝟏𝟏[𝟐𝟐] 908.84 ± 5.16 725   
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a) 

 

 

 

 

 

 

 

 

 

 

b) 

 

Tables 5.16a-b: Enthalpy of vaporisation results for this study’s a) PEO monomer models 

compared to the experimental data for DE[83], and b) PPO monomer models compared 

against simulation results from a previous study for MOE.[84] 

 

 

 

 

 

PEO Models 
ΔHvap (this study, 

kJ/mol)     
ΔHvap (experimental [83], 

kJ/mol) 
𝟏[𝟏𝟓] 20.20 ± 0.61 19.8  

    𝟐[𝟏𝟕,𝟐𝟑] 27.45 ± 0.64 19.8 
𝟑[𝟏𝟖] 31.42 ± 0.69 19.8 
𝟒[𝟏𝟗] 26.99 ± 0.70 19.8 
𝟓[𝟐𝟎] 30.11 ± 0.68 19.8 
𝟔[𝟐𝟏] 36.20 ± 0.63 19.8 
𝟕[𝟐𝟐] 37.03 ± 0.62 19.8 

 

PPO Models 
ΔHvap (this study, 

kJ/mol)     
ΔHvap (experimental 

[84], kJ/mol) 
𝟖[𝟐𝟎] 20.57 ± 0.55 24.5   
𝟗[𝟐𝟑] 25.02 ± 0.59 24.5   
𝟏𝟎[𝟐𝟏] 25.04 ± 0.63 24.5   
𝟏𝟏[𝟐𝟐] 29.98 ± 0.56 24.5   
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a) 

 

 

 

 

 

 

 

 

 

b) 

 

Tables 5.17a-b: Free energy of self-solvation results for this study’s a) PEO monomer 

models compared to the experimental data for DE[76], and b) PPO monomer models 

compared against simulation results from a previous study for MOE.[77] 

 

 

 

 

 

 

PEO Models 
ΔGsol (this study, 

kJ/mol)     
ΔGsol (experimental [76], 

kJ/mol) 
𝟏[𝟏𝟓] -10.62 ± 0.59 -11.08   

    𝟐[𝟏𝟕,𝟐𝟑] -12.59 ± 0.78 -11.08   
𝟑[𝟏𝟖] -13.66 ± 0.65 -11.08   
𝟒[𝟏𝟗] -12.72 ± 0.73 -11.08   
𝟓[𝟐𝟎] -12.61 ± 0.57 -11.08   
𝟔[𝟐𝟏] -14.67 ± 0.66 -11.08   
𝟕[𝟐𝟐] -14.92 ± 0.70 -11.08   

 

PPO Models 
ΔGsol (this study, 

kJ/mol)     
ΔGsol (experimental [77], 

kJ/mol) 
𝟖[𝟐𝟎] -9.32 ± 0.46 -13.09   
𝟗[𝟐𝟑] -14.29 ± 0.58 -13.09   
𝟏𝟎[𝟐𝟏] -14.31 ± 0.60 -13.09   
𝟏𝟏[𝟐𝟐] -15.67 ± 0.49 -13.09   
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a) 

 

 

 

 

 

 

 

 

 

 

b) 

 

 

 

 

 

 

 

 

 

 

 

 

 

PEO2 Models 
Density (this study, 

kg/m3 )     
Density  (experimental 

[52, 66], kg/m3 ) 
𝟏[𝟏𝟓] 1004.90 ± 6.40 945   

    𝟐[𝟏𝟕,𝟐𝟑] 1054.03 ± 5.83 945   
𝟑[𝟏𝟖] 1061.92 ± 6.02 945   
𝟒[𝟏𝟗] 1055.11 ± 5.77 945   
𝟓[𝟐𝟎] 1081.26 ± 6.12 945   
𝟔[𝟐𝟏] 1365.62 ± 5.95 945   
𝟕[𝟐𝟐] 1464.58 ± 5.46 945   

 

PPO2 Models 
Density (this study, 

kg/m3)     
Density  (experimental 

[26, 52], kg/m3 ) 
𝟖[𝟐𝟎] 957.48 ± 5.30 855   
𝟗[𝟐𝟑] 1095.23 ± 5.62 855   
𝟏𝟎[𝟐𝟏] 1099.62 ± 6.01 855   
𝟏𝟏[𝟐𝟐] 1181.06 ± 6.13 855   
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c) 

 

 

Tables 5.18a-c: Comparison between the mass density of this study’s models[15,17-23] and 

experimental data for a) DME[52, 66] b) DMP[26, 52], and c) DEE.[64, 65] 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

a) 

 

 

PPO2 Models 
Density (this study, 

kg/m3)     
Density  (experimental 

[64, 65], kg/m3 ) 
𝟖[𝟐𝟎] 1086.81 ± 5.60 801   
𝟗[𝟐𝟑] 1130.99 ± 5.20 801  
𝟏𝟎[𝟐𝟏] 1142.41 ± 5.88 801  
𝟏𝟏[𝟐𝟐] 1340.75 ± 6.17 801  

 

PEO2 Models 
ΔHvap (this study, 

kJ/mol)     
ΔHvap (experimental [27, 

66], kJ/mol) 
𝟏[𝟏𝟓] 30.87 ± 0.67 36.40   

    𝟐[𝟏𝟕,𝟐𝟑] 37.33 ± 0.24 36.40   
𝟑[𝟏𝟖] 40.34 ± 0.52 36.40   
𝟒[𝟏𝟗] 36.28 ± 0.44 36.40   
𝟓[𝟐𝟎] 39.48 ± 0.49 36.40   
𝟔[𝟐𝟏] 45.56 ± 0.70 36.40   
𝟕[𝟐𝟐] 46.69 ± 0.51 36.40   
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b) 

 

 

 

 

 

 

 

 

 

 

c) 

 

 

Tables 5.19a-c: Comparison between the enthalpy of vaporisation of this study’s models[15, 

17-23] and experimental data for a) DME[27, 66] and b) DMP[26] and c) DEE.[65] 

 

 

 

 

 

 

 

PPO2 Models 
ΔHvap (this study, 

kJ/mol)     
ΔHvap (experimental 

[26], kJ/mol) 
𝟖[𝟐𝟎] 33.34 ± 0.63 37.02   
𝟗[𝟐𝟑] 50.46 ± 0.49 37.02   
𝟏𝟎[𝟐𝟏] 50.55 ± 0.55 37.02   
𝟏𝟏[𝟐𝟐] 58.36 ± 0.60 37.02   

 

PPO2 Models 
ΔHvap (this study, 

kJ/mol)     
ΔHvap (experimental 

[65], kJ/mol) 
𝟖[𝟐𝟎] 33.34 ± 0.63 36.30   
𝟗[𝟐𝟑] 50.46 ± 0.49 36.30   
𝟏𝟎[𝟐𝟏] 50.55 ± 0.55 36.30   
𝟏𝟏[𝟐𝟐] 58.36 ± 0.60 36.30   
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a) 

 

 

 

 

 

 

 

 

b) 

 

 

 

 

 

 

 

 

 

 

PEO2 Models 
ΔGsol (this study, 

kJ/mol)     
ΔGsol (experimental [57, 

66], kJ/mol) 
𝟏[𝟏𝟓] -20.29 ± 0.78 -19.32   

    𝟐[𝟏𝟕,𝟐𝟑] -23.96 ± 0.81 -19.32   
𝟑[𝟏𝟖] -26.34 ± 0.67 -19.32   
𝟒[𝟏𝟗] -24.92 ± 0.72 -19.32   
𝟓[𝟐𝟎] -27.81 ± 0.70 -19.32   
𝟔[𝟐𝟏] -31.67 ± 0.63 -19.32   
𝟕[𝟐𝟐] -34.88 ± 0.62 -19.32   

 

PPO2 Models 
ΔGsol (this study, 

kJ/mol)     
ΔGsol (experimental [26, 

57], kJ/mol) 
𝟖[𝟐𝟎] -21.01 ± 0.65 -20.43  
𝟗[𝟐𝟑] -28.33 ± 0.61 -20.43  
𝟏𝟎[𝟐𝟏] -29.98 ± 0.54 -20.43  
𝟏𝟏[𝟐𝟐] -37.11 ± 0.59 -20.43  
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c) 

 

 Tables 5.20a-c: Comparison between the free energies of self-solvation of this study’s 

models[15,17-23] and estimated experimental data for a) DME[57, 66]  and b) DMP[26, 57] 

and c) DEE.[64, 65]   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

PPO2 Models 
ΔGsol (this study, 

kJ/mol)     
ΔGsol (experimental [64, 

65], kJ/mol) 
𝟖[𝟐𝟎] -21.01 ± 0.65 -21.78   
𝟗[𝟐𝟑] -28.33 ± 0.61 -21.78   
𝟏𝟎[𝟐𝟏] -29.98 ± 0.54 -21.78   
𝟏𝟏[𝟐𝟐] -37.11 ± 0.59 -21.78   
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a) 

 

 

 

 

 

 

 

 

 

 

 

b) 

 

Tables 5.21a-b: Self-diffusion coefficient results for this study’s a) PEO2 models compared 

to the experimental data for DME, and b) PPO2 models compared against simulation results 

from a previous study for DMP.[25, 28] 

 

 

 

PEO2 Models 
Self-Diffusion Coefficient  

(this study, m2/s)     
Self-Diffusion Coefficient  

(experimental [28], m2/s) 
𝟏[𝟏𝟓] 2.96 x 10-9 ± 0.34 x 10-9 3.2  x 10-9   

    𝟐[𝟏𝟕,𝟐𝟑] 2.54 x 10-9 ± 0.26 x 10-9 3.2  x 10-9   
𝟑[𝟏𝟖] 2.09 x 10-9 ± 0.38 x 10-9 3.2  x 10-9   
𝟒[𝟏𝟗] 2.48 x 10-9 ± 0.27 x 10-9 3.2  x 10-9   
𝟓[𝟐𝟎] 2.56 x 10-9 ± 0.32 x 10-9 3.2  x 10-9   
𝟔[𝟐𝟏] 1.73 x 10-9 ± 0.25 x 10-9 3.2  x 10-9   
𝟕[𝟐𝟐] 1.01 x 10-9 ± 0.30 x 10-9 3.2  x 10-9   

 

PPO2 Models 
Self-Diffusion Coefficient  

(this study, m2/s)     
Self-Diffusion Coefficient  

(simulation [25], m2/s) 
𝟖[𝟐𝟎] 3.29 x 10-9 ± 0.21 x 10-9 3.6  x 10-9   
𝟗[𝟐𝟑] 1.79 x 10-9 ± 0.28 x 10-9 3.6  x 10-9   
𝟏𝟎[𝟐𝟏] 1.75 x 10-9 ± 0.26 x 10-9 3.6  x 10-9   
𝟏𝟏[𝟐𝟐] 0.04 x 10-9 ± 0.32 x 10-9 3.6  x 10-9   
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PEO2 Models 
Shear Viscosity  (this 

study, mPas) 

 

Shear Viscosity 

(experimental [29], 

mPas ) 

𝟏[𝟏𝟓] 0.431 ± 0.24 0.41 
    𝟐[𝟏𝟕,𝟐𝟑] 0.467 ± 0.21 0.41 
𝟑[𝟏𝟖] 0.498 ± 0.27 0.41 
𝟒[𝟏𝟗] 0.459 ± 0.26 0.41 
𝟓[𝟐𝟎] 0.466 ± 0.33 0.41 
𝟔[𝟐𝟏] 0.723 ± 0.28 0.41 
𝟕[𝟐𝟐] 0.894 ± 0.31 0.41 

a) 

 
 

 
 

PPO2 Models 
Shear Viscosity  (this 

study, mPas)     
Shear Viscosity  

(simulation [25], mPas) 
𝟖[𝟐𝟎] 0.377 ± 0.18 0.34 
𝟗[𝟐𝟑] 0.720 ± 0.25 0.34 
𝟏𝟎[𝟐𝟏] 0.727 ± 0.21 0.34 
𝟏𝟏[𝟐𝟐] 0.993 ± 0.24 0.34 

 

b) 

 

Tables 5.22a-b: Shear viscosity results for this study’s a) PEO2 models compared against 

simulation results from a previous study for DME, and b) PPO2 models compared against a 

separate simulation results from a previous study for DMP.[25, 29] 
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a) 

 

 

 

 

 

 

 

 

 

 

b) 

 

Tables 5.23a-b: Comparison between the solvation in water of this study’s models[15-23] 

and a) experimental data for DME[27, 28] and b) previous simulation data for DMP.[25] 

 

 

PEO2 Models 
ΔGsol (this study, 

kJ/mol)     
ΔGsol (experimental [27, 

28], kJ/mol) 
𝟏[𝟏𝟓] -20.68 ± 0.53 -20.90   

    𝟐[𝟏𝟕,𝟐𝟑] -24.86 ± 0.72 -20.90   
𝟑[𝟏𝟖] -25.77 ± 0.80 -20.90   
𝟒[𝟏𝟗] -22.21 ± 0.64 -20.90   
𝟓[𝟐𝟎] -24.50 ± 0.71 -20.90   
𝟔[𝟐𝟏] -33.22 ± 0.59 -20.90   
𝟕[𝟐𝟐] -35.67 ± 0.58 -20.90   

 

PPO2 Models 
ΔGsol (this study, 

kJ/mol)     
ΔGsol (simulation [25], 

kJ/mol) 
𝟖[𝟐𝟎] -17.93 ± 0.69 -16.0  
𝟗[𝟐𝟑] -20.06 ± 0.58 -16.0  
𝟏𝟎[𝟐𝟏] -20.64 ± 0.66 -16.0  
𝟏𝟏[𝟐𝟐] -25.89 ± 0.60 -16.0  
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a) 

 

 

 

 

 

 

 

 
PEO Models 

 
Bonded Interactions 

θ 
(deg.) 

kθ 
(kJ/mol) 

Φ 
(deg.) 

kΦ (kJ/mol) 

𝟏[𝟏𝟓] 124 50 180 1.96. .18, .33, 
.12 

 𝟐[𝟏𝟕] 130 80 180 1.96. .18, .33, 
.12 

𝟑[𝟏𝟖] 122 400 180 1.96. .18, .33, 
.12 

𝟒[𝟏𝟗] 140 25 n/a n/a 

 
𝟓[𝟐𝟎] 115 50 180 1.96. .18, .33, 

.12 
𝟔[𝟐𝟏] 180 25 n/a n/a 

 
𝟕[𝟐𝟐] 155 40 n/a n/a 
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b) 

Tables 5.24a-b: Bonded interaction parameters for bond angle and bond angle force 

constants, and dihedral angle and dihedral angle force constants for the a) PEO models with 

themselves and b) PPO models with themselves.[15, 17 ,18, 19 , 20,  21, 22, 23] 

 

 

 

 

 

 

 

 

 

 

 

 

a) 

 

 

 
PPO 

Models 

 
Bonded Interactions 

θ 
(deg.) 

kθ (kJ/mol) Φ (deg.) kΦ (kJ/mol) 

𝟖[𝟐𝟎] 120 
 

50 
 

180 
 

1.96, 5, .33, .12 

𝟗[𝟐𝟑] 130 
 

50 
 

180 
 

1.96. .18, .33, .12 

𝟏𝟎[𝟐𝟏] 180 
 

25 
 

n/a 
 

n/a 
 

𝟏𝟏[𝟐𝟐] 140 
 

40 
 

n/a 
 

n/a 
 

PEO/PPO 

Homopolymers 

End-to-end Distance in 

Water 

(this study, nm) 

End-to-end Distance in 

Water 

(simulation, [51], nm) 

PEO2 0.74 ± 0.23 0.65 ± 0.001 

       PEO36 3.15 ± 0.19 3.00 ± 0.08 

PPO2 0.72 ± 0.20 0.63 ± 0.002 

PPO36 2.99 ± 0.22 2.87 ± 0.17 
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b) 

Tables 5.25a-b: End-to-end distances for this study’s PEO and PPO homopolymers of 

lengths 2 and 36 in a) CG MARTINI water and b) our heptane model compared to a previous 

simulation study.[51] 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

Table 5.26: Radius of gyration results for this study’s CG MARTINI PEO and PPO 

monomers of lengths 30, 60, and 90 compared to the results from a previous study.[12] 

 

PEO/PPO 

Homopolymers 

End-to-end Distance in 

Heptane 

(this study, nm) 

End-to-end Distance in 

Heptane 

(simulation, [51], nm) 

PEO2 0.71 ± 0.20 0.63 ± 0.002 

       PEO36 1.52 ± 0.21 1.43 ± 0.05 

PPO2 0.69 ± 0.28 0.70 ± 0.002 

PPO36 2.18 ± 0.25 2.07 ± 0.18 

 

PEO/PPO 

Monomers 

Radius of Gyration 

(this study at 298 K, nm) 

Radius of Gyration 

(simulation at 300 K [12], 

nm) 

 

30 PEO 0.97 ± 0.16 0.83 ± 0.11 

60 PEO 1.46 ± 0.24 1.34 ± 0.21 

90 PEO 1.86 ± 0.18 1.71 ± 0.29 

30 PPO 1.07 ± 0.22 0.92 ± 0.14 

60 PPO 1.55 ± 0.19 1.40 ± 0.17 

90 PPO 1.61 ± 0.13 1.56 ± 0.20 
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APPENDIX                                                C 

 

 

 

 

 

 

Figure 6.11: A VMD snapshot of a Pluronic (i.e. PEO10 PPO10 PEO10) model with PEO-

PPO parameters from an ultimately rejected study.[3] The yellow beads represent PEO and 

the blue beads represent PPO. 
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Table 6.5: Comparison between the mass density of this study’s Pluronic models Pluronics 

L31, L44, L62, and L64, P85, P123, and F38, and experimental data for these triblock 

copolymers at room temperature.[14] 

 

 

 

 

 

 

 

 

 

 

Pluronic Models 
Density (this study, 

kg/m3 ) 

 

Density (experimental 

[14], kg/m3) 

 

L31 1026.33 ± 6.5 1010 

L44 1045.71 ± 5.1 1050 

L62 1034.62 ± 6.9 1030 

L64 1046.05 ± 5.3 1040 

P85 1054.47 ± 6.2 1040 

P123 1043.89 ± 4.8 1040 

F38 902.34 ± 5.0 651 
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a) 

 

 

 

 

 

b) 

Tables 6.6a-b: Comparison between the shear viscosities of this study’s Pluronic models a) 

Pluronics L31, L44, and L64 at 278.15K and b) Pluronics P85 and P123 at 333.15K, and 

experimental data for these triblock copolymers at those temperatures.[13, 14] 

 

 

 

 

 

 

 

 

 

Pluronic Models 

Shear Viscosity at 

278.15K  (this study, 

mPas)     

Shear Viscosity at 

278.15K  (simulation [13, 

14], mPas) 

L31 416.46 ± 0.48 440 

L44 424.87 ± 0.62 450 

L64 519.69 ± 0.74 850 

 

Pluronic Models 

Shear Viscosity  at 

333.15K  (this study, 

mPas)     

Shear Viscosity at 

333.15K (simulation [13, 

14], mPas) 

P85 284.13 ± 0.68 310 

P123 327.55 ± 0.59 350 
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Table 6.7: Comparison between the heat capacities of this study’s Pluronic P85, P123, and 

F38 models, and interpolated and standard experimental data for these triblock copolymers 

at room temperature and standard pressure.[15, 16, 17] Italicised results represent 

interpolated data. 

 

 

 

 

a) 

 

 

 

 

Pluronic Models 
Heat Capacity (this 
study, kg/mol*K ) 

 

Heat Capacity 
(experimental [15, 16, 

17], kg/mol*K ) 

 

P85 10.41± 0.85 11.09 

P123 13.72 ± 0.79 14.24 

F38 12.79 ± 0.81 13.30 

 

Single Pluronic 

Chain Models 

Radius of Gyration in Water 

(this study at 300 K, nm) 

Radius of Gyration in Water 

(previous study at 300 K [1], 

nm) 

L31 0.99 ± 0.28 0.90 ± 0.25 

L44 1.41 ± 0.31 1.35 ± 0.18 

L61 1.39 ± 0.33 1.30 ± 0.25 

L62 1.43 ± 0.34 1.33 ± 0.26 

L64 1.41 ± 0.29 1.32 ± 0.20 

P85 2.21 ± 0.30 2.11 ± 0.20 

F38 3.48 ± 0.34 3.30 ± 0.24 
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b) 

 

Tables 6.8a-b: Comparison between the radius of gyration results of this study’s Pluronic 

models a) Pluronics L31, L44, L64, P85, and F38 at 300K and b) Pluronics L64, P85, and 

P123 at 273K, and simulated data for these triblock copolymers at those temperatures; 

300K[1] and 273K.[3] 

 

 

 

 

 

 

 
 
 
 
 

 

 

 

Table 6.9: Micellisation free energy results for the micelles produced in our 200 monomer 
chain simulations of Pluronics L44 and P123  compared to experimental values for; Pluronic 

L44[16] and Pluroinc P123.[19] Italicised results represent interpolated data. 

 

 

Single 

Pluronic 

Chain Models 

Radius of Gyration in Water 

(this study at 293 K, nm) 

Radius of Gyration in Water 

(previous study at 293 K [3], 

nm) 

L64 1.72 ± 0.22 1.68 ± 0.08 

P85 2.25 ± 0.37 2.19 ± 0.20 

F38 3.29 ± 0.31 3.25 ± 0.22 

 

Pluronic Models 
Micellisation Free 

Energy (this study, 
kg/mol*K ) 

 

Micellisation Free 
Energy (experimental 

[16, 19], kg/mol*K ) 

 

L44 -25.32 ± 1.84 -13.36 

P123 -52.76 ± 2.05 -37.88 


