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Abstract 
 
A hallmark of Alzheimer’s disease (AD) pathology is amyloid plaques which 

can lead to neuroinflammation, cellular dysfunction and altered neuronal 

activity. Both AD patients and mouse models exhibit abnormal neural 

oscillations, including altered hippocampal sharp-wave ripples (SWRs) and 

cortical sleep spindles. Although these oscillations play a role in memory 

formation and consolidation, it remains poorly understood how abnormal 

oscillations relate to novel experiences. We hypothesised that SWRs and 

sleep spindles are altered in 5xFAD mice, an AD mouse model, in the 

context of novelty. We performed in vivo electrophysiological recordings in a 

freely behaving condition to characterize hippocampal SWRs and cortical 

sleep spindles across the sleep-wake cycle in 5xFAD mice. Although SWRs 

during non-rapid eye movement (NREM) sleep increased just after exposure 

to a novel environment or exploration of a novel object in littermate controls, 

this increase was absent in AD mice. On the other hand, cortical sleep 

spindles and their co-occurrence with SWRs did not show an experience-

dependent increase and were not altered in AD mice, suggesting that 

thalamocortical functions are spared from amyloid pathology. To examine if 

the diminished SWRs are associated with abnormal cholinergic tone in the 

hippocampus, we performed electrophysiology in a freely behaving condition 

while optically monitoring hippocampal acetylcholine levels across sleep-

wake cycles. Here we found abnormalities in cholinergic dynamics at state 

transitions in AD mice, potentially contributing to the diminished SWR rate.  

Our findings highlight the complexity of AD, revealing that hippocampal 

SWRs are significantly disrupted by amyloid pathology in the context of 

novelty, potentially as a result of abnormal cholinergic dynamics, while 

thalamocortical functions remain unaffected.  
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1.1 Alzheimer’s disease 

1.1.1 Pathology 
 
Alzheimer’s Disease (AD) is a chronic neurodegenerative disease and the main 

cause of dementia (Alzheimer’s Association, 2018). The World Alzheimer Report 

2019 estimated 50 million people being affected worldwide. The number of cases is 

expected to triple by 2025 (Alzheimer's Disease International, 2019).  

 

1.1.1.1 Brief history of Alzheimer’s Disease 
 

Two mayor hallmarks of AD are amyloid plaques and neurofibrillary tangles. These 

were first described by physician Alois Alzheimer in 1906 when alterations in brain 

tissue were discovered during post-mortem autopsy of a female patient, the now 

famous Auguste D, displaying symptoms of memory impairments, aphasia and 

disorientation prior to her death. The alterations observed included uniform brain 

atrophy, arteriosclerotic changes in larger cerebral vessels, neurofibrillary changes 

within neurons, now known as neurofibrillary tangles, and abnormal deposits outside 

the neurons, now known as amyloid plaques (Maurer, Volk, & Gerbaldo, 1997).  

At the time, the scientific community paid little attention to these findings, regarding 

AD as no more than a very rare pre-senile disorder, unconnected to senile dementia 

(Jucker, Beyreuther, Haass, Nitsch, & Christen, 2006). It was not until the 1970s 

when accumulating evidence showed that senile dementia was in fact the disease 

described by Alzheimer and the leading cause for dementia (Katzman, 1976; 

Tomlinson, Blessed, & Roth, 1968, 1970). Ever since, the scientific community has 

given great attention to the disease, allocating great amounts of funding to unravel 

the underlying causes and progression, identify biomarkers for diagnosis, and forms 

of treatment (Cupers, Sautter, & Vanvossel, 2006). Although it has been found that 

dementia can result from a variety of disorders, including cerebrovascular disease, 

1 Introduction 
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Lewy body disease and Parkinson’s Disease, AD remains to be the leading cause of 

the majority of dementia cases ("2023 Alzheimer's disease facts and figures," 2023).    

 

1.1.1.2 Epidemionolgy 
 
Age is by far the greatest risk factor for developing AD. While the prevalence is 

estimated to be just below 5% at the age of 65, it almost doubles with every 5 years 

after that (Qiu, Liu, Chen, Zhao, & Li, 2015). Multiple age-related changes are 

thought to contribute to the increased risk of AD, including an upregulated 

inflammatory profile, damage to the vascular system, mitochondrial dysfunction, 

accumulation of oxidative stress, and atrophy (Finger, Moreno-Gonzalez, Gutierrez, 

Moruno-Manchon, & McCullough, 2022). 

With life expectancy increasing steadily in western countries, the number of patients 

diagnosed with age-related diseases, such as AD, also increases.  

Several modifiable risk factors for AD have been identified. A higher level of 

education in early life (< 45 years) has been found to reduce the risk of developing 

dementia (Larsson et al., 2017; Livingston et al., 2017; Norton, Matthews, Barnes, 

Yaffe, & Brayne, 2014), although this observation does not allow to distinguish 

whether this preventative effect stems from the cognitive stimulation or the overall 

cognitive abilities. Two studies reported people engaging in cognitively demanding 

activities and social outings showed less decline of cognitive abilities, and had a 

lower risk of developing dementia, independent of their educational background 

(Chan et al., 2018; Lee et al., 2018). This is sometimes referred to as the ‘use it or 

lose it’ theory. Another risk factor is hearing loss (Golub, Brickman, Ciarleglio, 

Schupf, & Luchsinger, 2020; Loughrey, Kelly, Kelley, Brennan, & Lawlor, 2018). 

While the relationship here is not fully understood, it has been found that hearing 

impairments are associated with a volume loss in the hippocampus (HC) and 

entorhinal cortex (EC) (Armstrong et al., 2019). The use of hearing aids has been 

shown to reduce the risk of dementia in hearing-impaired individuals (Amieva, 

Ouvrard, Meillon, Rullier, & Dartigues, 2018; Uchida et al., 2019). Traumatic brain 

injury is another factor associated with the risk of dementia and AD (Fann et al., 

2018; Nordström & Nordström, 2018). Single incidences of such injuries have been 

associated with increase hyper-phosphorylated tau (Cao et al., 2017; Zanier et al., 

2018). More severe injuries and repeated injuries have been found to have a bigger 

impact on the risk for dementia (Tolppanen, Taipale, & Hartikainen, 2017).  
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Another important factor increasing the risk of dementia and AD is exposure to air 

pollutants. Studies in animal models have suggested that pollutants accelerate 

neurodegeneration by causing transcriptional changes, leading to increased 

intracellular amyloid-β (Aβ) and tau (Israel et al., 2023). Nitrogen dioxide, carbon 

monoxide and fine ambient particulate matter produced by car exhausts or the 

burning of wood are amongst the pollutants identified to have an impact on the risk 

to develop dementia (Carey et al., 2018; Oudin et al., 2016; Oudin, Segersson, 

Adolfsson, & Forsberg, 2018; Peters et al., 2019). Diabetes is another risk factor for 

AD. Severity and duration of diabetes has been found to be positively correlated 

with individual risk (Chatterjee et al., 2016). Studies investigating the effect of 

different diabetes medications on the risk to develop AD or other forms of dementia 

have reported contradicting outcomes. One study found patients treated with 

metformin to have a lower risk compared to patients with other or no medication 

(Sabia et al., 2019), while another study did not observe this protective effect of 

metformin (McMillan, Mele, Hogan, & Leung, 2018).  

Further risk factors include a diet low in vitamin B, C, D, E, and selenium, low social 

contacts, depression, obesity, cardiovascular diseases, low amounts of exercise, 

smoking and excessive alcohol consumption (Livingston et al., 2020).   

 

Strikingly, more women develop AD than men. For later ages (80+) this can be 

explained by the overall longer life expectancy of women. For younger ages (60 - 

80) this does not apply, however (Viña & Lloret, 2010). Women with AD also 

experience greater decline in cognitive capacities than men with AD (Laws, Irvine, & 

Gale, 2018) and these differences seem to persist, even when taking genetic risk 

factors of patients into account (Gale, Baxter, & Thompson, 2016; Tensil et al., 

2018). Although it is not fully understood why women are more likely to develop AD 

and why they experience faster cognitive decline, the influence of sex hormones is 

likely to be contributing to the differences between sexes. Studies suggest a 

connection between verbal memory decline in the early stages of AD and alterations 

in hippocampal function caused by a decline in estradiol levels during menopause 

(Jacobs et al., 2016; Reitz & Mayeux, 2014). The idea of changes in sex hormones 

during menopause promoting the development of AD in women is further supported 

by findings showing that estrogen reduces the generation of Aβ peptides, which 

form amyloid beta plaques (Xu et al., 1998). It is therefore possible that estrogen 

initially has a protective effect which is lost during menopause as estrogen levels 
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plummet. Awareness of these sex differences is important when conducting AD 

research and equal inclusion of both sexes, in both human and animal studies, is 

essential.  

Beyond the despair and suffering AD brings to those affected and their loved ones, 

the disease effects society as a whole. Although AD is a major reason for nursing 

home placements (Fratiglioni et al., 2000; Wadman, 2012), many AD patients 

remain to live at home in the care of family members. These caregivers carry a great 

burden far beyond the burden of financial cost, providing up to 70 h of unpaid care 

work per week and chancing their own health and well-being (Stefanacci, 2011). 

The burden of AD on society are undisputed. In the next subchapters, I will delve 

deeper into the underlying causes and mechanisms of the disease. 

 

1.1.1.3 Types of Alzheimer’s Disease 
 

AD cases are classified in two groups: familiar AD (FAD) and sporadic AD (SAD). 

FAD cases are rare, only accounting for 1-5% of all AD cases, and an early onset 

before the age of 65 is one of its defining characteristics (Reitz & Mayeux, 2014).  

In FAD, a causal mutation is observed in three genes: presenilin1 (PSEN1), 

presenilin 2 (PSEN2) and amyloid precursor protein (APP), a type of single-pass 

transmembrane protein (Jarmolowicz, Chen, & Panegyres, 2015). Mutations of 

these three genes affect the cleavage and processing of APP. Mutations in APP 

occur in close proximity of the protein’s cleavage site, affecting the cleavage by α-, 

ß- and γ-secretase (Kowalska, 2003). Mutations in PSEN1 and PSEN2 promote the 

cleavage of APP by γ-secretase (Lee et al., 2002; Martins et al., 1995).  

SAD makes up the majority of AD cases, but its causes remain unclear. However, 

several genes have been found to be associated with SAD, with apolipoprotein-ε4 

(APOE-ε4) having the strongest impact (Liu, Liu, Kanekiyo, Xu, & Bu, 2013). Unlike 

the genes affected in FAD, APOE-ε4 does not impact the cleavage of APP, but the 

clearance and aggregation of amyloid ß into amyloid plaques (reviewed in (Liu et al., 

2013)). Although FAD and SAD seem to have different underlying causes, they 

share similar cellular mechanism and studying one group may help us understand 

the other.  
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1.1.1.4 Amyloid cascade 
 
The amyloid cascade hypothesis has been established to identify the underlying 

mechanism of amyloid plaques in FAD (Hardy & Higgins, 1992):  

In the non-pathological pathway, APP is cleaved by α-secretase and γ-secretase, 

leading to the production of soluble amyloid peptides which can be easily cleared 

from the extracellular space.  

In the amyloidogenic pathway, APP is cleaved by ß-secretase and γ-secretase. This 

leads to the production of APP-ß and C-terminal ß, which is consequentially cleaved 

by γ-secretase into p83 and amyloid-β (Aβ) (Figure 1.1). These Aβ peptides, 

consisting of 36 to 43 amino acids each, can then aggregate into oligomers and 

amyloid plaques (Jarrett, Berger, & Lansbury, 1993). Most amyloid plaques are 

made up of Aβ42, Aβ peptides consisting of 42 amino acids. Aβ42 is most prone to 

aggregation due to its hydrophobicity due to its expanded C-terminus (Gremer et al., 

2017; Jarrett et al., 1993; Teplow, 1998). 

 

 
Figure 1.1 Amyloidogenic and non amyloidogenic pathway. Cleavage of the amyloid 
precursor protein (APP) by α-secretase (non-amyloidogenic pathway, left) or ß-secretase 
(amyloidogenic pathway, right). 
 

 



 7 

Besides Aβ plaques, non-aggregated Aβ monomers and oligomers pose a threat to 

the brain. They come in insoluble forms, contain high amounts of beta-sheets, 

organised in either parallel or non-parallel structures (Ahmed et al., 2010; Chen et 

al., 2017; Yu et al., 2009) and insoluble forms, without this beta-sheet structure 

(Zhang et al., 2000). The soluble forms of Aβ are particularly dangerous, as they 

can easily spread throughout the brain. In fact, studies have found that these soluble 

Aβ oligomers are more toxic than deposited Aβ plaques (Haass & Selkoe, 2007) 

and that the ratio between soluble Aβ42 and Aβ40 is highly relevant for the severity 

of the AD pathology (Murray et al., 2012; Nutu et al., 2013; Waragai et al., 2012). 

Furthermore, soluble Aβ oligomers contribute to so-called seeding of amyloid 

plaques. Here, soluble oligomers can act as seeds, inducing more Aβ to join and 

form larger aggregates. Since such soluble Aβ oligomers can travel through the 

brain, this seeding effect greatly contributes to the spread of the disease (Subedi, 

Sasidharan, Nag, Saudagar, & Tripathi, 2022) 

The presence of Aβ has devastating effects at the cellular level.  

Aβ has high affinity binding sites for metals such as iron, zinc and copper, allowing 

the formation of reactive oxygen species (ROS) (Allsop, Mayes, Moore, Masad, & 

Tabner, 2008; Butterfield, 2002). When the amount of ROS exceeds the antioxidant 

defence system, this imbalance is called oxidative stress, which causes oxidation of 

nucleic acids, oxidation of proteins, peroxidation of lipids and ultimately cell death 

(Butterfield & Sultana, 2011).  

ROS are specifically dangerous to neurons due to low amounts of the antioxidant 

glutathione (Dringen, Pfeiffer, & Hamprecht, 1999), their membrane structure, which 

largely consist of polysaturated fatty acids (Hazel & Williams, 1990) and their high 

demand of oxygen (Smith et al., 1995). Another significant threat of ROS is that the 

damage they cause can accumulate over time (Benzi & Moretti, 1995).  

The brain has several means of clearing Aβ. One of them is drainage through 

interstitial fluid (ISF). Here, Aβ is diffused from the ISF to cerebrospinal fluid (CSF) 

and consequently drained into the blood (Yoon & Jo, 2012). Several amyloid-

degrading enzymes have been identified to break down the protein to aid this 

process (Eckman et al., 2006; Tucker et al., 2000; Yoon & Jo, 2012). Unfortunately, 

this clearance is insufficient in keeping up with the increase of Aβ as the pathology 

progresses.  

Another important mechanism is cell-mediated clearance, which will now be 

discussed in the context of neuroinflammation. 
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1.1.1.5 Neuroinflammation  
 

With amyloid plaques posing a considerable threat to the brain, immunological 

mechanisms are in place to attempt clearance of Aβ and plaques. In the presence of 

Aβ and amyloid plaques, neuroinflammation is commonly observed. The 

inflammation response involves a large number of different cell types, mediators and 

moderators. In this process, pro-inflammatory cytokines are produced, including 

interleukin (IL)-1β, IL-6, IL-18, as well as small molecule messengers such as nitric 

oxide, and reactive oxygen species (DiSabato, Quan, & Godbout, 2016). The 

presence of pro-inflammatory molecules can have devastating effects, including 

synaptic dysfunction, neuronal death and suppressed neurogenesis (Lyman, Lloyd, 

Ji, Vizcaychipi, & Ma, 2014). Astrocytes and microglia are the two most important 

cell types implicated in neuroinflammation. Microglia are constantly probing their 

environment for pathogens and cellular debris. When detecting Aβ and amyloid 

plaques, they migrate to the location and bind to Aβ oligomers, causing microglia to 

enter an activated state (Bamberger, Harris, McDonald, Husemann, & Landreth, 

2003). Once activated, microglia secrete proinflammatory cytokines to mobilise 

more immune cells (El Khoury et al., 2003; Stewart et al., 2010) and initiate 

phagocytosis of aggregated Aβ (Frackowiak et al., 1992; Paresce, Ghosh, & 

Maxfield, 1996). This clearance of amyloid plaques is ineffective. Although the exact 

cause is yet to be fully understood, a number of concepts have been proposed to 

explain the failure of efficient clearance. Possible explanations are the increased 

cytokine levels which cause the Aβ phagocytosis receptors of microglia to be 

downregulated (Hickman, Allison, & El Khoury, 2008), as well as the generation of 

speck-like protein, caused by signalling pathways of microglia after phagocytosis is 

initiated, which can leak into the extracellular space and cross-seed amyloid plaques 

(Venegas et al., 2017) in AD mouse models.  

Like microglia, reactive astrocytes cluster in proximity to amyloid plaques. The main 

function of reactive astrogliosis is the recovery of compromised tissue and 

neuroprotection. While astrocyte atrophy has been reported in early stages of AD 

mouse models (Olabarria, Noristani, Verkhratsky, & Rodríguez, 2010), astrocytes 

become reactive during later stages, releasing interleukins and cytokines and have 

also a potential role in internalising and degradation of amyloid plaques (Wyss-

Coray et al., 2003). However, Aβ causes calcium dysregulation in astrocytes by 

enhancing calcium signalling. This is believed to alter astrocytic activity and interfere 

with their function of neuromodulation (Lee, Kosuri, & Arancio, 2014). Furthermore, 
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astrocytes release cytokines tumour necrosis factor α (TNFα), IL-1ß, IL-6 and 

transforming growth factor ß (TGF-ß), which have been shown to promote the 

formation of plaques (Liao, Wang, Cheng, Kuo, & Wolfe, 2004).  

Neuroinflammation is believed to play an important role in the initiation of AD 

pathology. Systemic inflammation induced by risk factors such as infections, 

diabetes or smoking, can cause neuroinflammation through active transport though 

the blood-brain barrier (BBB) or disruption of the BBB (Calsolaro & Edison, 2016). 

Inflammation is also observed in cases of traumatic brain injury (Johnson et al., 

2013), which increases the risk for AD, further strengthening the proposed link 

between risk factors, neuroinflammation and AD development. 

 

1.1.1.6 Tau pathology 
 
Apart from Aβ plaques, tau tangles are an important component of AD. These 

tangles are situated inside neurons and formed when tau, a microtubule stabilisation 

protein, undergoes hyper-phosphorylation (Ballatore, Lee, & Trojanowski, 2007; 

Buée, Bussière, Buée-Scherrer, Delacourte, & Hof, 2000). Under non-pathological 

conditions, tau develops double rings around microtubules, thereby aiding their up-

keep and axonal transport (Weingarten, Lockwood, Hwo, & Kirschner, 1975). Its 

phosphorylated state is under equilibrium, highly regulated by phosphorylation and 

dephosphorylation mechanisms. In AD, this equilibrium is out of balance. More 

specifically, a downregulation of phosphatases, responsible for the 

dephosphorylation of tau, has been reported (Matsuo et al., 1994). When tau 

reaches a hyperphosphorylated state, as seen in AD, it loses its affinity to 

microtubules, becoming detached and starts to aggregate. This aggregation can be 

observed in two steps: pairs of tau filaments form helices, which then cluster 

together to form tangles (Figure 1.2). 
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Figure 1.2 Development of tau tangles. Illustration created with BioRender.com.    
 

When the stabilisation of microtubules is insufficient, their structure starts to break 

down and axonal transport is disrupted (Ballatore et al., 2007; Lindwall & Cole, 

1984). Here, tau tangles themselves pose as obstacles preventing cargo and vesicle 

transport by blocking their path. Neurons affected by tau tangles therefore cannot 

function properly, amplifying the neurodegeneration in AD pathology (Ballatore et 

al., 2007). Intracellular tau tangles can also cross across synapses; therefore tau 

pathology has been observed to spread across the brain over time (d'Errico & 

Meyer-Luehmann, 2020). This spread has been replicated in both in vivo and in vitro 

studies, where tau aggregates were injected (Ahmed et al., 2014; Clavaguera et al., 

2013; Clavaguera et al., 2009; Guo et al., 2016; Lasagna-Reeves et al., 2012).   

Traditionally, tau tangles and Aβ plaques have been viewed as independent 

components of AD with little to no interaction. In the past years, however, this view 

has been questioned and a synergistic effect between the two pathological 

components has been suggested (Busche & Hyman, 2020). Characterising and 

understanding such a synergic relationship could help developing more potent 

therapeutic interventions in the future.    
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1.1.1.7 Mouse models 
 

The pathology of AD is immensely complex, and a lot of research is being 

conducted to understand the underlying mechanisms and identify therapeutic 

targets. Studies in humans are mostly limited to non-invasive methods and post-

mortem examination, severely limiting the research questions that can be 

addressed. Non-animal research is being conducted where possible. However, to 

investigate mechanisms only observable in living systems, animal models are being 

used to gain new insights into the disease. Mice are among the most widely used 

animals for AD research. The first AD mouse model - PDAPP - was created in 1995 

by expressing the human APP gene with the Indian V717F gene mutation. PDAPP 

mice showed development of amyloid plaques, activated microglia and reactive 

astrocytes, synaptic loss and cognitive impairment (Games et al., 1995). Since then, 

novel mouse models have been developed to either mimic the amyloid pathology, 

tau pathology, or a combination of both. For years, modelling the disease in mice 

has been achieved by the development of transgenic models where genetic 

mutations discovered in FAD patients are over expressed. More recently, AD mouse 

models have been developed through knock-in/out or clustered regular interspaced 

short palindromic repeats (CRISPR) gene editing.  

 

1.1.1.7.1  Transgenic mouse models 
 

Transgenic mouse models have been widely used in AD research for the past 

decades. They have been developed to either model the amyloid or tau pathology of 

AD. Initial models harbouring mutations found in FAD patients to overexpress APP 

showed an increase in Aβ production and aggregation, as well as cognitive decline. 

Neurodegeneration, however, could not be observed (Chishti et al., 2001; Games et 

al., 1995; Hsiao et al., 1996). Alternative mouse models were developed to carry 

PSEN1/2 mutations. This approach failed to show Aβ aggregation (De Strooper et 

al., 1998). However, the combination of both approaches showed promising results. 

Today, the most widely used models comprise co-expression of human APP 

carrying one or multiple FAD-like mutations (Arctic E693G, Austrian T714I, Dutch 

E693Q, Florida I716V, Iberian I716F, Indian V717F, London V717I and Swedish 

KM670/671NL) and PSEN1 carrying one or more FAD mutations (M146L, M146V, 
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L286V and ∆E9). These co-expression models provide a more comprehensive 

phenotype, but they fail to model the tau pathology of AD.  

To overcome this limitation, the 3xTg-AD mouse model was developed. It is a triple 

transgenic model harbouring APP (Swedish), PSEN1 (M146V) and TauP301L 

transgenes. While it managed to model both the amyloid and tau pathology, the 

mutation used to induce tau pathology in this model has not been directly linked to 

AD pathology in humans and might not depict the mechanisms of the disease 

accurately (Oddo et al., 2003). 

Nevertheless, transgenic mouse models with or without tau pathology are widely 

used in research.  

One AD mouse model frequently used in research is the 5xFAD mouse. This model 

was developed by co-expression of human APP (carrying the Swedish 

K670N/M671L, Florida I716V, and London V717I mutations) and PSEN1 (carrying 

the M146L and L286V mutations) (Oakley et al., 2006). More specifically, site-

directed mutagenesis was utilised to introduce the FAD mutations into APP and 

PSEN1 complementary DNA. This was followed by subcloning onto the Thy-1 

promoter and the resulting transgenes were then injected into pronucei of individual 

embryos, allowing the Thy-1 promoter to facilitate expression of the transgenes 

(Oakley et al., 2006). The combination of 5 mutations causes a rapid progression of 

amyloid plaque development. Earliest changes can be observed in the form of 

intraneural Aβ in subicular and layer V pyramidal neurons at as early as 6 weeks 

old. At 2 months of age, amyloid plaques can be found in the hippocampus, 

thalamus and cortex (Richard et al., 2015), which then spread to the frontal, parietal 

and entorhinal cortices as well as dentate gyrus (Giannoni et al., 2016). Along with 

Aβ deposition, gliosis increases in these brain areas. As Aβ accumulation becomes 

more prominent, degeneration of synapses can be observed at 4 month and 

neuronal loss at 6 months (Eimer & Vassar, 2013; Oakley et al., 2006). The first type 

of neuronal cells to be lost at 6 months are cholinergic neurons in the basal 

forebrain (Devi & Ohno, 2010). In male 5xFAD mice, the Aβ pathology seems to 

reach its maximum at around 10 months, while female mice show an increase up 

until 14 months, indicating that sex differences do occur in this mouse model 

(Bhattacharya, Haertel, Maelicke, & Montag, 2014). The onset of memory deficits 

largely coincides with the onset neuronal loss (Flanigan, Xue, Kishan Rao, 

Dhanushkodi, & McDonald, 2014; O'Leary, Robertson, Chipman, Rafuse, & Brown, 
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2018; Xiao et al., 2015) although some deficits have been reported even earlier, at 

around 4-5 months (Devi & Ohno, 2010; Oakley et al., 2006).  

 

Models carrying multiple mutations tend to have a faster progression of AD-like 

pathology (Yokoyama, Kobayashi, Tatsumi, & Tomita, 2022). An aggressive 

progression can be advantageous in research, but it is not suitable for certain 

research questions. Investigation of cellular, oscillatory or behavioural changes 

before the deposition of amyloid plaques, for example, is more conveniently studied 

in a mouse model with slower pathological progression. It is also important to 

question whether over-engineering of mouse models to display a more aggressive 

pathology diverges further from human pathology. The overexpression of APP in 

mouse models can have off-target side effects. Fragments related to APP are 

usually involved in calcium homeostasis, transcription and functions involved in 

memory, making it difficult to distinguish if changes observed in these models are 

due to the AD phenotype or a side effect of increased APP expression (Chang & 

Suh, 2005; Nicolas & Hassan, 2014). Beyond this, it is important to note that 

transgenic mouse models are based on the pathology of FAD. While the pathology 

of FAD and SAD are similar, subtle differences will go undetected when research is 

done on transgenic mouse models alone. While there are currently no alternative 

models to mimic the pathology of SAD, there has been progress in the development 

of mouse models attempting to omit the artifacts of APP overexpression using novel 

techniques of knock-in/out and gene editing.  
 

1.1.1.7.2  Knock-in mouse models 
 

To create a mouse model that mimics the Aβ pathology without the overexpression 

of APP, researchers have started to use knock-in strategies. Unlike transgenic 

mouse models, where the genetic sequences are introduced at random locations 

and native gene regulation and expression patterns can be disrupted, knock-in mice 

are generated by introducing genetic mutations directly into the genes original 

location on the genome, allowing native regulation and expression to be preserved. 

One of these models, APPNL-F was created by humanising the APP gene and 

knocking-in the Swedish and Beyreuther/Iberian mutations. This model showed Aβ 

accumulation, neuroinflammation and memory impairments with limited changes in 

APP expression (Saito et al., 2014). More of such knock-in models have since been 



 14 

created, including APPNL-G-F, harbouring the Swedish, Iberian and Arctic mutation, 

APPG-F mice, harbouring the Beyreuther/Iberian and Arctic mutations (Watamura et 

al., 2022) and PLB4 mice, expressing the human rate-limiting β-site enzyme 1 

(hBACE1), which has been identified to cleave APP in human AD pathology 

(Plucińska et al., 2014).  

Such new mouse models have not only allowed the modelling of a more realistic AD 

pathology, but characterisation and comparison of these novel mouse models has 

revealed new insights into the pathology of AD. By combining different mutations in 

knock-in mouse models, researchers have found that humanised Aβ alone can 

induce endosomal enlargement. Previously it had been suggested that this 

enlargement was dependent on C-terminal fragment β (CTF-β) (Jiang et al., 2010; 

S. Kim et al., 2016; Kwart et al., 2019). The new findings now suggest multiple 

pathways to be involved: CTF-β-dependent, Aβ-dependent and APP-independent 

pathways (Knupp et al., 2020; Pensalfini et al., 2020; Watamura et al., 2022). 
 

1.1.1.8 Conventional treatments 
 
Multiple therapeutic approaches have been developed in an attempt to slow or stop 

the pathology of AD over the years, targeting either Aβ, tau or the immune activation 

states. One approach was to inhibit Aβ through γ-secretase inhibitors (De Strooper, 

Vassar, & Golde, 2010; Kretner et al., 2016) or ß-secretase inhibitors (Lo et al., 

2021; Sur et al., 2020; Wessels et al., 2020). Unfortunately, both approaches 

showed low clinical efficacy and were accompanied by serious side effects (McDade 

et al., 2021; Siemers et al., 2007; Siemers et al., 2006). It is important to note that 

these studies were conducted on patients who showed clear symptoms of AD. 

Whether such approaches could potentially have a preventative effect if applied 

before the onset of AD remains unclear. In any case, the side effects of these 

approaches remain too severe for approval.  

At this point, there are four drugs approved for the treatment of AD in the UK.  

Three of these drugs (donepezil, galantamine and rivastigmine) are 

acetylcholinesterase inhibitors. They bind to acetylcholinesterase, prevent it from 

breaking down acetylcholine (ACh) and thereby increase the amount ACh in the 

extracellular space and its signalling (Briggs, Kennelly, & O'Neill, 2016; Chu, 2012; 

Mendiola-Precoma, Berumen, Padilla, & Garcia-Alcocer, 2016). ACh is an excitatory 

neurotransmitter involved in learning, memory and sleep regulation. In AD, 
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cholinergic neurons show severe degeneration resulting in a deficiency of ACh 

(Bowen, Smith, White, & Davison, 1976). By inhibiting acetylcholinesterase, the 

drugs increase the amount of ACh in the brain and promote ACh signalling. Studies 

investigating the effectiveness of these drugs indicate that the treatment can delay 

cognitive decline by 6-12 months. It has also been shown that donepezil can 

increase cerebral blood flow and reduce atrophy of the cortex, HC and basal 

forebrain (Hampel et al., 2018). Although these drugs show therapeutic benefits, 

these benefits have only been observed in 60% of patients (Chu, 2012). It is unclear 

why a large percentage of patients don’t seem to benefit from these treatments. 

The fourth drug currently approved for treatment in the UK is memantine, a N-

methyl-d-aspartate (NMDA) antagonist. NMDA receptors are activated by glutamate 

and can be found in pyramidal cells in the cortex and HC. Binding of glutamate to 

NMDA receptors enhances the long-term potentiation of synapses of these 

pyramidal neurons, making them important for learning and memory. Excessive 

stimulation of these receptors, however, leads to excitotoxicity, mediated by 

excessive influx of Ca2+ (Choi, 1987), which causes gradual loss of synaptic 

function, neuronal cell damage and cell death (Rothman & Olney, 1986). In AD, 

excessive amounts of glutamate are available to act on NMDA receptors, due to 

impaired uptake and recycling mechanisms (Arias, Arrieta, & Tapia, 1995; 

Fernández-Tomé, Brera, Arévalo, & de Ceballos, 2004; Parpura-Gill, Beitz, & 

Uemura, 1997). Memantine binds to NMDA receptors, thereby blocks glutamate and 

reduces excitotoxicity (Chu, 2012). In animal models, memantine has also been 

shown to reduce levels of Aβ and inflammatory markers (Folch et al., 2018). Clinical 

studies in human AD patients have shown small improvements in cognitive functions 

in moderate and severe AD cases, but not in mild cases (McShane et al., 2019). 

Memantine is often chosen as a second-line treatment, for patients who are already 

taking one of the acetylcholinesterase inhibitor drugs (Arvanitakis, Shah, & Bennett, 

2019) as the combination of both treatments showed more effective improvements 

of cognition than memantine alone (Schmidt et al., 2015).  

Although both acetylcholinesterase inhibitors and NMDA antagonists have been 

shown to delay and ease symptoms of AD, improvements are small, and not all 

patients benefit from taking them. Furthermore, both options fail to cure the disease 

or prevent its progression.   
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1.1.1.9 Emerging treatments 

1.1.1.9.1  Anti-amyloid drugs 
 
Novel treatments for AD include so-called anti-amyloid therapies aiming to clear Aβ 

from the brain. The drug aducanumab was conditionally approved by the US Food 

and Drug Administration (FDA) in 2021, making it the first treatment targeting not the 

symptoms but the underlying cause of AD. It is a monoclonal antibody that 

selectively binds to soluble Aβ oligomers and insoluble Aβ fibrils. By binding to Aβ, 

aducanumab aims to facilitate the clearance of Aβ by engaging the brains immune 

system (Budd Haeberlein et al., 2022; Schneider, 2020; Sevigny et al., 2016). The 

development and approval of aducanumab has caused debate and controversy 

within the scientific and medical community. Although some patients with early 

stages of AD showed small cognitive improvements, these were accompanied by 

severe side effects, including microhaemorrhages and oedema (Budd Haeberlein et 

al., 2022). Due to safety concerns, lack of data on how patients with later stages of 

AD might respond to the treatment, and overall small benefits in patients with early 

AD, the European Medicines Agency has rejected the approval of aducanumab.  

Another drug, donanemab, also follows the idea of amyloid-binding antibodies. 

Donanemab, however, binds specifically to an N-terminal pyroglutamate Aβ epitope 

which is only found in plaques, but not other Aβ species (Demattos et al., 2012; 

Lowe, Willis, et al., 2021). Early clinical studies have found a reduction in amyloid 

plaques after administration of this drug in patients with mild cognitive impairment 

(MCI), moderate and severe AD (Lowe, Duggan Evans, et al., 2021). A further trial 

in patients with early symptoms of AD found only small effects on the clearance of 

plaques and cognitive decline. Side effects in the form of edema and effusions was 

prominent in 26.7 % of participants (Mintun et al., 2021), a percentage severely 

questioning the safety of this drug.  

In 2023 another anti-amyloid drug, lecanemab, was approved by the FDA. Similar to 

aducanumab, it is an antibody that aims to clear Aβ from the brain. Clinical trials 

have shown some clearance of Aβ and small cognitive improvements in early AD 

patients. Side effects similar to the ones of aducanumab have been reported but 

seem to occur less frequently in patients treated with lecanemab (Budd Haeberlein 

et al., 2022; Swanson et al., 2021; van Dyck et al., 2023).  
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1.1.1.9.2  Drugs for other targets 
 
Besides anti-amyloid drugs, drugs targeting other aspects of AD are being 

considered. Neuroinflammation is one of these targets. Drugs in development here 

are mostly anti-inflammatory, although some aim to specifically activate the immune 

response and thereby enhance clearance of plaques (Cummings, Osse, & Kinney, 

2023). Oxidative stress is another target for treatment. Anti-oxidants, B vitamins and 

poly-saturated fatty acids have been found to be associated with a decreased risk 

for AD (Hu et al., 2013), leading to clinical trials to test the effect of antioxidants. 

One of these is currently in phase III (NCT04842552), where the drug hydralazine is 

tested. It activates an antioxidant pathway, increasing mitochondrial function and 

autophagy, among others (Wang et al., 2021) which should be beneficial to slow 

down the AD pathology. 

Another approach is the screening of already approved drugs to see whether they 

can have a positive effect on AD pathology. By screening over 1000 FDA-approved 

drugs, the drug levosimendan was found to significantly inhibit tau aggregation (Lim 

et al., 2023). This approach of screening previous drugs has several benefits: it is a 

faster and more cost-efficient, the drugs have already passed extensive safety 

testing, and their pharmacokinetics are already known. However, with AD being a 

highly complex disease, chances of finding a single drug to address all pathways 

and mechanisms of the disease are low. Therefore, multi-target drugs are another 

approach, aiming to achieve synergistic effects across multiple processes in AD 

(Turgutalp & Kizil, 2024).  

 

1.1.1.9.3  Neuromodulation 
 
As the development of treatments targeting the molecular aspects of AD pathology 

has been proven difficult, scientists are considering new targets for treatment. A new 

approach revolves around the idea of targeting circuit dysfunctions in AD by 

neuromodulation, an approach that utilised the manipulation of neuronal activity to 

reinstate normal circuit function and thereby resolve abnormalities on the molecular, 

cellular and synaptic level.  

Among the invasive techniques of neuromodulation is deep brain stimulation (DBS). 

Here, electrodes are implanted chronically to deliver electric pulses. Phase I clinical 

trials used DBS in AD patients and found an increase in hippocampal volume and 
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lower cognitive decline in patients (Laxton et al., 2010). In phase II, however, it was 

found that only patients over the age of 65 showed small improvements after DBS, 

while younger patients showed worsening of cognitive abilities, leading to the 

termination of the trial (Lozano et al., 2016).  

Non-invasive methods of brain stimulation have also been explored. Among them is 

transcranial magnetic stimulation (rTMS). This tool utilises electromagnetic pulses to 

stimulate the brain. Studies investigating rTMS as a treatment for AD have reported 

an improvement in cognitive functions in AD patients (Koch et al., 2018; Traikapi et 

al., 2023), and maintaining of cognitive abilities in AD patients receiving rTMS, 

compared to patients who received sham stimulation (Koch et al., 2022). 

In recent years, using neuromodulation to target gamma oscillations in AD has been 

a popular approach (Adaikkan et al., 2019; Bobola et al., 2020; Cimenser et al., 

2021; Iaccarino et al., 2016). Gamma oscillations are rhythmic neuronal activities 

with a frequency range of 30 – 90 Hz. They play an important role in cognitive 

functions such as attention, learning and memory by facilitating the communication 

between different brain regions (Buzsáki & Wang, 2012). In AD, gamma oscillations 

seem to be altered, although studies in human patients showed conflicting evidence. 

Some studies have reported reduced gamma power in the cortex of AD patients 

(Başar, Emek-Savaş, Güntekin, & Yener, 2016; Ribary et al., 1991; Stam et al., 

2002) while other studies have reported gamma power to be increased in AD 

patients (Başar, Femir, Emek-Savaş, Güntekin, & Yener, 2017; Rossini et al., 2006; 

van Deursen, Vuurman, van Kranen-Mastenbroek, Verhey, & Riedel, 2011; Wang et 

al., 2017). This could be due to different approaches for detecting gamma 

oscillations (EEG versus MEG) or different cohorts of AD patients (early stages, 

moderate or severe AD). Despite these conflicting findings in human patients, 

research on AD mouse models consistently showed reduced gamma power 

(reviewed in (Byron, Semenova, & Sakata, 2021)), so neuromodulation to reinstate 

normal gamma oscillations was explored as a therapeutic approach for AD 

treatment. Initial studies on AD mouse models showed a reduction in Aβ after 

optogenetic stimulation of hippocampal parvalbumin-positive (PV) interneurons at 40 

Hz (Iaccarino et al., 2016), and improved spatial memory performance after 

optogenetic stimulation at 40 Hz of the medial septum (Etter et al., 2019). These 

findings lead to the investigation of non-invasive 40 Hz stimulation techniques as a 

treatment option. Previous work had proven that 40 Hz light flicker can entrain the 

firing of neurons in the visual cortex in humans (Herrmann, 2001; Jones et al., 2019; 
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Pastor, Artieda, Arbizu, Valencia, & Masdeu, 2003). Inspired by this, researchers 

investigated if sensory stimulation by light flicker or auditory stimulation could also 

entrain neurons in other brain regions. They found entrained gamma oscillation not 

only in the visual and auditory cortex but also in the CA1 of the hippocampus and in 

the prefrontal cortex (Lustenberger et al., 2018; Martorell et al., 2019; Pastor et al., 

2002). In AD animal models, visual and/or auditory stimulation at 40 Hz showed a 

reduction in Aβ levels and tau phosphorylation (Adaikkan et al., 2019; Iaccarino et 

al., 2016; Martorell et al., 2019). Therefore, human studies have been conducted to 

test the application of non-invasive gamma stimulation on AD patients. These 

studies used either visual stimulation, or combined auditory and visual stimulation 

with treatments lasting between several days to several months. They reported 

small benefits of 40 Hz treatment in the shape of improved functional connectivity of 

the default mode network, improved circadian rhythm, improved cognition, less 

ventricular enlargement and less hippocampal atrophy (Chan et al., 2022; Cimenser 

et al., 2021; Da et al., 2024; He et al., 2021). However, none of these studies have 

found changes in the molecular and cellular pathologies. Although the benefits of 

these 40 Hz treatments were small, they indicate that neural oscillations could be a 

target for non-invasive treatment options for AD. It remains unclear if such 

interventions could have greater benefits when applied at earlier time points of the 

disease, ideally in the pre-clinical stage, before the onset of cognitive decline.  

In order to test therapeutic approaches in early stages of AD, strategies for 

identifying patients before the disease manifests in cognitive decline need to be 

explored. In the following section I will outline the conventional biomarkers used for 

diagnosis, as well as novel biomarkers.  
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1.1.1.10 Biomarkers 
 

Biomarkers are measurable indicators of biological and physiological processes, 

pathological abnormalities or responses to therapeutic interventions. Traditional AD 

biomarkers are derived from imaging techniques and CSF. Novel approaches 

investigate biomarkers derived from EEG, blood, urine, saliva and genetic analysis.  

An overview of current and emerging biomarkers is depicted in Figure 1.3. In the 

following subchapters these conventional and novel biomarkers will be discussed. 

 

 
Figure 1.3 Biomarkers of AD. Overview of biomarker screening modalities shown in 
accordance to their invasiveness and reported or proposed time point of diagnosis in the 
disease progression: cerebrospinal fluid (CSF), positron emission tomography (PET), 
magnetic resonance imaging (MRI), electroencephalogram (EEG), optical coherence 
tomography (OCT), optical coherence tomography angiopathy (OCTA), genetics, blood, 
urine and saliva. Illustration partially created with BioRender.com.    
 

1.1.1.10.1  Conventional biomarkers 
 

Among the most frequently utilised biomarkers in AD are Aβ and tau. Both can be 

found in the CSF. For the analysis of Aβ, the amount of Aβ42 is specifically relevant 

for diagnosis. The level of Aβ42 found in CSF negatively correlates with the amount 

of Aβ plaques found by positron emission tomography (PET) scans. Analysis of the 

ratio between Aβ42 and Aβ40 is further used as an indicator for the progression 

from the pre-clinical stage to MCI and AD (Jack et al., 2016). Tau in the CSF is 
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analysed in a similar fashion, although higher levels of tau show a positive 

correlation with the amount of plaques in the brain (Ossenkoppele, van der Kant, & 

Hansson, 2022).  

Functional brain imaging, including magnetic resonance imaging (MRI) and PET, 

are also frequently used in clinical settings as it allows to determine whether a 

patient showing symptoms of MCI is likely to develop AD. A meta-analysis covering 

24 studies with over 1000 patients reported 89% sensitivity and 85% specificity for 

PET scans and 73% sensitivity and 81% specificity for MRI in respect to its ability to 

identify patients with MCI who would later progress to develop AD (Yuan, Gu, & 

Wei, 2009).  

Another study compared the performance of MRI, PET and CSF analysis in patients 

at different stages of AD. They divided patients according to their scores of clinical 

dementia rating (CDR). For patients with a low CDR rating of 0.5, classified as 

‘questionable’, sensitivity of CSF analysis was 90%, for PET 71.4%, for MRI 81.9%. 

In patients with a CDR rating of 1, classified as ‘mild’, sensitivity of CSF analysis 

was 95.5%, for PET 96.7%, and for MRI 76.9%. In patients with the CDR rating of 2, 

‘moderate’, sensitivity was highest with 100% for CSF, 100% for PET and 93.3% for 

MRI (Morinaga et al., 2010). Such comparative studies and meta-analysis highlight 

the differences in methodologies assessing biomarkers of AD and their reduced 

sensitivity in early stages of the disease.  
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1.1.1.10.2  Novel biomarkers 
 

Due to the invasiveness and high costs of conventional biomarker assessments, 

novel biomarkers are continuously being developed.  

One non-invasive biomarker that is currently being investigated for the diagnosis of 

AD is EEG.  

Patients show slowing of EEG, manifesting in decreased spectral power of high 

frequency oscillations, including alpha, beta and gamma, and increased spectral 

power of low frequencies, including delta and theta. By assessing the power 

spectrum and synchronisation characteristics of EEGs, AD patients could be 

diagnosed in the future (H. Zhang et al., 2021). 

Another non-invasive approach is the assessment of microvascular changes in the 

retina of the eye. The idea here is to utilise optical coherence tomography (OCT) or 

optical coherence tomography angiopathy (OCTA) to detect damage in the 

microstructure of the retina. Such changes have been observed in patients in the 

pre-clinical stage, MCI and AD (Zhang, Wang, Shi, Shen, & Lu, 2021).   

Furthermore, biomarkers in bodily fluids other than CSF are being investigated. 

Among the most promising approaches are the testing of blood, saliva and urine. In 

blood samples, 19 proteins have been identified to have predictive properties 

regarding the AD status of a patient (Jiang et al., 2022). Metabolite markers from 

saliva samples have been reported to distinguish between patients in the pre-clinical 

stage, MCI and AD (Huan et al., 2018). In urine samples, metabolites were found 

that could help physicians to distinguish between patients with MCI and AD (Wang 

et al., 2023). 

These novel biomarkers show great potential for faster, more cost-efficient and less 

invasive methods for diagnosing individuals with AD at early stages of the disease. 
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1.1.2 Altered brain oscillations 
 

1.1.2.1 Overview of brain oscillations  
 

Brain oscillations are differentiated in terms of their spectral band and functions. 

Oscillations below 1 Hz are referred to as slow oscillations and oscillations of 1 - 4 

Hz are known as delta. They both occur predominantly during NREM sleep and are 

associated with memory consolidation processes (Adamantidis, Gutierrez Herrera, & 

Gent, 2019). Oscillations of 4 - 10 Hz are termed theta, and oscillations of 10 - 15 

Hz as alpha, which are associated with short-term storage, manipulation and 

retrieval of information and passive attention (Hsieh & Ranganath, 2014; Roux & 

Uhlhaas, 2014). Oscillations of 15 - 30 Hz are known as beta oscillations. They are 

mainly associated with external concentration, but also anxiety and an overall “busy 

mind” (Abhang, Gawali, & Mehrotra, 2016). Lastly, 30 - 90 Hz oscillations are 

referred to as gamma. Gamma is linked to concentration, attention selection, 

working memory and memory encoding (Fries, 2015; Jensen, Kaiser, & Lachaux, 

2007; Miller, Lundqvist, & Bastos, 2018; Osipova et al., 2006). 

 

The presence of Aβ, neuroinflammation and neuronal loss in AD have far reaching 

effects on various brain oscillations. Early EEG studies in AD patients reported three 

major changes in oscillations: slowing of EEG, reduced complexity of EEG and 

reduced functional connectivity. EEG slowing is observed in posterior brain regions, 

along with diffuse slow activity and reduced activity in the alpha and beta band and 

the extend of these changes correlated with the degree of cognitive impairment 

(Brenner, Reynolds, & Ulrich, 1988; Gordon & Sim, 1967; Letemendia & 

Pampiglione, 1958; Weiner & Schuster, 1956). Reports regarding the reduced 

complexity of AD patient EEGs include reduced complexity of activity across almost 

the entire brain, assessed as the correlation dimension D2, which corresponds to 

the amount of independent variables needed to explain brain dynamics (Besthorn, 

Sattel, Geiger-Kabisch, Zerfass, & Förstl, 1995; Jeong, Kim, & Han, 1998; 

Woyshville & Calabrese, 1994). Furthermore, functional connectivity has been found 

to be reduced across cortical areas. Especially the coherence of the alpha and beta 

band seems to be affected (Besthorn et al., 1994; Locatelli, Cursi, Liberati, 

Franceschi, & Comi, 1998; Sloan, Fenton, Kennedy, & MacLennan, 1994). 
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Since these early observations in AD patients, more abnormalities in neural 

oscillations have been observed in both AD patients (Bakker et al., 2012; Dickerson 

et al., 2005; Sorg et al., 2007) and AD mouse models, including neurons in the 

hippocampus exhibiting hyperactivity caused by reduced GABAergic inhibition 

(Busche & Konnerth, 2016). Such hyperactivity is also induced by direct delivery of 

exogenous amyloid-β into the brains of healthy mice (Busche et al., 2012). Since the 

production of amyloid-β is activity-dependant, the increase in neuronal activity also 

leads to an increase in amyloid-β, leading to a vicious cycle (Bero et al., 2011; 

Yamamoto et al., 2015). Restoring the balance of excitation and inhibition in AD 

mice has been shown to restore the functionality of neuronal circuits and prevent 

behavioural impairments (Busche & Konnerth, 2016).  

Such studies indicate that targeting abnormal neural oscillations are a promising 

approach to find a treatment for AD. When studying AD, it is particularly interesting 

to focus on brain oscillations and states associated with learning and memory. 

In learning and memory, specific oscillations are believed to facilitate the different 

stages of memory formation. In the encoding phase and retrieval phase, theta and 

gamma oscillations are particularly important and show an increase in power which 

is believed to reflect the load of new information that needs to be processed 

(Bastiaansen & Hagoort, 2003; Griffiths & Jensen, 2023; Howard et al., 2003). The 

oscillations involved during the memory consolidation phase will be discussed in 

more detail in the context of sleep in the following section. 

 

1.1.2.2 Sleep 
 
Sleep is a reversible state of quiescence, essential for survival and characterised by 

immobility and reduced responsiveness (Cirelli & Tononi, 2008; Medori et al., 1992). 

Although the purpose of sleep is still unclear, the influence of sleep duration and 

quality on biological functions is undisputed (McEwen, 2006; Mullington, Haack, 

Toth, Serrador, & Meier-Ewert, 2009; Robles & Carroll, 2011). Sleep consists of two 

distinct states: rapid eye movement (REM) sleep and non-REM (NREM) sleep. In 

humans, sleep is further subdivided into stage N1, N2 and N3, with N1 being the 

lightest and N3 being the deepest stage of NREM sleep. N3 is also referred to as 

slow-wave sleep (SWS) due to its characteristic slow oscillations and synchronised 

delta activity. In both humans and mammals, SOs are generated when cortical 

networks alternate between up-states of membrane depolarisation and down-states 
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of hyperpolarisation in synchrony. These SOs spread anterior to posterior, as well 

as to subcortical regions (Massimini, Huber, Ferrarelli, Hill, & Tononi, 2004; 

Wierzynski, Lubenov, Gu, & Siapas, 2009).  

During healthy aging, sleep architecture changes in humans. These changes can be 

observed in the form of reduced SWS and REM sleep, more N1 and N2 sleep, and 

an increase in sleep fragmentation (Petit, Gagnon, Fantini, Ferini-Strambi, & 

Montplaisir, 2004; Van Cauter, Leproult, & Plat, 2000). In patients with AD and MCI, 

these changes are exaggerated (Bonanni et al., 2005; Prinz et al., 1982). These 

changes in sleep occur before the onset of cognitive decline, during the so-called 

pre-clinical stage, when Aβ is beginning to build up in the brain (Ju et al., 2013). 

Furthermore, the decrease in overall sleep duration in this stage seems to be 

correlated directly to the amount of Aβ present in the brain (Spira et al., 2013). It is 

not known what exactly causes the changes in sleep architecture in AD. However, 

neuronal degeneration in sleep regulating areas are likely to contribute. Brain 

regions involved in sleep regulation include the basal forebrain, hypothalamus, 

thalamus, pons and brainstem. All of these areas are affected by AD (Holth, Patel, & 

Holtzman, 2017). Furthermore, grey matter loss is a likely contributor. A strong 

association has been found between grey matter loss in the medial prefrontal cortex 

(mPFC), an area important for the regulation of NREM sleep, along with reduced 

volume in the cholinergic basal forebrain and REM decrease in MCI (Sanchez-

Espinosa, Atienza, & Cantero, 2014; Whitehouse et al., 1982).  

Since changes in sleep architecture have been consistently linked to Aβ and AD 

pathology, the relationship between sleep and Aβ is of great interest.  

In healthy humans, wild-type mice and AD mouse models, levels of Aβ fluctuate 

over the daily 24 h period and strongly correlate with the circadian rhythm: Aβ levels 

increase during awake times and decrease during sleep (Kang et al., 2009). A 

possible explanation for these differences between Aβ levels during sleep and wake 

is the distinct neuronal activity during these states. In the awake state, increased 

neuronal firing releases Aβ (Cirrito et al., 2005). During SWS, however, neuronal 

networks show less synaptic activity (Vyazovskiy, Cirelli, Pfister-Genskow, 

Faraguna, & Tononi, 2008) and therefore likely release less Aβ. Another contributing 

factor is the facilitation of Aβ clearance through the glymphatic system during sleep 

(Xie et al., 2013). In human sleep deprivation studies, levels of Aβ42, Aβ40 and 

Aβ38 have been reported to be increased in the CSF after just one night of sleep 

deprivation in healthy young adults (Lucey et al., 2018; Ooms et al., 2014). Sleep 
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deprivation in an APP/PS1 mouse model has shown the same effect of sleep 

deprivation and also showed that administration of an orexin receptor antagonist to 

increase sleep duration significantly decreased Aβ pathology (Kang et al., 2009).  

 

Besides the restorative function, sleep plays a vital role in memory consolidation. 

Earliest studies investigating the effect of sleep on memory performance date back 

to the 1920s. Here, human subjects were reported to perform better on memory 

tests when they had slept after the learning procedure (Jenkins & Dallenbach, 

1924). Consequently, the memory-enhancing role of sleep has been intensely 

investigated. Early explanations revolved around a passive involvement of sleep, 

assuming that sleep protects the learned information from being overwritten by new 

information. This effect is also referred to as retroactive interference (Ellenbogen, 

Hulbert, Stickgold, Dinges, & Thompson-Schill, 2006). Since then, the view of sleep 

has shifted towards a more active role in memory consolidation.  

The concept of active systems consolidation accounts for the process of 

transforming new, labile information, also referred to as engrams, into stable long-

term memories (Buzsáki, 1989). Different brain areas are believed to hold different 

aspects of new information, forming memory networks, which are being integrated 

into unique memories by the HC (McClelland, McNaughton, & O'Reilly, 1995; Nadel 

& Moscovitch, 1997). Neuronal representations in the HC are repeatedly reactivated 

during sleep. Reactivation is mostly observed during SWS, but also occurs during 

quiet wakefulness (reviewed in(Atherton, Dupret, & Mellor, 2015; O'Neill, Pleydell-

Bouverie, Dupret, & Csicsvari, 2010)). This reactivation spreads across the 

associated memory network, strengthening the memory representation through 

synaptic strengthening. Studies involving recordings of multiple brain areas 

simultaneously have shown that hippocampal reactivation co-occurs with neuronal 

firing in the neocortex, amygdala and striatum, where a temporal delay is observed 

(Girardeau, Inema, & Buzsáki, 2017; Ji & Wilson, 2007; Lansink, Goltstein, 

Lankelma, McNaughton, & Pennartz, 2009). This delay indicates that reactivation 

originates in the HC. However, ensemble reactivation outside the HC has been 

observed to occur independently of HC activity (O'Neill, Boccara, Stella, 

Schoenenberger, & Csicsvari, 2017). Although this indicates that the HC is not the 

sole initiator of memory reactivation, it has also been shown that HC-independent 

long-term memory consolidation still depends on the activation of HC-dependent 

mechanism during sleep (Sawangjit et al., 2018).  
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With the HC being one of the earliest brain regions affected by the pathology of AD, 

investigating brain oscillations involved in memory consolidation in the HC and 

associated areas is of great interest. Two brain oscillations in particular – sharp-

wave ripples and sleep spindles – will now be described in more detail and their 

abnormalities in AD will be discussed. 

 

1.1.2.3 Sharp-Wave Ripples 
 
Hippocampal replay is accompanied by sharp-wave ripples (SWRs) (Diba & 

Buzsáki, 2007; Kudrimoti, Barnes, & McNaughton, 1999). They consist of the sharp 

wave - a large amplitude deflection corresponding to the synchronous depolarisation 

of a large population of neurons in the CA1, followed by the ripples - a fast 

oscillation pattern of 120 - 250 Hz reflecting the activity of pyramidal cell assemblies 

(Buzsáki, Horváth, Urioste, Hetke, & Wise, 1992; Buzsáki, Leung, & Vanderwolf, 

1983; Suzuki & Smith, 1987) (Figure 1.4).  

 

SWRs are believed to arise from the CA3 region of the HC (Buzsáki et al., 1983; 

Sullivan et al., 2011) and can be observed in all regions of the HC (Figure 1.4). 

Neuronal activity in the CA3 excites large subsets of CA1 pyramidal cells (Valero et 

al., 2017), and interneurons (Palop & Mucke, 2016). This coordinated excitation and 

inhibition of the pyramidal cell ensembles manifests as SWRs in the CA1 region 

(Buzsáki, 2015). Parvalbumin-expressing fast-spiking inhibitory interneurons have 

also been reported to be involved in the generation of SWRs in mice, as they 

propagate signals to the entorhinal cortex (EC) (Roth, Beyer, Both, Draguhn, & 

Egorov, 2016; Ylinen et al., 1995). The EC shows increased firing activity just before 

SWRs occur in the CA1 in rats (Oliva, Fernández-Ruiz, Fermino de Oliveira, & 

Buzsáki, 2018), suggesting that the EC is involved in triggering the occurrence of 

SWRs. However, the expression of SWRs being ‘triggered’ is somewhat 

questionable. Early studies in rats showed that during states of elevated arousal, the 

excitation stemming from the CA3 is suppressed by activation of presynaptic 

muscarinic and cannabinoid receptors (Hasselmo, 2006; Hounsgaard, 1978; Robbe 

et al., 2006). During times of quiet rest and NREM sleep, these supressing effects 

are removed, allowing recurrent excitation from the CA3. This indicated that SWRs 

are not induced, but ‘released’ when suppressing mechanisms are absent (Buzsáki 

et al., 1983). 
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Figure 1.4 Sharp-wave ripple generation. Left top: representative trace of a SWR in the 
CA1. Left bottom: 140-250 Hz filtered trace of a SWR in the CA1. Adapted from Nicole et al., 
2016. Right: Generation and propagation of SWRs in the HC. Excitatory connections shown 
in green. Illustration created with BioRender.com.  
 
SWRs can be observed in both awake and sleep states (Carr, Jadhav, & Frank, 

2011; O'Neill et al., 2010) but they predominantly occur during slow-wave sleep 

where they are believed to be involved in memory consolidation (Buzsáki, 1989; 

Squire & Alvarez, 1995). Hippocampal SWRs accompany hippocampal replay 

during NREM sleep (Buzsáki, 2015; Diba & Buzsáki, 2007; Ecker et al., 2022; 

Kudrimoti et al., 1999) where gamma-band patterns observed during learning are 

reactivated by SWRs in post-learning sleep (Zhang, Fell, & Axmacher, 2018). 

Furthermore, reactivation of firing patterns induces long-term potentiation of 

synapses between the CA1 and CA3 when replay is accompanied by SWRs 

(Sadowski, Jones, & Mellor, 2016). Since SWRs are highly involved in memory 

consolidation, it is unsurprising that an increase in SWR occurrence has been 

repeatedly reported during and just after learning (Cheng & Frank, 2008; Karlsson & 

Frank, 2008; Nicole et al., 2016; O'Neill, Senior, Allen, Huxter, & Csicsvari, 2008). 

Multiple studies have investigated the causal relationship of SWR occurrence and 

memory consolidation by disrupting SWRs during post-learning sleep. Disruption of 

SWRs by electric stimulation of CA3-CA3 connections, suppression of CA3 input to 

the CA1, and activation of the median raphe or locus coeruleus, have all been 

reported to cause impaired learning, evidenced by worse performance in memory 

tasks (Ego-Stengel & Wilson, 2010; Girardeau, Benchenane, Wiener, Buzsáki, & 

A B 
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Zugaro, 2009; Nakashiba, Buhl, McHugh, & Tonegawa, 2009; Novitskaya, Sara, 

Logothetis, & Eschenko, 2016; Wang et al., 2015). Interestingly, SWRs have also 

been observed to increase after such inhibition, indicating the presence of a 

learning-based homeostatic control mechanism of SWRs (Girardeau, Cei, & Zugaro, 

2014).  

 

In AD, the hippocampus shows large amounts of amyloid-β plaques causing 

progressive degeneration of neurons and memory impairments (Fox et al., 1996; 

West, Coleman, Flood, & Troncoso, 1994; West, Kawas, Stewart, Rudow, & 

Troncoso, 2004). As mentioned previously, the CA1, CA3 and EC are all involved in 

SWR generation and SWRs are crucial for memory consolidation. Interestingly, the 

EC is the first region in the HC to be affected by amyloid-β accumulation in the 

pathology of AD (Harris et al., 2010). Since SWRs arise from the HC and are highly 

involved in memory consolidation, exploring their role in AD is of great interest.  

In AD mouse models, SWRs are being recorded to investigate their frequency of 

occurrence, oscillation frequencies, power and amplitude. In APP/PS1 mice, SWRs 

have been reported to occur less frequently and reduced in power (Jura, Macrez, 

Meyrand, & Bem, 2019). In 5xFAD mice, SWRs have been shown to occur less 

frequently, exhibiting lower gamma power, a lower amplitude and shorter duration 

(Iaccarino et al., 2016; Prince et al., 2021). The underlying mechanisms of these 

disturbances of SWRs in AD are yet to be understood. In 5xFAD mice, a reduced 

excitatory synaptic drive to parvalbumin basket cells has been observed, suggesting 

a disruption of the coupling between interneurons and pyramidal cells in the HC-EC 

(Caccavano et al., 2020). In a mouse model of tauopathy, excitatory pyramidal 

neurons were found to fire more frequently during SWRs while inhibitory 

interneurons did not (Witton et al., 2016).  

Although only few studies have aimed to identify the cause of SWR disruption in AD, 

its link to memory deficits has been investigated more frequently in recent years.  

Studies have reported deficits in spatial memory co-occurring with altered SWRs in 

5xFAD mice (Caccavano et al., 2020), that the injection of amyloid-β oligomers 

induces a reduction of SWRs as well as spatial memory deficits in WT mice (Nicole 

et al., 2016) and that impaired SWRs correlate with long-term, but not short-term, 

memory deficits in fear conditioning of APP/PS1 mice (Hyunwoo Yang & Yong 

Jeong, 2021).  
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Furthermore, optogenetic stimulation extending the duration of spontaneous SWRs 

has been shown to improve spatial memory performance in WT mice, indicating a 

causal relationship between the duration of SWRs and their efficiency in memory 

consolidation (Fernández-Ruiz et al., 2019).  

 
There are, however, reports contradicting this assumption. Inhibiting the generation 

of SWRs using optogenetic stimulation in WT mice has been reported to not 

interfere with the formation of spatial memory (Kovács et al., 2016) and APP/PS1 

mice have been reported to have intact spatial memory despite their deficit in SWRs 

(Jura et al., 2019). These findings suggest that the lack of SWRs in AD mouse 

models could be compensated to some extent, although it remains unclear how.    

Nevertheless, SWRs seem to play a crucial role in memory consolidation.  

Previous studies have shown that the SWRs in the HC do not occur independently, 

but in synchronisation with slow wave activity and sleep spindles in the cortex 

(Siapas & Wilson, 1998; Staresina et al., 2015). The characteristic of sleep spindles, 

their functional roles and coupling to SWRs will now be discussed in the following 

sections.  
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1.1.2.4 Sleep Spindles 
 
Sleep spindles were one of the first electrophysiological features to be discovered 

during sleep in humans (Loomis, Harvey, & Hobart, 1935). They are surface 

manifestations of bursts of synchronised neural activity of 11 – 15 Hz with a duration 

of 0.5 - 3 s, occurring during NREM sleep in the cortex in mammals (Tamminen, 

Payne, Stickgold, Wamsley, & Gaskell, 2010). They are believed to arise from 

activity in the thalamocortical loop, which consist of the thalamic reticular nucleus 

and thalamocortical neurons (Steriade, 2006). Their generation relies on 

coordinated, reciprocal interactions between the excitatory neurons in the thalamus 

and neocortex and inhibitory neurons in the thalamic reticular nucleus (TRN). The 

TRN appears to serve as a pacemaker, by exhibiting burst-like rhythmic firing 

patterns, which initiate the cycle of inhibitory and excitatory processes between the 

thalamus, neocortex and TRN, leading to the generation of sleep spindles 

(Fernandez & Lüthi, 2020). A schematic of the generation of sleep spindles is 

depicted in Figure 1.5.  

 
Figure 1.5 Sleep spindle generation. Excitatory (green) and inhibitory (yellow) connections 
between the neocortex, thalamus and thalamic reticular nucleus (TRN) contributing to 
cortical sleep spindles. Illustration created with BioRender.com.    
 

Sleep spindles possess two functional roles. Firstly, they preserve the state of 

sleeping. Based on human studies, it has been theorised that sleep spindles inhibit 

non-threatening sensory input (Claude et al., 2015; Wei, Hunter, & Ross, 2017), as 
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the activation of TRN neurons inhibits the transmission of signals to the cerebral 

cortex (Ferrarelli & Tononi, 2011). Evidence for the sleep-stabilising effect of 

spindles comes from studies in humans, rats and mice, where the stimulation or 

suppression of sleep spindles lead to longer or shorter duration of NREM sleep, 

respectively (Aston-Jones & Bloom, 1981; Colonnese et al., 2010; Wimmer et al., 

2012).  

Secondly, they facilitate memory consolidation.  

As described in chapter 1.1.2.2, the HC, and particularly hippocampal SWRs, play a 

major role in the storage and reactivation of memory traces. Sleep spindles are 

believed to represent the cortical component of the hippocampal-neocortical 

communication for long-term memory storage (Sirota, Csicsvari, Buhl, & Buzsáki, 

2003). Studies in humans investigating the correlation of learning and sleep spindles 

have found an increase in the number of sleep spindles during sleep following 

learning conditions compared to non-learning conditions, and found the increase in 

sleep spindle number to be positively correlated with better memory performance on 

the following day (Fogel & Smith, 2006; Gais, Mölle, Helms, & Born, 2002).  

 

It has further been shown that induction of slow wave activity via transcranial 

magnetic stimulation can increase the number of sleep spindles and enhance 

memory performance in humans (Marshall, Helgadóttir, Mölle, & Born, 2006). Since 

slow wave activity and sleep spindles are temporally linked, it is currently not known 

whether the sleep spindles, the slow oscillations, or the combined effect of both 

oscillations is the driving force of the cortical component of hippocampal-neocortical 

communication necessary for memory consolidation during sleep. It is generally 

assumed that sleep spindles, like SWRs, occur during the up-state of cortical slow 

waves. However, sleep spindles show an inverse relationship with slow wave 

activity: their occurrence tends to increase with the duration of sleep, while slow 

wave activity is highest at the beginning of sleep in humans (Aeschbach & Borbély, 

1993). Estimates for how many sleep spindles are temporally coupled to slow waves 

range between 50 - 70% in humans and mice (Fernandez et al., 2018; Kim, Hwang, 

Lee, Sung, & Choi, 2015; Mölle, Bergmann, Marshall, & Born, 2011; Nir et al., 

2011), indicating that a considerable amount of spindles occur independently from 

slow waves.  
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Like SWRs, sleep spindles have previously been investigated in the context of 

Alzheimer’s Disease and since they can be easily recorded via non-invasive EEG,  

multiple studies come from research in human AD patient. Healthy aging itself has 

been previously reported to negatively affect the density, amplitude and duration of 

sleep spindles (Crowley, Trinder, Kim, Carrington, & Colrain, 2002) and changes in 

sleep spindles are believed to be accelerated in AD. Sleep spindle density was 

found to be decreased in AD patients compared to age-matched healthy participants 

(Kam et al., 2019; Latreille et al., 2015). Analysis of individual differences between 

participants have also shown a correlation between lower spindle density and 

cognitive performance (Gorgoni et al., 2016; Kam et al., 2019; S. Liu et al., 2020) 

and a negative correlation between lower spindle density and Aβ42 levels in the 

cerebrospinal fluid (Kam et al., 2019). The duration of spindles has also been found 

to be abnormal in AD, with patients exhibiting shorter spindles, which correlated 

negatively with cognitive performance (Kam et al., 2019; S. Liu et al., 2020). Lastly, 

the amplitude of sleep spindles has been found to be lower in AD patients (Latreille 

et al., 2015; S. Liu et al., 2020; Taillard et al., 2019), but this decrease is less 

pronounced and was found to be a less reliable indicator for identifying individuals 

with AD or MCI compared to spindle density and duration (S. Liu et al., 2020).   

 

Interestingly, a recent study found that amyloid-positive individuals with no cognitive 

impairments show lower precision in the coupling of slow waves and sleep spindles 

compared to healthy, age-matched controls (Pulver et al., 2024), indicating that 

sleep spindles and/or slow waves start to show abnormalities before the onset of 

cognitive decline. Another study, using positron emission tomography, found that 

abnormalities in spindle-slow oscillation coupling could predict future tau 

accumulation, but not amyloid burden, in the brain (Winer et al., 2019). Tau levels 

have further been reported to explain up to 45% of variance in sleep spindle 

duration (Kam et al., 2019), indicating tau pathology to have an impact on sleep 

spindles in particular.  
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1.1.2.5 Coupling of sleep spindles and sharp-wave ripples 
 
According to the hypothesis of active systems consolidation, time-locked rhythms in 

the thalamus, hippocampus and cortex create a time window of favourable neuronal 

circumstances for the consolidation of memory traces during sleep. As described in 

the previous sections, hippocampal SWRs are believed to initiate the replay of 

memory traces. When coupled to cortical sleep spindles and slow oscillations, 

memory consolidation is believed to be facilitated. Studies in support of this have 

reported an increase in coupling of SWRs and spindles in post-learning sleep in 

humans, mice and rats (Maingret, Girardeau, Todorova, Goutierre, & Zugaro, 2016; 

Mölle, Eschenko, Gais, Sara, & Born, 2009; Steadman et al., 2020). Further, 

artificially increasing the number of SWR-coupled spindles through closed-loop 

feedback stimulation of the prefrontal cortex has shown to improve memory 

performance (Maingret et al., 2016).  

During NREM sleep, hippocampal discharge is temporally coupled to the occurrence 

of individual sleep spindles (Sirota et al., 2003). This time locking implies a pathway 

through which circuits involved in sleep spindle generation also recruit hippocampal 

units. Support for this idea comes from studies reporting sinks during SWRs in the 

hippocampus related to spindles (Staresina et al., 2015; Sullivan, Mizuseki, Sorgi, & 

Buzsáki, 2014) but the exact mechanism is yet to be fully understood.   

A recent study investigating the temporal coupling of SWRs and sleep spindles in an  

amyloid over-expressing AD mouse model, has found reduced numbers of SWRs 

occurring together with sleep spindles (Zhou et al., 2022), indicating that the 

presence of Aβ disrupts the coordination of sleep spindles and SWRs.  
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1.1.3 The cholinergic system 
 
Acetylcholine is an effective modulator synthesised from acetyl coenzyme A and 

choline through the enzyme choline acetyltransferase (Stedman & Stedman, 1937). 

ACh production and signalling is carefully regulated through components such as 

acetylcholinesterase, an enzyme degrading ACh by hydrolysation it (Davis et al., 

1992). The two major cholinergic receptors are muscarinic and nicotinic ACh 

receptors, named according to their responsiveness to the agonist nicotine and 

muscarine. Nicotinic ACh receptors are ligand-gated ion channels, which produce a 

fast response by opening. They are found in the central nervous system, where they 

play a role in learning and reward, and at the neuromuscular junction. Muscarinic 

ACh receptors, in contrast, are G-protein-coupled receptors, which trigger slower 

and long-lasting intracellular signalling pathways. They are abundant in the central 

nervous system, where they are involved in regulating memory, attention and 

arousal, and in the peripheral nervous system, where they mediate the innervation 

of visceral organs (Carlson & Kraus, 2024). 

 

An intact cholinergic system is crucial for the regulation of neurogenesis, 

neuroprotection and synaptic plasticity (Frinchi, Scaduto, Cappello, Belluardo, & 

Mudò, 2018).  

The brain comprises a complex cholinergic system playing a crucial role in the 

regulation of various cognitive and physiological processes. In the brainstem, the 

pedunculopontine nucleus and laterodorsal tegmental nucleus are involved in the 

regulation of arousal, wakefulness and REM sleep. The reticular activating system 

(RAS) is part of the brain stem and involved in the regulation of the overall 

excitability and EEG patterns. It promotes wakefulness and attention through 

modulation of thalamic and cortical activity. In the basal forebrain, the nucleus 

basalis of Meynert projects to the neocortex and regulates attention and learning, 

while projections from the medial septum reach to the HC, regulating memory 

formation and spatial navigation. A simplified illustration of the cholinergic system 

and the main regions involved is depicted in Figure 1.6.  

In the following sections, the cholinergic system will be discussed in the context of 

the sleep-wake cycle, memory and cognition and the pathology of Alzheimer’s 

Disease. 
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Figure 1.6 Schematic of the cholinergic system. Cholinergic projections from the basal 
forebrain cholinergic system (BFCS) to the cortex and hippocampus (HC), from the 
laterodorsal tegmentum (LDT) and pedunculopontine nucleus (PPT) in the brain stem to the 
thalamus and hypothalamus. Illustration created with BioRender.com.    
 

1.1.3.1 Role of the cholinergic system in sleep-wake regulation 
 
Acetylcholine shows characteristic changes across the sleep-wake cycle where 

cholinergic activity is highest during wakefulness and REM sleep and lowest during 

NREM sleep. Since high cholinergic activity had been believed to be associated with 

high arousal early on, the significant difference in cholinergic activity between NREM 

and REM sleep, which are both states of low arousal, intrigued scientist. Many 

studies investigating acetylcholine across the sleep-wake cycle therefore focused on 

the role of cholinergic signalling during REM sleep. Early studies in cats indicated 

cholinergic signalling to play an important role in the generation of REM sleep 

(Jouvet, 1972; Szymusiak & McGinty, 1986). Studies investigating the underlying 

mechanisms, identified the cholinergic signalling in the brain stem as the key 

component for the generation of REM sleep (Baghdoyan, Rodrigo-Angulo, 

McCarley, & Hobson, 1984; Shouse & Siegel, 1992; Webster & Jones, 1988). Since 

then, research has revealed more details of the involvement of the cholinergic 

system in driving brain oscillations across the sleep-wake cycle. The cholinergic 

system enhances the responsiveness of neurons with cholinergic activity from the 

nucleus basalis projecting to the neocortex, from the septum to the HC, and from the 

RAS to the thalamus. The cholinergic pathways stemming from the RAS are highly 

active during wakefulness and REM sleep and its projections extend throughout the 

reticular formation reaching the substantia nigra, basal forebrain, thalamus and 

cerebellum. Stimulation of the RAS promotes gamma oscillations, supresses slow 
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and delta oscillations, thereby causing cortical desynchronisation characteristic for 

wakefulness and REM sleep. When cholinergic activity is absent, slow oscillations 

occur, characteristic for NREM sleep (Platt & Riedel, 2011). The importance of the 

cholinergic system in sleep-wake regulation has further been highlighted by causal 

links between cholinergic abnormalities and sleep disorders. An extreme form of 

sleep disorder is narcolepsy, where individuals experience frequent, sudden periods 

of involuntary sleep. Here, down-regulation of the RAS output is believed to play a 

causal role and lesions in the RAS following traumatic injury have been reported to 

induce sudden sleep (Jang, Seo, & Kwon, 2016). In AD patients, abnormalities in 

REM sleep in particular have been proposed to be caused by dysfunction of the 

cholinergic signalling of the brainstem and basal forebrain cholinergic system 

(BFCS) (Montplaisir, Petit, Gauthier, Gaudreau, & Décary, 1998). As previously 

described in chapter 1.1.1.7, cholinesterase inhibitors are among the current 

treatment options for AD. Although there are some discrepancies, studies 

investigating the effect of these drugs on sleep dysfunctions indicate a REM sleep 

promoting effect (Markowitz, Gutterman, Lilienfeld, & Papadopoulos, 2003; Moraes 

Wdos et al., 2006). Donezepil, for example, has been found to increase the 

percentage of time spent in REM sleep, a shorter latency to REM and higher REM 

density in AD patients (Kanbayashi et al., 2002). Other studies have found a positive 

effect of donezepil on NREM sleep in AD patients with obstructive sleep apnea. 

Here, light sleep (stage 2) and overall sleep time was increased (Cooke et al., 2006; 

Moraes, Poyares, Sukys-Claudino, Guilleminault, & Tufik, 2008). Since normal 

cholinergic activity varies across the sleep-wake cycle, the timing of administration 

of cholinesterase inhibitors is crucial. Administration of the drug in the early hours of 

the morning should allow the natural decrease of ACh necessary for NREM sleep to 

occur (Nieoullon, Bentué-Ferrer, Bordet, Tsolaki, & Förstl, 2008). This decrease in 

ACh during NREM sleep is particularly important for memory consolidation, which I 

will now discuss in the following chapter in the context of learning and memory 

mechanisms across the sleep-wake cycle. 
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1.1.3.2 Role in learning and memory  
 
ACh has been proposed to play a role in memory and cognition almost 40 years ago 

(Davies, 1985) as studies in humans and animals have reported memory 

impairments caused by anticholinergic treatments (Deutsch, 1971; Drachman & 

Leavitt, 1974) and loss of cholinergic cells in the basal forebrain (BF) has been 

identified as a consistent feature of the pathology of AD (Schliebs & Arendt, 2006). 

The BFCS has therefore been particularly under investigation in the research of 

sleep, memory, cognition and Alzheimer’s Disease. It projects from the basal 

forebrain, a deep structure consisting of multiple small nuclei, to the PFC, HC, EC 

and amygdala. More specifically, the PFC and amygdala receive inputs from the 

nucleus basalis of Meynert and substantia innominate, while the HC and EC receive 

input from the medial septum and vertical diagonal band nuclei (Frotscher & 

Léránth, 1985; Gaykema, Luiten, Nyakas, & Traber, 1990; Kondo & Zaborszky, 

2016; Mesulam, Mufson, Levey, & Wainer, 1983; Woolf, 1991). In return, the PFC, 

HC, EC and amygdala send reciprocal signals to the BFCS for modulation (Krettek 

& Price, 1978; Mesulam & Mufson, 1984; Russchen, Amaral, & Price, 1985). To 

achieve precise spatial and temporal signalling, the projections of the BSCF are 

spatially-specifically mapped comprising multiple signalling modes (Obermayer, 

Verhoog, Luchicchi, & Mansvelder, 2017; Parikh, Kozak, Martinez, & Sarter, 2007) 

allowing either phasic or tonic transmission of acetylcholine (Sarter & Lustig, 2020).  

The early findings of the BFCS being compromised in AD have led to the 

development of the cholinergic hypothesis of geriatric memory dysfunction. This 

theory posits that impaired cholinergic transmission contributes to a big extent to 

cognitive decline in elderly people and especially AD patients (Bartus, Dean, Beer, & 

Lippa, 1982). Since then, our understanding of ACh and its involvement in memory 

and cognition has improved considerably. Research in this area has particularly 

investigated ACh in the HC. Studies investigating extracellular ACh levels in the HC 

of freely behaving animals have reported an increase in hippocampal ACh during 

HC-dependent learning tasks. The duration and magnitude of this increase has 

been found to differ between tasks and is believed to reflect the degree to which the 

HC is engaged in the learning activity (Calandreau et al., 2006; Chang & Gold, 

2003; McIntyre, Marriott, & Gold, 2003; Nail-Boucherie, Dourmap, Jaffard, & 

Costentin, 2000; Ragozzino, Pal, Unick, Stefani, & Gold, 1998). Depleting 

cholinergic transmission to the HC has been found to prevent the creation of place 
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representations of novel environments, while firing patterns of place cells in familiar 

environments did not seem to be affected (Ikonen, McMahan, Gallagher, 

Eichenbaum, & Tanila, 2002), indicating a role of hippocampal ACh in the encoding 

of new information, but not the reactivation of previous memories. Building up on 

these findings, the biphasic cholinergic activation hypothesis was developed. This 

hypothesis assumes two distinct roles of hippocampal cholinergic activity: an initial 

phase of activation followed by a phase of inhibition. The activation phase is 

characterised by an increase in ACh signalling in the HC, facilitating on-line 

processing of novel information, as observed during learning tasks. The inhibition 

phase is believed to occur after learning, characterised by a decrease in cholinergic 

activity, aiding the consolidation of new memories. Evidence for this theory stems 

from studies reporting an increase in ACh in the HC during a learning task followed 

by a decrease where the amplitude of both increase and decrease correlated with 

learning rate (Marighetto, Micheau, & Jaffard, 1993, 1994). Furthermore, it has been 

found that cholinergic activity enhances the flow of new information from the cortex 

to the HC through the EC and dentate gyrus. Here, cholinergic activity selectively 

suppressed the synaptic transmission within the CA1 and CA3. It is believed that by 

reducing the excitatory signals in the CA1 and CA3, ACh minimises interference 

from previously stored memories, therefore allowing the prioritisation of the 

encoding of new information (Hasselmo & Schnell, 1994; Hasselmo, Schnell, & 

Barkai, 1995; Klink & Alonso, 1997). When levels of ACh in the HC decrease, the 

inhibition of excitatory feedback within the CA1 and CA3 decreases, thereby 

promoting hippocampal output to the EC and consolidation of memory (Girardeau et 

al., 2009; Hasselmo & McGaughy, 2004).  

  



 40 

1.1.3.3 Association with brain oscillations 
 
Since the cholinergic pathways reach a wide variety of areas throughout the brain, it 

is not surprising that cholinergic signalling has a direct impact on a range of brain 

oscillations, including those involved in learning and memory. In the previous 

chapters, the impact of cholinergic systems on oscillations has been mentioned to 

some extent. I will now summarise and build up on the findings previously 

discussed, highlighting oscillation patterns enhanced by or disrupted by cholinergic 

activity.  

 

1.1.3.3.1  Oscillations enhanced by cholinergic activity 
 
Theta rhythm, which is important for memory formation and particularly strong 

during REM sleep, has been reported to be directly influenced by cholinergic 

activity. More specifically, cholinergic agonists, have been found to induce theta 

oscillations in the HC (Huerta & Lisman, 1993; Konopacki, MacIver, Bland, & Roth, 

1987) while cholinergic antagonists disrupt the generation and tuning of theta 

oscillations (Asaka, Seager, Griffin, & Berry, 2000; Monmaur, Collet, Puma, Frankel-

Kohn, & Sharif, 1997; Teitelbaum, Lee, & Johannessen, 1975). Interestingly, it is 

slow theta that is affected by the disruption of cholinergic activity, but not fast theta 

(Kramis, Vanderwolf, & Bland, 1975), indicating specific frequencies to be more 

ACh-sensitive.  

Gamma oscillations are also associated with higher cognitive functions such as 

attention, working memory and perception. Administration of cholinergic agonists 

have been reported to induce gamma oscillations (Fisahn, Pike, Buhl, & Paulsen, 

1998; Pálhalmi, Paulsen, Freund, & Hájos, 2004). Administration of the 

acetylcholinesterase inhibitor donepezil has been reported to cause the same effect 

(Spencer, Middleton, & Davies, 2010). A further study investigating the impact of 

ACh on gamma oscillations revealed that ACh regulates the power of gamma, but 

not its frequency. This effect was found to be dose-dependent (Betterton, Broad, 

Tsaneva-Atanasova, & Mellor, 2017). 

Gamma oscillations are commonly fixed to the phase of theta (Lisman & Jensen, 

2013). The coupling of theta and gamma has also been found to be dependent on 

cholinergic activity. More specifically, spatially constrained cholinergic stimulation 
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has been reported to induce gamma oscillations modulated by theta where ACh 

modulates the excitability of neuronal networks (Yang et al., 2021). 

 

1.1.3.3.2  Oscillations supressed by cholinergic activity 
 
Among the oscillations that are likely to be supressed by cholinergic activity are the 

oscillations patterns associated with NREM sleep: slow oscillations, delta 

oscillations, SWRs and sleep spindles. They have been found to occur when ACh 

levels are low (Kametani & Kawamura, 1990; Marrosu et al., 1995). The drop in 

cholinergic signalling is believed to lift the cholinergic suppression of glutamatergic 

synapses, resulting in the excitatory feedback necessary for these NREM sleep-

related oscillation patterns (Buzsáki, 1986, 1989). While observations of the effect of 

ACh on slow oscillations, delta and sleep spindles are mostly correlative, the impact 

on ACh on SWRs has been studied in more detail. Here, multiple studies have 

shown that cholinergic activity in the HC reaches a minimum during SWRs and that 

stimulation of cholinergic neurons suppresses the occurrence of SWRs 

(Vandecasteele et al., 2014; Y. Zhang, L. Cao, et al., 2021). In the context of AD, 

these findings are particularly interesting, since disruptions in the cholinergic 

signalling are well documented and observed along with memory impairments.  
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1.1.4 Techniques for investigation of brain activity 
 
Methods for measuring brain activity have been developed to measure different 

aspects of brain activity. They can be invasive or non-invasive, measure activity on 

cellular or population level, and be based on electrophysical or imaging approaches. 

In the next chapters I will discuss some of the most frequently used methods and 

their benefits and limitation in research.  

 

1.1.4.1 Non-invasive techniques 
 
Non-invasive methods are used for research and diagnosis of neural disorders and 

brain damage in humans. Magnetic resonance imaging (MRI), positron emission 

tomography (PET) and electroencephalography (EEG) are popular non-invasive 

techniques in the biomedical field. While they allow rapid and precise monitoring of 

brain activity, their spatial resolution is weaker compared to invasive methods.  

 

1.1.4.1.1  Magnetic resonance imaging 
 
MRI utilises magnetic fields to align hydrogen atom nuclei in the brain and scans 

signals of the nuclei returning to their original state. These signals can then be 

converted into an image. Based on this principle, functional MRI (fMRI) measures 

brain activity indirectly, by detecting changes in blood flow coinciding with neural 

activity: when neuronal firing is increased, the demand for energy in the form of 

adenosine triphosphate (ATP) increases. ATP is produced through glycolytic 

oxygenation of glucose by the mitochondria. To deliver the additional oxygen 

required, blood flow increases locally and delivers oxygen in the form of oxygenated 

haemoglobin. These local changes in the oxygenation of haemoglobin can be 

detected by fMRI, as deoxyhemoglobin is paramagnetic, causing magnetic field 

distortions influencing the fMRI signal (Glover, 2011; Ogawa, Lee, Kay, & Tank, 

1990). fMRI has a good spatial resolution, although it does not allow to investigate 

activity of individual cells. Temporal resolution of this technique is not great, with a 

delay of 5-6 seconds between the stimulus onset and the peak of the detected 

signal. Therefore, fast changes in neural firing cannot be detected (Glover, 2011). 
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1.1.4.1.2  Positron emission tomography 
 

PET is a nuclear medicine technique used to investigate physiological processes. 

Here, radioactive substances are administrated as a tracer. These radiotracers can 

be designed to target a wide range of metabolic and physiological processes in the 

brain, depending on the research question. Once administrated, radiotracers emit 

positrons as they undergo radioactive decay. When these positrons collide with 

electrons, photons are generated forming gamma rays. These rays can be detected 

by a scanner. Specific radiotracers can be used in PET to visualise changes in 

cerebral blood flow, glucose metabolism and the activity of neurotransmitters. 

Fluorodeoxyglucose (FDG) is a tracer commonly used for PET in brain research. 

FDG is taken up by cells in proportion to their current demand of glucose, thereby 

reflecting their firing activity. An increase in glucose metabolism can be observed as 

an increase in the gamma ray signal detected (Heurling et al., 2017). While PET 

allows a wider variety of applications by choosing different tracers, its spatial 

resolution is lower compared to fMRI. Furthermore, PET relies on indirect 

measurement of brain activity, with slow kinetics of the uptake of the tracer and 

image acquisition ranging from 30 s to several minutes (Phelps & Mazziotta, 1985), 

greatly limiting its applications. It is, however, a good tool for the diagnosis of AD 

patients. FDG-PET can distinguish between healthy brains and AD brains. As loss 

of neuropil and synapses and neuronal functional impairments are reflected by 

hypo-metabolism, this can be detected in AD patients (Ou et al., 2019; Shivamurthy, 

Tahari, Marcus, & Subramaniam, 2015). Other tracers that directly bind to Aβ fibrils 

or tau can be used in PET to determine the amyloid or tau status of patients or to 

evaluate the efficacy of treatments (Jack et al., 2018; Lagarde et al., 2019; Okamura 

et al., 2018; Rowe et al., 2008).  

Although fMRI and PET can be useful method for investigating large changes in 

brain activity, diagnosis and treatment efficacy evaluation, their poor temporal 

resolution does not allow the observation of fast changes in neuronal activity. 

Furthermore, both techniques are expensive to conduct. These limitations can be 

overcome by replacing or pairing it with other methods such as EEG.  
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1.1.4.1.3  Electroencephalogram 
 

EEG is an inexpensive tool for recording brain activity. Unlike PET and fMRI, which 

measure brain activity indirectly, EEG measure the activity of neurons directly by 

recording electric current changes on the scalp stemming from the summation of 

excitatory and inhibitory post-synaptic potentials in cortical neurons (Matsumoto & 

Marsan, 1964). With an average size of 10 mm in diameter, a single EEG electrode 

records electric signals from a pool of approximately 250,000 neurons (Feyissa & 

Tatum, 2019). Synchronised activity of such a pool of neurons is referred to as local 

field potential (LFP). EEG has a poor spatial resolution and the signal strength 

weakens as it passes through the meninges, skull and skin, but it does have a good 

temporal resolution and allows for the detection of fast events. EEG can be used as 

a diagnostic tool for AD, as it can detect the absence of alpha rhythms in posterior 

brain regions, associated with AD (Brenner et al., 1988; Gordon & Sim, 1967), along 

with overall decrease in alpha (8-15 Hz) and beta (16-31 Hz) power with 

simultaneous increase in delta (0.5-4 Hz) and theta (4-8 Hz) power (Bennys, 

Rondouin, Vergnes, & Touchon, 2001; Malek, Baker, Mann, & Greene, 2017). 

Analysis of theta power in particular has been shown to distinguish AD patients from 

healthy controls with an accuracy of 86%, which is comparable to the accuracy 

achieved by PET scans assessing glucose metabolism (Szelies et al., 1992; 

Szelies, Mielke, Herholz, & Heiss, 1994). Application of EEG is less restrictive 

compared to fMRI and PET scans, as the method is not only less expensive but 

allows the recording of brain activity over longer periods as it allows patients to 

move more freely. This is particularly useful in the context of sleep research. 

Participants can wear EEGs throughout the night and provide valuable insight into 

brain activity during sleep stages. With sleep playing an important role in AD, EGG 

sleep studies are therefore a powerful tool to identify new biomarkers of the disease. 

However, since EEG recordings only allow the investigation of superficial layers of 

the brain, more invasive methods are needed to investigate deeper regions.  
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1.1.4.2 Invasive techniques 
 
Invasive techniques allow the investigation of a wide variety of brain activities at 

population and cellular level. Their application, however, is mostly restricted to 

animal research and, in some cases, to epilepsy patients undergoing surgery. 

Invasive techniques can be classified in two categories: electrophysiological and 

optical approaches.  

 

1.1.4.2.1  Electrophysiological approaches 
 

Electrophysiological approaches aim to record the electric current generated by 

neuronal activity. The most commonly used techniques here are intracranial EEG, 

patch-clamp and extracellular electrophysiological recordings using electrodes. 

 

1.1.4.2.1.1 Electrocorticography 
 

Electrocorticography is a type of intracranial EEG, measuring neural activity at the 

surface of the brain, unlike non-invasive EEG where recordings are taken at the 

scalp. This technique provides stronger signals, better spatial resolution and fewer 

artefacts (Hill et al., 2012). It can, however, still only record superficial layers of the 

brain. For access deeper regions, electrocorticography can be combined with other 

recording methods. Like non-invasive EEG, electrocorticography measures the 

summation of excitatory and inhibitory post-synaptic potentials in cortical neurons 

and does not allow for recordings of activity at single cell level.  

 

1.1.4.2.1.2 Whole-cell recording 
 
To record activity of single cells, whole-cell recordings can be conducted using the 

patch-clamp technique. In this method, micropipettes are used to puncture individual 

neurons. Suction is applied to rupture the membrane of the neuron to establish an 

electrical connection between the pipette and intracellular compartment of the 

neuron. This connection has a low resistance and allows the detection of electric 

signals, generated by the flow of ion currents within the cell (Furue, Katafuchi, & 

Yoshimura, 2007; Jordan, 2021). Such single cell recordings can be done in both 
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brain slices and in vivo. For in vivo recordings, head-fixed conditions are common to 

minimise movement of the animal. The technique allows the direct measurement of 

neural spiking activity and membrane potential dynamics. This allows the 

investigation of functioning of individual neurons, neural circuits and synaptic 

communication. However, since cells have to be recorded one at a time, each 

recording session provides data of a small number of individual cells (Furue et al., 

2007). The technique is difficult to master, as one can easily hit blood vessels or glia 

cells instead of neurons. Recording sites are limited to superficial layers of the brain, 

with most recordings being conducted around 500 μm. Some recordings have been 

reported to be conducted up to 1000 μm deep (Tao, Zhang, Xiong, & Zhou, 2015). 

 

1.1.4.2.1.3 Extracellular electrophysiological recordings 
 
To assess brain activity in brain regions deeper than transcranial EEG and patch-

clamp allow, electrodes are frequently used. Such electrodes come in various 

shapes and sizes. The simplest form of electrodes are wire electrodes, often 

composed of tungsten. They are a simple and cost-efficient way to monitor 

extracellular voltage fluctuations in the surrounding of the electrode tip. While wire 

electrodes are often used in the form of bipolar electrodes, consisting of two wires, 

they have been developed to contain as many as 48 microwires, allowing to record 

from multiple regions simultaneously (Nicolelis, Ghazanfar, Faggin, Votaw, & 

Oliveira, 1997). One mayor limitation of wire electrode is that they can only record 

activity at one depth as a time, at the tip of the wire.  

To achieve depth-resolved recordings, silicon probes can be used. These probes 

comprise multiple microarrays along the shank allowing the recording of activity at 

different depths. Depending on the desired spatial resolution, such silicon probes 

can consist of more than 32 channels and come in the form of single-shank probes 

or multi-shank probes (Buzsáki, 2004; Csicsvari et al., 2003).  

Recently, new microarrays have been developed. They are called Neuropixels and 

come in a range of configurations. Neuropixels 1.0, comprised of a single shank with 

394 recording channels, was first introduced (Jun et al., 2017), followed by 

Neuropixels 2.0, containing 4 shanks with over 5000 channels (Steinmetz et al., 

2021). These probes allow high-resolution recordings of neural activity across 

multiple sites, allowing detailed investigation of brain functions and circuits.  
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Some drawbacks of electrodes and silicon probes are artefacts and tissue damage 

and although these methods allow for recording of multiunit activity, specific cell 

types can only be targeted when combined with optotagging techniques. To observe 

activity from specific cell types, a range of optical approaches can be used. 

 

1.1.4.2.2  Optical approaches  
 

The two most common optical approaches are two-photon imaging and fibre 

photometry. These optic approaches have gained popularity over the past decades.  

 

1.1.4.2.2.1 Two-photon imaging 
 

Invented in 1990, two-photon excited fluorescence laser scanning microscopy 

proposes an optical method for studying the morphology and function of brain cells 

(Denk, 1994; Denk, Strickler, & Webb, 1990). In this method, laser beams are 

focused through microscope objectives to excite fluorescent molecules and 

fluorescent light resulting from the excitation is collected. By moving the laser beam 

within the tissue, a 2D or 3D image is created (Helmchen, 2009). Cell-type specific 

recordings can be conducted by choosing different genetically encoded fluorescent 

proteins which are expressed under cell-type specific promotors. The development 

of calcium indicators, such as GCaMP (Nakai, Ohkura, & Imoto, 2001), genetically 

encoded voltage indicators and indicators for neurotransmitter or enzymatic activity 

allows a wide range of brain activities to be monitored with two-photon imaging. The 

imaging depth is usually restricted to ~ 500 µm (Cheng et al., 2020), making this 

method unsuitable for the investigation of deeper brain regions. Novel two-photon 

microscopes, however, have been developed to increase the scanning range along 

the z-axis, allowing imaging of deeper regions and 3D functional imaging of over 

1000 cells simultaneously (Zong et al., 2022). Novel techniques are also emerging 

to increase the imaging speed to achieve a higher temporal resolution (Wu, Ji, & 

Tsia, 2021). While this technique provides excellent spatial resolution, its field of 

view is restricted. Furthermore, the setups necessary for this technique are complex 

and expensive.  
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1.1.4.2.2.2 Fibre photometry 
 

Another optical method is fibre photometry. Here, genetically encoded proteins are 

also used, but instead of utilising a microscope to direct the excitation light and 

collect resulting fluorescent light emission, an implantable fibre is used (Figure 1.7). 

These fibres come in the form of flat fibres or tapered fibres. Flat fibres are 

commonly used with a  200 - 400 µm diameter and deliver and collect light at a 

single depth, while tapered fibres have a narrow tip of several nm and allow depth-

resolved measurements by manipulation of the angle of light entering the fibre 

(Pisanello et al., 2017). Regardless of the fibre chosen, non-specific signals need to 

be accounted for. Such non-specific signals stem from movement artifacts (MA) and 

autofluorescence (AF). MAs are artificial changes in the fluorescent signal, caused 

by movements of the fibre. This can occur due to movement of the animal, loose 

connection, external disturbance or tension of the optic cable. To account for MAs, 

isosbestic illumination can be applied. This additional illumination is of a wavelength 

outside the range the sensor is sensitive to. This illumination provides a control, as it 

should be unaffected by the indicators binding state and any change in signal 

reflects MAs. By rapidly alternating between the isosbestic and sensor-sensitive 

illumination, an isosbestic control signal and a sensor-specific signal is acquired 

(Figure 1.7, right). Using the isosbestic signal, movement artifacts can then be 

subtracted from the sensor-specific signal (Byron & Sakata, 2023; C. K. Kim et al., 

2016; Patel, McAlinden, Mathieson, & Sakata, 2020).  
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Figure 1.7 Schematic of fibre photometry. Left: Principle of fibre photometry. Excitation 
light passes through the optic fibre to illuminate sensor-expressing cells. Emission is 
collected through the same fibre. Right: sensor-sensitive (blue) and isosbestic (purple) 
illumination pattern and resulting fluorescent signal (green). Partially adapted from Patel et 
al., 2020. Illustrations created with BioRender.com.    
  

AF has to be accounted for as well. The recording system itself is a source of AF, 

particularly the patch cable and fibre itself (Bianco et al., 2021; Byron & Sakata, 

2023). This is caused by internal reflection due to differing refractive indices of the 

fibre glass and polymer. At each of these reflection point, part of the light energy is 

emitted into the cladding of the patch cable. This energy can be converted into 

fluorescence by an unknown component. The resulting AF can vary in intensity and 

shows changes over time. By turning the light source on prior to experimental 

procedures, the system can be photobleached to reduce the AF (Byron & Sakata, 

2023; Simpson et al., 2024).  

Fibre photometry has a lower spatial resolution compared to two-photon imaging, as 

it records activity from multiple cells simultaneously. However, fibre photometry 

setups are more affordable and therefore an excellent option for research question 

that do not require data at cellular or subcellular level. Lastly, fibre photometry has a 

high temporal resolution, allowing the observation of fast dynamic changes, 

although the temporal resolution is ultimately limited by the temporal dynamic 

performance of the sensor used.    
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1.1.4.2.2.3 Optical indicators 
 

When using fibre optical approaches, it is important to choose an appropriate 

indicator based on the research question. Indicators vary in terms of selectivity, 

sensitivity and the cells they are can be expressed in. What all indicators have in 

common is that they consist of two components. The first component is the sensing 

domain, which a ligand binds to and which undergoes a conformational change in 

response to the binding. Instead of binding of a ligand, such a conformational 

change is caused by changes in membrane potential in some indicators. The 

second component is the fluorescent reporter domain, in which the conformational 

change is converted into a fluorescent signal which can be detected by fibre 

photometry. While the type of sensing domain determines the specificity, affinity and 

kinetics of the indicator, the type of reporter domain determines the intensity and 

wavelength of the output signal (Simpson et al., 2024). To further illustrate the 

function and characteristics of indicators, the recently reported AchLightG sensor 

will now be described in detail (Figure 1.8).  

 
Figure 1.8 Schematic of AchLightG. Binding of ACh causes a confirmational change in the 
hmM3R receptor, thereby activating the LightG module which produces fluorescence. 
Illustrations created with BioRender.com.    
 

The sensing domain of AchLightG is the human muscarinic M3 receptor (hmM3R) 

single graft which is a G protein-coupled receptor activated by the neurotransmitter 

acetylcholine. The binding of acetylcholine induces a conformational change in the 

receptor, involving shifts in the position of transmembrane helices and associated 

domains of the receptor. This conformational change is transmitted to the attached 

fluorescent reporter module. The reporter domain of this sensor is the so-called 
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LightG module. This module responds to the conformational change by altering its 

fluorescent properties (Kagiampaki et al., 2023) (Figure 1.8). This change in 

fluorescence is detected by fibre photometry. AchLightG has a half-maximal 

effective concentration (EC50) of 203 nM. Compared to previous acetylcholine 

sensors e.g. ACh2.0 and ACh3.0 which have a EC50 of approximately 2 µM (Jing et 

al., 2020), AchLightG shows better sensitivity for acetylcholine, making it well suited 

for the detection of low levels of ACh (Kagiampaki et al., 2023).  
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1.2 Hypothesis and aims 
 
 
Alzheimer’s disease is a highly complex, progressive disease. Conventional 

biomarkers such as Aβ are currently assessed for diagnosis using expensive and 

invasive methods. Among the emerging alternative biomarkers are brain waves in 

the form of EEG measurements. We hypothesise that brain oscillations can be a 

biomarker for AD. More specifically, we hypothesise that abnormalities in oscillation 

patterns during sleep can give valuable insights into the pathology of AD. We 

therefore wanted to identify abnormalities in sleep oscillations believed to be 

important for memory consolidation in particular. Two promising candidates – SWRs 

and sleep spindles – were chosen as oscillations of interest. We hypothesised that 

SWRs and sleep spindles are abnormal in AD. We further hypothesised that 

abnormalities in SWRs are due to abnormalities in the cholinergic signalling in the 

HC. To further broaden our understanding of SWRs and sleep spindles, we wanted 

to characterise them in the context of novelty and learning.  

 

In summary, the aims of this project were the following: 

1. Investigate abnormalities in sleep architecture in the context of novelty and 

learning in 5xFAD mice. 

2. Investigate abnormalities in SWRs in the context of novelty and learning in 

5xFAD mice. 

3. Investigate abnormalities in sleep spindles in the context of novelty and 

learning in 5xFAD mice. 

4. Investigate abnormalities in cholinergic activity in the HC as an underlying 

mechanism for abnormalities in SWRs in 5xFAD mice.  

 

5xFAD mice, a well-established mouse model which rapidly develops Aβ plaques, 

was chosen for this project. In vivo electrophysiological recordings in freely behaving 

condition were performed using intercranial EEG and LFP recordings via bipolar 

electrodes, which provide an inexpensive, reliable method for the recording of brain 

activity. Fibre photometry was chosen for the recording of cholinergic activity, as this 

method can be easily combined with electrophysiological recordings. Here, we 

utilised a novel sensor (AchLightG) with excellent sensitivity and kinetic properties.   
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2.1 Animals 

Female and male 5xFAD+ (FAD+) and 5xFAD- (WT) mice on a C57BL/6J genetic 

background (JAX006554, The Jackson Laboratory) (Oakley et al., 2006; Oblak et 

al., 2021) were housed in a 12 h light/dark cycle in pairs of litter mates. Genotypes 

were ensured by real-time polymerase chain reaction (conducted by Transnetyx), 

using a tissue sample obtained during ear-tagging.  

For electrophysiological recordings, 12 mice were used between the ages of 3.5 and 

7.5 months. For fibre photometry recordings, 16 mice were used between the ages 

of 4.5 and 9 months. A comprehensive overview of all mice used in this study, 

including animals for training, optimisation and hypothesis development, is shown in 

Figure 2.1. Although the genotype of the mice was known during the experiments, 

all data analysis was performed in MATLAB using the same codes for the data of all 

mice, ensuring unbiased analysis of the data. 

Figure 2.1 Flow chart of all animals used for experiments. Number of animals used for 
each experiment are shown along with numbers of genotypes and sex.  

2 Methods 
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All animal experiments and procedures were performed in accordance with the 

United Kingdom Animals (Scientific Procedures) Act of 1986 Home Office 

regulations and approved by the Home Office (PP0688944) and the University of 

Strathclyde’s Ethical Committee.  

2.2 In vivo electrophysiology  

2.2.1 Fabrication of implants 
 

2.2.1.1 EEG and EMG connectors  
 
Three 2-row connectors (SDL-112-T-12, Semtec) were used to make a connector. 

Two copper wires (1,5 cm, ⌀ 0.2 mm, 357-918, RS PRO) for cortical EEG, two 

copper wires for grounding (1,5 cm & 1 cm, ⌀ 0.2 mm, RS PRO), where one ground 

was used and one was prepared as a back-up in case of a faulty connection, and 

two 32 (7/40) AWG SPC wires for EMG (1,5 cm, 2840/7, ALPHA WIRE) were 

stripped of their insulation at either end (0.3 cm) and soldered to one connector pin 

each (Figure 2.2 C). Connections were covered with dental cement for protection 

and stability (Simplex rapid liquid and power, Kemdent).  

 

2.2.1.2 Bipolar electrode fabrication 
 
Two stainless steel wires (AISI 302, 0.1mm diameter, FE205850/2, GoodFellow) 

were cut to 1.5 cm. Wires were stripped of their insulation on one end each (0.3 cm). 

The bare end of each wire was wrapped around one pin of two 1-row connectors 

(SS-132-T-2-N, Semtec) and covered with silver conductive paint (186-3593, RS 

PRO). The connection was secured with dental cement (Simplex rapid liquid and 

power, Kemdent). The wires were twisted together, straightened and a small amount 

of super glue (918-6872, RS PRO) was applied along the twisted wire bundle, 

leaving the tips free. One wire tip was trimmed to create a 0.1 cm offset between the 

two tips (Figure 2.2 A-B). Impedance was measured prior to insertion and electrodes 

with an impedance between 20 – 200 kOhm were used for insertion. 
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Figure 2.2 Schematic of surgical implants. A) Design of bipolar electrodes for 
electrophysiological recordings. B) Image of bipolar electrode. C) Image of connector for 
electrophysiological recordings. D) Schematic of the position of bipolar electrode, connector, 
skull screws and wires on the skull. Illustrations partially created with BiroRender.com. 
 

2.2.2 Implantation surgery 
 
Mice were anesthetised with 1-1.5% isoflurane (3-5% for induction) delivered with 

0.8 L/min air flow and placed on a stereotaxic frame (SR-5M-HT, Narishige) with an 

incisor bar and ear bars, where their body temperature was maintained at 37 °C 

using a feedback temperature controller (50-7221-F, Harvard Bioscience). Breathing 

was monitored throughout the procedure and anaesthetic was adjusted accordingly. 

The heads of mice were shaved using electric clippers and skin was cleaned with 

ethanol (70%) and iodopovidone. Hylo Night eye ointment was applied to the eyes 

to protect them from exposure to surgical lights. Analgesia was provided by 

administration of Naropin (0.2%, 0.08 ml) subcutaneously at the side of incision and 

Rimadyl (0.01%, 20 mg/kg diluted in injecting saline) subcutaneously in the back. An 

incision was made along the midline using a sterile surgical blade to expose the 

skull. 3% H2O2 was applied to dissolve connective tissue on the skull surface. 

Bregma and lambda were marked and the relative hight of the two landmarks was 

measured to estimate the tilt of the skull. Adjustments were made to achieve a 

height difference of less than 100 μm.  
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Two skull screws (418-7123, RS Components) were implanted in the front (AP +1.5 

mm from bregma, ML ±1 mm) for cortical electroencephalogram (EEG) and two 

skull screws in the back (AP -2 mm from lambda, ML +2 mm) as a ground and 

backup ground. The corresponding wires of the connector were wrapped around the 

skull screws and the connection was secured with dental cement. Two wires were 

inserted into the neck muscles for electromyography (EMG). Craniotomy (AP -2 mm, 

ML +1.5 mm from bregma) was performed for insertion into the HC. A bipolar 

electrode was inserted into the CA1 (-1.5 mm DV) and the site was sealed with 

biocompatible gel (Kwik-Sil, World Precision Instruments) (Figure 2.2 D). Dental 

cement was used to secure the electrode and connector, and to cover the skull 

surface and screws. After surgery, mice were kept in their home cage on a heat map 

for 1 h to aid recovery. 24 h after surgery, additional analgesia was provided orally in 

the form of Rimadyl (20 mg/kg, 0.01% diluted in injecting saline). Mice were single 

housed in a high-roofed cage with ad libitum access to water and food. Their 

recovery was assessed daily for 4 days.  
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2.2.3 In vivo electrophysiological recordings across sleep-wake cycle 
 
Mice were habituated for 5 days to handling until they sat calmly in the cupped 

hands of the experimenter without signs of stress. Electrophysiological signals were 

recorded by connecting the head-cap of mice to a male 18-pin nano dual row 

connector (Omnetics) and a head-stage amplifier (HST/32V- G20 and PBX3, 

Plexon). The signal was passed through a preamplifier (PBX3, Plexon) and to an 

amplifier interface board (BNC-16B, Plexon) through rainbow cables. Finally, signals 

were digitalised at 1 kHz at a DAQ (NI USB-6211 DAQ, National Instruments) and 

recorded using a custom-written programme (LabVIEW, National Instruments). Top-

view videos were recorded at 20 Hz with another custom-written programme 

(LabVIEW, National Instruments).  

In week 1, mice were recorded in a white open field box (30 cm width x 30 cm depth 

x 40 cm height) for 2.5 hours on 4 consecutive days (Figure 2.3 A top). In week 2, 

mice were recorded for 1.5 hours in their home cage to be habituated to being 

tethered in their familiar environment. After the recording, mice were place in the 

open field box from week 1, which now contained landmarks on the northern and 

southern wall (A4 paper with black stripes and A4 paper with black dots) and there 

were allowed to freely explore for 10 min. On day 1 – 4, mice underwent two 

recording sessions in their home cage. They first underwent a baseline recording in 

the home cage for 1 h. Then, they were re-introduced to the open field box, which 

now contained two identical objects (Figure 2.3 B). After 10 minutes of exploration, 

mice underwent a second recording in their home cage for 1.5 h (post-learning 

session). The procedure was repeated for 4 days with the same objects in the open 

field box. On day 4, two additional steps were introduced. After the post-learning 

session, mice were reintroduced to the open field box, which now contained one 

familiar and one novel object, for 10 min. After this novel experience, mice were 

recorded again in their home cage for 1.5 h (Figure 2.3 A bottom left). The 

procedure was repeated 4 weeks later with new objects (Figure 2.3 A bottom, C).  
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Figure 2.3 Experimental design of electrophysiological recordings. A) Workflow of 
experiments. Top: In week 1, mice were recorded in an OF box for 2.5 h for 4 consecutive 
days. Bottom left: home cage recordings with NOR test. On day 0 of week 2, mice first 
underwent a 1.5 h recording in their home cage to habituate them to the tethered condition 
and then explore the empty OF box with landmarks on the walls for 10 min. On day 1-4 mice 
were recorded in their home cage for 1 h, then explored two identical objects in the OF box 
for 10 min (Learning sessions), then were recorded in their home cage for another 1.5 h. On 
day 4, mice underwent an additional 10 min in the OF box with one object being replaced by 
a new one (Test session), and an additional 1.5 h recording in their home cage. Bottom right: 
After 4 a week break, experiments were repeated following the same procedure as in week 
2. Two new objects were used. B) Images of objects used for the NOR test in week 2. C) 
Images of objects used for the NOR test in week 7.  
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2.3 Simultaneous electrophysiology and fibre photometry  

2.3.1 Fabrication of implants 
 

2.3.1.1 EEG and EMG connectors  
 
Connectors were fabricated as previously described in section 2.2.1.1.  

 

2.3.1.2 Bipolar electrode fabrication 
 
Bipolar electrodes were fabricated as previously described in section 2.2.1.2. To 

allow bending of the electrodes to combine them with optic fibres, wires were cut to 

2 cm, creating a slightly longer electrode than used in previous experiments.  

 

2.3.1.3 Optic fibre fabrication 
 
Insulation was stripped of an optic fibre (FP400URT, Thorlabs). A ruby scribe 

(S90R, Thorlabs) was used to create a small indent at 1.6 cm of the fibre. The fibre 

was then carefully pulled apart, creating a flat tip. Next, Hi-temp epoxy (353NDPK, 

Thorlabs) was added to the flat side of a ceramic ferrule (CF440-10, Thorlabs) and 

the fibre was pushed inside. The fibre was cut to the desired length at the round side 

of the ferrule and a drop of epoxy was added into it. Epoxy was then heated to 200 

°C to harden. Lastly, the fibre was polished in circular motion using fibre polishing 

sheets (LF30D, LF6D, LF3D, LF1D, LFCF, Thorlabs). Light output of the fibre was 

measured by connecting the fibre to the systems patch cable (Ø400 µm Core, 

MAF3L1, Thorlabs), while driving the 405 nm LED and 470 nm LED separately at 5 

V and measuring the light power at the respective wave length using an optical 

power meter kit (PM120VA, Thorlabs). Measurements of the fibre output were then 

compared to the optical power signal of the patch cable alone and the light coupling 

efficiency of the fibre was calculated. Lastly, a custom written LabView code was 

used to measure the light output power of the fibre at different voltages for both 

LEDs. Before implantation, optic fibres were combined with bipolar electrodes to 

create optrodes: The tip of the bipolar electrode was aligned with the tip of the fibre, 

lowered by 1 mm and secured with super glue (Figure 2.4 A-B).   
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2.3.2 Viral injections 
 
Mice were anesthetised with 1-1.5% isoflurane (3-5% for induction) delivered with 

0.8 L/min air flow and placed on a stereotaxic frame (SR-5M-HT, Narishige) with an 

incisor bar and ear bars, where their body temperature was maintained at 37 °C 

using a feedback temperature controller (50-7221-F, Harvard Bioscience). Breathing 

was monitored throughout the procedure and anaesthetic was adjusted accordingly. 

The heads of mice were shaved using electric clippers and skin was cleaned with 

ethanol (70%) and iodopovidone. Hylo Night eye ointment was applied to the eyes 

to protect them from exposure to surgical lights. Analgesia was provided by 

administration of Naropin (0.2%, 0.08 ml) subcutaneously at the side of incision and 

Rimadyl (0.01%, 20 mg/kg diluted in injecting saline) subcutaneously in the back. An 

incision was made along the midline using a sterile surgical blade to expose the 

skull. 3% H2O2 was applied to dissolve connective tissue on the skull surface. 

Bregma and lambda were marked and the relative hight of the two landmarks was 

measured to estimate the tilt of the skull. Adjustments were made to achieve a 

height difference of less than 100 μm.  

A small burr hole was created to at AP -2 mm, ML +1.5 mm from bregma for viral 

injection at two different depths. A glass micropipette, mounted on a motorised 

injector (Nanoliter2010, WPI), was slowly inserted into to brain to the first injection 

site at a depth of  -1.7 mm DV and then retracted to -1.65 mm DV, where 250 nL of 

viral vector (AAV2/9-hSyn-AchLightG, gifted by Professor Tomasso Patriarchi, 

University of Zürich; titer 1.0 x 1013 vg/mL) (Kagiampaki et al., 2023) was injected at 

a rate of 25 nL/min (Figure 2.4 C). After the first injection, and an additional 10 min 

of waiting, the micropipette was retracted to the second injection site at -1.4 mm DV, 

where an additional 250 nL of the viral vector was injected at a rate of 25 nL/min. 

After the second injection, the micropipette was left for an additional 10 minutes, 

before being slowly retracted from the brain. The exposed brain surface was sealed 

with biocompatible gel (Kwik-Sil, World Precision Instruments) and the skull and skin 

were dampened with sterile PBS. Finally, sutures were performed to close the 

incision site. After surgery, mice were left on a heat map for 1 h to aid recovery 

before being group housed with their litter mates with ad libitum access to water and 

food. 24 h after surgery, additional analgesia was provided orally in the form of 

Rimadyl (20 mg/kg, 0.01% diluted in injecting saline). The recovery was assessed 

daily for 4 days. 
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2.3.3 Implantation surgery 
 
2 weeks after viral injection, implantation surgery was conducted as described in 

section 2.2.2. After insertion of EEG skull screws and EMG wires, an optrode was 

inserted (AP -2 mm, ML +1.5 mm from bregma) for the tip of the optic fibre to be at -

1.4 mm DV, placing the tip of the bipolar electrode at -1.5 mm DV (Figure 2.4 C-D).  

Dental cement was used to secure the electrode and cover the skull surface and 

screws. After surgery, mice were kept in their home cage on a heat map for 1 h to 

aid recovery. 24 h after surgery, additional analgesia was provided orally in the form 

of Rimadyl (20 mg/kg, 0.01% diluted in injecting saline). Mice were single housed in a 

high-roofed cage with ad libitum access to water and food. Their recovery was 

assessed daily for 4 days.  

 
 

 
Figure 2.4 Schematic of surgical implants. A) Design of optrodes composed of a bipolar 
electrode and optic fibre. B) Image of an optrode. C) Schematic of injection site and optical 
implant. D) Schematic of the position of optrode, connector, skull screws and wires on the 
skull. Illustrations partially created with BioRender.com. 
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2.3.4 Setup 
 
The fibre photometry setup was designed and calibrated as previously described 

(Patel et al., 2020) with the help of Dr Nicole Byron and Dr Niall McAlinden to allow 

illumination with two different wavelengths and simultaneous recording of light 

emission from AchLightG-expressing neurons. The first wavelength was applied for 

optical excitation of AchLightG (470 nm LED, M470L3, Thorlabs) to capture 

acetylcholine-dependent changes in fluorescent signal. The second wavelength was 

used to obtain acetylcholine-independent isosbestic signals (405 nm LED; M405L3, 

Thorlabs). The LEDs were driven by one LED driver each (LEDD1B), controlled 

individually through a DAQ (USB-6211, National Instruments) (Figure 2.5 A-B). Light 

stimulation was applied through a custom written LabView code, at a pulse 

frequency of 400 Hz with a 50% duty cycle. Synchronisation pulses were created to 

later reconstruct which LED was turned on at any given time. The voltage for each 

LED was adjusted for each recording according to the light output measurements for 

each fibre (1.1363-1.4845 V for 405 nm LED, 0.8705-1.2487 V for 470 nm LED) to 

achieve a target power of 35 μW. Light from the LEDs passed through an aspheric 

lens (AL2520M-A, Thorlabs), excitation filter (FB470-10 and FB405-10, Thorlabs) 

and dichroic mirror (DMLP425R, Thorlabs) into a fibre launch system (KT110/M, 

Thorlabs) connected to a multimode patch cable connected to the implanted fibre 

via a ceramic mating sleeve (ADAF1, Thorlabs). Light emitted from Ach-LightG 

expressing neurons was passed through the optic fibre, a dichroic mirror (MD498, 

Thorlabs) and into the photodetector (NewFocus 2151, Newport) connected to the 

DAQ. Light emission was recorded simultaneously with electrophysiology signals 

(as described in 2.4) at 5 kHz. For a full list of all components see Table 1. 
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2.3.5 In vivo Recordings 
 
After a 5 day recovery period following surgeries, mice were habituated to handling 

for 5 days prior to recording. More specifically, mice were habituated to sitting in the 

experimenters cupped hand until calmly allowing their head cap implant to be 

touched with no signs of stress. On day 0, their head-cap implant was connected, as 

previously described in 2.4. The dust cap was removed from the implanted fibre and 

the fibre was additionally cleaned with isopropanol before being connected to the 

fibre patch cable via a ceramic mating sleeve. Mice were recorded in their home 

cage positioned in a cabinet lined with copper wire, serving as a Faraday cage, for 2 

h to habituate them to the tethered condition. To avoid photobleaching, the fibre 

photometry system remained turned off on the habituation day. On day 1, mice were 

recorded in their home cage for 1 h as a baseline recording. Then, all cables were 

removed from the mice and they were placed in the 30 cm x 30 cm open field box 

containing landmarks and two identical objects, as described in 2.4, and allowed to 

explore freely for 10 min. Then, mice were immediately recorded again in their home 

cage for 1.5 h (Figure 2.5 C).  

 
Figure 2.5 Fibre photometry setup and recording protocol. A) Schematic of fibre 
photometry setup. B) Image of fibre photometry setup. C) Recording procedure of 
simultaneous fibre photometry and electrophysiological recording. On habituation day 0, no 
fibre photometry was recorded to avoid photobleaching.  
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Table 1. List of components for fibre photometry system. 
 

 The setup was designed by Dr Amisha Patel (Patel et al., 2020). 
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2.4 Histology 

 
To verify the electrode position and plaques after recordings, mice were deeply 

anesthetised with a pentobarbital and lidocaine and perfused transcardially with 

phosphate buffered saline (PBS) followed by 4% paraformaldehyde/0.1 M 

phosphate buffer, pH 7.4. Brains were removed and kept in the same fixative 

overnight at 4°C before then being stored in 30% sucrose PBS for at least 2 days.  

Immunohistochemical staining was performed by Symeon Gerasimou and Jacques 

Ferreira. Brains were cut into 50 µm coronal sections using a sliding microtome 

(SM2010R, Leica) and stained with DAPI (1:500, Sigma-Aldrich) and Thioflavin-S 

(0.01%, T1892, Sigma-Aldrich).  

Brain slices of mice that underwent viral injections were stained with DAPI (1:1000, 

Sigma-Aldrich), monoclonal mouse anti-eYFP/GFP (1:2000, ab1218, Abcam), Goat 

anti-Mouse IgG (H+L) Cross-Adsorbed Secondary Antibody (1:1000, Alexa Fluor™ 

488, Thermo Fisher Scientific) and Thiazine Red (0.05%, VWR Chemicals). The 

sections were cover-slipped with fluoromount-G (Thermo Fisher Scientific) and 

imaged under the epifluorescent microscope (Eclipse E600, Nikon) using a custom-

written image acquisition program (LabVIEW, National Instruments).  
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2.5 Data analysis 

2.5.1 Plaque quantification 
 
Plaque burden in the HC was assessed using ImageJ software. A colour threshold 

(~100 – 137) was applied to only capture the green plaques. A second threshold 

was applied to exclude green signals of low brightness. This second threshold was 

set individually for each image, depending on the intensity of the background 

fluorescence. Using the build-in function in ImageJ, particles were analysed with a 

minimum size of 1 pixel and maximum size of 150 pixels to exclude artefacts, and 

the % of area covered by plaques in the HC was calculated. 

 

2.5.2 Electrophysiology 
 
Electrophysiological signals were analysed in MATLAB at 1 kHz sampling rate. 

Recordings conducted at 5 kHz sampling rate were downsampled to 1 kHz prior to 

further analysis. 

 

2.5.2.1 Arousal state analysis 
 
Behavioural states were classified offline as awake, NREM sleep and REM sleep in 

4 s intervals based on EEG and EMG signals using a custom-written MATLAB GUI 

(Figure 2.6 A). Episodes of high EMG power were scored as awake, episodes with 

low EMG signal and high delta or sigma power were scored as NREM sleep, and 

episodes of low EMG signal with high theta power were scored as REM sleep 

(Figure 2.6 B).  
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Figure 2.6 Manual sleep scoring. A) Graphical user interface for sleep scoring. B) 
Examples of EEG and EMG traces (left) for awake (top), NREM (middle) and REM (bottom). 
Dotted red lines indicate the start and end point of the 4 s window used to calculate the EEG 
density plots shown on the right.  
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2.5.2.2 Analysis of sleep architecture 
 
Sleep architecture was assessed by calculating the percentage of time spent in 

each arousal state, the number of episodes per hour of each arousal state, the 

average duration of episodes in each arousal state, and the latency to the first sleep 

episode for each animal in each recording. Potential differences between genotypes 

and along recording sessions were assessed using repeated measures ANOVA, 

followed by Tukey HSD post-hoc test. 

 

2.5.2.3 Sharp-wave ripple detection 
 
Episodes of NREM sleep were analysed to detect sharp-wave ripples. LFP signals 

recorded from the bipolar electrode were band-pass filtered at 140-250 Hz with a 

3rd-order Butterworth filter and the envelope of the filtered signal was calculated by 

calculating the root-mean-square over a sliding window of 20 ms. Signals during 

REM episodes were used to compute two thresholds: the higher threshold was 

calculated as mean signal + 5 x SD and the lower threshold was calculated as mean 

signal + 2 x SD. For recordings without REM episodes, a 12-30 s section of noise-

free NREM, occurring at the end of a NREM episode, was manually selected. To 

detect SWRs, events where the signal power exceeded the higher threshold were 

detected as SWR candidates. The onset and offset was determined as the time 

points where the signal power crossed the lower threshold (Figure 2.7). SWRs with 

overlapping onsets and offsets were merged into one SWR event. Events with a 

duration below 20 ms and above 300 ms were excluded. To exclude artefacts 

caused by short, abrupt muscle movements during sleep, root-mean-square EMG 

signal during each SWR event was calculated and compared to the EMG threshold, 

calculated as 2 x root-mean-square of the EMG signal of REM episodes or noise-

free NREM section. SWR events with EMG power higher than the EMG threshold 

were classified as artifacts and excluded from further analysis.  
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Figure 2.7 Sharp wave-ripple detection. Left: example of SWR candidate numbers for 
each step in a 1 h recording of a WT mice. Middle: steps of SWR candidate identification and 
exclusion. Right: Visualisation of crucial steps. Right, top: Example wide-band hippocampal 
signal (blue) around the SWR onset +- 100 ms and hippocampal signal around SWR onset 
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filtered in 140-250 Hz frequency band (blue) and envelope of filtered signal (cyan). SWRs 
are detected when the envelope of the filtered signal exceeds the 5th standard deviation 
(threshold 1, black dashed line) and onset and offset (red dotted lines) of each SWR are 
determined by the time points of the 2nd standard deviation being crossed (threshold 2, black 
dotted line). Right, middle: distribution of durations of detected candidates with lower and 
upper cut-off at 20 ms and 300 ms (red dashed lines). Right, bottom: visualisation of a SWR 
candidate excluded due to high EMG power (red arrows) and an included candidate without 
increase EMG power (green arrows) 

 

2.5.2.4 Sleep spindle detection 
 
Episodes of NREM sleep were analysed to detect sleep spindles. EEG signals from 

both hemispheres were band-pass filtered using a custom designed Butterworth 

filter applying a first stopband frequency at 3 Hz, first passband frequency at 10 Hz, 

second passband frequency at 15 Hz, second stopband frequency 22 Hz and a 

stopband attenuation level at 24 dB. The envelope of the filtered signal was 

calculated by calculating the root-mean-square over a sliding window of 750 ms. 

Signals during NREM sleep were used to compute two thresholds: the higher 

threshold was calculated as the mean signal x 3.5 and the lower threshold was 

calculated as mean signal x 2. To detect sleep spindles, events where the signal 

power exceeded the higher threshold were detected as spindle candidates. The 

onset and offset was determined as the time points where the signal power crossed 

the lower threshold (Figure 2.8). Spindle events with overlapping onsets and offsets 

were merged into one spindle event. Events with a duration below 500 ms and 

above 10000 ms were excluded. To exclude artefacts caused by muscle 

movements during sleep, root-mean-square EMG signal during each sleep spindle 

event was calculated and compared to the EMG threshold, calculated as 2 x root-

mean-square of the EMG signal across all NREM sleep. Sleep spindle events with 

EMG power higher than the EMG threshold were classified as artifacts and excluded 

from further analysis.  
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Figure 2.8 Sleep spindle detection. Left: example of sleep spindle candidate numbers for 
each step in a 1 h recording of a WT mice. Middle: steps of sleep spindle candidate 
identification and exclusion. Right: Visualisation of crucial steps. Right, top: Example wide-
band cortical signal (blue) around the sleep spindle onset (-1000 ms – + 2000 ms) and signal 
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filtered in 10-15 Hz frequency band with envelope (cyan). Sleep spindles are detected when 
the envelope of the filtered signal exceeds the upper threshold of 3.5 x mean signal during 
NREM sleep (threshold 1, black dashed line) and onset and offset (red dotted lines) of each 
event are determined by the time points where the second threshold of 2 x mean signal 
during NREM sleep is crossed (threshold 2, black dotted line). Right, middle: distribution of 
durations of detected candidates with lower and upper cut-off at 500 ms and 10000 ms (red 
dashed lines). Right, bottom: visualisation of a sleep spindle candidate excluded due to high 
EMG power and an included candidate without increase EMG power. 

 

2.5.2.5 Sharp-wave ripple and sleep spindle quantification 
 
After detection of SWR and sleep spindle events, the average occurrence of 

SWRs/s and sleep spindles/min were calculated for individual NREM sleep episodes 

and across all NREM sleep episodes for each animal in each recording session. To 

assess the duration of the events, the average durations were calculated for each 

NREM sleep episode and across all NREM sleep episodes for each animal for each 

recording. Averages were then compared between WT and FAD+ mice across sleep 

episodes and across recordings. For recordings conducted in combination with the 

NOR test, the relative change in SWR and sleep spindle rates were additionally 

assessed by subtracting the average rate during baseline recordings from the 

average rate during post-learning recordings. 

 

2.5.2.6 SWR - sleep spindle coupling 
 
To assess the co-occurrence of SWRs and sleep spindles, LFP signals from the 

CA1 were band-pass filtered at 140-250 Hz with a 3rd-order Butterworth filter and the 

envelope of the filtered signal was calculated by calculating the root-mean-square 

over a sliding window of 20 ms. The timing of sleep spindle onsets detected in the 

ipsilateral cortex were used to create a 4 s time window from 2 s before the onset of 

spindles until 2 s after the onset. The enveloped signal of the CA1 within these time 

windows was z-scored based on -2 to -1 s signal before the spindle onset and the 

mean for each recording was calculated. Z-scoring is a process of standardisation 

where values are converted into z-scores, which represent the number of standard 

deviations the value is above or below the mean of the dataset. The z-score is 

calculated as follows: 𝑧 = 	 ("#$)
&

  where 𝑥	is the variable, 𝜇 is the mean and 𝜎 is the 

standard deviation. 
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2.5.2.7 Spectral analysis 
 
To analyse the power of different frequency band during sleep, Welch’s power 

spectral density (PSD) estimate was calculated for the following frequencies: SWR 

range (140 – 250 Hz), high gamma (53 – 80 Hz), low gamma (30 – 47 Hz), alpha 

(10 -15 Hz), theta (4 – 10 Hz) and delta (1 – 4 Hz). The frequency band between 47 

– 53 Hz was excluded from analysis to avoid contamination caused by 50 Hz noise 

in some recordings. The PSD was calculated for each sleep episode, the total power 

was calculated for each frequency band of interest and then normalised by dividing 

it by the total power of the 0 – 40 Hz frequency range.   

 

2.5.3 Fibre photometry 

2.5.3.1 Signal reconstruction 
 
Fluorescent signals were reconstructed using an approach previously reported 

(Patel et al., 2020): According to the synchronisation pulses of the two LEDs, the 

median signal during each illumination period was calculated for excitation at 405 

nm and 470 nm. Then, a 3rd-order 1 Hz lowpass Butterworth filter was applied to 

eliminate high-frequency noise. Double exponential fitting was applied to account for 

photobleaching (Figure 2.9 A, B) and linear scaling was performed on the 405 nm 

signal to account for moving artefacts. To estimate dF signals, the linearly scaled 

405 nm signal was then subtracted from the 470 nm signal (Figure 2.9 C). Finally, 

dF signals were z-scored. 
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Figure 2.9 Fluorescent signal reconstruction. A) 405 nm signal trace (blue) and 
exponential fitting curve (red). B) 470 nm signal trace (blue) and exponential fitting curve 
(red). C) Scaled and z-scored fluorescent signal.  

 

2.5.3.2 Analysis of cholinergic signal across tone across arousal states 
 

The average fluorescent signal was calculated for each arousal state for each 

recording session of each animal. Differences between genotypes were assessed, 

as well as across recording sessions, using t-tests.  

Changes in the fluorescent signal were further analysed at state transitions from 

NREM to REM sleep, NREM sleep to wakefulness, wakefulness to NREM sleep and 

REM sleep to wakefulness. Here a time window of -20 s to +20 s around the time of 

transition was chosen by progressively increasing the window size until the signal 

stabilised both before and after the transition time 0. Fluorescent signals in this time 

window were z-scored and the average signal was computed for all transitions of 

WT and FAD+ mice. The Change in fluorescent signal was then calculated by 

subtracting the average of each pre-transition signal from the average post-

transition signal for each transition. Averages were then compared between WT and 

FAD+ mice using t-tests.  
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2.5.3.3 Analysis of cholinergic signal at SWR timing 
 
Changes in fluorescent signal around SWR timing was assessed by z-scoring the 

signal across a -100 to +100 s time window around the peak of each SWR event. 

The average signal in this time window was then calculated along with the standard 

error of mean for each animal for each recording.  

To investigate transient increases of fluorescent signal at SWR timing, EMG signals 

were assessed around SWR timing following the same computations as used for the 

fluorescent signal. The EMG power and fluorescent signal at the peak of each SWR 

event were then compared and their correlation was assessed by calculating 

Pearson’s correlation coefficient.  

 

2.6 Behaviour analysis 
 
Videos of mice exploring objects in the open field box were analysed using 

DeepLabCut, a deep neural network for markerless pose estimation (Mathis et al., 

2018). First, body parts where manually marked on 300 randomly selected frames: 

nose, left ear, right ear, neck, left shoulder, right shoulder, left hip, right hip, and tail 

base. Next, the algorithm was trained for 500,000 iterations. Videos with markers for 

all body parts were created to inspect the accuracy of pose estimation. The 

coordinates of body parts throughout the recording where then analysed in 

MATLAB. In a custom written script, the distance from the nose of each animal to 

the objects in the open field box at any given time was computed. When the nose 

coordinates moved withing a certain radius of an object, the time spent within this 

radius was counted as exploration of objects. To calculate the discrimination index, 

two parameters were explored: the distance from the object (0 – 15 cm in 1 cm 

intervals) and time cut-offs (1 – 10 min in 1 min intervals).  

 The discrimination index was computed as the time spent exploring object A minus 

the time spent exploring object B divided by the total time of exploration of either 

object.	

𝐷𝑖𝑠𝑐𝑟𝑖𝑚𝑖𝑛𝑎𝑡𝑖𝑜𝑛	𝑖𝑛𝑑𝑒𝑥 = 	 !"#$%&	(	&)*$+!"#$%&	,	&)*$
!"#$%&	(	&)*$-!"#$%&	,	&)*$

  

For group statistics, discrimination indices were computed with 6 different 

combinations of parameters (2 or 5 cm exploration radius and 2, 5 or 10 min time 

cut-offs).  
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2.7  Statistical analysis 

 
All statistical analysis was performed offline using custom-written scripts (MATLAB 

R2022b, MathWorks). A significance level of p < 0.05 was chosen for all analysis. 

Kolmogorov-Smirnov test for normality and Bartlett’s test for homogeneity of 

variance were performed to assess data distribution and to choose appropriate 

statistic tests. T-tests were performed to assess differences between genotypes in 

regards to SWR and sleep spindle rate, discrimination index and average 

cholinergic tone in each state. Repeated measures analysis of variance (ANOVA) 

was performed to investigate differences in sleep architecture. 2-way ANOVA was 

performed to assess SWR rate and sleep spindle rate differences along genotypes, 

sexes, and recording sessions. Tukey honest significant difference (HSD) was 

chosen as post-hoc test for all ANOVAs.  

To assess the correlation between plaque burden and SWR rate, Pearson’s 

correlation coefficient was calculated and statistical significance was assessed. 

Cochran–Mantel–Haenszel test was conducted to assess the occurrence of 

cholinergic peaks among recording sessions and genotypes.  

All data is shown as mean ± standard error of mean, unless stated otherwise.  



 77 

 
The aim of this project was to investigate brain oscillations during sleep that are 

involved in memory consolidation and to explore potential abnormalities in our 

mouse model – the 5xFAD mice. To do so, we conducted electrophysiological 

recordings measuring EEG in the cortex, local field potentials in the HC and EMG 

from the neck muscle across the sleep-wake cycle. We explored the frequency and 

duration SWRs and sleep spindles in WT and FAD+ mice in the context of a novel 

versus familiar environment (chapter 3.1), before learning versus after learning 

(chapter 3.2) and investigated acetylcholine in the HC as a possible cause for 

oscillatory abnormalities (chapter 3.3).    

 

3.1 Sharp-wave ripples and sleep spindles during sleep in a 

novel environment  

 
Since both SWRs and sleep spindles have previously been associated with memory 

consolidation, we wanted to assess how these brain oscillation events change in 

situations of increased memory consolidation demand – novel situations – 

compared to situations with low memory consolidation demand – familiar situations. 

To do so, we conducted in vivo recordings over the span of 4 consecutive days in an 

open field box for 2.5 h each. Mice were not habituated to the open field box prior to 

the first recording session. Therefore, the first recording in this novel environment 

should present a novel situation with an increased demand of memory 

consolidation. Over the following days, mice would be expected to become familiar 

with the environment and the demand for memory consolidation should decline.  

The recording protocol (Figure 3.1.1 A) was conducted with a total of 12 mice: 6 WT 

and 6 FAD+ mice, 3 males and 3 females in each group. For the first 3 days, data of 

all 12 mice was included in the analysis. On day 4, one male WT mouse was 

excluded due to no sleep and one male WT and one male FAD+ mice were 

excluded due to excessive noise caused by construction work above the recording 

3 Results 
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room. These differences in sample size on day 4 were accounted for with 

appropriate statistical analysis. Histology images were processed to verify 

genotypes (Figure 3.1.1 B) and to assess the electrode position in each mouse. A 

summary of the electrode tip position of each mouse is depicted in Figure 3.1.1 C.  

 

 
Figure continued on the next page. 
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Figure 3.1.1 Recording protocol of open field recordings and electrode positions. A) 
Recording protocol in week 1. Recordings were conducted for 4 consecutive days in freely-
behaving condition in a white box (30 cm x 30 cm) for 2.5 h per day. No habituation to the 
box was conducted prior to recordings. B) Histology images of WT mice confirming electrode 
position in the HC. Slices stained with TS (green) and DAPI (blue). White triangles indicate 
position of the electrode shank. Scale bars 500 and 1000 μm.  C) Histology images of FAD+ 
mice confirming electrode position and plaque pathology. Slices stained with TS (green) and 
DAPI (blue). White triangles indicate position of the electrode shank. Scale bars 500 and 
1000 μm. D) Summary of electrode position based on histological images. Tips of electrodes 
are indicated as dots in blue for WT mice and green for FAD+ mice. Illustrations partially 
created with BioRender.com    

 

3.1.1 Sleep architecture in a novel environment 
 

Since studies in humans have reported changes in sleep to occur in AD patients 

(Bonanni et al., 2005; Ju et al., 2013), we first investigated differences in sleep 

architecture between our FAD+ and WT mice by comparing the fraction of time 

spent in each state, mean duration of state episodes, mean number of state 

episodes per hour and latency to sleep across all days (Figure 3.1.2).  
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Figure 3.1.2 Sleep architecture of WT and FAD+ mice across recordings. A) Percentage 
of time spent in each state: awake (AW, left), non-REM (NREM, middle) and REM (right) for 
WT (n = 6, blue) and FAD+ mice (n = 6, green) across recording days. B) Mean number of 
awake episodes (left), NREM episodes (middle) and REM episodes (right) per hour of 
recording of WT (n = 6, blue) and FAD+ mice (n = 6) across recording days. C) Mean 
duration of awake episodes (left), NREM episodes (middle) and REM episodes (right) for WT 
(n = 6, blue) and FAD+ mice (n = 6, green) across recording days. D) Latency to first sleep 
episode of WT (n = 6, blue) and FAD+ mice (n = 6, green) across recording days. Error bars: 
standard error of mean. 
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Repeated measures analysis of variance (ANOVA) was conducted to investigate 

differences in the percentage of time spent in each state across recording days and 

between genotypes. ANOVA for the awake percentage of WT and FAD+ mice 

across the 4 recording days revealed no significant main effect along recording days 

(F(3, 30) = 0.02, p = 0.99) and no significant interaction effect between genotype 

and day (F(3, 30) = 0.46, p = 0.72) (Figure 3.1.2 A, left). ANOVA for NREM 

percentage also showed no significant main effect of recording day (F(3, 30) = 1.27, 

p = 0.30) an no significant interaction between genotype and day (F(3, 30) = 0.23, p 

= 0.88) (Figure 3.1.2 A, middle). Similarly, no significant effect of recording day was 

found for the percentages of REM (F(3, 30) = 0.37, p = 0.77) and no significant 

interaction between genotype and day (F(3, 30) = 2.52, p = 0.23) (Figure 3.1.2 A, 

right). These finding indicate that the overall amount of time spent in each state did 

not change across recording days and that the percentage of time spent in each 

state does not differ between FAD+ and WT. 

To investigate potential differences in sleep fragmentation between genotypes and 

along recording days, the number of awake, NREM and REM episodes per hour 

was next assessed and repeated measures ANOVAs were conducted for each state 

across the four days of recording. No significant main effect of days was found for 

the number of awake episodes per hour (F(3, 24) = 0.65, p = 0.59) and no 

significant interaction effect of genotype and day (F(3, 24) = 0.25, p = 0.86) (Figure 

3.1.2 B, left). For the number of NREM episodes per hour, no significant main effect 

of day was found (F(3, 24) = 0.48, p = 0.7) and no significant interaction between 

genotype and day (F(3, 24) = 0.25, p = 0.86) (Figure 3.1.2 B, middle). Analysis of 

the number of REM episodes per hour also revealed no significant main effect of 

day (F(3, 24) = 0.4, p = 0.75) and no significant interaction between genotype and 

day (F(3, 24) = 0.69, p = 0.57) (Figure 3.1.2 B, right). These findings indicate no 

significant differences in the number of episodes of each state between genotypes 

and among recording days. 

As an additional indicator for sleep fragmentation, the average duration of episodes 

of each state was assessed and potential differences among days and between 

genotypes were analysed. Repeated measures ANOVA of awake episode durations 

revealed no significant main effect of recording day (F(3, 21) = 0.77, p = 0.53) and 

no significant interaction between genotype and day (F(3, 21) = 0.01, p = 1) (Figure 

3.1.2 C, left). Analysis of NREM episode durations revealed no significant main 

effect of day (F(3, 21) = 0.11, p = 0.96) and no significant interaction between 
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genotype and day (F(3, 21) = 0.88, p = 0.47) (Figure 3.1.2 C, middle). Similarly, 

there was no significant main effect of day on the durations of REM episodes (F(3, 

21) = 2.2, p = 0.12) and no significant interactions of genotype and day (3, 21) = 

0.11, p = 0.95) (Figure 3.1.2 C, right). These findings indicate no differences in 

average state episode durations between genotypes and among recording days. 

Finally, the latency to the first NREM episode was compared between FAD+ and 

WT mice for each recording day. Repeated measures ANOVA revealed no 

significant main effect of days (F(3, 21) = 0.71, p = 0.56) and no significant 

interaction between genotype and days (F(3, 21) = 0.9, p = 0.46) (Figure 3.1.2 D). 

These results indicate no change in sleep latency across recording days and no 

difference in sleep latency between WT and FAD+ mice. 

 

Together, the analysis of percentage of time spent in each state, the numbers of 

episodes in each state per hour, the average duration of episodes and the latency to 

the first sleep episode indicated no abnormalities in sleep architecture in FAD+ 

mice. There were also no significant changes across recording days, indicating no 

effect of novelty of the environment on the sleep architecture of mice.  
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3.1.2 High frequency of sharp-wave ripple occurrence during sleep in a 
novel environment is absent in FAD+ mice 

 

We wanted to investigate the occurrence of SWRs in FAD+ and WT animals and 

how they might change when mice slept in a novel versus familiar environment. 

SWRs were detected during NREM sleep episodes using the 2-threshold detection 

method (see chapter 2.5.1.2). Inspection of the raw trace of a single SWR event 

(Figure 3.1.3 A, top), 140-250 Hz filtered traces of the event (Figure 3.1.3 A, middle) 

and current wavelet transform of the event (Figure 3.1.3 A, bottom) showed the 

characteristic sharp-wave component, ripple, and increase in 140-250 Hz frequency 

power just after the detected onset of the SWR event. The sharp-wave component 

was preserved across the mean of 1233 raw traces of SWR events (Figure 3.1.3 B, 

top), while the ripple was preserved across the mean of 1233 filtered traces of SWR 

events (Figure 3.1.3 B, middle). The average current wavelet transform of 1233 

SWR events showed an increase in the 140 – 250 Hz frequency range just after the 

SWR onset as well a decrease in this range just before the onset (Figure 3.1.3 B, 

bottom). The raw trace, filtered trace and current wavelet transform all illustrate the 

characteristic features of SWRs, indicating that the 2-threshold detection method 

reliably identifies SWR events.  
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Figure 3.1.3 Time-frequency profile of SWRs. A) Top: raw trace of a single SWR event. 
Middle: event filtered in 140-250 Hz frequency band. Bottom: time frequency representation 
(current wavelet transform) of single SWR event. Dashed lines represents SWR onset and 
offset. B) Top: mean of n = 1233 raw SWR traces. Shaded area indicates standard error of 
mean. Middle: mean of n = 1233 SWR traces, filtered in 140-250 Hz frequency band. 
Shaded area indicates standard error of mean. Bottom: mean time-frequency representation 
(current wavelet transform) of 1233 SWRs. Dashed line represents SWR onset.  

 

To test the hypothesis that SWRs are abnormal in AD, the average SWR 

occurrence and durations were assessed for each of the 4 recording days. As SWR 

occurrence is associated with increased memory consolidation, the frequency of 

SWR occurrence was assessed as the average number of SWRs per second during 

NREM sleep and compared between WT and FAD+ mice, along with the distribution 

of SWR durations, for each recording day, allowing observations of changes in 

SWRs as mice become familiar with the environment.  

First, the average occurrence of SWRs for WT and 5xFAD mice was compared 

across recording days using repeated measures ANOVA (Figure 3.1.4 A).  
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Figure 3.1.4  Occurrence of SWRs across recordings and NREM episodes. A) Average 
SWRs/s of WT (n = 6, blue) and FAD+ (n = 6, green) mice across recording days. Post-hoc 
Tukey HSD test, * p < 0.05. B) Average SWRs/s across NREM episodes of WT (n = 6, blue) 
and FAD+ (n = 6, green) mice across recording days. Post-hoc Tukey HSD test, * p < 0.05. 
C) Average duration of sleep episodes in minutes of WT (n = 6, blue) and FAD+ (n = 6, 
green) mice across recording days. 
 

Repeated measures ANOVA revealed a significant effect of the recording day (F(3, 

21) = 3.1, p = 0.049) and a significant interaction between recording day and 

genotype (F(3, 21) = 5.77, p = 0.005). Post-hoc comparison using Tukey honest 

significant difference (HSD) test revealed significant differences in SWR frequency 

for WT mice, where the SWR frequencies on day 1 (p = 0.038) and day 2 (p = 

0.004) were significantly lower than on day 4. No significant differences were found 

in FAD+ mice across recording days (Figure 3.1.4 A).  

These findings indicate that WT mice exhibit a higher number of SWRs than FAD+ 

mice when sleeping in a novel environment with the numbers of SWRs decreasing 

over the following days as the environment becomes familiar, while the number of 

SWRs in FAD+ mice is unchanged in the context of novelty and familiarisation.  
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To investigate whether SWR frequency changes within recordings, i.e. across 

NREM episodes, and if such changes are consistent between WT and FAD+ mice, 

2-way ANOVAs were conducted for each recording day (Figure 3.1.4 B). As the total 

number of NREM episodes varied between recording days and mice, the first 7 

episodes were analysed to keep the sample number consistent across groups and 

recording days. 

A significant effect of genotype on SWR frequency was found in the day 1 recording 

(F(1, 70) = 17.44, p < 0.001), indicating that WT mice showed significantly more 

SWR than FAD+ mice across sleep episodes. Additionally, a significant main effect 

of sleep episode number was found (F(8, 70) = 2.29, p = 0.04) as well as a 

significant interaction effect between genotype and sleep episode number (F( 8, 70) 

= 4.34, p < 0.001). Post-hoc comparison using HSD test revealed significant 

differences in SWR frequency between WT and FAD+ mice during sleep episode 1 

(p < 0.001) and sleep episode 2 (p = 0.01).  

On day 2, a significant effect of genotype on SWR frequency was found (F(1, 70) = 

12.05, p < 0.001). No significant main effect of sleep episode number was found 

(F(6, 70) = 0.83, p = 0.55) and no significant interaction effect between genotype 

and sleep episode number (F( 6, 70) = 0.08, p = 0.57). Post-hoc comparison using 

Tukey HSD test revealed no significant differences in SWR frequency between WT 

and FAD+ mice among sleep episodes. 

On day 3, no significant effect of genotype (F(1, 70) = 3.25, p = 0.08) or sleep 

episode number (F(6, 70) = 0.48, p = 0.82) was found as well as no significant 

interaction (F(6, 70) = 0.12, p = 0.99). On day 4, a significant effect of genotype on 

SWR frequency was found (F(1, 42) = 15.96, p < 0.001). No significant main effect 

of sleep episode number was found (F(6, 42) = 0.92, p = 0.49) and no significant 

interaction effect between genotype and sleep episode number (F( 6, 42) = 0.76, p = 

0.60). Post-hoc comparison using Tukey HSD test revealed no significant 

differences in SWR frequency between WT and FAD+ mice among sleep episodes 

(Figure 3.1.4 B).  

Since SWR frequency was found to change among sleep episodes with a significant 

interaction with the genotype on day 1, the durations of sleep episodes were 

compared between WT and FAD+ mice for each recording day. This analysis was 

performed to rule out significant differences between genotypes in early sleep 

episodes undiscovered in the previous investigation of sleep architecture.  
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To test if sleep episode duration changes within recordings and if such changes are 

consistent between WT and FAD+ mice, 2-way ANOVAs were conducted for each 

recording day (Figure 3.1.4 C).  

No significant effect of genotype on the duration of NREM episodes was found on 

day 1 (F(1, 70) = 1.97, p = 0.17). There was also no significant effect of sleep 

episode number (F(6, 70) = 1.15, p = 0.34) and no significant interaction between 

genotype and sleep episode number (F(6, 70) = 0.18, p = 0.98).  

On day 2, no significant effect of genotype (F(1, 70) = 0.99, p = 0.32), sleep episode 

number (F(6, 70) = 2.14, p = 0.06) or interaction (F(6, 70) = 0.24, p = 0.96) was 

found.  

Similarly, no significant effect of genotype (F(1, 70) = 0.29, p = 0.59), sleep episode 

number (F(6, 70) = 2.18, p = 0.06) and interaction (F(6, 70) = 0.12, p = 0.99) was 

found on day 3. 

Lastly, no significant effect of genotype (F(1, 70) = 0.17, p = 0.68), sleep episode 

number (F(6, 70) = 0.48, p = 0.82) and interaction (F(6, 70) = 0.88, p = 0.52) was 

found on day 4 (Figure 3.1.4 C).  

These results indicate that sleep episode durations are not significantly different 

between FAD+ and WT mice and that duration of these NREM episodes do not 

significantly differ among sleep episode numbers. It can be concluded that increases 

in SWRs in early sleep episodes observed in WT mice are unlikely to be due to 

differences in NREM episode durations.  

 

Since sex differences in regard to AD pathology progression and sleep changes are 

known to be present in human AD patients (Johnson, Duncan, & Murphy, 2024), 

potential sex differences in SWR occurrence in WT and FAD+ mice were 

investigated by performing t-tests for each day and 2-way ANOVAs along sleep 

episodes for each day separately for each genotype group.  
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Figure 3.1.5  Sex differences in SWR occurrence. A) Average SWRs/s of female WT (n = 
3, blue), male WT (n = 3, blue), female FAD+ (n = 3, green) and male FAD+ (n = 3, green) 
mice across recording days. T-test, * p < 0.05. B) Average SWRs/s across NREM episodes 
of female WT (n = 3, red) and male WT (n = 3, black) mice across recording days. C) 
Average SWRs/s across NREM episodes of female FAD+ (n = 3, red) and male FAD+ (n = 
3, black) mice across recording days. 
 

The average number of SWRs/s on each recording day was assessed for female 

and male mice separately to investigate potential sex differences. T-test between 

sexes in both groups of genotypes revealed no significant differences on day 1 (WT 

p = 0.32, FAD+  p = 0.85), day 3 (WT p = 0.12, FAD+ p = 0.46) and day 4 (WT p = 

0.58, FAD+ p = 0.84). On day 2, however, a significant difference was found in 

FAD+ mice where females exhibited more SWRs than male mice (p = 0.049). No 

significant difference was found between female and male WT mice on day 2 (p = 

0.73) (Figure 3.1.5 B-C). 

Next, we investigated potential sex differences in SWR occurrence along sleep 

episodes, performing 2-way ANOVAs.  
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In WT mice, no significant main effect of sex was found on day 1 (F(1, 28) = 1.93, p 

= 0.18), day 2 (F(1, 28) = 0.57, p = 0.45), on day 4 (F(1, 14) = 0.24, p = 0.64) and no 

significant interaction between sex and sleep episode on day 1 (F(6, 28) = 1.22, p = 

0.33), day 2 (F(6, 28) = 0.86, p = 0.54) and day 4 (F(6, 14) = 0.23, p = 0.96). On day 

3, however, a significant main effect of sex was found (F(1, 28) = 16.65, p < 0.001) 

with no significant interaction between sex and sleep episode (F(6, 28) = 0.41, p = 

0.87). HSD post-hoc test revealed no significant difference between male and  

female WT mice across sleep episodes (Figure 3.1.5 B).  

In FAD+ mice, no significant main effect of sex was found on day 1 (F(1, 28) = 0.09, 

p = 0.77), on day 3 (F(1, 28) = 2.59, p = 0.12), day 4 (F(1, 21) = 0.35, p = 0.56) and 

no significant interaction between sex and sleep episode on day 1 (F(6, 28) = 0.64, 

p = 0.69), day 3 (F(6, 28) = 0.15, p = 0.99) and day 4 (F(6, 21) = 0.69, p = 0.66). On 

day 2, a significant main effect of sex was found (F(1, 28) = 26.87, p < 0.001) with 

no significant interaction between sex and sleep episode number (F(6, 28) = 0.81, p 

= 0.57). Tukey HSD post-hoc tests showed no significant difference between male 

and female FAD+ mice among sleep episodes (Figure 3.1.5 C).   

 

Together, these results indicate a higher frequency of SWR occurrence during early 

sleep episodes in WT mice when sleeping in a novel environment. In WT mice, this 

higher number of SWRs seems to diminish over days as the environment becomes 

familiar. In FAD+ mice, SWR numbers did not change across recording days, 

indicating abnormalities in SWR occurrence in the AD mouse model. 

 

To assess a potential correlation between the low number of SWR in FAD+ mice 

and the amount of plaque in the hippocampus, we compared the plaque load of 

each mouse to the SWR rate during the first sleep episode on the first recording 

day, since this was the sleep episode that showed the biggest difference between 

genotypes in regards to SWR occurrence (Figure 3.1.6).  
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Figure 3.1.6 Correlation between plaque load and SWR frequency in a novel 
environment.  Percentage of HC area covered in plaque and SWR rate of WT mice (n = 6, 
blue) and FAD+ mice (n = 6, green) in the first sleep episode in a novel environment. 
 

Pearson’s correlation coefficient was computed and statistical correlation was 

assessed. No significant correlation was found for WT mice (r = -0.17, p = 0.74) and 

FAD mice (r = -0.0724, p = 0.89). These findings indicate no correlation between the 

plaque burden in the HC and SWR occurrence in response to novelty.  

 

Since a previous study has indicated a connection between long-duration SWRs 

and increased memory demand in rats (Fernández-Ruiz et al., 2019), we wanted to 

investigate the durations of SWR and potential changes over the 4 recording days, 

as well as potential differences between WT and FAD+ mice. First, the average 

duration of SWRs of WT mice and FAD+ mice were analysed for each recording day 

(Figure 3.1.7 A). 
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Figure 3.1.7  Average duration of SWRs across recordings and NREM episodes. A) 
Average duration of SWR events in ms on each recording day (WT n = 6, blue. FAD+ n = 6, 
green). B) Average duration of SWR events in ms across sleep episodes (WT n = 6, blue. 
FAD+ n = 6, green). Post-hoc Tukey HSD test, * p < 0.05. 

 

T-tests revealed no significant differences between the average duration of SWRs of 

WT and FAD+ mice on day 1 (p = 0.67), day 2 (p = 0.14), day 3 (p = 0.59) and day 4 

(p = 0.25). Since an increase of SWRs was observed during the early sleep 

episodes in the WT mice on the first recording day, the average duration of SWR 

was also investigated for each sleep episode on each day to examine differences 

between WT and FAD+ mice (Figure 3.1.7 B). Repeated measures ANOVA 

revealed no significant main effect of genotype on day 1 (F(1, 6) = 0.62, p = 0.46), 

on day 2 (F(1, 10) = 2.37, p = 0.15), on day 3 (F(1, 9) = 0.11, p = 0.75) and day 4 

(F(1, 7) = 1.41, p = 0.27). Furthermore, no significant interaction of genotype and 

sleep episode was found on day 1 (F(1, 6) = 1.28, p = 0.3), on day 2 (F(1, 10) = 

2.18, p = 0.17), on day 3 (F(1, 9) = 0.03, p = 0.86), and on day 4 (1, 7) = 2.09, p = 

0.19). (Figure 3.1.7 B).  

These findings indicate no differences between WT and FAD+ mice in regard to 

their average SWR durations.  
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3.1.3 Sleep spindles are unchanged during NREM sleep in a novel 
environment  

 

Since we found FAD+ mice to show a lack of novelty-modulated high number of 

SWRs, we next wanted to investigate whether sleep spindle occurrence is also 

novelty-modulated and whether their occurrence is reduced in FAD+ mice.  

Therefore, sleep spindles were detected during NREM sleep episodes using a 2-

threshold detection method (see chapter 2.5.1.3). Inspection of the raw trace of a 

single sleep spindle event (Figure 3.1.8 A, top), 10 - 15 Hz filtered trace of the event 

(Figure 3.1.8 A, middle) and current wavelet transform (Figure 3.1.4 8, bottom) 

showed the characteristic spindle waveform and increase in 10 - 20 Hz frequency 

power shortly after the detected onset of the sleep spindle event. The characteristic 

spindle waveform was preserved across the mean of 57 raw traces of sleep spindle 

events from a single recording session of a WT mouse (Figure 3.1.8 B, top), as well 

as across the mean of 57 filtered traces (Figure 3.1.8 B, middle). The average 

current wavelet transform of these 57 sleep spindle events showed a strong 

increase in the 12 - 15 Hz frequency range just after the sleep spindle onset which 

diminished roughly 1000 ms after the onset. A smaller increase in this frequency 

range is found between 1000 - 2000 ms after the detected onset, indicating a 

fraction of sleep spindles of a duration longer than 1000 ms (Figure 3.1.8 B, bottom).  
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Figure 3.1.8 Time-frequency profile of sleep spindles. A) Top: raw trace of a single sleep 
spindle event. Middle: event filtered in 10 – 15 Hz passband with 3 – 22 Hz stopband. 
Bottom: time frequency representation (current wavelet transform) of single sleep spindle 
event. Dashed lines represent sleep spindle onset and offset. B) Top: mean of n = 57 raw 
sleep spindle traces. Shaded area indicates standard error of mean. Middle: mean of n = 57 
sleep spindle traces, filtered in 10 – 15 Hz passband with 3 – 22 Hz stopband. Shaded area 
indicates standard error of mean. Bottom: mean time-frequency representation (current 
wavelet transform) of 57 sleep spindles. Dashed line represents sleep spindle onsets.  

 

To test the hypothesis that sleep spindles are abnormal in AD, we assessed the 

average sleep spindle occurrence and durations across the 4 recording days. 

First, the average occurrence of sleep spindles for WT and 5xFAD mice was 

compared across recording day and statistical significance was assessed using 

repeated measures ANOVA (Figure 3.1.9 A).  
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Figure 3.1.9  Occurrence of sleep spindles across recordings and NREM episodes. A) 
Average sleep spindles/min of WT (n = 6, blue) and FAD+ (n = 6, green) mice across 
recording days. B) Average sleep spindles/min across NREM episodes of WT (n = 6, blue) 
and FAD+ (n = 6, green) mice across recording days.  
 

Repeated measures ANOVA revealed no significant main effect of recording day 

(F(3, 21) = 1.01, p = 0.38) and no significant interaction of recording day and 

genotype (F(3, 21) = 0.49, p = 0.69) (Figure 3.1.9 A). These results indicate that 

sleep spindle occurrence is not modulated by novel experience and not abnormal in 

FAD+ mice.  

However, since we had previously found differences in SWRs across sleep 

episodes, we wanted to examine the occurrence of sleep spindles across sleep 

episodes to look for subtle differences undetected by the mean frequency taken 

across the whole recording days.  

Using 2-way ANOVA, the influence of sleep episode number and genotype on sleep 

spindle frequency was investigated. 

A significant effect of genotype on sleep spindle frequency was found in the day 1 

recording (F(1, 70) = 10.12, p = 0.002), indicating a significant difference in sleep 

spindle frequency between FAD+ and WT mice. However, no significant effect of 

sleep episode number was found (F(6, 70) = 0.63, p = 0.71) and no significant 

interaction effect between genotype and sleep episode number (F( 6, 70) = 0.53, p = 

0.78). Post-hoc comparison using Tukey HSD test revealed no significant 

differences in sleep spindle frequency between WT and FAD+ mice among sleep 

episodes. On day 2, no significant effect of genotype on sleep spindle frequency 
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was found (F(1, 70) = 1.86, p = 0.18), as well as no significant effect of sleep 

episode number (F(6, 70) = 0.13, p = 0.99) and no significant interaction effect 

between genotype and sleep episode number (F( 6, 70) = 0.55, p = 0.77). Similarly, 

no significant effect of genotype on sleep spindle frequency was found on day 3 

(F(1, 70) = 0.93, p = 0.34), as well as no significant effect of sleep episode number 

(F(6, 70) = 0.61, p = 0.72) and no significant interaction effect between genotype 

and sleep episode number (F( 6, 70) = 0.36, p = 0.9). No significant effect of 

genotype on sleep spindle frequency was found on day 4 (F(1, 70) = 0.02, p = 0.89), 

as well as no significant effect of sleep episode number (F(6, 70) = 0.19, p = 0.98) 

and no significant interaction effect between genotype and sleep episode number 

(F( 6, 70) = 0.54, p = 0.77) (Figure 3.1.9 B). 

Next, potential sex differences within each genotype group were investigated using 

n-way ANOVA for each recording day. In WT mice, no main effect of sex on the 

sleep spindle occurrence was found on day 1 (F(1, 28) = 2.8, p = 0.11), on day 2 

(F(1, 28) = 1.26, p = 0.27), day 3 (F(1, 28) = 0.61, p = 0.44) and day 4 (1, 28) = 0.1, 

p = 0.76). Further, no significant interaction between sex and sleep episode number 

was found on day 1 (F(6, 28) = 1.74, p = 0.15), day 2 (F(6, 28) = 0.96, p = 0.47), day 

3 (F(6, 28) = 93, p = 0.49) and day 4 (F(1, 28) = 1.1, p = 0.41). In FAD+ mice, there 

was also no significant main effect of sex on the sleep spindle occurrence on day 1 

(F(1, 28) = 0.88, p = 0.36), day 2 (F(1, 28) = 0, p = 0.96), day 3 (F(1, 28) = 1.16, p = 

0.29) and day 4 (F(1, 21) = 0.65, p = 0.43). Further, no significant interaction 

between sex and sleep episode number was found on day 1 (F(6, 28) = 0.65, p = 

0.69), day 2 (F(6, 28) = 1.08, p = 0.4), day 3 (F(6, 28) = 0.44, p = 0.85) and day 4 

(F(6, 21) = 2.16, p = 0.09) in FAD+ mice.  

These findings indicate that there are no abnormalities in sleep spindle frequency in 

FAD+ mice and that sleep spindles do not change across recording days or sleep 

episodes in WT mice as they become familiar with the novel environment.  

 

Next, the duration of all sleep spindle events of WT mice and FAD+ mice were 

analysed for each recording day (Figure 3.1.10 A).  
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Figure 3.1.10  Average duration of sleep spindles across recordings and NREM sleep 
episodes. A) Average duration of sleep spindle events of WT( n = 6, blue) and FAD+ mice 
(n = 6, green). B) Average duration of sleep spindle events of WT( n = 6, blue) and FAD+ 
mice (n = 6, green) across sleep episode on each recording day. 

 

No significant differences between the average duration of sleep spindles of WT and 

FAD+ mice were found on day 1 (p = 0.25), day 2 (p = 0.6), day 3 (p = 0.26) and day 

4 (p = 0.15) (Figure 3.1.10 A). 

To investigate potential differences across sleep episodes, the average sleep 

spindle durations for each sleep episode on each day were assessed. Since some 

sleep episode did not have enough sleep spindle events, repeated measures 

ANOVA could not be conducted. Therefore, multiple t-tests with Bonferroni 

correction were performed. No significant differences were found between 

genotypes across sleep episodes on all recording days (Figure 3.1.10 B).  

 

Overall, our findings suggest that sleep spindle occurrence is unaffected by the 

experience of sleeping in a novel environment. Further, the occurrence and average 

duration of sleep spindles does not appear to be abnormal in FAD+ mice.  
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3.1.4 Spectral analysis of EEG and hippocampal LFP during NREM sleep 
 
Next, we examined the spectral power in the HC and cortex during sleep of 6 

frequency bands: SWR range (140 – 250 Hz), high gamma (53 – 80 Hz), low 

gamma (30 – 47 Hz), alpha (10 -15 Hz), theta (4 – 10 Hz) and delta (1 – 4 Hz). 

Frequencies around 50 Hz were excluded from analysis to avoid contamination 

caused by 50 Hz noise in some recordings. Analysis was performed for each 

recording day (Figure 3.1.11 A, Figure 3.1.12 A) and for each individual sleep 

episode for each day (Figure 3.1.11 B, Figure 3.1.12 B).  
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Figure 3.1.11 Relative power of EEG frequency bands during NREM sleep. A) Average 
power of frequency bands normalised by the average power of 1 – 40 Hz across recording 
days of WT (n = 6, blue) and FAD+ mice (n = 6). B) Average power of frequency bands 
normalised by the average power of 1 – 40 Hz across sleep episodes on all recording days 
of WT (n = 6, blue) and FAD+ mice (n = 6).  
 
To examine differences between WT and FAD+ mice, t-tests were conducted for 

each frequency band on each recording day. A significant difference was found on 

day 1 in the theta band (p = 0.045) where WT mice showed a higher theta power 

during NREM sleep compared to FAD+ mice (Figure 3.1.11 A). No significant 

difference was found among the other frequency bands or among the other 

recording days. Next, differences among individual sleep episodes were examined 

using repeated measures ANOVA (Figure 3.1.11 B). For the delta range, a 

significant main effect of genotype was found on day 3 (F(1, 13) = 6.66, p = 0.023) 
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and a significant interaction between genotype and sleep episode (F(1, 13) = 7.65, p 

= 0.016). No significant difference was found between genotypes on any other day 

or among any other frequency range. 

Next, the same analysis was performed for frequencies in the HC during NREM 

sleep (figure 3.1.12).  

 

 
Figure 3.1.12 Relative power of hippocampal frequency bands during NREM sleep. A) 
Average power of frequency bands normalised by the average power of 1 – 40 Hz across 
recording days of WT (n = 6, blue) and FAD+ mice (n = 6). B) Average power of frequency 
bands normalised by the average power of 1 – 40 Hz across sleep episodes on all recording 
days of WT (n = 6, blue) and FAD+ mice (n = 6).  
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To examine differences between WT and FAD+ mice, t-tests were conducted for 

each frequency band on each recording day. Like in the EEG, a significant 

difference was found in the HC only on day 1 in the theta band (p = 0.045) where 

WT mice showed a higher theta power during NREM sleep compared to FAD+ mice 

(Figure 3.1.12 A). No significant difference was found among the other frequency 

bands or among the other recording days. Next, differences among individual sleep 

episodes were examined using repeated measures ANOVA (Figure 3.1.12 B). For 

the theta range, a significant main effect of genotype was found on day 1 (F(1, 13) = 

5.36, p = 0.043) and on day 3 (F(1, 13) = 5.53, p = 0.035), as well as a significant 

interaction between genotype and sleep episode on day 1 (F(1, 13) = 5.61, p = 

0.035) and day 3 (F(1, 13) = 5.23, p = 0.039). No significant difference was found 

between genotypes on any other day or among any other frequency range.  

 
 

3.1.5 Summary 
 

In this chapter we explored SWRs, sleep spindles and the power of various 

frequency bands in the context of sleeping in a novel environment and how they 

change as the environment becomes familiar.  

We found that WT mice show a high number of SWRs when sleeping in a novel 

environment which diminished as the environment becomes familiar. We found that 

this high number in SWRs is absent in FAD+ mice. Similarly, we found a higher 

theta power during NREM sleep on the first recording day only in WT but not FAD+ 

mice. Since FAD+ mice showed no abnormalities in sleep architecture, the absence 

of more SWR and higher theta power is unlikely to be due to fundamental 

differences in overall sleep time or fragmentation. We found no changes in sleep 

spindles in the context of novelty or familiarity and no abnormalities in FAD+ mice.  
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3.2 Sharp-wave ripples and sleep spindles before and after 

novel object recognition test 

 
Our findings described in section 3.1 indicated a novelty-modulated high number of 

SWRs to occur in WT mice while sleeping in a novel environment. This increase 

was absent in FAD+ mice. A reduction of SWRs across days was found in WT mice, 

suggesting a familiarisation process to the environment accompanied by a reduced 

need for memory consolidation. However, there is no proof that the initial increase in 

SWRs in WT mice lead to the consolidation of memories of the novel environment 

and that WT mice remember the environment on the following days while FAD+ 

mice do not. To overcome this considerable limitation, we decided to investigate 

changes in SWRs and sleep spindles in the context of the novel object recognition 

test in week 2. Unlike week 1, brain activity during sleep was now recorded in the 

home cage – a more natural and familiar setting – instead of the open field box.  

On day 0, a 1.5 h habituation recording was conducted. Even though mice were 

sleeping in their home cage, being in the tethered condition and differences in 

smells, noises and lighting condition in the experimental room compared to the 

familiar holding room, could still present a novel experience. On the following 4 

days, mice underwent 1h baseline recordings (B1 - B4) in their home cage each 

day. After the baseline recording, mice were introduced to the open field box 

containing two identical objects and were allowed to explore for 10 minutes (TR1 -

TR4). After these training sessions, mice were placed back in their home cage for a 

1.5 h post-exploration recording (P1 - P4). On the last recording day, this recording 

session was followed by another exploration session in the open field box, in which 

one of the objects was replaced by a novel object. This session was the test 

session, in which each mouses ability to distinguish the novel object from the 

familiar object was assessed by analysing the time spent exploring the novel object. 

This test is based on the assumption that natural curiosity towards a new object 

indicates intact memory of – and reduced interest in – the familiar object. After the 

test session, mice were placed back into their home cage for a final 1.5 h recording 

(P5). The experimental flow is depicted in Figure 3.2.1. After a 4 week break the 

protocol was repeated with new objects.  
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A total of 12 mice underwent recordings in the first round (week 2). In the second 

round (week 7), one male WT, one male FAD+ and one female WT mouse were 

excluded due to bad signal quality.  

 

Figure 3.2.1 Recording protocol of home cage recordings and novel object 
recognition test (NOR) in week 2. After a habituation recording (HB) in tethered condition 
in the home cage on day 0, each day started with a 1h baseline recording (B1-B4) in 
tethered condition in the home cage, followed by 10 min of exploration of 2 identical objects 
in the open field box in untethered condition and post-exploration recording (P1-P4) in the 
home cage in tethered condition. On day 4, the post-exploration recording (P4) was followed 
by another 10 min exploration session in the open field box, now containing a novel object, 
and another post-exploration recording (P5) in the home cage. Illustrations partially created 
with BioRender.com 
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3.2.1 Sleep architecture across novel object recognition test trials 
 

As a first step, sleep architecture of WT and FAD+ mice was analysed and 

compared among recordings and between genotypes to investigate potential 

abnormalities in FAD+ mice. The mean time spent in each state was analysed, 

along with the average number of episodes per hour and the latency to the first 

NREM sleep episode.  

 

Figure 3.2.2 Sleep architecture assessed as the percentage of time spent in each state 
of WT and FAD+ mice across habituation (HB), baseline (B) and post-exploration (P) 
home cage recordings. A) Percentage of time spent in non-REM (NREM) sleep of WT (n = 
10, blue) and FAD+ mice (n = 11, green) across all home cage recording sessions. B) 
Percentage of time spent in REM sleep of WT (n = 10, blue) and FAD+ mice (n = 11, green) 
across all home cage recording sessions. C) Percentage of time spent awake for WT (n = 
10, blue) and FAD+ mice (n = 11, green) across all home cage recording sessions. Error 
bars: standard error of mean.  
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First, the percentage of time spent in NREM sleep was investigated using repeated 

measures ANOVA. A significant effect of recording session was found (F(9, 171) = 

2.45, p = 0.01) but no significant interaction of genotype and recording session (F(9, 

171) = 1.6, p = 0.12). Post-hoc comparison using Tukey HSD test revealed 

significant differences in the percentage of time spent in NREM sleep in WT mice 

between the baseline 2 recording (B2) and the post exploration recording 3 (P3) (p = 

0.02) and between the B2 and the post exploration recording 4 (P4) (p = 0.004). No 

significant differences were found in FAD+ mice (Figure 3.2.2 A). Analysis of the 

percentage of REM sleep showed a significant effect of recording session (F(9, 171) 

= 2.07, p = 0.03) but no significant interaction of genotype and recording session 

(F(9, 171) = 0.5, p = 0.81) (Figure 3.2.2 B). Post-hoc comparison using Tukey HSD 

test revealed no significant difference between the percentage of REM sleep across 

recordings. Analysis of the percentage of awake time showed a significant effect of 

recording session (F(9, 171) = 2.52, p = 0.01) but no significant interaction of 

genotype and recording session (F(9, 171) = 1.5, p = 0.15). Post-hoc comparison 

using Tukey HSD test revealed significant differences in the percentage of time 

spent in NREM sleep in WT mice between the baseline 2 recording (B2) and the 

post exploration recording 3 (P3) (p = 0.02) and between the B2 and the post 

exploration recording 4 (P4) (p = 0.003). No significant differences were found in 

FAD+ mice (Figure 3.2.2 C).  

To further investigate sleep architecture, the average numbers of state episodes per 

hour were analysed as an indicator for sleep fragmentation among recording 

sessions and between genotypes.  
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Figure 3.2.3 Sleep architecture assessed as average number of episodes in each state 
and sleep latency of WT and FAD+ mice across habituation (HB), baseline (B) and 
post-exploration (P) home cage recordings. A) Mean number of NREM episodes per hour 
of WT (n = 10, blue) and FAD+ mice (n = 11, green) across all home cage recording 
sessions. B) Mean number of REM episodes per hour of WT (n = 10, blue) and FAD+ mice 
(n = 11, green) across all home cage recording sessions. C) Mean number of awake 
episodes per hour of WT (n = 10, blue) and FAD+ mice (n = 11, green) across all home cage 
recording sessions. D) Latency to first NREM sleep episode of WT (n = 10, blue) and FAD+ 
mice (n = 11, green) across home cage recording sessions. Error bars: standard error of 
mean.  
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A significant effect of recording session on the number of NREM episodes per hour 

was found (F(9, 162) = 7.58, p <.0001) but no significant interaction with the 

genotype (F(9, 162) = 0.38, p = 0.94). Post-hoc comparison using Tukey HSD test 

revealed a significant difference for WT mice between the HB recording and P3 

recording (p = 0.01), between HB and P5 recording (p = 0.03) and between B1 and 

P3 (p = 0.02). For FAD+ mice, significant differences were found between the HB 

and P5 recording (p = 0.02), and between B4 and P5 (p = 0.01) (Figure 3.2.3 A). 

The analysis of number of REM episodes per hour showed no effect of recording 

session (F(9, 162) = 1.68, p = 0.1) and no interaction with genotype (F(9, 162) = 

0.89, p = 0.53) (Figure 3.2.3 B). Analysis of the number of awake episodes per hour 

showed a significant recording session effect (F(9, 162) = 7.64, p < 0.001) and no 

significant interaction with genotype (F(9, 162) = 0.41, p = 0.93). Post-hoc 

comparison using Tukey HSD test revealed significant differences between the HB 

and P3 recording (p = 0.01), between HB and P5 (p = 0.02), and between B1 and 

P3 (p = 0.02) for WT mice. In FAD+ mice, significant differences occurred between 

HB and P5 recording (p = 0.02) and between B2 and P5 (p = 0.005) (Figure 3.2.3 

C).  

Finally, the latency to the first NREM episode was compared between FAD+ and 

WT mice along recording sessions. Repeated measures ANOVA revealed a 

significant main effect of recording session (F(9, 162) = 2.6, p = 0.01) and no 

significant interaction between genotype and recording session (F(9, 162) = 1.06, p 

= 0.4). Post-hoc analysis using Tukey HSD, however, revealed no significant 

differences between recording sessions (Figure 3.2.3 D).  

 

Together, these results indicate subtle differences in sleep architecture in mice 

along some recording session but no significant difference between WT and FAD+ 

mice. 
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3.2.2 Novelty-induced increase in sharp-wave ripples is absent in FAD+ 
mice 

 

The aim of this experiment was to investigate how the exploration of either novel or 

familiar objects affects the occurrence of SWRs and sleep spindles in WT and FAD+ 

mice. First, the number of SWRs/s was compared along recording session and 

between genotypes, followed by assessment of the change in SWR rate between 

baseline recordings and post-exploration recordings and finally the average duration 

of SWR events across recording sessions (Figure 3.2.4).  

 

Figure 3.2.4 Occurrence and durations of SWRs in WT and FAD+ mice across 
habituation (HB), baseline (B) and post-exploration (P) home cage recordings. A) 
Average numbers of SWRs/s of WT mice (n = 10) across HB, B and P recording sessions. 
Bars of darker colour indicate P recordings after a novel exploration experience. Dashed 
vertical lines are shown to indicate the 5 recording days. Illustrations below the plot indicate 
the sessions of the NOR test between the B and P recordings with novel experience 
sessions shown in darker colours. Post-hoc Tukey HSD test, * p < 0.05. B) Average 
numbers of SWRs/s of FAD+ mice (n = 11) across HB, B and P recording sessions. Bars of 
darker colour indicate P recordings after a novel exploration experience. Dashed vertical 
lines are shown to indicate the 5 recording days. Illustrations below the plot indicate the 
sessions of the NOR test between the B and P recordings with novel experience sessions 
shown in darker colours. C) Change in SWR/s in P1-P5 recordings relative to respective B1-
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B4 recording in WT mice (n = 10). T-tests against 0 with Bonferroni correction, * p < 0.05. D) 
Change in SWR/s in P1-P5 recordings relative to respective B1-B4 recording in FAD+  mice 
(n = 11). E) Average SWR durations of WT (n = 10, blue) and FAD+ (n = 11, green) mice 
across HB, B and P recordings. 

An ANOVA investigating the effect of recording session and genotype on the 

numbers of SWRs/s revealed a significant main effect of recording session (F(8, 

162) = 6.02, p < 0.001), no significant main effect of genotype (F(1, 162) = 1.77, p = 

0.19) and a significant interaction between recording session and genotype (F(8, 

162) = 6.9, p < 0.001). To further assess the differences between recordings and the 

interaction between recording session and genotype, 1-way ANOVAs were 

conducted for each genotype group individually. Analysis of the WT group showed a 

significant main effect of recording session (F(8, 81) = 9.7, p = < 0.001), but the 

FAD+ group did not (F(8, 90) = 1.3, p = 0.25). Post-hoc Tukey HSD test revealed 

the numbers of SWRs/s in WT mice to be significantly higher in the P1 recording 

compared to B1 (p < 0.001), B2 (p < 0.001), P2 (p < 0.001) B3(p < 0.001) , P3 (p = 

0.003), B4 (p < 0.001), and P4 ( p < 0.001). SWRs were also significantly higher in 

P5 compared to B1 (p < 0.001), B2 (p = 0.003), P2 (p < 0.001), B3 (p = 0.001), P3 

(p = 0.02), B4 (p < 0.001), P4 (p < 0.001) (Figure 3.2.4 A). No differences were 

found among recordings of FAD+ mice (Figure 3.2.4 B). To investigate possible sex 

differences, 2-way ANOVAs were conducted for WT and FAD+ mice separately to 

investigate the effect of sex along recordings. A significant main effect of sex was 

found for WT mice (F(1, 72) = 11.49, p = 0.001) with no significant interaction 

between sex and recording session (F(8, 71) = 0.74, p = 0.66). Post-hoc t-test 

comparing number of SWRs/s of all recordings combined between WT and FAD+ 

mice found male WT mice to have significantly more SWRs/s (p = 0.04), however 

multiple t-tests for each recording revealed no significant difference between female 

and male WT mice. For FAD+ mice, no significant effect of sex (F(1, 81) = 0.67, p = 

0.41) and no significant interaction between sex and recording session (F(8, 81) = 

0.53, p = 0.83) was found. To further quantify how the exploration of objects affects 

the occurrence of SWRs, the change in SWR rates – relative to the respective 

baseline session of each day – was computed and t-tests against 0 with Bonferroni 

correction were conducted to identify post-experience sessions with a significant 

change in SWR rate. In WT mice, significant increase in SWRs were found in P1 (p 

= 0.002) and P5 (p < 0.001) (Figure 3.2.4 C). No significant changes were found in 

FAD+ mice (Figure 3.2.4 D). We investigated potential sex differences in the relative 

change in SWRs using Mann-Whitney U tests, since the Shapiro-Wilk test indicated 
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no normal distribution in some recordings. This analysis revealed no significant 

differences between sexes in both WT and FAD+ mice.  

Our results indicate an increase in the number of SWRs in WT mice only after 

exploration of objects for the first time. Repeated exploration did not lead to an 

increase in SWRs. No increase in SWRs was observed in FAD+ mice, indicating 

abnormalities in SWR occurrence. 

The average duration of SWRs was next compare between genotypes for each 

recording. Repeated measures ANOVA revealed no significant main effect of 

genotype (F(1, 19) = 0.66, p = 0.43) and no significant interaction between genotype 

and recording session (F(1, 19) = 0.37, p = 0.55) (Figure 3.2.4 E).  

These findings indicate that the average duration of SWRs was not abnormal in 

FAD+ mice and did not change across recording sessions.  

 

3.2.3 No novelty-induced changes in sleep spindles 
 

Since a novelty-induced increase in SWRs was found in WT mice and we found this 

increase to be absent in FAD+ mice, the occurrence of sleep spindles along 

recording sessions and between genotypes was investigated in the same fashion. 

First, the number of sleep spindles per minute was compared along recordings and 

between genotypes. Then, changes in sleep spindle occurrence after object 

exploration compared to baseline recordings were determined and compared 

between recordings and genotypes. Lastly, the average duration of sleep spindles 

was assessed across recordings and between genotypes.  
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Figure 3.2.5 Occurrence and durations of sleep spindles in WT and FAD+ mice across 
habituation (HB), baseline (B) and post-exploration (P) home cage recordings. A) 
Average numbers of sleep spindles/min of WT mice (n = 10) across HB, B and P recording 
sessions. Bars of darker colour indicate P recordings after a novel exploration experience. 
Dashed vertical lines are shown to indicate the 5 recording days. Illustrations below the plot 
indicate the sessions of the NOR test between the B and P recordings with novel experience 
sessions shown in darker colours. B) Average numbers of sleep spindles/min of FAD+ mice 
(n = 11) across HB, B and P recording sessions. Bars of darker colour indicate P recordings 
after a novel exploration experience. Dashed vertical lines are shown to indicate the 5 
recording days. Illustrations below the plot indicate the sessions of the NOR test between the 
B and P recordings with novel experience sessions shown in darker colours. C) Change in 
sleep spindles/min in P1-P5 recordings relative to respective B1-B4 recording in WT mice (n 
= 10). D) Change in sleep spindles/min in P1-P5 recordings relative to respective B1-B4 
recording in FAD+  mice (n = 11). E) Average duration of sleep spindles of WT (n = 10, blue) 
and FAD+ (n = 11, green) mice across HB, B and P recordings. Mann-Whitney U tests, * p < 
0.05. 
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To investigate differences in sleep spindle occurrence between genotypes and 

recording sessions, a 2-way ANOVA was conducted. No significant effect of 

genotype was found (F(1, 162) = 0.28, p = 0.6), no significant main effect of 

recording session (F(8, 162) = 0.9, p = 0.52) and not significant interaction between 

genotype and recording session (F(8, 162) = 0.33, p = 0.95). Additional ANOVA for 

each genotype separately confirmed that there were no differences in sleep spindles 

along recordings in WT (F(8, 81) = 0.67, p = 0.72) (Figure 3.2.5 A) or in FAD+ mice 

(F(8, 90) = 0.6, p = 0.77) (Figure 3.2.5 B). Next, potential sex differences were 

investigated. Since the Shapiro-Wilk test indicated no normal distribution of our data 

in some recording sessions, Mann-Whitney U tests were conducted for WT and 

FAD+ mice for each recording session. No significant differences between sexes 

were found.  

To further quantify how exploration of objects affects the occurrence of sleep 

spindles, the change in sleep spindle rates - relative to the respective baseline 

recording of each day – was computed and t-tests against 0 with Bonferroni 

correction were conducted to identify post-experience recordings with a significant 

change in sleep spindle rate. In both WT and FAD+ mice, no significant changes in 

sleep spindle rate relative to baseline were found (Figure 3.2.5 C-D). Potential sex 

differences in the change in sleep spindle rate were investigated using Mann-

Whitney U tests. No significant differences between sexes were found along 

recording sessions.  

These findings indicate no abnormalities in sleep spindle occurrence in FAD+ mice 

and no experience-dependent changes in sleep spindle occurrence in either group. 

Finally, the average duration of sleep spindles was analysed for each recording 

session to investigate differences between genotypes. Repeated measures ANOVA 

revealed no significant main effect of genotype (F(1, 19) = 0.65, p = 0.46) and no 

significant interaction of genotype and recording session (F(1, 19) = 0.92, p = 0.35). 

These findings indicate no differences in sleep spindle durations between genotypes 

and across recording sessions. (Figure 3.2.5 E).   

Overall, our findings indicate that sleep spindle occurrence is not experience-

dependent and that FAD+ mice do not show abnormalities in spindle occurrence.  
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3.2.4 No novelty-induced changes in sharp-wave ripple – sleep spindle 
coupling 

 

Since a previous study has reported a sequential coupling of sleep spindles and 

SWRs and its link to systems consolidation (Staresina, Niediek, Borger, Surges, & 

Mormann, 2023), the co-occurrence of sleep spindles and SWRs was next 

assessed to investigate novelty-induced changes in the coupling as well as 

differences between genotypes. To do so, the time of sleep spindle onsets was set 

as time 0 and a time window of 2 s before and 2 s after the onsets was chosen to 

investigate changes in hippocampal activity.  

As a first step, changes in hippocampal signal in the SWR frequency range were 

analysed as the mean of all recording sessions for WT and FAD+ mice. Signals in 

the SWR frequency range increased after the sleep spindle onset in both WT and 

FAD+ mice, reaching a maximum peak around 400 ms after the sleep spindle onset 

(Figure 3.2.6 A). To examine potential differences in these peaks between 

genotypes, the amplitude of the peaks in SWR frequency signal was assessed for 

each mouse in each recording (Figure 3.2.6 B). T-test revealed no significant 

difference between WT and FAD+ mice ( p = 0.5). However, since experience-

dependent differences in SWRs were found in previous analysis between WT and 

FAD+ mice (chapter 3.2.2), potential experience-dependent effects on the SWR-

spindle coupling were investigated by separately examining changes in the SWR 

frequency signals in B1 and B4 recordings (Figure 3.2.6 C), where no significant 

differences in SWR and spindle occurrence had previously been found between 

genotypes, and changes in SWR frequency signals in P1 and P5 (Figure 3.2.6 E), 

which previously had shown significant differences in SWR occurrence between 

FAD+ and WT mice. The increase in SWR frequency signal was present in both 

baseline and post-learning recording. T-tests investigating differences between the 

genotypes found no significant difference in the peaks in baseline sessions (p = 

0.94) (Figure 3.2.6 D) and neither in post-learning sessions (p = 0.53) (Figure 3.2.6 

F). Together, these findings indicate that the coupling of spindles and SWRs is not 

experience-dependent and that FAD+ mice do not show abnormalities in coupling.  
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Figure 3.2.6 Co-occurrence of sleep spindles and SWRs in WT and FAD+ mice. A) 
Mean trace of hippocampal signal around sleep spindles onset of WT mice (top, blue) and 
FAD+ mice (bottom, green) along all recording sessions. Hippocampal signals were filtered 
in 140 – 250 Hz range and the envelope was z-scored based on the first 1000 ms. Individual 
traces of each recording session of each mouse (WT n = 10, FAD+ n = 11) are shown in 
grey. Red vertical lines indicate the onset of sleep spindle events. B) Comparison of peak 
amplitude of individual traces of hippocampal signal of WT (n = 10, blue) and FAD+ (n = 11, 
green) mice across all recording sessions. Boxplots show 25th and 75th percentile with 
medians in red and whiskers indicating maximum and minimum values. Outlier shown as red 
crosses. C) Same as A, but showing the mean and individual traces of B1 and B4 recordings 
only. D) Same as B, but only comparing peak amplitudes of B1 and B4 recordings. E) Same 
as A, but showing the mean and individual traces of P1 and P5 recordings only. F) Same as 
B, but only comparing peak amplitudes of P1 and P4 recordings. 

 

3.2.5 Results of the novel object recognition test 
 

The overall idea of the experiment described in this chapter so far, was to combine 

our sleep recordings with the novel object recognition test (NOR) to observe 

changes in SWRs and sleep spindles in the context of learning and memory. Our 

aim was to identify differences in SWR and sleep spindle occurrence between 

genotypes and investigate how these differences affect memory performance. 

Our NOR test consistent of 4 training sessions (TR1 - TR4), where mice explored 

two identical objects on 4 consecutive days, and one test session (Test) where one 

object was replaced by a novel object. Since a significant increase in SWRs was 

found after WT mice explored the identical objects for the first time (TR1) and after 

one object was replaced by a novel one (Test), and this increase was absent in 

FAD+ mice, exploration of objects during the test session in WT and FAD+ mice 

was analysed to investigate whether the absence of SWR increase in FAD+ mice 

leads to memory deficits. The NOR test assumes that mice express a curiosity for 

novelty, therefore exploring novel objects more than familiar objects. Therefore, 

mice with intact memory should show a preference for exploring a novel object, 

while mice with memory impairments should explore novel and familiar objects 

equally. The so-called discrimination index is used as a measurement for memory 

performance in the NOR test. It is calculated as the time spent with the new object 

minus the time spent with the old object divided by the combined exploration time of 

both objects. A positive discrimination index is usually interpreted as a preference 

for the novel object, a negative index is interpreted as a preference for the familiar 

object and a discrimination index close to 0 indicates no preference. When 

performing this test, two major parameters need to be considered: what distance 
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from the objects is considered as exploration and for how long exploration is 

assessed. In literature, a range of different combinations of parameters have been 

reported. In terms of test duration, reports range from 3 minutes (Szczepańska, 

Bojarski, Popik, & Malikowska-Racia, 2023) over 5 min (Zhang et al., 2012) to 10 

min (Lueptow, 2017), while the distance from the object counted as exploration is 

often set at 2 or 3 cm (Lueptow, 2017; Shimoda, Ozawa, Ichitani, & Yamada, 2021). 

As a first step, different combinations of parameters were analysed to investigate 

the robustness of the discrimination index.  

 

Figure 3.2.7 Analysis of the novel object recognition test. A) Schematic of top-view 
video visuals of the NOR test. Dashed and dotted circles represent exploration zones of 5 
cm and 2 cm distance from the object, respectively. Novel object shown in red, familiar 
object shown in blue. B) Representative heatmap of parameter investigation showcasing 
how definition of cut-off time and exploration radius affects the discrimination index. 
Preference of the familiar object (negative discrimination index) shown in blue, preference for 
the novel object (positive discrimination index) shown in red. C) Representative change in 
mean of the D-index across time of during the test session with a 2 cm exploration radius. 
Thick lines show mean discrimination index of WT (blue) and FAD+ (green). Individual traces 
of each animal are shown in thinner lines of the respective colour according to genotype. 
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Red dashed lines represent the ± 0.2 cut-off for preference indication D) Discrimination Index 
of WT (blue) and FAD+ mice (green) across TR1-TR4 and test session using 6 combinations 
of parameter combinations. T-test, * p < 0.05. Illustrations partially created with 
BioRender.com 

 

The distance from the object (Figure 3.2.7 A) was explored ranging from 1 cm to 15 

cm. Cut-off times were explored ranging from 1 minute up to 10 minutes. A 

representative heatmap of discrimination index for each parameter combination for a 

single WT mouse during the test session is shown in Figure 3.2.7 B. Different 

combinations of parameters lead to drastically different discrimination indices. For 

example, choosing a 2 cm exploration radius with a 3 min cut-off time lead to a  

discrimination index close to -1, indicated the mouse preferred the familiar object, 

while setting the cut-off time just one minute later lead to a discrimination indices 

close to +1, indicating a preference for the novel object (Figure 3.2.7 B). To further 

look into how cut-off time influences the discrimination index, indices were 

calculated for each cut-off time from 1 to 10 minutes and changes in individual mice, 

as well as the mean across genotypes, were assessed for the exploration radius of 

2 cm (Figure 3.2.7 C). Results showed strong preferences for one object in 

individual mice at early cut-off times which gradually disappeared at later cut-off 

times. The mean discrimination index of the two genotypes also varied accordingly 

across cut-off times (Figure 3.2.7 C). Finally, 6 combinations of parameters were 

chosen to explore memory performance of all WT and FAD+ mice during the last 

training session and the test session. Average discrimination index of WT and FAD+ 

mice for these sessions varied based on the combination of parameters (Figure 

3.2.7 D). T-test between FAD+ and WT were conducted for the training and test 

session for each combination of parameters. A significant difference between 

genotypes was only found in the test session using the 2 min cut-off and 2 cm 

exploration radius combination (p = 0.02) where FAD+ mice had a significantly 

higher discrimination index at 0.63, indicating preference for the novel object, 

compared to WT mice at 0.01. Such a low discrimination index as found in the mean 

of the WT mice is usually interpreted as mice showing no preference. As shown in 

Figure 3.2.7 C, however, individual WT mice did show preference for either the new 

or old object. This effect seems to be abolished when assessing the mean 

discrimination index of the group of mice, so that in all 6 combinations of 

parameters, no preference for either the novel or familiar object was found in WT 

mice in the test session. 
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Our findings indicate great variability in the outcome of the NOR test, i.e. the 

discrimination index, as it is highly dependent on the chosen parameters. Significant 

differences between genotypes were sparse and only found with certain parameter 

combinations. The expected positive discrimination index in WT mice in the test 

session was not found with any combination of parameters, indicating no clear 

preference for the novel object. FAD+ mice, however, showed a preference for the 

novel object in the test session when data was analysed with specific parameter 

combinations.  

 

3.2.6 Summary 
 

In this chapter we explored SWRs and sleep spindles in the context of the NOR test. 

We found that SWRs are novelty-modulated: they increase in WT mice after a novel 

exploration experience, compared to baseline recordings. We found that this 

novelty-induced increase is absent in FAD+ mice. Since FAD+ mice showed no 

abnormalities in sleep architecture, the absence of SWR increase is unlikely to be 

due to fundamental differences in overall sleep time or fragmentation. We found no 

novelty-induced changes in sleep spindles and no changes in SWR-spindle 

coupling. FAD+ mice showed no evidence for abnormalities in sleep spindle or 

SWR-spindle coupling. The increase in SWRs in WT mice did not lead to better 

performance during the NOR task. The absence of SWRs increases in FAD+ mice 

did not lead to poorer performance in the NOR test compared to WT mice. We found 

considerable variability in the outcome of the NOR test, depending on what 

parameters were chosen to investigate object exploration preferences, indicating 

low robustness of the discrimination index in our data.   

 

  



 118 

3.3 Investigation of acetylcholine across the sleep-wake cycle 
 

Since we found the novelty-dependent modulation of SWRs to be absent in FAD+ 

mice, we wanted to investigate the underlying mechanism of this lack in SWRs. 

Previous studies suggest that SWRs are generated when the CA3 excites large 

subsets of CA1 pyramidal cells and interneurons (Buzsáki, 2015; Palop & Mucke, 

2016; Valero et al., 2017). The excitation stemming from the CA3 is believed to only 

occur when supressing effects caused by the activation of cholinergic and 

cannabinoid receptors in the CA3 are absent (Buzsáki et al., 1983; Hasselmo, 2006; 

Hounsgaard, 1978; Robbe et al., 2006). Since cholinergic neurons are amongst the 

first types of neurons to degenerate in AD and dysregulation of the cholinergic 

system is a prominent factor of AD (reviewed in (Chen, Huang, Yang, & Hong, 

2022)), we hypothesise that abnormalities in ACh activity in our AD mouse model 

contribute to the absence of SWRs.  

To test this hypothesis, we investigated abnormalities in ACh activity in the HC 

across the sleep-wake cycle. Here, we performed simultaneous electrophysiology 

and fibre photometry recordings to measure cholinergic tone in the HC in 8 FAD+ 

and 8 WT mice before and after a novel experience.  
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Figure continued on next page.  
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Figure 3.3.1 Recording protocol, viral expression and electrode positions of 
simultaneous electrophysiology and fibre photometry recordings. After a habituation 
mock-recording (HB) in tethered condition in the home cage on day 0, mice underwent a 1 h 
baseline recording (B1) in the home cage on day 1, followed by 10 min of exploration of 2 
identical objects in the open field box and a post-exploration recording (P1) in their home 
cage. B) Representative histology images of a FAD+ mouse showing viral expression (GFP, 
green), amyloid plaques (Alexa Fluor, red) and DAPI (blue). Scale bar 1000 μm (left) and 
100 μm (right). C) Electrode and/or fibre position of each mouse. Top: FAD+ mice, Bottom: 
WT mice. D) Schematic of electrode position based on histological images. Tips of 
electrodes are indicated as dots in blue for WT mice and green for FAD+ mice. Illustrations 
partially created with BioRender.com    

 

Our prior test recordings in 4 test mice indicated a significant loss of fluorescent 

signal due to photobleaching when recording for more than 3 hours. We therefore 

conducted a shortened version of the previous experimental design described in 

chapter 3.2. We performed a mock-recording on day 0 to habituate the mice to the 

procedure. Mice were fully tethered in their home cage but the recording system 

remained turned off. On day 1, mice underwent a 1 h baseline recording (B1) 

followed by exploration of 2 identical objects in the open field box, followed by a 1.5 

h post-exploration recording (P1) (Figure 3.3.1 A). Data of one male WT mouse was 

excluded due to an unstable fibre implant and one female FAD+ mouse was 

excluded due to poor quality of the fluorescent signal. Viral expression and electrode 

position was confirmed in the remaining 7 FAD+ and 7 WT mice in histological 

analysis (Figure 3.3.1 B-C). We first analysed the sleep architecture, SWR and 

sleep spindle occurrence based on the electrophysiological signals. Then, we 

investigated the cholinergic signalling in the HC across the sleep-wake cycle, at 

state transitions, and around the timing of SWR events in FAD+ mice and WT mice.  
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3.3.1 Sleep architecture of WT and FAD+ mice along recording sessions 
 

As a first step we assessed the percentage of time spent in each state, the numbers 

of episodes per hour and latency to the first sleep episode as measurements of 

sleep architecture of both genotypes in B1 and P1 recordings.  
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Figure 3.3.2 Sleep architecture of WT and FAD+ mice across fibre photometry 
recordings. A) Percentage of time spent in each state: awake (AW, left), non-REM (NREM, 
middle) and REM (right) for WT (n = 7, blue) and FAD+ mice (n = 7, green) across baseline 
(B1) and post-exploration (P1) recording. B) Mean number of awake episodes (left), NREM 
episodes (middle) and REM episodes (right) per hour of B1 and P1 recordings of WT (n = 7, 
blue) and FAD+ mice (n = 7, green). Post-hoc multiple comparison with Bonferroni 
correction, * p < 0.05. C) Mean duration in seconds of awake episodes (left), NREM 
episodes (middle) and REM episodes (right) per hour of B1 and P1 recordings of WT (n = 7, 
blue) and FAD+ mice (n = 7, green). Post-hoc multiple comparison with Bonferroni 
correction, * p < 0.05. D) Latency to first sleep episode of WT (n = 7, blue) and FAD+ mice (n 
= 7, green) in B1 and P1 recordings. Error bars: standard error of mean. 
 

Repeated measures ANOVA was conducted for the percentage of time spent in 

each state in the B1 and P1 recording session. We found no significant effect of 

recording session (F(1, 12) = 2.07, p = 0.18) and no significant interaction between 

recording session and genotype (F(1, 12) = 0.81, p = 0.39) on the percentage of 

time spent awake (Figure 3.3.2 A, left). There was also no significant effect of 

recording session on the percentage of time spent in NREM sleep (F(1, 12) = 1.68, 

p = 0.22), no significant interaction between recording session and genotype (F(1, 

12) = 0.24, p = 0.63) (Figure 3.3.2 A, middle) and no significant effect of recording 

session (F(1, 12) = 0.68, p = 0.43) and no significant interaction (F(1, 12) = 2.77, p = 

0.12) on the percentage of time spent in REM sleep (Figure 3.3.1 A, right). We next 

assessed the number of episodes of each state using repeated measures ANOVA. 

We found a significant main effect of recording session (F(1, 12) = 33.13, p < 0.001) 

with no interaction of genotype and session (F(1, 12) = 1.87, p = 0.20) of awake 

episodes. Post-hoc multiple comparison using Tukey’s HSD test revealed a 

significant difference between WT and FAD+ mice in B1 recordings (p = 0.04), a 

significant difference in WT mice between B1 and P1 recordings (p <0.001) and a 

significant difference in FAD+ mice between B1 and P1 recordings (p = 0.02) 

(Figure 3.3.2 B, left). Repeated measures ANOVA revealed a significant main effect 

of recording session (F(1, 12) = 38.1, p < 0.001) on the number of NREM episodes 

but no interaction between group and recording session (F(1, 12) = 2.51, p = 0.14). 

Post-hoc multiple comparison using Tukey’s HSD test revealed a significant 

difference between WT and FAD+ mice in B1 recordings (p = 0.047), a significant 

difference in WT mice between B1 and P1 recordings (p <0.001) and a significant 

difference in FAD+ mice between B1 and P1 recordings (p = 0.025) (Figure 3.3.2 B, 

middle). When investigating the number of REM episodes, repeated measures 

ANOVA revealed no significant main effect of recording session (F(1, 12) = 2.39, p = 

0.15) but a significant interaction between genotype and recording session (F(1, 12) 
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= 8.92, p = 0.01). Post-hoc multiple comparison using Tukey’s HSD test revealed a 

significant difference between WT and FAD+ mice in P1 recordings (p = 0.003) and 

a significant difference in FAD+ mice between B1 and P1 (p = 0.008) (Figure 3.3.2 

B, right).  

We further investigated the average duration of episodes of wakefulness, NREM 

and REM sleep. Repeated measures ANOVA showed no significant main effect of 

recording session (F(1, 12) = 1.14, p = 0.31) and no significant interaction between 

genotype and recording session (F(1, 12) = 0.07, p = 0.79) (Figure 3.3.2.C, left). For 

the mean duration of NREM episodes, repeated measures ANOVA revealed a 

significant main effect of recording session (F(1, 12) = 14,87, p = 0.002) but no 

interaction between genotype and recording session (F(1, 12) = 0.07, p = 0.79). 

Post-hoc multiple comparison using Tukey’s HSD test revealed that WT mice 

showed significantly longer NREM episode durations in the P1 recording compared 

to the B1 recording (p = 0.013). The same effect was found among FAD+ mice (p = 

0.026) (Figure 3.3.2 C, middle). For REM episodes, repeated measures ANOVA 

revealed no significant main effect of recording session on the mean duration of 

episodes (F(1, 12) = 2.61, p = 0.18) and no significant interaction between genotype 

and recording session (F(1, 12) = 0.3, p = 0.61) (Figure 3.3.2.C, right).  

Lastly, sleep latency was compared between genotypes and recording sessions. 

Repeated measures ANOVA revealed no significant main effect of recording 

session (F(1, 12) = 1.33, p = 0.27) and no significant interaction between genotype 

and session (F(1, 12) = 0.38, p = 0.55) (Figure 3.3.2 D).  

Together, our findings suggest less sleep fragmentation in the P1 recording as 

indicated by the lower numbers and longer durations of NREM episodes in both 

groups of mice. Differences between genotypes were found in the B1 recording, 

where WT mice showed slightly more sleep fragmentation than FAD+ mice, and in 

the P1 recording where FAD+ mice showed more REM episodes than WT mice. No 

differences were found in the overall percentage of time spent in each state or in 

sleep latency. Overall, the time spent awake was very low in both recordings 

compared to our previous experiments. This is likely due to the fibre photometry 

cable used in these experiments, which adds weight and is less flexible than the 

electrophysiology cable, making it more difficult and tiring for mice to move.  
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3.3.2 Confirmation of our previous SWR and sleep spindle findings 
 

After assessing sleep architecture, we wanted to replicate our previous finding of 

SWRs occurring more frequently in WT, but not FAD+, mice after exploring objects 

for the first time, and that sleep spindles are not novelty-modulated and not 

diminished in FAD+ mice. 

 

Figure 3.3.3 SWR and sleep spindle occurrence in WT and FAD+ mice before and after 
object exploration. A) Average number of SWRs/s of n = 7 WT mice in baseline recording 
(B1) and post-exploration recording (P1). T-test, * p < 0.05. B) Average number of SWRs/s 
of n = 7 FAD+ mice in B1 and P1. C) Change in the number of SWRs/s in P1 relative to B1 
for WT (n = 7, blue) and FAD+ (n = 7, green) mice. T-test against 0, * p < 0.05. D) Average 
number of sleep spindles/min of n = 7 WT mice in B1 and P1 recording. E) Average number 
of sleep spindles/min of n = 7 FAD+ mice in B1 and P1 recording. F) Change in the number 
of sleep spindles/min in P1 relative to B1 for WT (n = 7, blue) and FAD+ (n = 7, green) mice. 
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We performed t-tests to compare the SWR rate in the B1 and P2 recording for WT 

and FAD+ mice separately. In WT mice, we found a significantly higher rate of 

SWRs in the P1 recording (p = 0.002) (Figure 3.3.3 A). In FAD+ mice, SWR rates 

did not differ between the B1 and P1 recording (p = 0.15) (Figure 3.3.3 B). 

Comparison of the P1 SWR rate relative to baseline recording showed only a 

significant increase in WT mice (p = 0.002) but not in FAD+ mice (p = 0.15) (Figure 

3.3.3 C).  

Next, t-tests were performed to compare the rate of sleep spindles in the B1 and P2 

recording in WT and FAD+ mice. No significant difference was found in WT mice (p 

= 0.4) (Figure 3.3.3 D) and in FAD+ mice (p = 0.53) (Figure 3.3.3 E). The relative 

change in sleep spindles compared to baseline recordings was also not significant in 

either group (WT: p = 0.4, FAD+: p = 0.53).  

This analysis shows that we successfully replicated our previous findings in a new 

cohort of mice: SWRs are novelty-modulated in WT mice, this novelty-induced 

increase in SWRs is absent in FAD+ mice. Sleep spindles do not increase after a 

novel experience and FAD+ mice do not show abnormalities in sleep spindle 

occurrence.  
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3.3.3 Cholinergic tone in the hippocampus across the sleep-wake cycle in 
WT and FAD+ mice 

 

After confirming that the WT mice in this cohort showed a novelty-induced increase 

in SWRs after object exploration which was absent in FAD+ mice, we wanted to 

investigate the cholinergic tone in the HC across the sleep-wake cycle and 

investigate potential differences between genotypes.  

 

Figure 3.3.4 Cholinergic tone across the sleep-wake cycle. A) Representative trace of 
fluorescent signal across awake (red), REM (green) and NREM (blue) episodes of a WT 
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mouse. B) Average fluorescent signal in all recordings of WT mice (n = 7, blue) and FAD+ 
mice (n = 7, green) during awake state (left), NREM sleep (middle) and REM sleep (right). C) 
Comparison of average fluorescent signal in B1 and P1 recording of WT (n = 7, blue) and 
FAD+ mice (n = 7, green) during awake (left), NREM (middle) and REM sleep (right). Post-
exploration recordings are indicated in darker colours.   

 

We found cholinergic activity to vary greatly across the sleep-wake cycle (Figure 

3.3.4 A). During wakefulness, the cholinergic tone was highest with fluctuations 

across time. During NREM sleep, the cholinergic activity was lowest with little 

fluctuations. Cholinergic activity also showed low fluctuation during REM sleep and 

was elevated here, but lower compared to the activity during awake times (Figure 

3.3.4 A).  

To investigate abnormalities in cholinergic tone in the FAD+ mice, we compared the 

average signal in each state between FAD+ and WT mice. T-tests revealed no 

significant difference between the cholinergic signal of WT and FAD+ mice during 

awake state (p = 0.8), NREM sleep (p = 0.75) or REM sleep (p = 0.72) (Figure 3.3.4 

B).  

Since we had found SWR occurrence to only be different between genotypes in the 

P1 recording, but not the B1 recording, we next wanted to investigate differences in 

cholinergic tone across the two recordings for each state. 2-way ANOVA revealed 

no significant main effect of genotype (F(1, 24) = 0.05, p = 0.86), of recording 

session (F(1, 24) = 0.41, p = 0.64) or interaction between genotype and recording 

session (F(1, 24) = 1.3, p = 0.26) on the cholinergic tone during awake times (Figure 

3.3.4 C, left). Analysis of the cholinergic signal during NREM sleep revealed a trend 

but no significant main effect of genotype (F(1, 24) = 124.25, p = 0.057), a 

significant main effect of recording session (F(1, 24) = 1895.85, p = 0.02) and no 

significant interaction between genotype and recording session (F(1, 24) = 0, p = 

0.97). Post-hoc analysis using Tukey’s HSD revealed no significant differences 

amongst recording sessions of genotypes (Figure 3.3.4 C, middle). During REM 

episodes, no significant main effect of genotype (F(1, 13) = 2, p = 0.39), of recording 

session (F(1, 13) = 8.85, p = 0.21) or interaction between genotype and recording 

session (F(1, 13) = 0.02, p = 0.9) was found (Figure 3.3.4 C, right).  

Together, these findings indicate no significant differences in the overall cholinergic 

tone among all states between WT and FAD+ mice.  
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3.3.4 Change in cholinergic tone at state transitions 
 

Although we did not find any significant differences between genotypes when 

assessing the mean cholinergic activity in each state, we wanted to assess potential 

differences at a smaller time scale, as averaging the cholinergic tone across several 

minutes could mask subtle differences. We therefore assessed the change in 

cholinergic signal at transition times, i.e. when mice transitioned from NREM to REM 

sleep, from NREM to awake, from awake to NREM and from REM to awake. A time 

window of -20 s to +20 s around the transition was chosen by progressively 

increasing the window size until the signal stabilised in both the initial and final few 

seconds before and after the transition. 
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Figure 3.3.5 Dynamics of cholinergic tone at state transitions. A) Individual traces (grey) 
and mean (colour) of cholinergic signal at transitions from NREM to REM sleep of WT mice 
(left, blue) and FAD+ mice (right, green). B) Individual traces (grey) and mean (colour) of 
cholinergic signal at transitions from NREM to awake of WT mice (left, blue) and FAD+ mice 
(right, green). C) Individual traces (grey) and mean (colour) of cholinergic signal at 
transitions from awake  to NREM sleep of WT mice (left, blue) and FAD+ mice (right, green). 
D) Individual traces (grey) and mean (colour) of cholinergic signal at transitions from REM to 
awake of WT mice (left, blue) and FAD+ mice (right, green). 

 

In both WT and FAD+ mice, we saw distinct patterns of changes in fluorescent 

signal for the 4 types of state transitions.  

When transitioning from NREM to REM sleep we observed a slow increase in 

cholinergic tone starting before the onset of REM sleep (Figure 3.3.5 A). When 

transitioning from NREM sleep to wakefulness, we saw a sharp increase of 

cholinergic tone which occurred delayed after the awakening of the mice (Figure 

3.3.5 B). When transitioning from awake to NREM sleep, however, the cholinergic 

tone decreased without a delay and more slowly (Figure 3.3.5 C). Transitions from 

REM to wakefulness showed a small increase in cholinergic tone which occurred 

slightly delayed after awakening (Figure 3.3.5 D).  

We further investigated the change in cholinergic tone across transitions in WT and 

FAD+ mice, using t-tests. Here, we assessed the difference between the pre-

transition signal and post-transition signal for each transition type by computing the 

mean signal before the transition and subtracting it from the mean signal after the 

transition.   
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Figure 3.3.6 Change in cholinergic tone at state transitions. A) Increase in cholinergic 
tone after REM onset compared to pre-transition NREM signal of WT (n = 7, blue) and FAD+ 
mice (n = 7, green). B) Increase in cholinergic tone after awakening compared to pre-
transition NREM signal of WT (n = 7, blue) and FAD+ mice (n = 7, green). T-test, *p < 0.05. 
C) Decrease in cholinergic tone after NREM onset compared to pre-transition wakefulness 
signal of WT (n = 7, blue) and FAD+ mice (n = 7, green). T-test, *p < 0.05.   D) Increase in 
cholinergic tone after awakening compared to pre-transition REM signal of WT (n = 7, blue) 
and FAD+ mice (n = 7, green). T-test, *p < 0.05.   

 

We found no significant differences between genotypes in the increase of 

cholinergic signal at NREM to REM transition (p = 0.86) (Figure 3.3.6 A). We did, 

however, find a significant difference between genotypes in the increase in 

cholinergic signal at NREM to wakefulness transition (p < 0.001) and in the 

transition from REM to awake (p = 0.002) (Figure 3.3.6 D). We further found a 

significant difference between genotypes in the decrease of cholinergic signal at 

wakefulness to NREM transition (p < 0.001) (Figure 3.3.6 C). 

Our data shows that FAD+ mice exhibit a stronger increase in cholinergic signal 

when transitioning from NREM sleep to awake than WT mice, but show a lower 
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increase when transitioning from REM sleep to awake. Furthermore, FAD+ show a 

lower decrease in cholinergic signal when transitioning from wakefulness to NREM 

sleep. Since this analysis is based on z-scored fluorescent signals, this analysis 

cannot determine whether these differences in the change of signal are due to 

differences in signal in the pre-transition state or due to differences in the post-

transition state.  

Nonetheless, this analysis indicates that there are differences in the dynamics of 

acetylcholine in the HC between FAD+ and WT mice, which have gone undetected 

in our previous analysis in chapter 3.3.3.  

 

3.3.5 Dynamics of cholinergic tone around SWRs  
 

Finally, we wanted to assess cholinergic tone around the occurrence of SWRs. 

Since a previous study has shown that SWRs occur during transient decreases of 

cholinergic activity (Y. Zhang, L. Cao, et al., 2021), we assessed the dynamics of 

cholinergic tone at the SWR peak ± 100 s in WT and FAD+ mice.  
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Figure 3.3.7 Transient changes in cholinergic tone around SWRs. A) Normalised 
change in AchLightG signal around SWRs (left) and mean change in AchLightG signal 
centred on SWR peaks (right) of  WT1 mouse in B1. B) Normalised change in AchLightG 
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signal around SWRs (left) and mean change in AchLightG signal centred on SWR peaks 
(right) of  WT2 mouse in P1. C) Normalised change in AchLightG signal around SWRs (left) 
and mean change in AchLightG signal centred on SWR peaks (right) of  FAD+1 mouse in 
B1. D) Normalised change in AchLightG signal around SWRs (left) and mean change in 
AchLightG signal centred on SWR peaks (right) of  FAD+1 mouse in P1. 

 

We observed the cholinergic signal to decrease and reach a minimum at the time of 

SWR occurrence in some of the recordings of both WT and FAD+ mice (Figure 

3.3.7 A & C). However, this pattern of cholinergic decline around SWRs was not 

observed in all recording sessions. In some recordings, in both WT and FAD+ mice, 

we observed a trend of decline in the mean cholinergic signal, followed by a peak of 

signal at the timing of SWRs (Figure 3.3.7 B & D, right). Such “peaky” signals were 

found amongst both the B1 and P1 recording sessions and in both WT and FAD+ 

mice, indicating that these differences are not due to the novel experience of object 

exploration or due to differences between genotypes. A summary of the numbers of 

recordings where peaks were absent or present is depicted in table 2. Here, peaks 

were defined as any temporary increase in the mean cholinergic signal at the time of 

SWR occurrence.  

Table 2. Overview of recordings containing peaks in cholinergic tone at SWR timing. 

 

To statistically examine the association between the recording session and 

genotype with respect to the presence of peaks, we performed the Cochran-Mantel-

Haenszel test. This test assesses the association between two categorical variables, 

recording session and genotype in our case, on a third variable, the presence or 

absence of peaks. The test revealed no significant association between recording 

session and genotype with respect to the observation of peaks (C2(1) = 0.14, p = 

0.71). This indicates that there is no significant difference in the occurrence of peaks 

between genotypes or recording sessions.  
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Inspection of the changes in cholinergic signal around individual SWR events 

(Figure 3.3.7 B & C, left) suggested a fraction of SWR events to be accompanied by 

an increase in cholinergic activity, instead of a decrease.  

We wanted to explore these peaks in cholinergic activity further to investigate the 

cause of these inconsistencies of cholinergic tone across SWR events. Since high 

cholinergic activity is usually associated with states of high arousal, we wondered 

whether these peaks could represent micro-arousals during sleep. We therefore 

compared the cholinergic tone during SWRs with the EMG signal during SWRs, 

hypothesising that and increase in arousal could show as an increase in muscle 

tone.  

 

Figure 3.3.8 Inspection and correlation of EMG power and cholinergic tone around 
SWRs. A) EMG power around SWR events sorted in descending order (left), corresponding 
AchLightG signal around SWRs (middle) and correlation of EMG power and AchLightG 
signal for each SWR event (right) of WT1 in B1. B) EMG power around SWR events sorted 
in descending order (left), corresponding AchLightG signal around SWRs (middle) and 
correlation of EMG power and AchLightG signal for each SWR event (right) of FAD+1 in B2. 

 

We sorted SWRs events according to their EMG power and compared changes in 

EMG to changes in cholinergic activity across the 200 s time window. Figure 3.3.8 

shows two examples of this analysis. In recordings with no peak in cholinergic 

activity at SWR occurrence, few SWR events showed an increase in EMG power at 

the time of SWRs (Figure 3.3.8 A, left) and likewise, little SWR events showed an 
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increase in cholinergic activity (Figure 3.3.8 A, middle). The correlation between 

EMG power and cholinergic activity, quantified by the correlation coefficient, was low 

here (r = 0.087) (Figure 3.3.8 A, right). In datasets where a peak in cholinergic 

activity was found at the time of SWR occurrence, however, EMG power at the time 

of SWRs was increase in a considerable fraction of SWR events (Figure 3.3.8 B, 

left), and the cholinergic tone in these SWR events was found to be increased 

(Figure 3.3.8 B, middle). The correlation between EMG power and cholinergic 

activity, quantified by the correlation coefficient, was high here (r = 0.824) (Figure 

3.3.8 B, right). These findings indicate that the peaks observed in some recordings 

are due a fraction of SWR events with higher cholinergic activity which coincide with 

higher EMG power.   

We cannot say with absolute certainty whether these peaks are artefacts or not. 

Therefore, further analysis regarding differences in cholinergic activity around SWRs 

between genotypes, or across recordings, is challenging.  
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3.3.6 Summary  
 

Here we investigated cholinergic activity in the HC across the sleep-wake cycle in 

WT and FAD+ mice before and after exploration of novel objects.  

We observed changes in the sleep architecture in both WT and FAD+ mice across 

recordings, where mice showed less sleep fragmentation in the second recording 

session. In the first recording, WT mice showed more NREM sleep fragmentation 

than FAD+ mice. In the second recording, FAD+ mice showed more fragmented 

REM sleep. The overall time spent in each state and latency to sleep did not differ 

significantly between genotypes or recording sessions.  

As in our previous experiments, we observed an increase in SWRs in WT mice 

during NREM sleep after novel object exploration compared to baseline sleep. This 

increase was absent in FAD+ mice. Sleep spindles did not change after object 

exploration and we found no evidence of abnormalities in sleep spindle occurrence 

in FAD+ mice. 

We showed that levels of cholinergic activity in the HC are distinctively different 

between wakefulness, NREM and REM sleep. We found no differences in the 

overall level of cholinergic activity in these states between WT and FAD+ mice or 

between recording sessions.  

We found distinct patterns of changes in cholinergic activity at state transitions, 

where cholinergic tone increased just before transitioning from NREM to REM sleep 

occurred, increased with a small delay when waking up, and decreased when 

transitioning to NREM sleep without a delay. Here we observed differences between 

genotypes at transitions of mice waking up. FAD+ mice showed a stronger increase 

in cholinergic activity when waking up from NREM sleep, while WT mice showed a 

stronger increase in cholinergic tone when waking up from REM sleep. Furthermore, 

we found cholinergic tone to decrease less when transitioning from wakefulness to 

NREM sleep in FAD+ mice compared to WT mice. 

Lastly, we observed a tendency for cholinergic activity to decrease around the 

occurrence of SWRs, although cholinergic activity increased during some events in 

both WT and FAD+ mice.  
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4.1 Summary of main findings 

 
The aim of this project was to investigate abnormalities in sleep architecture, SWRs 

and sleep spindles in 5xFAD mice in the context of novelty and learning, as well as 

abnormalities in cholinergic activity as an underlying mechanism of SWR 

abnormalities. To do so, we performed in vivo EEG, EMG, hippocampal LFP and 

fibre photometry recordings in freely behaving condition across the sleep-wake cycle 

when mice were in a novel or familiar environment and before and after mice 

explored novel or familiar objects. 

We found no consistent abnormalities in sleep architecture or abnormalities in sleep 

spindle occurrence in FAD+ mice. 

We did, however, observe significant abnormalities in SWRs in FAD+ mice. More 

specifically, we found a novelty-induced modulation of SWRs in the context of 

exploration of a novel environment or novel objects in WT mice, which was absent in 

FAD+ mice. We are the first to report this lack of novelty-induced modulation of 

SWRs in the 5xFAD mouse model. We further investigated abnormalities in 

cholinergic activity in the HC as an underlying cause for the absence of this high 

frequency of SWR occurrence. We found no significant differences in the average 

cholinergic tone across the sleep-wake cycle between FAD+ and WT mice, but 

significant differences in the change of cholinergic tone at state transitions. This 

suggests that even though the overall cholinergic tone was similar between 

genotypes, impaired cholinergic dynamics at state transitions might underlie the 

observed differences in SWRs, which in turn could contribute to the cognitive deficits 

associated with AD. 

 

 
  

4 Discussion 
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4.2 No abnormalities in sleep architecture in 5xFAD mice 
We found no consistent differences between FAD+ and WT mice in regard to their 

sleep architecture. Significant differences between genotypes were only observed in 

the average number of NREM and awake episodes in the B1 session and the 

number of REM episodes in the P1 session of simultaneous fibre photometry and 

electrophysiology (Figure 3.3.2 B). WT mice showed a slightly higher number of 

wake and NREM episodes here, indicating more sleep fragmentation. The average 

duration of episodes, however, did not differ significantly between genotypes in this 

recording session (Figure 3.3.2 C) and no indication of a difference in sleep 

fragmentation between genotypes was found in our other experiments (Figure 3.2.1, 

Figure 3.2.2, Figure 3.2.3).  

These findings were unexpected, since changes in sleep architecture have 

repeatedly been reported in AD patients (Bonanni et al., 2005; Ju et al., 2013; Prinz 

et al., 1982; Spira et al., 2013) as well as in multiple AD mouse models (Maezono et 

al., 2020; Platt et al., 2011; Zhang et al., 2019).  

Previous studies investigating sleep in 5xFAD mice have reported contradicting 

findings. While some studies report no sleep disturbances in this mouse model at 4, 

6 and 12 month of age (Oblak et al., 2021; Schneider, Baldauf, Wetzel, & Reymann, 

2014), one study reported reduced sleep time and increased sleep fragmentation in 

5xFAD mice at 4 - 6.5 month (Sethi et al., 2015). It is important to note, however, 

that this study used a piezoelectric system to detect and analyse sleep. Although 

this method is believed to be around 90% accurate (Donohue, Medonza, Crane, & 

O'Hara, 2008), the use of this method instead of EEG-based sleep scoring could 

explain discrepancies of their reported results with other literature.  

The fact that we did not observe abnormalities in sleep architecture has two major 

implications for this study. Firstly, any abnormalities in oscillations patterns or ACh 

signalling in FAD+ mice reported in this study are unlikely to be due abnormalities in 

sleep architecture. Secondly, since changes in sleep architecture are an important 

component of AD, abnormalities in oscillations or ACh signalling arising from, or 

contributing to, sleep disturbances will not be detectable in this mouse model.  
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4.3 No abnormalities in sleep spindles in 5xFAD mice 

 
We found no significant difference in the rate of sleep spindles between FAD+ and 

WT mice (Figure 3.1.8, Figure 3.2.5 A - D, Figure 3.3.3 D - F). Under the 

assumption that sleep spindles have a functional role of preserving the state of 

sleep (Aston-Jones & Bloom, 1981; Colonnese et al., 2010; Wimmer et al., 2012), 

these findings align with our findings of no abnormalities in NREM duration in FAD+ 

mice. Under the assumption that sleep spindles facilitate memory formation, 

however, it is surprising that we did not only not find any deficits in sleep spindle 

rates in FAD+ mice, but also that we did not find an increase in sleep spindles in the 

context of novelty and learning in WT mice. Previous studies have reported an 

increase in sleep spindles in healthy human subjects after learning tasks (Fogel & 

Smith, 2006; Gais et al., 2002) and sleep spindle rates have been reported to be 

reduced in AD patients (Kam et al., 2019; Latreille et al., 2015). One study in 

particular reported reduced memory consolidation during the night in AD patients, 

who showed less sleep spindles an performed significantly worse on a verbal task, 

but not on a spatial task (Hanert et al., 2024), indicating sleep spindles increase 

might dependent on verbal memory only.  

All of the aforementioned studies in human patients are based on recordings of a full 

night of sleep. In our study, we recorded sleep spindles over the span of 1, 1.5 or 

2.5 hours at a time. Since spindle density is known to increase over the course of 

the night (De Gennaro, Ferrara, Vecchio, Curcio, & Bertini, 2005), this raises the 

question whether our recording sessions were too short to capture an increase in 

sleep spindles after learning and differences between genotypes. One study in a 

different AD mouse model, however, has reported a reduced sleep spindle rate 

within 50 min recording sessions (Benthem et al., 2020). Therefore, differences 

between genotypes should be observable in our experimental design. It is important 

to note here that the mouse model used in the study of Benthem et al., 3xTgAD, is 

known to show abnormalities in sleep architecture in the form of increased durations 

of NREM episodes (Benthem et al., 2020; Cushing et al., 2020). 

Furthermore Benthem et al. reported no increase in sleep spindles after a learning 

task in WT mice, which matches our observations. In both humans and rodents, it is 

believed that motor memory is dependent on sleep spindle activity, while declarative 

memory is dependent on SWRs and slow-wave activity (Miyamoto, Hirai, & 

Murayama, 2017). This could explain why our learning task was not followed by an 



 142 

increase of sleep spindles, but contradicts the findings of Gais et al., who reported 

an increase in sleep spindles in human subjects after a word-association task, which 

was not related to motor memory.   

Beyond sleep spindle rate, we also assessed the durations of sleep spindles. Here, 

we found no significant differences between genotypes. A previous study has 

reported shortening of sleep spindle duration to be associated with an increased risk 

for AD (Orlando et al., 2024). We did not observe this trend in our mouse model. 

According to the studies conducted by Kam at al. and Winer et al., abnormalities in 

sleep spindles in AD are closely linked to the tau pathology, as tau levels in patients 

explained a large portion in variance in sleep spindle abnormalities and such 

abnormalities can predict further accumulation of tau in the future (Kam et al., 2019; 

Winer et al., 2019). Our findings that there are no abnormalities in sleep spindles in 

our amyloid-based AD mouse model therefore supports the hypothesis that sleep 

spindle abnormalities in AD arise from tau pathology. 
 
 

4.4 Lack of novelty-induced modulation of SWRs in a novel 

environment in 5xFAD mice 
 

Like previous studies (Booth et al., 2016; Ciupek, Cheng, Ali, Lu, & Ji, 2015; 

Iaccarino et al., 2016), we found a reduced rate of SWRs in our AD mouse model. 

Since we recorded mice in a novel environment for four consecutive days, we were 

able to observe changes in SWR rates as mice became familiar with the 

environment. We found SWR rates to be highest in WT mice on the first day of 

recording, particularly during the early sleep episodes. The SWR rate decreased 

within recordings and across days in WT mice, indicating that the need for memory 

consolidation was highest when mice were first exposed to the novel environment 

and diminished as exposure was prolonged and repeated. In FAD+ mice, this trend 

was absent: SWR did not occur more frequently on the first recording day, or in the 

early sleep episodes and no decrease was observed within recordings or across 

days (Figure 3.1.3 A – B). Since sleep architecture (Figure 3.1.2), and specifically 

the duration of NREM episodes, did not differ significantly between genotypes 

(Figure 3.1.4 C), the difference in SWR rates observed is unlikely to be due to 

abnormalities in sleep architecture. An unexpected finding is that SWRs in WT mice 

steadily decreased across days, reaching a level significantly lower than FAD+ mice 
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on day 4. The SWR rate in FAD+ mice remained consistent throughout all days. 

These differences in trends between genotypes could reflect differences in need for 

memory consolidation: Both groups of mice have an increased demand for memory 

consolidation when they are first exposed to the novel environment. In WT mice, this 

causes SWRs to occur more frequently, aiding memory consolidation. Due to the 

successful memory consolidation, the need to consolidate new memories 

diminished over the following days. In FAD+ mice, however, the high number of 

SWRs necessary for memory consolidation might not be achieved when exposed to 

the novel environment. Therefore, the need to consolidate memories on the 

following days does not dimmish and the SWR rate does therefore not diminish.  

Previous studies have reported shorter SWRs in AD (Caccavano et al., 2020; 

Funane et al., 2022; Prince et al., 2021) and a previous study indicating a causal 

relationship between long-duration SWRs and memory performance (Fernández-

Ruiz et al., 2019). However, we did not observe significant differences in the 

average durations of SWRs in our recordings. Since we assessed the average 

duration of SWRs, subtle differences might be missed in our analysis.  

Furthermore, we did not observe a significant correlation between the amount of 

amyloid plaque in the HC and the frequency of SWRs in our FAD+ mice. This could 

indicate that a minimum amount of plaques necessary for SWR impairments was 

already reached in all of our transgenic mice. However, it is questionable whether 

plaques are a robust measurement to assess AD pathology. Multiple studies in 

human AD patients have reported a low correlation between plaque burden and the 

severity of cognitive decline, as well as older, cognitively healthy individuals showing 

neuropathology levels to a similar extend as AD patients, indicating plaque burden 

not to be a reliable indicator of cognitive health and some form of resilience being 

present in unimpaired individuals (Ahangari, Fischer, Schweizer, & Munoz, 2023; 

Blessed, Tomlinson, & Roth, 1968; Gómez-Isla et al., 1997; Zhang et al., 2023).  

 

This is the first study reporting SWRs to occur more frequently in a novel 

environment in WT mice and a decrease in SWRs as the environment becomes 

familiar. Furthermore, it is the first to show a lack of this novelty-induced modulation 

of SWRs in an AD mouse model.   
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4.5 Lower theta power during NREM sleep in 5xFAD mice when 

sleeping in a novel environment 
 

We observed lower theta power in FAD+ mice when they slept in the novel 

environment for the first time compared to WT mice. This difference was present 

both in the EEG and hippocampal LFP. On the following recording days, no 

difference was found between genotypes, indicating that the difference reflects 

differences in the consolidation of new information. Little studies have explored theta 

during NREM sleep, as it is most strongly associated with REM sleep and attention 

during wakefulness. One study in healthy human subjects reported cortical theta 

bursts to precede hippocampal SWRs during NREM sleep, potentially triggering 

hippocampal activity and aiding memory consolidation (Jiang, Gonzalez-Martinez, & 

Halgren, 2019). Our findings suggest that a similar connection might exists between 

SWRs and theta in mice, as we found both stronger theta power and more SWRs in 

WT mice compared to FAD+ mice during NREM sleep on the first recording day. In 

another study, theta bursts in humans during NREM sleep have also been reported 

to be linked to sleep spindles (Gonzalez et al., 2018). Although we did not see a 

novelty-induced difference in sleep spindles in our study, the study of Gonzalez and 

colleagues further indicates that theta during NREM sleep is involved in memory 

consolidation processes. One study has previously investigated theta power during 

NREM sleep in AD mouse models. Kent et al. reported a no significant abnormalities 

in theta power during NREM sleep in the APP/PS1, Tg2576 and 3xTgAD mouse 

model (Kent, Strittmatter, & Nygaard, 2018), which matches our observations on day 

2, 3 and 4. To our knowledge, our study is the first to indicate a novelty-dependent 

abnormality in theta power in an AD mouse model during NREM sleep.  
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4.6 Lack of novelty-induced SWR increase after exploration of 

novel objects in 5xFAD mice 
 

Building up on our findings that WT mice, but not FAD+ mice, show an increase in 

SWRs when sleeping in a novel environment, we wanted to observe changes in 

SWRs before and after exploring novel or familiar objects. We found that WT mice 

showed an increase in post-exploration sleep after exploring objects for the 1st time, 

but not after exploring the same objects for the 2nd, 3rd and 4th time (Figure 3.2.4 A, 

C). When a novel object was presented at the end of the recording week, WT mice 

showed an increase in SWRs again, proving that a decrease in SWR rate is not due 

to a deterioration of the implanted electrodes and consequent decrease of signal 

quality. Interestingly, WT mice also showed an increase in SWRs during the 

habituation recording. Here, mice slept in their home cage in tethered condition for 

the first time. Although the environment was familiar, the experience of being in this 

tethered condition, along with different lighting conditions, noises and smells in the 

experimental room, compared to the holding room, seems to provoke an increase in 

SWRs to consolidate memories of this novel experience, similar to sleeping in a 

completely novel environment. In FAD+ mice, we found no change in SWRs across 

all recordings. The SWR rate did not increase after exploring objects, nor in the 

habituation or baseline recording (Figure 3.2.4 B, D). 

Our findings align with the reports of a previous study where mice showed an 

increase in SWRs following a spatial recognition test and where this increase was 

diminished when mice were injected with Aβ0, serving as a model of AD pathology 

(Nicole et al., 2016). Unlike the aforementioned study, our study did not target 

spatial memory, but novel object recognition. As of now, the SWR increase induced 

by novel object exploration has been unreported. Furthermore, we are the first to 

report the absence of this exploration-dependent increase in a transgenic mouse 

model for AD.  

To assess the impact of this lack in SWR increase on memory performance, we 

computed the discrimination index as a measurement for object preference. The 

NOR test assumes that mice with intact memory will spend more time exploring a 

novel object compared to a familiar object. Initial literature review on the 

conductance and interpretation of this test revealed a variety of parameter 

combinations reported (Lueptow, 2017; Shimoda et al., 2021; Szczepańska et al., 

2023; Zhang et al., 2012). We therefore calculated the discrimination index with a 
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range of parameter combinations exploring how the definition of object exploration, 

i.e. the distance from objects counted as exploration, and the cut-off time of analysis 

affected the outcome. We observed huge variations in the resulting discrimination 

index within tests of individual mice (Figure 3.2.7 B) and in group averages (Figure 

3.2.7 D). Especially the cut-off time greatly affected the resulting discrimination 

index (Figure 3.2.7 C). Across the parameter combinations explored, we found a 

significant difference between genotypes only when considering a 2 cm distance 

from the object and with a time cut-off at 2 min. FAD+ mice showed a preference for 

exploring the novel object here, while WT mice did not. A previous study has 

reported that lower numbers of SWRs in the APP/PS1 mouse model does not impair 

the consolidation of spatial memory (Jura et al., 2019). Although we did not test 

spatial memory, it is possible that object recognition memory can also be intact in 

our mouse model, despite the lack of SWRs.    

In no parameter combination did we observe a preference for the novel object in WT 

mice. This is unexpected, as unimpaired mice are assumed to show curiosity for 

novelty. The delay interval in our experiment is unlikely to contribute to the neutral 

discrimination index in WT mice, as there was a 1.5 h delay between the last 

training session and test session. A previous study has indicated that a range of 

mouse strains, including C57BL, show a strong preference for novel objects after a 

delay of 1 h, a less pronounced preference after a 4 h delay and no preference after 

24 h (Lueptow, 2017). An important factor in our study that could significantly impact 

the performance of mice in the NOR test is that mice were single-housed to allow 

undisturbed recordings in their individual home cage. A previous study has reported 

that both male and female single-housed mice show signs of depression-like 

behaviour and do not show a preference for novel objects in the NOR test as group-

housed mice do (N. Liu et al., 2020). The assumption that behaviour of mice 

changes under single-housing conditions therefore might explain why we did not 

observe preferences for the novel object, as expected in this memory test.  
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4.7 No abnormalities in sleep spindle – SWR coupling in 5xFAD 
mice 

 

We found no abnormalities in the coupling of SWRs and sleep spindles in FAD+ 

mice (Figure 3.2.6). Both WT and FAD+ mice showed an increase in HC ripple 

power after the onset of sleep spindles. These findings contradict previous studies 

where a decrease in coupling between sleep spindles and SWRs has been reported 

(H. Yang & Y. Jeong, 2021; Zhurakovskaya et al., 2019). It is, however, important to 

note that the aforementioned studies used different analytical approaches to 

measure coupling, quantifying the cortical spindle-band power during SWRs or the 

ratio of spindle-nested SWRs to total SWR number. These SWR-centred analysis 

revealed abnormalities in AD mouse models, while our spindle-centred analysis did 

not.  

Furthermore, we found no changes in coupling between baseline and post-learning 

sleep. Previous studies have reported an increase in coupling induced by learning 

(Maingret et al., 2016) and the positive affect of coupling on memory has been 

shown repeatedly (Maingret et al., 2016; Peyrache, Khamassi, Benchenane, 

Wiener, & Battaglia, 2009; Siapas & Wilson, 1998; Xia et al., 2017). The fact that we 

did not observe an increase in coupling further indicates that our spindle-centred 

approach might not portrait coupling of sleep spindles and SWRs appropriately.  
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4.8 Abnormalities in acetylcholine dynamics at state transitions 
in 5xFAD mice 

 

We observed the characteristic changes of ACh across the sleep wake cycle (Figure 

3.3.4 A). Our analysis of the average cholinergic signal in each state did not show 

significant differences between genotypes (Figure 3.3.4 B) which is surprising 

considering the large body of studies reporting the BFCS to degenerate early on in 

the AD pathology, leading to reduced cholinergic activity (Bartus et al., 1982; 

Bekdash, 2021; Chen et al., 2022; Drachman & Leavitt, 1974; Hampel et al., 2018; 

Schliebs & Arendt, 2006). However, since our analysis is based on z-scored signals, 

instead of absolute measurements, differences between genotypes might be 

masked. When assessing differences in the change of cholinergic tone, we did find 

significant differences between genotypes (Figure 3.3.6). Most interestingly, we 

found that cholinergic tone decreased less strongly during the transition from 

wakefulness to NREM sleep in FAD+ mice. Knowing that cholinergic inhibition 

needs to be absent for SWRs to occur, a slower or less pronounced decrease in 

ACh in FAD+ mice could therefore be a starting point to explain the reduced number 

of SWRs observed in our study. However, since our analysis is based on z-scored 

fluorescent signals, it is not possible to say whether this smaller decrease in 

cholinergic tone reflects higher cholinergic signalling prior to transitioning or higher 

signalling after transitioning. Since reduced cholinergic signalling during 

wakefulness has repeatedly been reported in AD mouse models and patients, the 

later option seems more likely. Our analysis was based on a rather short time 

window of 20 s before and after state transition, it is  therefore questionable to what 

degree this difference in ACh at the start of NREM sleep can explain the reduced 

number of SWRs in FAD+ mice. Further analysis of cholinergic signalling at 

transition with an extended the time window and analysis of the timing of SWRs 

withing sleep episodes, i.e. whether they occur predominantly around the onset of 

sleep in WT mice, would help to investigate this matter further.  
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4.9 Cholinergic tone at SWR timing 
 

We observed cholinergic tone reaching a minimum at SWR timing (Figure 3.3.7 A, 

C), as previously reported (Y. Zhang, L. Cao, et al., 2021). However, we also found 

instanced where SWR events co-occurred with an increase in cholinergic signal, 

observed as peaks in the average cholinergic signal (Figure 3.3.7 B, D). This 

increase was observed in both genotypes and both recording sessions (baseline 

and post-learning sleep), making it unlikely to be linked to genotype or previous 

experience (Table 2). We further found that in the instances where increases in 

cholinergic tone were observed, there was a strong correlation between the 

fluorescent signal and EMG power (Figure 3.3.8). Since elevated levels of ACh and 

increase in muscle activity are both indicators for increased arousal, it is possible 

that what we observed here were events of micro arousals during sleep. Such micro 

arousals have previously reported in NREM sleep, including changes in 

hippocampal LFP (dos Santos Lima et al., 2019), but our knowledge on such 

changes is restricted to low frequencies. It remains unclear whether micro arousals 

coincide with SWRs, or whether they are accompanied by an increase in the SWR 

frequency band, thereby being falsely identified as SWRs in our study. No previous 

study has reported an increase in cholinergic tone coinciding with SWRs. In the 

publication of Zhang et al, it is mentioned that SWR events were manually selected 

after automated detection based on the signals of neighbouring channels of the 

electrode. Since we used bipolar electrodes instead of linear electrode arrays, and 

therefore only had two channels, this extra step for identifying SWRs is not possible 

in our data. Peaks in cholinergic tone have been previously found in NREM sleep in 

the presence of fast gamma (Y. Zhang, L. Cao, et al., 2021). However, these finding 

were based on the analysis of a 80 – 120 Hz frequency band. Since our SWR 

detection is based on the analysis of the 140 – 250 Hz range, there is no overlap 

with this particular fast gamma frequency band. Nonetheless, fast gamma could still 

be coinciding with SWRs in our data or with candidates falsely identified as SWRs. 

Further analysis would be necessary to characterise the peaks in cholinergic tone 

observed, before potential differences between genotypes can be explored.  

 

  



 150 

4.10  Limitations 
 

One major limitation of our study is that although we observe experience-dependent 

increases in SWRs in the context of novelty in WT mice which is absent in FAD+ 

mice, we do not have a convincing behavioural readout to prove that the increase in 

SWRs lead to memory consolidation in WT mice and that the lack of SWR increase 

prevented memory consolidation in FAD+ mice. More specifically, we cannot prove 

that WT animals became familiar with the novel experimental box across recording 

days and that FAD+ mice did not. Processing behavioural data is long and slow 

process since each mouse underwent 4 recordings of 2.5 hours each. Analysis is 

further complicated by obstructed camera view due to the electrophysiology tether. 

Nonetheless, a behavioural readout is essential for establishing a link between 

SWRs and habituation to a novel environment. To address this limitation, we 

currently analyse behavioural data which will be incorporated in the forthcoming 

publication of this project.  

We also did not we see a preference for the novel object, indicating intact memory, 

in the NOR test in WT mice. The NOR test itself has considerable limitations. Firstly, 

the test relies on the natural curiosity of animals which should show in a preference 

for exploring novel objects. However, the internal state of the animal, such as 

anxiousness, can greatly impact the behaviour of individual animals. Secondly, the 

NOR test only assesses a very simple form of recognition memory. It does not 

reflect the complexity of human memory well, specifically higher-order cognitive 

processes such as episodic memory, which is highly relevant for AD patients. To 

date there is no “gold standard” for the conducting the NOR test. Our literature 

review found a variety of different parameter combinations, including test duration 

and definition of exploration. When we explored different combinations of 

parameters in our data, we got widely different outcomes in regard to the 

discrimination index in individual mice, indicating that the robustness of the 

discrimination index as an estimate of recognition memory is questionable. 

Alternative memory tasks with higher complexity, and a higher motivation to perform 

well in the task, such as labyrinth tasks with a reward, could have been a more 

robust choice to assess memory performance.  
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Furthermore, our hippocampal LFP recordings are based on bipolar electrodes. 

While this is a cost-efficient method, it does not have ideal spatial resolution, as 

LFPs are recorded from large population of neurons. It is also less reliable for the 

detection of SWRs compared to the use of linear electrode arrays, where 

comparison of signals across recording channels aids the separation of SWR events 

from artefacts (Liu et al., 2022). According to our histological analysis, some of the 

implanted electrodes were close to the dentate gyrus. Hippocampal dentate spikes 

are short spikes of large amplitude which have been reported to occur between 

SWRs and are also involved in memory consolidation processes (Farrell, Hwaun, 

Dudok, & Soltesz, 2024). These events can be distinguished from SWRs by 

comparison of LFPs across neighbouring channels of linear electrode arrays, but not 

in recordings of bipolar electrodes. It is therefore not possible for us to be absolutely 

sure that none of our detected SWR events are dentate spikes. 

Although we did not see any deterioration in the signal of the bipolar electrodes, 

signals from EMG wires deteriorated over time, possibly due to the slightly acidic 

environment of the muscle tissue. Lower signal quality could therefore interfere with 

the SWR and sleep spindle detection, where the exclusion of artefacts relies on the 

EMG signal.  

Furthermore, there are some limitations in our approach to examine cholinergic 

activity. Fibre photometry records bulk fluorescent signals of a large population of 

neurons, therefore having a poor spatial resolution. It measures relative changes of 

acetylcholine, not allowing absolute quantification of the neurotransmitter. This limits 

our ability to identify differences between recording session and animals.  

The fibres we implanted were Ø 400 µm in diameter, which allows to pick up greater 

fluorescent signal, but also causes considerable tissue damage which can result in 

inflammation and alteration of normal brain functioning, thereby affecting the data 

collected in this study. 

Lastly, our chosen AD mouse model, 5xFAD, has some limitations. This model is 

amyloid-based, not expressing tau pathology. While this is helpful in differentiating 

whether abnormalities are solely caused by amyloid pathology, it prevents us from 

observing the full spectrum of abnormalities in AD. Under the assumption that 

abnormalities in sleep spindles in AD are due to tau pathology, for example, we miss 

this crucial component. 5xFAD is a transgenic mouse model expressing 5 

mutations. These mutations are driven by non-physiological, high levels or 
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transgenic expressing, leading to a fast and aggressive progression of amyloid 

pathology, which is more severe than what is usually observed in AD patients. This 

makes it difficult to apply findings in 5xFAD mice to human AD pathology, as it does 

not reflect the decades-long development of the pathology seen in AD patients. 

Furthermore, the fast progression makes it very difficult to investigate the pre-clinical 

stage in this mouse model. Identifying the time at which SWRs start to be impaired 

in this mouse model, for example, would be very difficult, as 5xFAD mice show 

amyloid plaques at as early as 2 months old. We therefore do not know whether 

5xFAD have a baseline at which they can show SWRs as frequently as WT mice do. 

The overexpression of APP can also have off-target side effects, as fragments 

related to APP, such as carboxy-terminal fragments, are involved in calcium 

homeostasis, transcription and functions involved in memory (Chang & Suh, 2005; 

Nicolas & Hassan, 2014; Saito et al., 2014). It is therefore difficult to differentiate if 

observed abnormalities are due to the AD phenotype or side effects caused by the 

overexpression of APP. Furthermore, this mouse model is based on the genetic 

mutations found in FAD cases, which only make up a small percentage of all AD 

cases. This further limits the degree to which findings from 5xFAD studies can be 

translated to human AD pathology.  
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4.11  Future work 
 

To overcome the limitation of not having a behavioural readout connecting the 

absence of the increase in SWRs in FAD+ mice to memory deficits, investigating 

explorative behaviour of mice in the novel environment could be considered. If mice 

show increased explorative behaviour, such as increased locomotion, when first 

introduced to a novel environment, and if this behaviour diminishes as the 

environment becomes familiar, this could be used as an indicator for intact memory. 

More sophisticated analysis of differences in the SWR events accompanied by a 

decrease or increase of cholinergic tone could help to gain insight into why this 

increase in cholinergic tone is observed in some cases. It would also be very 

interesting to extend the time window when analysing the change in cholinergic tone 

at transitions from wakefulness to NREM sleep. Observing how ACh levels differ in 

the early NREM sleep, and whether SWRs occur specifically in the early minutes of 

NREM sleep in WT mice, could help to better understand if abnormalities in 

cholinergic signalling in the HC is an underlying mechanism for the reduced number 

of SWRs observed in AD. 

Future studies should aim to explore the underlying mechanism of the lack of SWRs 

in AD, ideally using a mouse model expressing both amyloid and tau pathology at a 

slower rate, allowing the observation of changes from the pre-clinical stage on.  

Pharmacological or optogenetic approaches could be explored to lower the 

cholinergic tone during sleep in an AD mouse model, to observe whether a lower 

cholinergic tone in NREM sleep allows SWRs to occur more frequently. It would also 

be interesting to test the effect of cholinesterase inhibitors on SWRs in AD. Here, 

investigating different times of administration and its effect on NREM sleep, SWRs 

and memory performance could provide valuable insights into why this drug 

treatment only shows moderate effects. Elongating the duration of SWRs using 

optogenetic approaches would also be highly interesting, to see if prolonged 

durations of SWRs can make up for the lower number of events to restore memory 

consolidation processes. 

It would further be interesting to investigate the mechanisms leading to the increase 

in SWRs in the context of novelty in WT mice. This will not only help us understand 

the mechanisms of memory consolidation processes during sleep better, but also 

give us new insights into how such mechanisms might be impaired in AD. 
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