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Frontispiece

Picture showing the ’Top-down Photometric Stereo imaging’ experimental setup with
the 4 modulated LEDs illuminating the scene and the camera for the frame acquisition.
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Abstract

The high-modulation rate of light-emitting diodes combined with a new modulation

scheme called Manchester Encoded Binary Frequency Division Multiple Access enables

the self-synchronisation of a set of white light-emitting diodes between themselves and

a camera. Based on this smart illumination system, a new synchronisation-free photo-

metric stereo imaging system is presented to achieve high-resolution 3D shape recon-

struction in order to enhance indoor video surveillance systems.

This thesis first demonstrates the experimental proof-of-concept of the top-down

illumination photometric stereo imaging system using off-the-shelf equipment such as

commercially available white light-emitting diodes and a smartphone. A depth resolu-

tion of 3 mm for an object imaged at a distance of 42 cm and dimensions of 48 mm is

reported. Dynamic imaging application of the experimental setup achieved a full 3D

reconstruction of an ellipsoid in motion at a video rate of 25 fps with an error ranging

between 4 mm and 11 mm at a similar distance.

A hybrid imaging system based on time-of-flight and photometric stereo imaging

is also reported in this work. The former can achieve depth accuracy in discontinuous

scenes and the latter can reconstruct surfaces of objects with fine depth details and

high spatial resolution. The experimental proof-of-principal shows a root mean square

error ranging between 4% and 5% for an object auto-selected from a scene imaged at

a distance of 50 cm to 70 cm.

Finally, the generation of a bespoke synthetic dataset for top-down illumination pho-

tometric stereo imaging is achieved. This dataset aims to constitute the building blocks

of a potential convolutional neural network which would decrease the computational

time of the global image processing in order to reach real-time imaging applications.
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Chapter 1

Introduction

In this thesis, a new light modulation scheme, called Manchester Encoding Binary

Frequency Division Multiple Access (MEB-FDMA), is introduced and applied in a

Three Dimensional (3D) imaging scenario where its synchronisation-free and flicker-

free properties are highlighted. The MEB-FDMA scheme is an orthogonal modulation

scheme which is self-clocking and means that no trigger is required to start the acqui-

sition process with a camera. In addition, the modulation of the light sources is fast

enough so that the human eye cannot see the light flickering, which is effectively like

having the scene fully lit at all times. The MEB-FDMA synchronisation-free feature;

which self-synchronise both the camera and the lighting sources, but also the lighting

sources between themselves; offers an easily deployable 3D imaging system that can be

retrofitted in public spaces to achieve 3D reconstruction of scenes in order to enhance

current video surveillance systems. The thesis focuses on the demonstration of a high-

resolution 3D imaging method that relies on the smart application of general lighting

using commercially available light-emitting diodes and a smartphone. Throughout the

thesis, two main 3D methods will be applied to achieve high-resolution 3D reconstruc-

tion of a scene, namely the Photometric Stereo (PS) imaging and the Time-of-Flight

(ToF), the latter will assist the PS imaging approach in discontinuous scenes. In other

words, the focus of this thesis is to demonstrate that a video surveillance camera system

can be improved by using already existing general lighting sources in a smart way to

retrieve enough information of a scene to reconstruct it in 3D without impacting the
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comfort of the users. The idea is to keep the deployment of the proof-of-concept fast

and easy to implement which leads us to pick a robust 3D imaging technique known as

photometric stereo imaging.

This introductory chapter first covers a general background on 3D imaging, fol-

lowed by a description of the state-of-the-art 3D imaging techniques with a focus on

photometric stereo, time-of-flight and sensor fusion. The goal of this chapter is to bring

enough background information to the reader. The second part of the introduction will

define camera properties and its limitation in different scenarios. This work will show

that the imaging method can adapt to smartphone as well as more developed scientific

cameras.

Following the introduction, Chapter 2 gives a quick introduction to the technical

background required to understand what both a light-emitting diode and a single pho-

ton avalanche photodiode detector are and how they can respectively achieve a fast

modulation and a fast detection to the single photon level.

Chapter 3 describes the mathematics of PS imaging along with a full explanation of

the numerical method that integrates the surface normal vectors, called Fast Marching.

In this chapter, the Two Dimensional (2D) Fast Marching code from Dr. Juan Cardelino

has been extended to perform surface reconstruction using different properties and

assumptions when compared to the original work, see more information in the chapter.

The new Fast Marching algorithm that is presented in this thesis is robust to different

integration borders which mean than any shape can be reconstructed. In addition,

the algorithm takes about a minute to output the topography of the imaged object.

This third chapter also mathematically explains the light modulation scheme called

MEB-FDMA, with some direct examples on how the scheme is experimentally applied.

The MEB-FDMA has been introduced by Dr Johannes Herrnsdorf in the research

group and the work presented here is based on applying this already implemented

modulation scheme to a 3D imaging application to highlight its main properties, which

are the synchronisation-free aspect where the camera and the light sources, and the

light sources between themselves, don’t need to be synchronised together; and the light

flicker being above visual flicker recognition.
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In turn, Chapter 4 introduces the experimental work on synchronization-free top-

down illumination photometric stereo imaging which demonstrates the proof-of-concept

of the illumination modulation scheme applied with photometric stereo to reconstruct

the topography of objects. This one of the main contribution in this thesis as this is the

first time that a top-down scenario in PS is demonstrated. Current PS scenarios are

limited by their deployability as the camera is always surrounded by the light sources

which limit the application of the imaging system. While here, thanks to the MEB-

FDMA scheme, a hand-held smartphone is used independently to the LEDs which are

mounted to a ceiling, and a similar reconstruction resolution is reached.

Chapter 5 discusses whether the top-down illumination and modulation scheme

approach can be adapted to reconstruct the shape of an object in motion, with an end-

goal of achieving real-time imaging. In this chapter, the PS imaging setup is adapted

into a dynamic setup by adding a stepper motor to rotate an object on a single axis and

show that it is possible to reconstruct the shape of the object without synchronising

the stepper motor and the camera.

In Chapter 6, the focus is on dealing with scene discontinuities and therefore presents

a solution where time-of-flight imaging is used as a masking tool to select the object

to reconstruct, and PS imaging is applied to this local area to reconstruct the object

shape in high-resolution. This chapter also introduces the use of another sensor: a

single photon avalanche photodiode detector that has timing capabilities to achieve

time-of-flight measurement. This chapter is a shared contribution between myself and

Alexander Griffiths as he set up the ToF work and I implemented the calibration

algorithm to align two cameras and achieve high-resolution of auto-selected objects.

Chapter 7 presents the background of a deep-learning computational method where

the aim is to improve the computational reconstruction time of the 3D scene in order

to achieve real-time imaging. A contribution in this chapter is the generation of a new

dataset, which contain PS images of about 15,600 different shapes and their correspond-

ing topography. This dataset can be used in the future to train a deep-learning model

where the topography of an object would be retrieved without having to determine its

surface normal beforehand.
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Finally, Chapter 8 summarises the findings of this thesis, and presents some avenues

for further research and development. The code generated in this work for the top-down

illumination imaging, the dynamic imaging, the hybrid imaging and the deep learning

are available on the strathcloud code repository under this reference [19].

1.1 Three-dimensional imaging

Three-dimensional (3D) imaging is a broad area of research and can range from space-

related applications to cell-level reconstruction of living organisms in the microscopic

field. It is therefore important to define the research focus which will help direct the

work carried out in this thesis.

Computer vision is an artificial intelligence research area that enables computers and

systems to derive meaningful information, mostly based on reconstructed 3D imaging,

obtained with a digital images, videos or other data, to then take actions based on

the information. The main goal of computer vision is to help the computer ”see” its

surrounding environment like a human would using stereoscopic vision and a brain.

The issue is that a computer does not process the two-dimensional images the same

way as a human brain and for this reason researchers are looking to find algorithms

that will give the tools to the computer to process in 3D the information to better sense

the environment.

In computer vision [20,21], 3D imaging has been intensively focused on stereo vision

systems that rely on a pair of images to compute the 3D scene just as in human vision.

Although this technique is robust and well-defined, more research shows that other 3D

imaging system can achieve faster and higher-resolution thanks to the development of

high-resolution sensors and smart modulation of illumination systems. Based on the

illumination technique, 3D shape acquisition can be divided into two categories: passive

and active systems [22]. A passive technique is based on the optical appearance of an

object under non-tightly focussed illumination coming from distant light sources [1],

while an active technique examines the interaction (presence, absence, deformation)

of the light and the surface with an energy signal e.g. from a laser [1]. Fig. 1.1

shows the taxonomy of the active and passive 3D shape acquisition techniques. A
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more detailed state-of-the-art description of both approaches will be developed in the

subsection below.

Figure 1.1: Taxonomy of active and passive 3D shape acquisition techniques [1].

In addition to 3D imaging being mainly based on the shape reconstruction tech-

nique, the choice of the sensor and the illumination system is equally important. Depth

data-reconstruction is a very complex problem because of the object and its environ-

ment but also because of the sensor that is used for the data acquisition [1]. For exam-

ple, the sensor may capture different data-type of 2D images (chromatic, monochrome,

polarized light, etc.) or capture data under specific response curves and may be sin-

gle/multiple acquisitions and may be fixed or moving. On top of that, the illumination

may consist of one or several known/unknown light sources which can be distant or

in the near-field related to the object, and the source can be a laser or a simple light

emitting diode also used for general lighting [1]. All these variations gives an idea of

the difficulties of depth reconstruction but also of the opportunities and the range of

assumptions that can be derived regarding the approach chosen. Similarly, depth re-

construction encompasses different stages to obtain the final topography of the object,

namely: the storage, the analysis, the transmission and the visualization of the 3D
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shape [22].

An effective 3D computer vision approach opens wide new possibilities in different

domains such as object recognition, 3D remote sensing, industrial quality inspection,

scene surveillance and monitoring (which allows automatic recognition of unexpected

behaviour) and robot navigation to name but a few. Much more information can be

derived from a 3D scene than from a 2D projection obtained with a standard camera

which helps define powerful algorithms to make decisions based on the depth recon-

struction. As discussed in the previous paragraph, a 3D imaging or shape acquisition

system can be active or passive depending on the use of the illumination source. Ac-

tive 3D imaging includes techniques such as ToF, Lidar and structured-illumination,

while stereovision can be applied to both and photometric stereo imaging is a pas-

sive technique. All of these methods are widely used in the current research as each

method has its own particular merits and limitations regarding speed of operations,

hardware required, depth resolution, etc. For example, ToF, which is an active method

due to the interaction of the laser beam with the scene, is recommended for outdoors’

long-range target recognition as powerful sources are needed to receive enough photons

back on the sensor [23], [24], while a structured-illumination technique would be more

adequate for indoors application for its faster acquisition time compared to a raster

scan technique [25], [26]. Other studies show that methods can be merged together

to achieve fast long-distance measurement. For example, a photon-counting computa-

tional LiDAR system can utilize a short pulsed structured illumination combined with

a fast response photomultiplier tube for reconstructing 3D scene at up to 3 fps [27].

Nonetheless, a main issue with active 3D imaging is its difficulty in reconstructing ob-

jects in motion [1]. Passive methods rely on the optical appearance of an object under

non-focused illumination [1] which gives the advantage of not interfering with other

sensor devices.

1.1.1 Stereovision

Stereoscopic imaging has been widely used for years for robot navigation [28], [29] and

is a passive triangulation method that can deduce the depth information of a scene
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from multiple static 2D images. In the classical stereoscopic vision technique, called

stereo vision, two cameras acquire stereo-pair images, each obtained from a different

viewpoint in space, to then decode the depth information which is implicitly captured in

the stereo-pair. The advantage of stereovision is that it does not require any dedicated

light sources.

Figure 1.2: Binocular stereovision schematic. Two cameras are displaced from each
other with a parallax d. The disparity b-a and the focal length allows determination
of the distance to the object.

In practise, two cameras are displaced from each other, see Fig. 1.2. By knowing

the camera focal lengths and the geometry, the depth of objects in an imaged scene

can be estimated in a canonical stereoscopic vision system [30]. From the captured

images, the relative displacement of the contents of one of the images is measured

with respect to the other image, known as the parallaxes [21]. The range image of

the scene is then obtained in two different steps. First, the correspondence process

consist of a searching and matching technique to find pairs of matched points in the

acquired two images. For these points to match, their projections in the scene must

correspond to the same 3D point. Different local and global matching algorithms can
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be used to produce the disparity map such as region-based, features-based or phase-

based stereo matching algorithms [31]. In a few words, the matching methods will have

different starting points. For the region-based algorithm, a point in the reference image

is selected and then a support window in the neighbourhood of the selected point is

obtained. The goal is then to find a sub-window that is similar to the support window

in the image to be matched according to certain similarity judgement criteria. The pixel

point corresponding to the sub window is the corresponding matching point [32]. The

output of this correspondence process is a disparity map, more or less dense depending

on the matching algorithm used, which represents the difference of the matched points

on the horizontal coordinates [30]. The second step is the reconstruction process which

is based on the disparity map and the stereo geometry of the scene.

Both active and passive illumination can be used in stereovision. Active illumina-

tion for stereovision means that some patterns are projected onto the scene to facilitate

the finding of the parallaxes between the stereo-pairs images, which can be an am-

biguous task. Projected patterns often comprise grids or stripes and can sometimes be

colour-coded [21]. Stereovision mostly relies on the accuracy of the matching algorithm

which means that the main challenge of stereo computation lies in the design of the cor-

responding searching algorithm between two measured images. This method requires

a certain amount of time to create the disparity map that contains the matching pixels

from both cameras’ perspective [30].

Although new low cost high-resolution synchronised cameras can be used to im-

prove the acquisition time, the camera’s calibration and its synchronisation limit the

deployability of this technique. In addition, stereovision is dependent on the scene

textures which makes it difficult to provide reliable information under varying lighting

conditions [30], hence it is less robust to different illumination scenarios occurring in

real-life application. Another drawback of stereovision is the shadowing effect which

can be minimised by using multi-view triangulation systems at the price of an enormous

increase of data processing as well as increasing the number of cameras.
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1.1.2 Structure-from-motion

Structure-from-motion is in a way closely-related to stereovision as both methods ex-

ploit image correspondences across multiple viewpoints of the same scene to obtain

3D information [33]. However, structure-from-motion is not limited to two frames like

stereovision and makes use of the relative motion between camera and scene by ex-

tracting the shape of a scene from the spatial and temporal changes occurring in an

image sequence [34]. Structure-from-motion has been applied in a variety of fields such

as robotics, augmented reality, architecture, archaeology and visual inspection [33]. In-

stead of a single stereo pair, this technique requires multiple, overlapping images to

achieve feature extraction and 3D reconstruction algorithm [35] using robust visual

correspondences. The differences between consecutive frames are, on average, much

smaller than those of typical stereo pairs, because image sequences are sampled at

high rates. By using triangulation methods of the location of multiple 3D points, a

sparse representation of the scene is formed and the intrinsic/extrinsic parameters of

the camera from every viewpoint is calculated [33]. In general, structure-from-motion

techniques are divided into two main stages: correspondence searching and reconstruc-

tion as shown as an example in Fig 1.3.

Figure 1.3: Structure from motion pipeline reconstruction [2].

Regarding correspondence search, the fact that motion sequences provide many

closely sampled frames for analysis is an advantage. Firstly, tracking techniques, which

exploit the past history of the motion to predict disparities in the next frame can be

used. Secondly, the correspondence problem can also be cast as the problem of esti-

mating the apparent motion of the image brightness pattern such as the optical flow.

Two kinds of methods are commonly used to compute the correspondence. Differen-

tial methods use estimates of time derivatives and require therefore image sequences
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sampled closely. This method is computed at each image pixel and leads to dense

measurements. Matching methods use Kalman filtering to match and track efficiently

sparse image features over time. This method is computed only at a subset of image

points and produces sparse measurements [34].

Unlike correspondence, reconstruction is more difficult in structure-from-motion

than in stereo. Frame-by-frame recovery of motion and structure turns out to be more

sensitive to noise. The reason is that the baseline between consecutive frames is very

small. For reconstruction, the motion field of the image sequence can be used. The

motion field is the projection of the 3D velocity field on the image plane. One way to

acquire the 3D data is to determine the direction of translation through approximate

motion parallax. Afterwards, a least-squares approximation of the rotational compo-

nent of the optical flow is determined and used in the motion field equations to compute

depth [34].

1.1.3 Photometric Stereo imaging

PS imaging is a passive illumination imaging technique that has the advantage of being

more accurate than stereovision for high frequency depth data and that can deal with

objects in motion and in un-textured areas [1]. It has high-resolution [36] and fairly

fast computational time, requiring only one camera to be calibrated, making it one of

the most common 3D imaging techniques [37] for indoors scenarios. According to [38],

PS imaging can have a higher resolution and can recover more highly detailed surface

geometry than structured illumination or state of the art commercial laser scanners for

common operating conditions.

First introduced by Woodham in 1980 [39], PS imaging relies on having one fixed

camera perspective and different illumination directions to image an object in 3D. This

technique determines the surface normal vectors and surface albedo at each pixel of

the captured images assuming a perfectly diffuse (Lambertian) surface of the imaged

object [39]. Surface normal components can then be integrated to recover the 3D shape.

Conventional calibrated PS methods assume that the light directions/intensities are

known or unknown but then identical across the acquired images [40]. The calibration of
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the lighting directions can be demanding and requires accurate calibration methods [37,

41]. Knowing the position of the light is important to resolve the Generalised Bas Relief

(GBR) [42]. If the light source directions are unknown then the structure of the object

can only be determined up to a GBR transformation where shadows do not provide

further information [42]. In addition, the position of the lighting source in relation to the

scene will also have an impact on the assumptions made in PS imaging. The light source

can be located far enough from the scene to consider a far-field scenario where the light

will be diffused with a straightforward calibration. However, if the light source is closer

to the scene to be reconstructed then a near-field scenario needs to be considered and

a more accurate calibration will be needed [43,44]. To avoid this time-consuming task,

researchers are investigating semi-calibrated [40] or uncalibrated PS methods [45–47].

Moreover, PS imaging research is also broadening to non-Lambertian surfaces where

the study of the Bidirectional Reflectance Distribution Function (BRDF), which gives

the general description of the reflectance property of a surface, allows the consideration

of real-world objects [48–52]. The PS imaging research area is broad and the work in

this thesis will focus on finding a way to apply PS imaging easily and quickly, with a

simple calibration method of the light directions.

In the literature, some research in PS imaging has been focused on the deployment

of the method for the 3D reconstruction of bodies, faces or objects at low-cost. In

2009, a full human body dynamic shape capture was achieved by Vlasic et al. [3] using

multi-view PS imaging, see Fig. 1.4 a). By using 8 to 9 different cameras and a dome

of lights, they retrieved detailed geometry information of the human body in motion

with an accuracy of few millimetres and a temporal resolution of 60 Hz. Although Vla-

sic’s imaging method reproduces impressive detailed geometry in motion, the set-up

design is not easily deployable in public areas. For the face reconstruction, Schindler’s

technique of using computer screen patterns to illuminate a human face for real-time

reconstruction with PS imaging [53] shows the feasibility of using non-expensive and

widely available devices with PS imaging. There is some limitation to this method

though as it needs a dark room to work properly. More recently, Salvador-Balaguer

in [5] demonstrated a non calibrated PS imaging method reaching a few millimetres ac-
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Figure 1.4: Photometric stereo imaging experimental setup from the literature. a)
Dynamic Shape capture using multi-view Photometric Stereo [3]: 1200 individually
controllable light sources, 8 cameras, with an additional ninth camera looking down
from the top of the dome onto the performance area. b) Fast 3D reconstruction system
with a low-cost camera accessory [4]: four LEDs, fixed around the camera lens and
connected to a electronic controller board, both camera and controller board are con-
trolled by a program on the laptop. c) Single-pixel imaging scheme based on a colour
LED display [5]: sequence of Hadamard patterns displayed on the LED panel, light
collected by a Photodiode and digitized by a DAQ system controlled with a computer,
the photodiode is shifted to different positions to achieve 3D imaging.
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curacy at a 2D resolution of 32x32 pixels. In this experiment, displayed in Fig. 1.4 c), a

low-cost colour Light-Emitting Diode (LED) array controlled by a Field Programmable

Gate Array (FPGA) projects patterns onto the object and the light reflected is col-

lected by a single photodiode. To achieve 3D reconstruction, the single photodiode was

shifted to different positions around the object. The method is similar to PS imaging

but the illumination is fixed and the camera moved to obtain different shades of the

object. The main issue here would be the ”ready-to-use” aspect of the technique as a

moving camera would not fit a video surveillance configuration. Ideally, to make PS

imaging user friendly, a fixed camera perspective and some fixed illumination sources

are needed. Zhang in [4] demonstrated a 3D reconstruction system using a low-cost

camera accessory. They implemented a commercial camera that is placed in front of

the object with at least four white LEDs surrounding it in a top/bottom/left/right

configuration, see Fig. 1.4 b), adapted to X shape fashion in [38] and [54]. A fast 3D

reconstruction has been reported with white LEDs surrounding a camera, where LEDs

were sequentially lit by a USB programmable board [4]. These 3D reconstructions

showed a standard deviation error ranging from 2.65 mm to 15.60 mm for objects of

size 50 mm and 160 mm, respectively.

A main issue in PS imaging is the discontinuity, i.e the rapid change in intensity

between an object and the background which results in a gradient on the depth axis

close to zero hence a high value artefacts in the surface reconstruction problem. These

high artefacts create discontinuity problem in the surface reconstruction which makes

the surface normal of the object difficult to integrate. The state-of-the-art work cited

above reports 3D reconstruction of a single object. The PS method does not allow the

reconstruction of multiple objects within a scene because of high values artefacts arising

in the gradient system of equations. To tackle discontinuity issues in PS imaging, meth-

ods such ToF are considered. Specular reflections and shadows are other limitations

that can severely impact the robustness of the PS imaging method [55].
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1.1.4 Time-of-Flight

Time-of-flight (ToF) is another 3D imaging technique, based on the same method as

light detection and ranging (LiDAR), which is most suited for long range target recog-

nition. The first ToF system, based on low-resolution sensors, could not achieve high

enough resolution to be widely spread. Now with the recent advances in Single-Photon

Avalanche Photodiode (SPAD) [56] and the implementation of laser-based ToF [23,57]

or LiDAR [27, 58] high-resolution at remote distances is now achieved [24]. This tech-

nology advance has made it possible to use of ToF in different applications such as

machine vision, navigation of autonomous vehicles, and spacecraft, and atmospheric

remote sensing [59,60].

Figure 1.5: Schematic of Time-of-Flight, ranging and imaging.

To obtain a high-resolution depth map, a short-pulsed laser illuminates a scene

and a sensor measures both the time and the intensity of the reflected pulse, where

timing electronics time-correlate the reflected light-delay time and the intensity with

the outgoing pulse [57], see Fig. 1.5. The literature reports laser-based ToF systems

that can reach a 3 mm accuracy at a range of 5 m [61]. Much longer distances have

been reached, such as 10 km with mm range resolution [23]. However the range is not

the highest difficulty in ToF imaging as the amount of light detected by a sensor is the

real challenge. Time correlated single photon counting techniques make it possible to

reconstruct a signal with average signal returns of less than one photon per pixel [23].

Recent advances in SPAD detectors show that high-sensitivity, low-noise devices can

be combined with dense logic [56]. Each pixel of a SPAD array can extract a distance

measurement from a light pulse emitted on a scene and reflected back on the sensor [56,
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62]. ToF imaging deals well with long range and discontinuous scenes but is limited

by the resolution of current single photon camera systems, or the acquisition time of

scanning systems [63,64]. Very narrow pulses must be sent to retrieve mm depth map

resolution, as demonstrated by the simple equation d = c·t where d is the distance, c the

speed of light and t the time-delay. For example, to achieve a 1 mm depth resolution,

a pulse of 3.3 ps must be sent by a laser. A drawback of ToF for extremely accurate

ranging is the need for ultra-short pulses which requires significant pieces of hardware

such as solid-state lasers which are bulky and expensive.

Figure 1.6: Schematic representing the principle of a depth camera [6].

LED-based ToF can also be used to measure the depth map of a scene but at a

lower resolution as ultra-short pulses are not yet achievable with LEDs despite their

high-modulation rate [62]. This technique opens great possibilities for implementing

cheap and small ToF devices that would be resistant to discontinuities despite a lower

resolution which would be in the cm range. It is also important to highlight that

more and more depth cameras are now commercialised and ready to use such as the

Kinect [65] or the blaze camera from Basler [66]. As shown in Fig. 1.6, the physics
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behind a depth camera remain the same as a laser-based camera. To be resilient against

background light, an infra-red light pulse is sent onto the scene to image it and each

pixel of the depth camera will measure the time elapsed between the outgoing pulse and

the received pulse. Each pixel with time information is then converted to an image that

contains the depth information, such as a colour coded point cloud. In addition, it is

now possible to come across ToF sensors being implemented onto Ipad and Iphone which

are widely available to the public. As shown in Fig. 1.7, the new Ipads and Iphones use

a ToF camera as a complementary sensor to improve the picture quality in low-light

scenarios or measure the 3D map of a scene for architecture application. Recently,

Luetzenburg’s group evaluated the iPhone 12 in terms of accuracy for geoscientific

applications and reported an absolute accuracy between 1 cm and 10 cm respectively

for small object of 10 cm and for a 3D model of a coastal cliff with the dimensions of

up to 130 Ö 15 Ö 10 m [67].

Figure 1.7: Picture of the Iphone 12 showing the integrated LiDAR sensor (left) [7], a
3D room scan from Occipital’s Canvas application, enabled by depth-sensing LiDAR
on the IPad Pro (right) [8].

Laser-based TOF is preferentially used for space applications where solid-state lasers

can be retrofitted onto satellites to then generate high-power-short pulses to map the

topography of the Earth [60], or for autonomous vehicles with different pulse width [68].

The reader can refer to the literature for more information and details on high-resolution

ToF systems [23,24], LiDAR [58,68,69] and the new challenges arising with depth cam-

eras [63,64,70–72]. A more suitable approach to this thesis work is LED-based ToF as it

would help overcome the discontinuity issues of the PS method while keeping the tech-

nology at a low-price and remaining easy to implement without requiring high-powers.
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However, because of the LED properties and the achievable pulse width (ns), the depth

map resolution will not achieve the same accuracy as the PS imaging method. Research

has shown that depth cameras can be merged with other 3D imaging application or

colour cameras to enhance the accuracy of the depth map. This technique is called

sensor fusion.

1.1.5 Sensor Fusion

Sensor fusion has been investigated in the past few years to mainly improve a ToF

camera’s low-resolution depth by using high-resolution intensity images [73]. Sensor

fusion can also be used to improve 3D mapping procedures with colour-depth (RGB-

D) cameras [74, 75] or perform segmentation and tracking [76]. Because of the impact

of random noise [63], fine depth details are lost when using ToF cameras. However,

PS imaging is robust to noise and can provide finer depth details than ToF [9], but

PS does not provide absolute distances. By fusing devices together, the technique can

take advantage of the spatial redundancy, while another approach would be to use

image super-resolution techniques to utilize temporal redundancy [77]. Most of current

sensor fusion techniques rely on improving the ToF sensor depth map by measuring

both a range map and a surface normal map and then merge these to improve the

resolution [9, 38,77].

For example, the work of Sun Kwon Kim [78] merges the PS and the ToF imaging

into one single device, see Fig. 1.8. Instead of having two sensors, one colour camera

for the PS imaging and a depth camera for the ToF, the setup has been rearranged to

use the ToF camera as the main camera for both methods. By controlling the turn-

off patterns of the infra-red LEDs of the camera, both depth and normal maps are

obtained simultaneously and then combined. The work reports an absolute difference

of the ground truth and the measured scene that has decreased from 4.57 mm to

3.77 mm [78].

In this thesis, Chapter 5 will show that to improve the PS imaging method, the

range map obtained with the ToF will be used as a mask to deal with discontinuities.

One advantage of this is that the fusion scheme technique will not impact the PS
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Figure 1.8: Sensor fusion schematic example [9]. a) Previous work where two cameras
are used to acquire a surface normal map and a depth map. b) Current work where
both the photometric stereo and the time of flight imaging are merged together using
one depth sensor and infra-red LEDs.

imaging procedure and that only a calibration of both methods will be required to

merge both maps. By employing a dual imaging system incorporating both ToF and

PS, the complementary properties of both systems can be used to image complex 3D

fields with high-resolution and complex discontinuities between objects.

1.2 CCD and CMOS cameras

Modern camera technology relies on both Charge Coupled Device (CCD) and Com-

plementary Metal Oxide Semiconductor (CMOS) image sensors, which differ in terms

of the image quality, the noise level and the global cost. CMOS cameras are much

less expensive to manufacture but does not provide as high quality image as the CCD,

although CMOS sensors are rapidly improving in performance.

Both technologies convert light into electrons by capturing light photons with wells

called photosites. When an image is being taken, the photosites are uncovered to collect

photons and store them as an electrical signal. An image is formed by accumulated the

charge of each photosite. The main difference between a CCD and a CMOS camera

is on the way these charges are read out in each photosite. In a CCD device, the

charge is transported across the chip and read at one corner of the array where an

analog-to-digital converter turns each photosite’s charge into a digital value. While, in

a CMOS device, there are several transistors at each photosite that amplify and move

the charge using traditional wires. As each photosite can be read individually, it gives
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more flexibility to apply the image sensor for different applications.

However, a special manufacturing process gives CCD devices the ability to transport

charges across the chip without distortion, leading to high-quality, highly sensitive

sensors. On the other hand, CMOS chips are manufactured with conventional and

cheaper processes. The manufacture process directly impacts the image quality as

CMOS sensors are usually more susceptible to noise while CCD sensors generate high-

quality, low-noise images. This is due to the individual transistors mounted under each

photosite that are sensitive to the photons that can hit the transistors instead of the

photosite, which impact the light sensitivity which is lower in a CMOS sensor.

Based on these properties the camera choice for scientific applications is important

as a few parameters have to be considered such as the image resolution, the linearity

of the sensor, the image quality, the noise level and also the power consumption which

is not negligible. This thesis demonstrates a proof-of-concept for an easily deployable,

low-cost, 3D image reconstruction process where power consumption should also be

considered. CCD sensors consume as much as 100 times more power than an equivalent

CMOS sensor and a lower power consumption might be preferable.

1.2.1 Linearity response in cameras

An important parameter to consider in imaging sensors is the linearity response. For

a camera to be linear in term of its response, the signal output should ideally be

linearly proportional to the amount of light incident on the sensor after the digitization

process. In most commercial cameras or smartphones, gamma correction is added to

code luminance into a perceptually uniform domain which will introduce non-linearity

to the image sensor [79]. The issue with smartphone, for example, is that the gamma

correction is applied within the sensor and is like a black box where it is not possible to

acquire the raw data. Linearity can become an important parameter in image analysis

for shading correction, linear transforms [79] or medical applications [80].

A study on the linearity analysis of a CMOS sensor [79] shows that high-performance

CCD image sensors can achieve excellent linearity with a non-linearity as low as a

few tenths of a percent. While a CMOS camera reports a non-linearity of several
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percent [81]. Research are being carried out to reduce this non-linearity issues in

CMOS sensors [81].

A non-linearity response can also be caused by a saturation of the sensors with

incident light. Although CCD sensors respond in a linear manner over a wide dynamic

range, when full well conditions are reached under high average illumination intensity,

a non-linear response is usually observed [82]. In this work, the exposure time of

the camera, or the light source power, will always be adjusted so that saturation of

the image sensors is avoided. However, as a smartphone will be use, it will not be

possible to control the exposure time nor the linear response of the image as this

will be integrated in the slow-motion mode of the smartphone. Nonetheless, results

will show that the imaging system is robust to potential non-linearity response of the

smartphone sensor and it will not impact the topography reconstruction of the object,

which shows how adaptable and robust the 3D imaging system can be. No further

investigation on linearity will be carried on in this work so the reader is invited to refer

to the literature for further information on potential issues caused by non-linear image

sensors [83].

1.2.2 Rolling shutter and global shutter

Another parameter to consider with an imaging sensor is whether an image is acquired

in a rolling shutter operation (row by row) or a global shutter when all the pixels

capture light at the same exposure time, see Fig. 1.9. In a rolling shutter operation, an

object in motion can move faster than the exposure time of each row and result in an

image that is stretched in space and which does not represent the reality. Commonly,

modern CMOS cameras adopt the rolling shutter operation for its faster acquisition

speed despite having to deal with some artefacts. For example, each row takes a

certain amount of time to read out the pixels, let’s say 10 µs, which is known as the

line time. Now, as described in Fig. 1.9, if a camera has 2048 rows then the first row

will be read at time 0 and the last row at time 2.048 ms and this is known as the frame

time. It is clear that this small delay will impact the imaging of very fast samples [10].

On the other hand, scientific CCD cameras adopt a global shutter approach where
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Figure 1.9: Acquisition timing diagram for rolling shutter and global shutter operation.
An object moving quickly from left to right during the roll from top to bottom of a
rolling shutter camera can appear skewed as the acquisition of the different rows occurs
at different time during the object’s motion [10].
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all sensor pixels are read out simultaneously. The advantage of a global shutter is that

the image obtained is a snapshot of a single point in time and this can be an important

property where synchronisation between the camera and the light source is required by

the use of a hardware trigger [10]. However, the readout of the full sensor is slow due

to the camera having only one analog-to-digital converter. In addition, the more pixels

on the sensors the slower the total frame rate of the sensor will be and this issue can

then have an impact on read noise or longer duty cycle for the camera [84].

A trade-off between sensor’s frame, image’s artefacts, noise level have to be found

depending on the application which will then impact the sensor choice between CCD

and CMOS. For a full-review on the technology behind a CCD and a CMOS camera,

the reader is directed to the following references [84–86].

1.2.3 Cameras used in the thesis

In this work, the first camera used is a smartphone Galaxy S9 with a CMOS rolling

shutter. As explained earlier, some gamma correction are applied in smartphone and it

is not possible to get the raw imaging pre-digitization. However, Chapter 4 will show

that the non-linearity process applied to the image does not impact the determination

of the surface normal and therefore the topography reconstruction of the object. In

addition, the rolling shutter operation for now is not an issue as the scene is static. By

using an off-the-shelf camera like the one built in a smartphone, it demonstrate that

the PS imaging can indeed be robust to any kind of camera as non-linearities are not

impacting the reconstruction.

In addition, another camera is used in Chapter 5 for the reconstruction of object in

motion, the Fastcam mini from Photron. The camera choice is made on the memory

capacity and not directly on the sensor technology. The camera provides a memory

capacity of up to 32 GB. This high-speed camera is based on a CMOS sensor that

can achieve high light sensitivity from a small image sensor (10 µm pixel pitch). At

full-image resolution (1280 x 1024 pixels), the frame rates up to 4,000fps [87].

In short, camera sensors have to be carefully selected regarding the imaging appli-

cation, especially when it comes to live microscopy or medical imaging. However, the
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work done in this thesis gives the freedom to use any kind of camera to the point that

it can achieve acquisition rate of at least 960 fps. In this case, a commercial CMOS

camera is more likely to achieve higher frame rate and can therefore be considered as

the main camera to be used.

1.3 Conclusion

To conclude, the main goal of the thesis is to report a proof-of-concept of an easily

deployable, off-the-shelf devices, 3D imaging system that can improve in the future

surveillance camera system in public spaces. In this introductory chapter, the main

contributions of the thesis have been presented along with a detailed description of each

chapter. A state-of-the art on 3D imaging methods have allowed to put in perspective

the latest research works and figure out the best 3D imaging approach for this thesis.

The 3D imaging methods overview on stereovision, structure-from-motion, PS imaging,

ToF and sensor fusion, shows that computer vision have been greatly improved over the

last decade and that it is possible to merge some of them to reach higher performances.

Moreover, an overview of the CCD and CMOS showed that a choice has to be carefully

made when it comes to selecting a sensor for scientific application as linear response or

the shutter operation can have an impact on the resulted image. In the next chapter, a

technical background on the physics behind and SPAD array will be given to support

the understanding of the following work.
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Technical background

In this chapter, a technical background on the physics of light-emitting diodes and

SPAD array is given to support the understanding of the PS imaging setup and the

ToF setup that will be developed in Chapters 4 and 6, respectively. The reader will

have a better vision on why LED can easily reach high-modulation rate and how a

SPAD array detection is sensitive down to a single photon.

2.1 Light-emitting Diodes

Discovered by accident by Henry Joseph Round in 1907, the first light-emitting diode

(LED), made of Silicon Carbide, emitted a yellowish light [88]. Years later, in the 1990s,

Isamu Akasaki, Hiroshi Amano and Shuji Nakamura developed the first efficient blue-

emitting LEDs made of Gallium Nitride (GaN). In 2014, this ground breaking discovery

was recognised by a Nobel prize in physics for producing efficient blue LEDs [89]. Blue-

emitting LEDs made possible the efficient operation of white LEDs, which is a key

element in the Nobel prize citation. The majority of modern LED light fittings consist

of a blue GaN based LED with a phosphor coating to convert some of the blue light

to longer yellow wavelengths. White LED can also be obtained by combining a set

red, green and blue LEDs to create a multichip. Fig. 2.1 a), b) shows, respectively, a

blue-emitting and a white LED.

Light-emitting diodes are now ubiquitous in the modern world and are broadly
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Figure 2.1: a) Blue LED, b) White LED and c) smart-lighting using LED bulbs.

used in applications where efficient optical sources are required, such as car headlights,

general lighting, traffic lights or even TV screens. This technology is also known as

smart lighting, see Fig. 2.1 c), and is, for example, made available in homes to control

the lights remotely. By taking advantage of their fast modulation bandwidth which can

range from several MHz to GHz [90], low voltage operation and convenient interfacing

with digital electronics [91, 92], LEDs are now of interest for additional functionality

such as data communications [11, 62, 93, 94] or object tracking and location [95, 96]. A

new LED-enabled communication technology called Light Fidelity (LiFi), which means

light fidelity, is being deployed as an alternative to Wifi and achieves indoor optical

communication [97].

In this work, only white LEDs and blue LEDs are going to be useful, the latter to

be used as a pulsed source for the ToF imaging. As the main goal is to retrofit the 3D

imaging system to buildings and public spaces, it is important to use light sources that

are widely used in most general lighting applications, and that are cheap and efficient.

LED technology matches all these requirements. A quick overview on LED physics,

optical properties and modulation rate is given in this section. For more details on

the growth of LED materials, the spontaneous recombination processes, and a detailed

overview of LED modulation characteristics, please refer to [11,98,99].

2.1.1 Semiconductor LED Physics

The physical mechanism that occurs when semiconductor LEDs emit light is sponta-

neous recombination of electron-hole pairs injected under bias and the simultaneous

emission of photons, also known as electroluminescence [100]. The stimulated emission

process that appears in semiconductor lasers is fundamentally different to the sponta-
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neous process happening in LEDs. LEDs are fabricated from semiconductors, which

are a class of material that contains a conduction band and a valence band, defining

the allowed states of, respectively, electrons and holes (negative charge carriers and

positive charge carriers). In the conduction band, most of the states are empty with

conduction being carried out by the minority electron charge carriers. The electron

band structure has a forbidden region called the ”band gap” between the conduction

and valence bands, which cannot be occupied by charge carriers. The spontaneous

emission occurs when electrons from the conduction band recombine with the holes in

the valence band, releasing energy as photons [11,100]. Depending on the energy differ-

ence between the band gap, the wavelength of the emitted photon will be different due

to energy conservation [100]. Therefore, the desired emission wavelength of an LED

can be attained by choosing a semiconductor material with an appropriate band gap

energy.

Semiconductors with appropriate doping regions can be used to create p-n junctions.

To increase the number of available carriers, semiconductor materials are doped with

donor (n-type) or acceptor (p-type) atoms. When there is an excess of carriers and holes

in the p-n junction, they diffuse into the opposite material type and recombine. This

recombination produces a depletion region, also known as the active region, between the

n-type and p-type material, which in turn forms a diffusion voltage VD and produces

a potential barrier of energy eVD. Fig. 2.2 shows the energy band structure of the p-n

junction. Under forward bias, carriers are injected into the depletion region where they

can recombine and emit photons.

The density of carriers in the active region defines the radiative recombination rate

in an LED, hence the amount of photons emitted. To control the emission wavelength

of an LED, careful engineering of the band gap through material and width choice is

necessary. In a p-n junction, electrons and holes propagate through a material with

a characteristic diffusion length, which can be limited by the band gap global struc-

ture, hence limiting the carrier concentration. To increase the carrier concentration,

the carriers need to be confined to a smaller region. To do so, large band gap ma-

terials are grown on either side of a narrow band gap material which forms potential
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Figure 2.2: Energy levels in a p-n junction in equilibrium (left) and under forward bias
(right) [11].

barriers that confine the carriers. If the active region width is comparable to the de

Broglie wavelength of the electrons (≈ 10 nm), quantum confinement effects become

important [11, 100]. Such a so-called quantum well structure increases the energy of

the emitted photon relative to the intrinsic material band gap energy. Indeed, by dis-

cretising the electron energy levels, the quantum well will raise the lowest energy levels

just as the infinite potential quantum well case [101].

The goal in a p-n junction structure is to obtain the highest rate of radiative re-

combination possible. By applying a bias voltage to the junction, the current density

is increased, and as it keeps increasing, the quantum well begins to fill up with elec-

trons and holes. The quantum well confines the injected carriers which increases the

local recombination rate. If the carrier injection from the electronic source is at higher

rate than the recombination rate, then the extra carriers will conduct across the quan-

tum well. To maximise the number of carriers that undergo radiative recombination,

Multi-Quantum Well (MQW) structures are used with a repeating series of narrow and

wide band gap material [100]. To block the carriers that may still escape the MQW,

especially the electrons because of their larger diffusion constant, an Electron Block-

ing Layer (EBL) is often added. As the EBL layer is made of a different material, it

creates an energy barrier in the conduction band which forces the electron to remain

in the active region, hence reducing the number of electrons escaping. Fig. 2.3 shows

an example of a quantum well and MQW structures with the energy levels and the
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EBL layer. For more information on the electrical properties of a semiconductor LED,

please refer to [100].

Figure 2.3: Potential well showing discrete electron and hole energy levels (left) and
modern LED band diagram, with multiple quantum wells (MQWs) and electron block-
ing layer (EBL) [11].

2.1.2 Optical properties

Regarding the optical properties of an LED, in an ideal situation, the active region

should emit one photon for every electron injected, hence having a quantum efficiency

of unity [100]. However, radiative recombination is always in competition with non-

radiative processes. The internal quantum efficiency is defined as the number of photons

emitted from the active region per second divided by the number of electrons injected

into the LED per second. In turn, once the photons are emitted in the active region

after a electron-hole pair spontaneous recombination, they should ideally be emitted

into free space. However, depending on the material of the LED and various possible

loss mechanisms, not all the power is emitted into free-space. This is characterised

by the extraction efficiency which divides the number of photons emitted into free

space per second by the number of photons emitted from the active region per second.

The extraction efficiency can be a severe limitation for high-performance LEDs [100],

which can be limited to 50% unless resorting to sophisticated and expensive device

processes [98,102]. Technically, to increase the optical extraction efficiency of an LED,

geometry of the device must be optimised and the optical absorption of the epoxy

material at the emitted wavelength must be reduced to a minimum. The overall optical

extraction efficiency is directly impacted by both the internal quantum efficiency which
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directly relies on the LED structure and material of the active region, and by the optical

absorption of the epoxy. In general, both the quantum and the extraction efficiency are

expressed as the external quantum efficiency expressed as the ratio of the number of

photons emitted into free space per second divided by the number of electrons injected

into LED per second, in other words it represents the ratio of useful photons to the

number of injected charge particles.

To optimise the extraction of the energy generated in the active region of the semi-

conductor, a parameter called the critical angle for total internal reflection is used to

minimise the internal reflection within the semiconductor. The angle of total internal

reflection defines the light escape cone of the LED [100]. This angle can be obtained

with the well-known Snell’s law and relates to the ratio of the air’s refractive index to

the semiconductor’s material refractive index. Light emitted into the cone defined by

the angle of total reflection can escape the semiconductor, whereas light emitted outside

the cone is subject to total internal reflection. The escape problem is more problematic

to obtain a high-efficiency LED as most semiconductors have a high refractive index,

hence the acceptable cone will be small and the efficiency low.

In some LEDs, the light extraction efficiency can be enhanced by using dome-shaped

encapsulants with a large refractive index which will maximise the emission cone by

increasing the angle of total internal reflection [100], see Fig. 2.4. This dome-shape is

called an epoxy dome and has a lower refractive index compared to the semiconductor

material. In addition, thanks to the dome shape of the epoxy, no internal reflection

occurs at the epoxy-air interface. This also means that besides improving the LED

external efficiency, the dome can be used as a spherical lens for application requiring

directed emission pattern. As an example, the efficiency of a typical semiconductor

LED increases by a factor of 2-3 after the encapsulation process, with an epoxy having

a refractive index of 1.5.

2.1.3 Modulation rate and applications

The fast modulation capability of LEDs is an important factor in the interest in these

devices. To be able to modulate LEDs, the current-injected active region needs to be
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Figure 2.4: LED without (left) and with dome-shaped epoxy encapsulant. A larger
escape angle is obtained for the LED with an epoxy dome.

small so that the spontaneous lifetime limits the maximum modulation frequency [100].

While, in comparison, in solid-state lamp applications, the current p-n junction area

is large and the modulation frequency is then limited by the diode capacitance. The

reduction of the diode capacitance increases the LED modulation bandwidth [100]. In

an LED, the spontaneous lifetime of carriers in a direct-band gap semiconductor is of the

order of 1-100 ns, which directly depends on the material and the carrier concentration

in the active region. In optical communication, LEDs are the most commonly used light

source operating from very short, below 1 m, to medium distances, above 5 km [100].

In general, the modulation rates are about tens of Mbit/s but can go up to 1 Gbit/s. To

achieve higher modulation rate, micro-LEDs have been developed where the size of the

active region area is decreased which in turn reduces the diode capacitance, introduces

current density dependent carrier life time effects, and therefore increase the modulation

rate. Micro-LEDs are out of scope in this work. Nonetheless, interesting research in

visible light communication based on micro-LEDs has been published by the group at

the Institute of Photonics, see the references [91,103–107].

As mentioned above, the light source modulation rate required for the imaging

system is about 1 kHz, which is easily achievable with any commercial LEDs. The

commercial LEDs that will be used in the thesis are the OSRAM LE RTDUW S2W and

the Lumileds LUXEON Z blue colour for the PS and the ToF experiments respectively.

The OSRAM LE RTDUW S2W contains four different LEDs, red, blue, green and

white. Each LED is a 1 mm square, on a 2x2 chip. The measured electrical-to-optical

bandwidth for each white LED is 8.6 MHz. The emitted wavelength for the blue, green
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and red LEDs is respectively 450 nm, 520 nm and 632 nm. Only the white LED is

used out of the four and a crucial point for the PS experiment is to have a Lambertian

emission. The emission angle of this LED has to be wide to avoid obvious divergence

effects of the light, which is a requirement for general lighting. The field-of-view of the

white LED is equal to 120 degrees. The blue LUXEON LED has similar characteristics

in term of the size of the device, although the modulation bandwidth has not been

measured.

2.2 SPAD camera

As current CMOS cameras are limited by the level of light that they can detect, mostly

due to the size of the pixels, low-level photon imaging has been challenging. High-speed

imaging, hence low-light detection, is however needed for different applications such as

autonomous driving vehicles, and to enable low-photon capture new sensor technologies

are being investigated. Under low-light conditions, photon shot noise dominates the

acquisition process and a solution can be found in the Time-Correlated Single-Photon

Counting (TCSPC) approach. TCSPC is a photon-efficient statistical sampling tech-

nique, whereby photon arrival times are measured relative to a pulsed (laser) source and

are recorded in a histogram over many repeated cycles [108]. Many applications such

as laser ranging, fluorescence lifetime imaging microscopy and diffuse optical tomog-

raphy rely on the timing/ low-photon detection properties of single-photon avalanche

diodes (SPADs). In this thesis, the TCSPC properties of a SPAD sensor will be used to

achieve cm-resolution depth imaging based on an LED-pulsed system. In the following

section, the physics behind a SPAD sensor is explained along with a global overview

of the current SPAD sensors used in the research field. Next, the LED approach to

time-of-flight versus the laser approach will be put into perspective with an explanation

on the timing-processing used in Chapter 6.

Over the last decades, one of the main goals of photodetection is to detect single

photons over a variety of photon wavelengths and to measure their exact time of arrival

at the detector active area [12]. As explained by Durini et al. in [12], the hard task of

current photodetection systems is to measure as many characteristics as possible of a
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single photon. Different methods exist to detect single photons such as Photomultiplier

Tube (PMT) [12, 109], superconducting nanowires [110] and silicon photomultipliers

when used at low temperature [111]. SPAD sensors offer a number of advantages over

these previous methods, which include the spectral response curves that match nicely

with visible wavelengths, a good functionality at room temperature, a solid state nature

and a small form factor [11,12,108]. A full review of the photodetection methods that

achieve single photon detection is out-of-scope here and a details can be found in the

references cited above.

2.2.1 Physics of SPAD devices

The easiest way to explain the SPAD detector operation is to refer to an Avalanche

Photodiode (APD), as a SPAD is engineered so that the avalanche is triggered by a

single incident photon. As shown in Fig. 2.5, an APD is a p-n junction whose bias

voltage is close to the breakdown voltage, which means that the carrier multiplication

will provide high gain [12]. Operating an APD beyond breakdown voltage, i.e in ”Geiger

mode”, creates an electric field strong enough for a single carrier to generate a self-

sustaining avalanche [11] and this is the basis of a SPAD. To avoid any damage to

the device, the self-sustaining avalanche must be quenched using a passive or an active

circuit [112]. Quenching the avalanche will also improve the timing resolution as it will

reduce the time when the detector is unable to detect another incoming photon, which

is known as the ”dead-time”. As illustrated in Fig. 2.5, the bias across the detector

must be reduced and brought back above the breakdown voltage so that the device

is ready to detect another photon. The time-scale of this process will depend on the

approach used and parameters of the SPAD and surrounding circuitry. For devices

fabricated using CMOS technology, dead times are generally 10 s of nanoseconds [11].

The dead time is an important parameter in photodection as it limits the maximum

count rate of the detector. In the event of a photon detection, the SPAD provides a

digital signal corresponding to a rising edge pulse with timing accuracy down to the

sub-nanosecond level [108,113].

The spectral response of a SPAD is characterised by the Photon Detection Proba-
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Figure 2.5: Schematic representation of a typical p-n junction (left) fabricated in a
CMOS planar technology having a p-type grounded substrate, and a typical I-V char-
acteristic (right) of the same p-n junction, used here as a photodiode, with its different
regions of operation: forward bias, reverse bias, with the region without internal gain
is used in standard applications, the region slightly below the breakdown voltage is
used in APDs, with a minimum controlled (but highly unstable) internal gain caused
by impact ionization, and the Geiger-mode region, i.e., the region above the breakdown
voltage [12], is used in SPADs.
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bility (PDP) or Photon Detection Efficiency (PDE). The PDP is defined as the fraction

of incident photons which produce an avalanche and is wavelength dependent due to

the wavelength dependency of photon penetration depth into the device [12]. Typical

spectral ranges cover the visible and infra-red regions. While the intention of the SPAD

is to detect single photons, the avalanche process can be triggered by any charge carri-

ers in the active region, no matter how they are generated [12]. Even with no incident

light, there are a number of mechanisms that can lead to unwanted avalanche events

from the SPAD, resulting in a Dark Count Rate (DCR). This means that no matter

how low the background level is, there will always be a noise component in the output

signal. Nonetheless, a good way to decrease the DCR is by the use of the TCSPC

technology. In [108], Henderson et al. explain that the window signal, achieved by the

Time-to-Digital Converter (TDC) of their SPAD camera, can achieve global electrical

masking of photons events, hence, for example, suppressing ambient background in

Lidar applications.

2.3 Conclusion

This technical background chapter has covered the physics behind LED and SPAD

arrays along with LED properties and optical characteristics. The main thing to re-

member is the white LED used in this work can be modulated at about 8 MHz which is

more than needed as the required modulation frequency will be 960 Hz. LEDs are now

becoming ubiquitous in most imaging system as they are cheap and easy to implement.

This is why this light source is used as an off-the-shelf device for the 3D imaging work.

SPAD arrays are interesting for their timing capabilities and allow to implement a high

accuracy pulse tracking and derive high-precision depth map of a scene. They are more

and more used in low-photon detection for their high sensitivity. In this work, a SPAD

array will be used to implement a ToF imaging setup where the time-correlated single-

photon counting will be used to build up a depth map. In the next chapter, a detailed

explanation on PS imaging, surface normal integration, Fast Marching will be given

along with a full demonstration of the MEB-FDMA modulation scheme.

35



Chapter 3

Photometric Stereo imaging and

MEB-FDMA scheme

Now that the different 3D imaging methods have been introduced, this chapter will

detail the Photometric Stereo method and explain the reasons for choosing a calibrated

approach. Then, a discussion on the challenge of integrating surface normals is given

along with an explanation on the Fast Marching method. To finish, the MEB-FDMA

approach is demonstrated along with the decoding algorithm. To easily understand the

concept behind the modulation scheme, an explanation on the direct use of the MEB-

FDMA will be given. The work in this chapter has been supported by Dr Laurence

Broadbent (Aralia Systems) and Dr Johannes Herrnsdorf regarding the photometric

stereo algorithm and the MEB-FDMA modulation scheme, respectively. The MEB-

FDMA has been developed prior to the start of the thesis and now the aim is to

introduce this modulation scheme via a 3D imaging application.

3.1 Calibrated Photometric Stereo imaging

As detailed in chapter 1, photometric stereo is a 3D imaging method that relies on

having one fixed camera perspective and different illumination directions to image an

object in 3D [39]. An uncalibrated approach would allow for a faster computational

system as no lighting calibration is required. However, the uncalibrated PS problem is,
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in most cases, ill-posed and brings integration issues within the normal field [114]. For

this reason, a calibrated PS method based on 4 images is chosen to estimate the normal

field as it is well-posed without resorting to integration [114]. To avoid considering

shadow and specularity effects, the surface reflectivity of the imaged object is assumed

to be Lambertian [39], i.e. the reflection intensity follows a cosine law as a function of

angle. In addition, the distance between the LEDs and the object is above the near

field lighting area [115] so that the illumination consists of parallel rays from each single

source. An orthographic projection is also considered for the formation of the image in

the camera’s focal plane. The equation of the image formation is expressed below:

Img = A ∗N.L (3.1)

where Img is the measured image, A is the albedo (surface reflectivity), N corresponds

to the surface normal components where Nx, Ny and Nz respectively correspond to

the horizontal, vertical and depth directions, and L is the lighting vector of the cor-

responding LED. Fig. 3.1 illustrates the Eq. 3.1. The LED coordinates are manually

measured with respect to a reference point, which corresponds to the centre of the

imaged object, and fed into the PS algorithm. No strict calibration process of the LED

position is therefore required which speeds up the calculation of the surface normal.

Laurence Broadbent developed the presented PS implementation in PythonTM and the

computation takes less than a minute to run on a desktop computer.

The first step of the PS algorithm is the determination of the lighting vectors where

the LEDs coordinates are first normalised. Then the correct vector length is set by

assuming Lambertian emitters of the same intensity:

I = I0 ∗
xy2

d2
(3.2)

L = I ∗ [xyz]

‖[xyz]‖
(3.3)

where x = [x1 x2 x3 x4], y = [y1 y2 y3 y4], z = [z1 z2 z3 z4] are the

coordinates of the four LEDs, I is the intensity of the incident LED light at the object
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Figure 3.1: Schematic representing a diffuse Lambertian reflection. The diffuse reflected
intensity I is a function of the incident light direction L and the surface normal n.
Albedo is the fraction of the incident light source reflected by the surface.

location, d is the distance equal to d =
√
x2 + y2 + z2 and xy =

√
x2 + y2. I0 is the

emitter intensity and is set to 1 for each LED. Four images are used as input, one

for each LED position, and computed to obtain the albedo A (diffuse reflection of the

surface) and the surface normal components N using Eq. (3.1):

A =
√∑

(Img.L)2 (3.4)

N =
Img.L

A
(3.5)

The normal field obtained with Eq. (3.5) is then integrated to obtain the surface re-

construction of the imaged object.

3.2 Surface normal integration

Photometric Stereo imaging retrieves the surface normal components of an object,

along with the albedo, but does not ultimately provide the surface reconstruction. By
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integrating the surface normal components, the 3D shape of the imaged object can be

retrieved. To set the problem [114, 116], a usual XY grid is considered where normal

vectors are given at each grid point (x, y) as:

N(x, y) =

(
δZ

δx
,
δZ

δy
,−1

)
(3.6)

where Z is the height function. By convention [116], the partial derivatives of Z are

equal to
δZ

δx
= −Nx

Nz
and

δZ

δy
= −Ny

Nz
, where Nx, Ny and Nz are the x,y,z components

of the surface normal. One way to solve the system of partial differential equations is

to minimize the following error function over the entire grid [116]:

ε(Z) =
∑
i,j

(
δZ

δx
+

Nx

Nz

)2

+

(
δZ

δy
+

Ny

Nz

)2

(3.7)

where ε(Z) is the quadratic function of the values of Z at the grid point (i, j). Different

methods exist to minimize the error function and integrate the surface normal.

3.2.1 State of the art

The integration of surface normal vectors for the computation of a surface in 3D space

is a classic problem in computer vision and is needed for shape-from-shading [117,118]

or photometric stereo [39] applications. Since 1986, many computational methods have

been developed to solve the problem of surface normal integration. A classic technique

based on calculus of variation is given by Horn and Brook [117], which relies on a gen-

eral Jacobi iteration approach. A faster local solution, based on a direct line-integration

scheme and first introduced by Wu and Li [119], demonstrates a computational method

that is more efficient than Horn and Brook. However, because of the local nature, the

reconstruction solution depends on the integration path, which can lead to an accumu-

lation of errors as local approaches are sensitive to noise and discontinuities. Another

famous method is given by Frankot and Chellappa [120] and proposes a frequency do-

main method to overcome the possible non-integrability of the gradient field. Although

this method is more efficient than an iterative approach, it can only apply to non-

rectangular computational domains. Improvements based upon these methods have
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been investigated since then and are referenced here for more details [121–123].

A recent survey from Queau et al. [114] reviews most of the surface normal integra-

tion methods and defines useful properties when comparing each method. Unsurpris-

ingly, a basic requirement in 3D-reconstruction is the method’s accuracy [114]. More-

over, Queau gives five other properties that an integrator should achieve, namely [114]:

� Fast - should be as fast as possible.

� Robust - should be robust to noisy field.

� Free Boundary - should be able to handle free boundary.

� Discontinuities - should preserve the depth discontinuities, i.e perform PS on

a whole image without segmenting the scene into different parts without discon-

tinuity.

� Non-rectangular domain - should be able to work on a non-rectangular model.

� No Parameters - should have no parameter to tune.

It is clear that an integrator cannot meet all of those properties at the same time.

For example, in their paper on variational methods for normal integration, Queau

et al. [13] demonstrate that depth discontinuities are hardly compatible with a fast

integrator that contains no parameter to tune. To achieve accurate 3D reconstruction

of a discontinuity scene [124], the solver will have to adapt to discontinuities and tune at

least one parameter which will slow down the computation [13]. It is therefore easier to

deal with discontinuities separately and to not include this property in the integrator.

Nonetheless, surface normal integration remains a challenging task as the method

needs to be flexible and deal with non-trivial computational domains while achieving

high accuracy, robustness and computational efficiency [125]. In the case of PS imaging,

artefacts may arise when estimating the normal field based on real-world images, which

means that the integrator should be robust to noise and outliers. Moreover, it is well-

known that PS imaging does not support discontinuities. Indeed, the sharp gradients

representing the transition from the object to image and the background is a difficult
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feature to resolve [125]. Image segmentation is therefore required in PS imaging to

only integrate the surface normal within the region of interest. For this reason, for the

integrator to be efficient and accurate, the computational domain should not be strictly

rectangular but adaptable to the region of interest or a defined mask [125]. Another

key requirement to consider is the integrator’s computational efficiency, as camera

technology is constantly evolving and higher resolution images will be acquired [125].

For these different reasons, an integrator than can achieve fast computation of

non-rectangular domains is applied. The Fast Marching method is a low computa-

tional complexity integrator that can achieve efficient computation of non-trivial do-

mains [116, 125–127]. First employed by Ho et al. [116], the approach is based on an

analytic formulation of the integration task in terms of an eikonal equation. Galliani et

al. [126] improved the method by considering a discrete approach which is more accu-

rate and robust than [116]. In some recent work, the Fast Marching method was also

found to be useful as an initialisation step to a precondition Krylov subspace method

which can achieve higher accuracy [125, 127]. Another advantage of a fast marching

integrator is the low memory requirement [125].

3.2.2 Fast Marching Method

First introduced by Sethian et al. [128], Fast Marching (FM) is a computational tech-

nique used to track propagating surfaces and has proven to be an efficient method

to solve the Eikonal equation [116, 128]. The Eikonal equation is a non-linear partial

differential equation encountered in problems of wave propagation and provides a link

between physical optics and geometric optics [129]. Sethian et al. demonstrated that

the problem of integrating surface normal vectors is close to the solution of the Eikonal

equation [128]. Indeed, by using the same convention as Ho et al. [116] and based on

the Eq. (3.7), the gradient of the height Z can be expressed as:

‖∇Z‖ =
√
P 2 +Q2 (3.8)
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where

P =
Nx

Nz
= −δZ

δx
(3.9)

Q =
Ny

Nz
= −δZ

δy
(3.10)

and corresponds to an Eikonal equation which is mathematically expressed as:

‖∇u(x)‖ =
1

f(x)
, x ∈ Ω (3.11)

and subject to u|δΩ = 0 where Ω is an open set in Rn with a well-behaved bound-

ary [129]. Physically, a solution u(x) to the Eikonal equation is the shortest time

needed to travel from the surface boundary to a point x within the surface with f(x)

being the speed at x. In this situation, the right hand side of Eq. (3.8) is positive and

according to the definition of Eq. (3.11), and f(x) is a function with positive values.

The similitude between Eq. (3.8) and Eq. (3.11) is therefore clear.

When solving the Eikonal equation for Z, the initial point has to be the global

minimum. However, because of the noise present in the data and because of local

minima, there is no guarantee that the global minima can be easily determined, as

shown in Fig. 3.2 a) where a sinusoidal function contains multiple local minima. To

deal with this local minimum issue, Ho et al. proposed to solve the Eikonal equation

for another function W of the form [116]:

W = Z + λf (3.12)

where Z is the height, λ a constant and f the square Euclidean distance function that

is determined as f = (x−ux)2 + (y−uy)2 with (ux, uy) the starting point coordinates,

which corresponds to the boundary condition that is set manually. The purpose of the

function f is to deal with the local minimum value issue of any gradient grid. In fact,

f will cancel all the critical points of the grid by creating one global minimum value:

(ux, uy) [116] as shown in Fig. 3.2 (b). The Eikonal equation for W is equal to:

‖∇W‖ =
√

(P + 2λx)2 + (Q+ 2λy)2 (3.13)
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The partial derivative equation (PDE) Eq. (3.13) is a non-linear Hamilton-Jacobi equa-

tion of which the solution has to be understood in the framework of viscosity so-

lutions [130]. By understanding Eq. (3.13) as a wave propagation equation and by

comparing it to the upwind scheme used in computational fluid dynamics to solve hy-

perbolic partial equations numerically, Sethian explains that the FM embodies the same

properties as the upwind scheme approach used in fluid dynamics [128]. By definition,

an upwind scheme numerically simulates the direction of propagation of information in

a flow fluid and is based on the discretisation of the hyperbolic PDE by using differenc-

ing biased in the direction determined by the sign of the characteristic speed [131,132].

In other words, the upwind scheme numerically follows the direction of a wave propa-

gating at a determined speed. Fig. 3.2 shows that Eq. (3.13) has an hyperbolic shape,

which explain why the FM original design already embodies an upwind strategy. For

all these reasons, it makes more sense to apply the same approach as [125, 127] and

to use a discrete formulation based on the discrete derivative difference. The upwind

discretisation of the partial derivatives for the function f reads as:

fx :=

[
max

(
fi,j − fi−1,j

∆x
,
fi,j − fi+1,j

∆x
, 0

)]2

(3.14)

and analogously for fy, where ∆x and ∆y are the grid widths. By applying the same

discretisation to ‖∇W‖, a quadratic equation is obtained and needs to be solved in

every grid point except at the boundary point (ux, uy).

Based on causality, the upwind scheme [128] updates the gradient from smaller

values to larger values in one pass, meeting each grid point just once [125]. In other

words, FM updates the smallest value of the gradient grid first to then compute the

next smallest value. As shown in Fig. 3.3 (a), the smallest value is the starting point

u defined as a ’known’ value, and all the other values of the grid are considered to

be in the ’far away band’. In order to simply keep track of the integration stage, all

the values that are not determined are considered to be in the ’far away band’ which

technically means that they are not ready to be updated yet. While the point that

are closed to the known value are considered to be ready for an update and therefore
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Figure 3.2: a) Graphic of a sinusoidal function that contains multiple critical points,
b) Graphic of the corresponding W equation which contains only one global minimum.

are localised as being in the ’narrow band’. At the starting point location, W equals

a constant, which is defined as the height of the object, and which sets the boundary

condition. The next step consists of adding the neighbours of the known value within

the ’narrow band’ (Fig. 3.3 b)) and of computing W for each value added, i.e ready

to be updated. Within the ’narrow band’, the smallest value is selected and updated

as a ”known” value, see Fig. 3.3 c). The neighbours of this new ”known” value that

are still in the far away band are added to the narrow band where W is computed.

The narrow band is computed in a heap-sort fashion [133] to always have the smallest

value at the first position in the list to be quickly selected. Steps b), c) and d) are

repeated until the narrow band is empty and all values are computed and defined as

’known’. Once W is retrieved then it is easy to recover Z from Eq. (3.12). The FM

algorithm in MatlabTM implementation i based on [116, 125, 127, 128, 133–135] and

on Dr. Juan Cardelino’s algorithm shared on MathworksTM [136]. By definition,

Dr. Juan Cardelino’s algorithm computes the distance map to a set of points using the

fast marching algorithm and is, however, not generalised to a wider set of applications.

In this work, this algorithm is mostly used as a skeleton for implementing the fast

marching method with the different stages: ’known’ value, ’narrow band’ and ’far away

band’. As the problem is to integrate the surface normal vectors, Nx, Ny and Nz are

the input along with the mask of the object which is used to define a mesh for the
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discretisation of the gradient, see Eq. 3.13 and Eq. 3.14. The gradient W is calculated

over the grid based on the mesh initially, which is robust to any kind of shape. The

borders are therefore not an issue as any configuration is taken into account in the

proposed algorithm. The fast marching code implemented is available in the data

repository [19] for more details.

Figure 3.3: Fast Marching propagation process. a) The global minimum is initialised
to a constant value and stored as a known value where all the other values are in the far
away band. b) the second step is to update the neighbour values into the narrow band
and to calculate W, c) the next smallest W value is selected, and d) its neighbours are
added to the narrow band where W is computed.

To assess the algorithm, the synthetic results are first compared with Ho et al.’s

work [116] by plotting the reconstruction of the ”Monkey Saddle” function and the STL

file of the sphere that was 3D printed (see Chapter 4). Fig. 3.4 shows the superposition

of the reconstructed surface on top of the reference data. A perfect match between the

two graphs is observed. The only difference implemented in the algorithm presented

in this work, compared to Ho’s paper, is that the same value of λ is chosen across the

gradient grid. In order to select the best value, the Fast Marching algorithm is run for

different value of λ and plot the Root Mean Square Error (RMSE) for each value in
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Figure 3.4: Fast Marching 3D reconstruction. a), b) Superposition of the ground truth
(black curve) with the FM 3D reconstruction for the monkey saddle function and the
3D printed sphere, respectively. c), d) Graphs plotting the RMSE error regarding λ for
the monkey saddle function and the 3D printed sphere, respectively.
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Fig. 3.4 (c) and (d):

RMSE =

√√√√(
1

n

n∑
i=1

d2
i ), (3.15)

where n is the number of data pairs and di is the difference between measured values

and reference values. The RMSE is smaller for small values of λ as long as λ is not

equal to 0. Future manipulation will show that the most common value of λ for real

data is λ = 0.06. Finally, the integrated surface reconstruction is compared with a data

set made available by Yvain Queau in [13] which consists of the mask of a vase, the

gradient values and the ground truth. The gradients are used as inputs with the Fast

Marching algorithm implemented in the thesis and a plot shows the result in Fig. 3.5.

By also plotting the ground truth, the figure shows that the reconstruction is a good

match. The RMSE between the reconstruction and the ground truth is equal to 1.8 a.u

(arbitrary units). By normalizing the RMSE with the height of the vase, the normalised

RMSE is equal to 2.5%, which is small. These different comparisons show that the FM

implemented in this work is correct and accurate.

Figure 3.5: Comparison of a vase ground truth from a) Yvain Queau’s [13] data set
with b) 3D reconstruction using the Fast Marching method.
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3.3 Manchester Encoded Binary scheme

A key feature in the experimental work, described in Chapter 4, is the removal of

the requirement to synchronize LEDs with the camera or between each other, both

of which are needed in the Time Division Multiple Access (TDMA) approach that is

used in conventional PS imaging. This is achieved through MA and Frequency Division

Multiple Access (FDMA), which has been used by Herrnsdorf et al. (in the Institute

of Photonics) before to achieve unsynchronized PS imaging [96]. However, FDMA has

some drawbacks, in particular strong perceived flicker since some of the LEDs have to

be modulated at a fraction of the camera frame rate, and the sinusoidal modulation

requires analog control of the LED brightness. To deal with this problem, a bespoke

modulation scheme, called Manchester-encoded binary FDMA (MEB-FDMA), has been

developed by Dr Johannes Herrnsdorf prior to the start of the 3D imaging project.

This works with direct digital modulation of the LEDs, has significantly reduced flicker

compared to FDMA, and keeps the advantage of not having to synchronize sources and

camera. A comparison of MEB-FDMA with other MA schemes, namely:

� FDMA - Frequency division multiple access [96].

� CDMA - code division multiple access [137].

� SDMA - space division multiple access [138].

� WDMA - wavelength division multiple access [139].

� TDMA - time division multiple access.

that could be used for PS imaging is provided in table 3.1 where the MEB-FDMA

scheme is highlighted in bold. MEB-FDMA and some other MA schemes have the

additional feature that they enable visible light positioning of receivers within the

imaged scene through a relative signal strength approach (Sec. 3.3.4 in [140]).

In practice, the idea behind the self-synchronised illumination system is to have

an easily deployable proof-of-concept that can be retrofitted in public spaces or indus-

trial buildings. The MEB-FDMA scheme is self-clocking which means that no trigger
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Table 3.1: Comparison of MA schemes for N emitters

MA scheme FDMA CDMA MEB-FDMA SDMA TDMA WDMA

Modulation real-valued binary OOK binary OOK binary OOK binary OOK none

Duty cycle 50% 50% 50% 50% 1/N 100%

Frame length 2N 2N 2N+12N+12N+1 2 log2N N 1

or 2
√
N (N fixed to 3)

Computation ∼ 10N log2 2N 4N2 −N (23N+1 − 1)
∑N

i=1 2i(23N+1 − 1)
∑N

i=1 2i(23N+1 − 1)
∑N

i=1 2i 0 0 0
(flop/frame)

Synchronization No Yes No No Yes No
required
LED↔LED

Synchronization No Yes No Yes Yes No
required
LED↔receiver

VLP enabled 3D 3D 3D 2D 3D 3D

PS enabled Yes Yes Yes No Yes Yes

Visual perception Poor Good Good Good Poor Poor
(flicker) (flicker) (monochrome

luminaires)

Compatible with Yes Yes Yes Yes No No
constant
background light

Figure 3.6: Picture showing the experimental setup with the 4 modulated LEDs illumi-
nating the scene and the camera for the frame acquisition (left hand side). To the eye,
the illumination is effectively like having the scene fully lit at all times. Schematic rep-
resenting the stack of frames captured under modulated illumination (top right side),
the received images are processed using a pre-determined decoding matrix to separate
the 4 effective frames from the perspective of each individual illumination (bottom right
side).
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is required during the image acquisition. In other words, the camera does not need

trigger signals to be sent to the light sources, and each LED has its own orthogonal

modulated input signal, which means that the LEDs are not synchronised together. To

summarise, the camera and the LEDs are not synchronised so as the LEDs together.

As illustrated in Fig. 3.6, the stack of images is captured under modulated illumina-

tion. The demodulation process then allows separation of 4 effective frames from the

perspective of each individual illumination. Another important feature is that, to the

eye, the illumination modulation is fast enough to effectively be like having the scene

fully lit at all times. More details about this experiment are given in Chapter 4. This

chapter explains the mathematics and the properties of MEB-FDMA. Then, the steps

used to calculate the decoding matrix are developed and used in the signal processing

of the stack of frames.

3.3.1 Phase invariant Orthogonal Modulation

The important property that allows us to use FDMA without having to synchronize

LEDs and camera is that if one frequency carrier experiences an arbitrary phase shift

due to the lack of synchronization, it still remains orthogonal to the other frequency

carriers. This property is called ”phase-invariant orthogonality” and is introduced here

formally before describing an alternative modulation scheme that shares this property.

Consider N emitters illuminating the scene over n discrete time steps. Then the

N × n signal matrix si,j ∈ {−1, 1} describes the time-sequence of on/off states of the

individual LEDs. Here, si,j = +/ − 1 indicates that at time j the ith LED element

transmits a binary value of ’1’/’0’ in On-Off keying (OOK), and after n binary values

one 3D image frame is completed. Phase-invariant orthogonality requires that the

rows of the matrix s remain orthogonal to each other even if they are time-shifted

with respect to each other by an arbitrary phase ∆j. Since camera pixels operate as

integrating receivers, particularly at high camera frame rates, this requirement can be

formalized to Eq. (3.16):

50



Chapter 3. Photometric Stereo imaging and MEB-FDMA scheme

n∑
j=1

si,j
(
(1− α)si′,1+(j−1+k)%n + αsi′,1+(j+k)%n

)
= 0

∀i 6= i′, k = 1, . . . , n, α ∈ [0, 1] (3.16)

Here the phase shift between rows i and i′ is ∆j = k + α, and % is the modulo

operator. Eq. (3.16) represents the requirement from the experimental layout, however,

mathematically it is equivalent to the simpler Eq. (3.17):

n∑
j=1

si,jsi′,1+(j−1+k)%n = 0

∀i 6= i′, k = 1, . . . , n (3.17)

FDMA with square wave carriers is phase invariant orthogonal. If s is phase-

invariant orthogonal, then its Manchester-encoded version s(1) given by Eq. (3.18)

- where ⊗ is the Kronecker product - is also phase-invariant orthogonal, i.e. all

the benefits of Manchester encoding are readily available. Matrices of the form s ⊗[
1 1 · · · 1

]
are also phase-invariant orthogonal.

s(1) = s⊗
[
−1 1

]
(3.18)

Decoding of phase-invariant orthogonal encoded signals is less trivial than for CDMA

schemes with synchronization. Eq. (3.17) effectively means that the operation of phase-

shifting scatters the source signals into orthogonal sub-spaces of Rn. Therefore, to

enable successful decoding, the rows of the matrix si,j need to be complemented by

appropriately chosen orthonormal vectors e
(i)
k,j that together with the rows of si,j span

all of these sub-spaces.
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3.3.2 Manchester-encoded binary FDMA

The Manchester code is a form of digital encoding in which data bits are represented by

transitions from one logical state to the other, for example the 0 bit would be encoded

as 01 and the 1 bit would be encoded as the 10 transition. The Manchester code is

therefore twice the length of a common binary sequence however its main advantage

is that it can synchronise itself which optimises the reliability and minimises the error

rate.

The MEB-FDMA carriers are constructed by starting with binary-valued square-

wave FDMA. In order to be phase-invariant orthogonal over a sampling period T , the

frequencies νi of the square waves must be in a fixed relationship given by Eq. (3.19):

νi =
pi
T

pi ∈ N+ (3.19)

A convenient choice of the integer values pi is given by Eq. (3.20), in which i = 1, . . . , N

identifies each LED:

pi = 2i−1 (3.20)

This means that the frame length n(0) without Manchester encoding is n(0) = 2N . A

binary FDMA emitter signal s
(0)
i,j is then constructed:

s
(0)
i,j = (−1)dj/pie, i = 1, . . . , N j = 1, . . . , n(0) (3.21)

When using s(0), individual emitters may have long on and off times, leading to unac-

ceptable visual flicker. Therefore, Manchester encoding is used:

si,j = s
(0)
i,j ⊗

[
−1 1

]
=

 (−1)dj/2
ie, j even

(−1)1+d(j+1)/2ie, j uneven
(3.22)

If the emitters are modulated with si,j according to Eq. (3.22) using OOK, then

they provide MEB-FDMA. A decoding algorithm for MEB-FDMA is provided in sec-
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tion 2.4.4 and underlying mathematical proofs are given in the appendix A at the end

of the thesis.

3.3.3 Properties of MEB-FDMA

For MEB-FDMA, similar to FDMA, any DC offset can be added to the received signal

without affecting the decoding result. This is a prerequisite for applying the scheme to

LED illumination since the intensity-modulated LED emission has only positive values.

Furthermore, it allows installation of additional lighting fixtures that either do not carry

a modulation signal or carry one at a much higher frequency, e.g. for LiFi.

Another remarkable property is that the transmitter and receiver can use the same

sampling rate. This is surprising because the scheme uses Manchester encoding and the

Nyquist theorem requires oversampling by a factor 2 to reliably identify each Manch-

ester encoded bit. However, by requiring the modulation to fulfil the stringent criterion

Eq. (3.16), the scheme was implicitly designed such that not every single Manchester

bit needs to be identified individually. This property of the scheme means that the

frequency of the LED modulation is the same as the camera frame rate and thus flicker

is significantly reduced.

The number of OOK-bits needed for a single frame in MEB-FDMA scales exponen-

tially with the number of emitters. Therefore, this modulation scheme is suitable for

modest numbers of modulated emitters illuminating the camera field of view, typically

4-6 emitters in the suggested application.

3.3.4 MEB-FDMA Decoding Algorithm

In conventional FDMA, decoding is achieved by a Fourier transform where for each

frequency νi, there are two real-valued orthogonal base vectors, namely sin(2πνit) and

cos(2πνit). Note that these two FDMA base vectors are phase shifted by π/2 with

respect to each other. Decoding of an MEB-FDMA signal is analogously done via a set

of orthogonal base vectors resulting from phase shifts of the original transmitted si,j .

The received signal r(i) from the ith emitter at a given receiver (camera pixel) will have

a certain intensity Ii and it will be phase shifted by a phase ∆j = k + α compare to
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Eq. (3.16):

r
(i)
j = Ii

(
(1− α)si,1+(j−1+k)%n + αsi,1+(j+k)%n

)
(3.23)

Eq. (3.23) assumes that the intensity is integrated during the sample time, which is the

case in this experiment. The actual received signal r is then the sum of the contributions

from all emitters:

rj =
N∑
i=1

r
(i)
j (3.24)

The task of the decoding algorithm is to calculate the unknown Ii from the known r.

For a given i an n× n matrix S
(i)
k,j is constructed:

S
(i)
k,j = si,1+(j−1+k)%n (3.25)

where s is given by Eq. (3.22). S does not have full rank:

li = rank(S(i)) = 2i < n (3.26)

Its rows span the subspace of Rn that contains all phase-shifted versions of si,j , but

they are not orthogonal. Therefore an orthonormalisation algorithm ”GS” is used to

construct li × n matrices D(i):

D(i) = GS(S(i)) (3.27)

In this work, GS is the stabilised Gram-Schmidt (GS) algorithm [141], but other or-

thonormalisation procedures can be used as well. The orthogonal decoding matrices

D(i) can be used to decompose r into its orthogonal components ck:

c
(i)
k =

n∑
j=1

D
(i)
k,jrj (3.28)

In conventional FDMA, the signal Ii would be the amplitude of the vector c(i). However,

due to the non-orthogonality of the process in Eq. (3.23), a slightly different approach
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needs to be taken in MEB-FDMA. In a first step, r(i) is reconstructed:

r
(i)
j =

li∑
k=1

c
(i)
k D

(i)
k,j (3.29)

Then each of the sequences si,j has at least one occasion where two 1’s are transmitted

directly after each other. This means that r(i) will have at least one entry with the in-

tensity corresponding to a synchronized 1-level, and this intensity will be the maximum

of r(i). Therefore:

Ii = max(r(i)) (3.30)

Eqs. (3.25) to (3.30) are the decoding algorithm for MEB-FDMA. The orthonormal-

isation process in Eq. (3.27) is computationally demanding. However it needs to be

carried out only once upon system manufacture/installation and then the matrices D(i)

can be stored permanently in a memory on the receiving clients.

3.4 Conclusion

This methodology chapter has covered the relevant computational methods for the PS

experimental work focused on the integration of the surface normal with the fast march-

ing method. One main contribution is the adaptation of the fast marching algorithm

to the surface reconstruction problem with free-boundary. The discussion of surface

normal integration has demonstrated that the fast marching is one of the most efficient,

low-complexity methods that can easily adapt to non-trivial computational domains.

Calibrated PS imaging has also been discussed. Another main contribution from Dr

Johannes Herrnsdorf is the full demonstration of the MEB-FDMA modulation scheme

which has two strong properties, namely the synchronisation-free aspect between the

camera and the LEDs and between the LEDs themselves along with the flicker-free

property. This chapter is a building block for the experimental work which will apply

the MEB-FDMA scheme and show that its useful properties are very important in

making a deployable synchronisation-free 3D imaging system.
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Chapter 4

Top-down illumination

Photometric Stereo Imaging

In Chapter 3, the demonstration of the full MEB-FDMA modulation scheme, along

with the detailed explanation of the PS imaging process, has been given to introduce

this chapter focused on its experimental implementation. Three dimensional recon-

struction of objects using a top-down illumination photometric stereo imaging setup

and a hand-held mobile phone device is here demonstrated. By employing binary en-

coded modulation of white light emitting diodes for scene illumination, this method

is compatible with standard lighting infrastructure and can be operated without the

need for temporal synchronization of light sources and camera. The three dimensional

reconstruction is robust to unmodulated background light. An error of 2.69 mm is

reported for an object imaged at a distance of 42 cm and dimensions of 48 mm. This

work was published in E. Le Francois et al., Optics Express, 29, 1502 (2021) [142], and

was also reported as a news release by Optica [143].

4.1 Motivation

In recent years, there has been increasing interest in 3D imaging, as the need to sense

and image the surrounding environment has become important in different domains,

such as defence and security, robot navigation, autonomous vehicle systems, face recog-
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nition and surveillance. Current video surveillance systems in public areas, such as train

stations or malls, provide a 2D analysis of a scene by simply recording videos using high-

resolution cameras. However, by adding a third dimension, more elements or details

would become detectable, and therefore increase the level of security an imaging system

can achieve. Reconstructing a 3D scene is challenging, though, as multiple parameters

need to be taking into account, such as the acquisition speed of a sensor, light-level

with an eye-safety approach, synchronization issues, and computational performance.

Photometric Stereo is one of the most common 3D imaging methods for indoor

scenarios. As discussed in previous chapters, PS can achieve better resolution than

structured illumination imaging [25,26,36] or state of the art laser scanners [38], offers

fast image computation [37], and can deal with objects in motion and untextured

areas [1,54]. Compared to stereovision [28,30], only one camera needs to be calibrated,

which reduces the computational reconstruction speed, the footprint and the cost [30].

However, the detailed study of PS methods presented in Chapter 1 shows that most PS

methods fail to demonstrate an easily deployable imaging technique that could show

imaging applications in already existing building infrastructures. If this were achieved,

PS imaging could provide an attractive route to using 3D imaging in industrial settings

for process control and robot navigation, in public spaces for security and surveillance

applications, and for structural monitoring.

There are two major obstacles that inhibit the widespread use of PS imaging for

these purposes, which are the compatibility of the PS-specific illumination with in-

doors or outdoors lighting installations, and the cabling required to synchronize several

luminaires with each other and with the camera, which may potentially be mobile.

Usually the camera and the luminaires are placed in the same plane, and a partic-

ularly common configuration employs four luminaires surrounding the camera in a

top/bottom/left/right or X-shaped configuation [4,38,54]. While such a setup is known

to provide high-fidelity imaging results, it is incompatible with an application scenario

where the luminaires are installed at the ceiling to provide room lighting, and a wall-

mounted or mobile camera views the scene from the side, see Fig. 4.1. Current PS

systems use cables between the camera and the luminaires to enable synchronization,
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which is an undesired complication when retrofitting to existing lighting fixtures. Use

of a WiFi or optically encoded clock signal can be a solution to remove the cabling,

though additional infrastructure would be needed to implement this and the trans-

mitters, camera and clock signal must be synchronized. Achieving synchronization

using a “self-clocking” Manchester-encoded modulation scheme makes the approach

described here easy to use, does not require additional infrastructure and can work in

environments where WiFi is not available. Finally, traditional PS imaging often has a

strong visual flicker and low duty cycle illumination, which is detrimental for indoors

or outdoors lighting.

Figure 4.1: Example of a train station representing a multiple access LiFi situation
with light communication and video surveillance application using Photometric Stereo
imaging.

In this chapter, efforts are focused on making PS imaging synchronization-free,

reduce flicker, and demonstrating compatibility with ceiling lighting and both wall-

mounted and mobile cameras. In such a scenario, PS imaging would coexist with light

fidelity (LiFi) networks [97] or Visible Light Positioning (VLP) [140], potentially using

the same light-emitting diode (LED) luminaires for all of these functions [144] as well

as general lighting, see the example in a train station in Fig. 4.1. The VLP work
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would need an array of LED, for example, which would project different patterns (like

fringes) on the scene and would give information on the position of a person or an object.

Knowing the position would give more information to then segment the scene and select

which light sources to use for the 3D reconstruction. Here, PS imaging is demonstrated

using a hand-held mobile phone camera running at 960 fps and ceiling-mounted LEDs,

operating in the presence of additional unmodulated lighting. Four LEDs operated

by a controller board are mounted on a gantry. These LEDs are modulated with a

bespoke binary multiple access (MA) format, referred to as Manchester-encoded binary

frequency division multiple access (MEB-FDMA): please refer to Chapter 3 for more

details. This modulation scheme removes the need for synchronization and reduces

flicker while maintaining a 50% duty cycle. A mobile phone set within the scene acquires

a stack of frames at 960 fps, which are then processed to obtain the surface normal

components and finally integrated to obtain the topography of the object. As the object

is static, the full 3D object is not reconstructed but rather its topography, commonly

known as 2.5D reconstruction. For a static 48 mm diameter sphere, a root mean square

error (RMSE) of 2.69 mm at a distance of 40 cm is reported, i.e a normalised RMSE of

5.6 %, with an angle of reconstruction from the top-down illumination of 120◦, which

represents 78 % reconstruction of the surface of the sphere.

4.2 Optical acquisition system

As illustrated in Fig. 4.2, the system consists of a mobile phone device (Samsung

Galaxy 9), four white LEDs (Osram OSTAR Stage LE RTUDW S2W) placed on a

gantry above the object at a height of H = 46 cm, a controller board (Arduino Uno)

for the LED modulation and a computer to communicate with the controller board

and run the reconstruction program [142]. A series of geometric solids are 3D printed,

namely a sphere with a 48 mm diameter, a cube which is 75 mm wide, and a complex

shape of a monkey head that is 130 x 94.5 mm2 wide and 79 mm deep, see Fig. 4.3. In

the setup, the geometric centre of the object is the reference (0,0,0) and the location

of the LEDs is determined from this reference point. Each LED is modulated with
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Figure 4.2: Experimental setup. a) Schematic of ’in-plane’ photometric stereo imaging
configuration, b) schematic of the ’out-of-plane’ photometric stereo imaging configura-
tion, c) Picture of the photometric stereo imaging setup in the ’out-of-plane’ configu-
ration.
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an individual multiple access carrier signal at a frequency of 960 Hz, which is above

visual flicker recognition and therefore suitable for digital lighting applications. The

carriers are designed such that no synchronization between the LEDs and the mobile

phone was required. Each multiple access carrier signal are orthogonal to each other

and unsynchronised because of the phase shift experienced by each frequency carrier,

see Chapter 3.

Figure 4.3: Picture of the 3D printed objects, namely a) the sphere (48 mm diameter),
b) the cube (75 mm wide) and c) the monkey head (130 x 94.5 mm2 wide and 79 mm
deep).

To benchmark the work, the experimental setup was first set up in an ’in-plane’

configuration to reproduce ’conventional’ PS imaging [4,38], see Fig. 4.2 a). The mobile

phone is placed directly on the gantry with the LEDs surrounding the phone in a left-

right-top-bottom fashion, each at a distance of 10 cm from the phone. The top-down

illumination setup is then modified to the ’out-of-plane’ configuration, see Fig. 4.2 b).

The phone is moved from the gantry and mounted on a tripod so that the LEDs and

the phone are located in two different planes. The phone is in front of the object on

the z axis at a distance of d = 42 cm from (0,0,0) with a field of view of 43 degrees.

The LEDs are moved to the following locations (x,y,z): LED1 (-27, 42, 10), LED2 (-14,

42, 35), LED3 (14, 42, 35) and LED4 (27, 42, 10), all in cm.

In both situations, the phone captures frames with a resolution of 1280 x 720 pixels

at a rate of 960 fps for 0.2 s, with a black background to simplify image processing.

The capture time is limited by the on-device data storage capacity. The Samsung

Galaxy 9 can achieve a frame rate of 960 fps thanks to its new triple-stacked camera

module which includes a CMOS sensor on top with a readout circuit underneath that
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is running four times faster than the previous chip. In addition, the module includes

a dynamic random-access memory chip which save the frames and allow a smooth

readout. The transmitted signal is encoded as a clock signal, hence no trigger is needed

to start the acquisition. As explained in Chapter 3, the LEDs have a 50 % duty-

cycle and thanks to the known modulation code fingerprint of each LED, a decoding

matrix can be created: please refer to Chapter 3 to see the decoding derived in detail.

Fig. 4.4 illustrates an example of the frequency waveforms applied to the LEDs, each

waveform is orthogonal to each other and the LEDs are not synchronised to one another.

During the transmission, each LED waveform experiences a phase-shift that is taken

into account when creating the decoding matrix, so each LED contribution is easily

recoverable thanks to their specific fingerprints (a detailed example is given in Appendix

A). The received stack of images are demodulated using the decoding matrix on each

pixel of each image. To increase the decoding time, it is possible to select less frames to

decode from the output video which will impact the quality of the four output images.

The lower number of frames required to obtain a good quality image is 32 frames

and they are selected from the beginning of the video. The full stack of images (128

frames) is recommended to achieve a higher quality and improve the determination of

the surface normals which will then impact the quality of the 2.5D reconstruction. At

the end of the demodulation process, four images corresponding to the four different

illumination directions are retrieved. The four images retrieved are then processed

using established methods [4,39,145] to obtain the surface normal components Nx, Ny,

Nz and the albedo A under the assumption of a Lambertian surface: please refer to

Chapter 3 for detailed explanations. The last step of the reconstruction program is the

integration of the surface normal vectors to obtain the topography of the object using

a Fast Marching method [116]. The reconstruction process takes about 3 minutes to

run on a desktop PC.
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Figure 4.4: Schematic representing an example of possible waveforms applied to each
LED. A decoding matrix is calculated for each waveform and concatenated into one
main decoding matrix. There is an option to select the number of frames to be decoded
(32, 64 or 128 frames) which will impact the quality of the decoded images and the
decoding time. Each selected frames are decoded pixel by pixel by the matrix D to
then retrieve the four images, one for each LED.
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4.3 Results

4.3.1 Proof-of-concept: ’in-plane’ configuration

In order to benchmark the work with ”conventional” PS imaging [4,38], the 3D imaging

system is first evaluated in an ’in-plane’ configuration using a spherical test object, see

Fig. 4.2 a). Figs. 4.5 a), b), c), d) show the four images obtained after decoding

the frames. The reflectivity of each decoded image clearly demonstrates the different

illumination direction - left/bottom/right/top respectively - for LED1, LED2, LED3

and LED4. According to the image scale, the amount of light for each direction is

similar which means that the decoding process is well-adapted to the frequency.

Figure 4.5: Decoded images of the sphere in the ’in-plane’ configuration. Obtained
after demodulation of the recorded frames for a) LED1, b) LED2, c) LED3 and d)
LED4.

Fig. 4.6 displays the surface normal components’ ground truth of the sphere along

with the surface ground truth. Fig. 4.7 a), b), c) shows the corresponding surface

normal components Nx, Ny, Nz obtained with the photometric stereo processing. As

expected from the ’in-plane’ acquisition scheme in Fig. 4.2 a), Nx correctly distinguishes

left and right facing surfaces of the object. Similarly, Ny correctly identifies up and

down facing surfaces. Finally, as the back of the object cannot be seen, Nz is always

positive with some variations due to the depth of the object. By comparing it with

the surface normals of the ground truth of the sphere in Fig. 4.6 a), b), c), the match

between Nx, Ny and Nz is satisfactory with some error in Nz. Indeed, Nz decreases

slightly faster than the ground truth from its central maximum.

Two 2.5D reconstruction views and the RMSE error map are plotted in Fig. 4.7 d), e), f)
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Figure 4.6: In-plane configuration Ground Truth. a), b) and c) plot the surface normal
components, respectively Nx, Ny, Nz. d) and e) plot the ground truth surface of the
spherical test object, respectively the perspective view and the top view.

Figure 4.7: ’In-plane’ configuration results. a), b) and c) plot the surface normal com-
ponents obtained after running the photometric stereo algorithm, respectively Nx, Ny,
Nz. d), e) and f) plot the 2.5D reconstruction of the spherical test object, respectively
the perspective view, the top view and the RMSE error map.
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respectively. Following the analysis of [4], the standard deviation is determined by the

root mean square error (RMSE) and the Normalised Root Mean Square Error (NRMSE)

which are defined as [4]:

RMSE =

√√√√(
1

n

n∑
i=1

d2
i ), (4.1)

NRMSE =
RMSE

xmax − xmin
, (4.2)

where n is the number of data pairs, di is the difference between measured values

and reference values, and (xmax − xmin) is the range of measured values. The value of

NRMSE is expressed as a percentage, where a lower value indicates less variance, hence

a higher accuracy [4]. For this 48 mm diameter sphere, an RMSE of 2.4 mm and a

NRMSE of 5 % is obtained. These two results are within the same range of error as

in [4]. Fig. 4.7 f) shows the RMSE map over the sphere in order to have a visualisation

of the error distribution. The error is higher at the edge of the sphere compared to

the middle area, and this can be explained by the Fast Marching method as the error

builds up as the reconstruction progresses through the surface. By comparing both the

error map with the surface normal components from Fig. 4.7 a), b), c), the error in the

2.5D reconstruction is also closely linked to the error in Nz. By comparing the 2.5D

reconstruction and the ground truth plotted in Fig. 4.6 d), the reconstruction matches

the ground truth from its central maximum down to 8 mm, which is satisfactory.

4.3.2 Out-of-plane configuration

Section 3.3.1 proves that the 3D imaging system, along with the synchronisation-free

modulation scheme, is adapted and provides similar results to other PS work when

configured in a conventional way, i.e the ’in-plane’ configuration. Now, this section

investigates the 2.5D reconstruction of the sphere, the cube and the monkey head

under top-down illumination, i.e. the ’out-of-plane’ configuration, see Fig. 4.2 b).
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LED images decoded

The decoded images of the three objects are displayed in Fig. 4.8. To assess the recon-

struction of sharp edges, the corner of the cube is also imaged. For the four cases, the

light level clearly shows the different illumination directions. The brightness is slightly

different depending the position of the LEDs. This can be explained by the possibly

imperfect match between the camera integration time and the MEB-FDMA scheme,

i.e. the integration time might be shorter than the frame duration. Nonetheless, the

final four output images of each object are satisfactory to be used in the determination

of the surface normal components in the PS stage.

Surface normal vectors

From this set of images, surface normal components (Nx, Ny, Nz) and the albedo were

calculated and are displayed in Fig. 4.9. For Nx, left and right facing surfaces are

correctly distinguished as vector components with magnitude ranging from -1 to 1.

However, Fig. 4.9 e) and f) show that the cube face is not easily distinguished for both

left-right and up-down facing surfaces. Indeed, both vector component magnitudes are

equal to 0, which is consistent with the vector theory of plane surfaces. Some artefacts

can be observed on the edge of the cube. Similarly, Ny indicates up and down facing

surfaces correctly, albeit with lower fidelity, and its value range is limited to -0.2 to 1

instead of -1 to 1. The poorer fidelity of Ny is due to the top-down illumination design

as the bottom of each object is not suitably illuminated, an effect which is also visible

in the albedo plot. Moreover, as the camera is facing the object, Nz is positive and

ranges from 0 to 1 with some variations due to the depth of the object. The albedo

is normalized and is useful in understanding imperfections in the reconstruction. The

albedo is more directional for the sphere and the cube corner than for the monkey,

which is caused by the slight brightness variations seen in Fig. 4.8. Importantly, the

surface normal components, which are the basis of the topography reconstruction, are

observed to be less susceptible to these brightness variations than the albedo.
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Figure 4.8: Out-of-plane illumination decoded images obtained after demodulation of
the recorded frames for LED1, LED2, LED3 and LED4: a), b), c), d) for the sphere,
e), f), g), h) for the cube side, i), j), k), l) for the cube corner and m), n), o), p) for the
monkey head.
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Figure 4.9: Surface normal components and albedo. Obtained after running the pho-
tometric stereo algorithm, respectively Nx, Ny, Nz and Albedo: a), b), c), d) for the
sphere, e), f), g), h) for the cube side, i), j), k), l) for the cube corner and m), n), o),
p) for the monkey head.
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Surface Reconstruction

Fig. 4.10, Fig. 4.12, Fig. 4.13 and Fig. 4.14 respectively plot the 2.5D reconstruction of

the sphere, the cube side, the cube corner and the monkey head in different perspective

views as well as a rendered view using a 3D creation rendering software Blender [146].

Blender is a free, open source, ray tracing based rendering software which can support

both CPU and GPU. To render the reconstruction on Blender, a camera is set at a

distance of 10 cm from the imported 2.5D reconstruction. The RMSE error map is also

plotted for each object.

Figure 4.10: 2.5D reconstruction of the sphere, a) Perspective view, b) Rendered view,
c) Top view, d) RMSE error map.

For the sphere, Fig. 4.10 a), b), c) show a satisfactory global reconstruction for the

top half of the object. The bottom half is poorly reconstructed and is ”flat”, which

is also clearly shown on the rendered view. Because of the lack of information on

the negative (downward facing) y axis, 78.4 % of the visible surface is reconstructed.
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According to the RMSE error map in Fig. 4.10 d), the most significant error is found at

the bottom and on the edge of the sphere, while smaller errors in the top area are related

to inaccuracies in Nz. Nonetheless, most of the error stays below 5 mm. Fig. 4.11 shows

the projected angle that can be retrieved using the top-down illumination setup where

an angle of 120◦ is retrieved. An RMSE of 2.69 mm and an NRMSE of 5.61 % are

obtained within the 78.4 % of the surface reconstructed. Despite the lack of information

on downward facing facets, both standard deviation errors for the sphere are within

the same range as in [4].

Figure 4.11: Schematic of the difference in the projected angle reconstruction between
a) the ’in-plane’ configuration and b) the ’out-of-plane’ configuration.

For the cube side in Fig. 4.12 a), b), c), the reconstruction of the ’flat’ face is

slightly tilted due to the asymmetric lighting geometry, though the cube face is entirely

reconstructed. In addition the rendered view from Blender, in Fig. 4.12 b), shows a flat

surface with no tilt noticeable. According to the RMSE error map in Fig. 4.12 d), the

highest error is located on two corners, the yellow and blue corner in the perspective

view. Nonetheless, the axis scale is small and ranges from 0 to 3.5 mm. The surface

tilt can also be explained by the build up of the error as the Fast Marching algorithm

propagates across the object. Using Eq. (4.1) and Eq. (4.2), an RMSE of 1 mm and

an NRMSE of 1.36 % are obtained and prove that the tilt can be negligible in terms

of the error scaling across the cube. The reconstruction of the cube face is therefore

satisfactory and this proves that flat surfaces can also be reconstructed using a top-down

illumination approach.

For the cube corner, despite the unequal partition of light on the cube and the
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Figure 4.12: 2.5D reconstruction of the cube side, a) Perspective view, b) Rendered
view, c) Top view, d) RMSE error map.
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important gradient variation, the reconstruction can retrieve the shape of the corner.

Nonetheless, the top view in Fig. 4.13 shows that the reconstruction on the edge is

deteriorating faster at the bottom of the object. This is explained by the top-down

illumination configuration. Moreover, Fig. 4.13 d) plots the RMSE error map where

the highest error is reported at the bottom of the cube. The calculated RMSE is

equal to 15.3 mm with a NRMSE of 16.6 %, which represents the global error obtained

on the error map. Comparing to the two previous objects, this error is higher and

can be explained by the angle of the reconstructed corner of the cube. Indeed, the

reconstructed cube corner angle is slightly higher than 90◦, hence the match between

the ground truth and the reconstruction to calculate the RMSE is not perfect although

it is well aligned. The error map shows a consistent error across most of the cube

which means that despite the error on the angle the global shape is well-reconstructed.

Overall, by comparing the reconstruction of Figs. 4.13 a), b), c) with the images of

Fig. 4.8 a good match is obtained. On the rendered view, an indent is observed and can

be explained by the position of the starting point of the Fast Marching reconstruction

process, from which the gradient values are integrated in a propagating fashion. At

points with a strong gradient variation, the propagation will happen with very different

gradient values in different directions and this can create an indent on the row or the

column of the starting point.

Finally, the monkey head has been chosen for its complex features, such as the eyes,

the nose and the top of the head. The discontinuity between the face and the ears is a

challenge for the Fast Marching algorithm to deal with. Indeed, the 2.5D reconstruction

in Figs. 4.14 a), b), c) shows the shape of the nose, the eyes and also the upper head.

However, the shape of the ears is harder to determine and the depth is substantially

decreasing, which demonstrates the difficulty of the algorithm for dealing with those

discontinuities. Using Eq. 4.1 and Eq. 4.2, the RMSE error map is calculated and

plotted in Fig. 4.14 d), where an RMSE and an NRMSE of 10.9 mm and 18.9 % are

obtained respectively. As expected, the relative position between discontinuous region

is not handled well as the highest error is obtained in the ear area and reaches 30 mm.

However, features within each region are reproduced with good fidelity, such as the ears,
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Figure 4.13: 2.5D reconstruction of the cube, a) Perspective view, b) Rendered view,
c) Top view, d) RMSE error map.
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on the rendered view. In addition, when the error is only determined across the face of

the monkey without selecting the ears, then the RMSE and NRMSE are respectively

equal to 5.4 mm and 6.7 %. Small depth details, within mm, such as the earlobes and

the eyes, are detectable and well reconstructed. The error map shows that most of the

error is below 10 mm which is satisfactory for a complex shape object. Moreover, the

distance between the face and the ears is about 50 mm and on the top view of the

reconstruction the distance between the two features is also about 50 mm.

Figure 4.14: 2.5D reconstruction of the monkey head, a) Perspective view, b) Rendered
view, c) Top view, d) RMSE error map.

The 3D reconstruction relies on the surface normals, therefore most of the error

on the reconstructed object topography will be dominated by the error on the surface

normal vectors. Whenever Nz values are close to zero, the gradient integration during

the Fast Marching process is numerically ill-conditioned. This phenomenon is clearly

shown by the artefacts on the different reconstructions in Fig. 4.10.
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4.3.3 Signal to noise ratio

Our modulation scheme can operate in the presence of additional unmodulated light-

ing. In order to assess its robustness, the reconstruction of the sphere, the cube and

the monkey is tested with different levels of background light in the room. For this

experiment, the ceiling light of the room is illuminated and the brightness of each LED

is controlled by an Arduino board, which modifies the signal power. As the white com-

mercial LED spectrum is broad, a representative measurement of the optical power is

measured with a simple photocurrent detector set at one wavelength. By weighting

the measured photocurrent by the emission of the white LED at the given wavelength,

a global representative measurement of the Signal to Noise Ratio (SNR) is obtained.

After measuring the representative optical power of the signal and background light at

the object location, the SNR, in dB, is determined following Eq. 4.3:

SNR = 10 log10

(
Psignal
Pnoise

)
(4.3)

with Psignal being the representative optical power of the LEDs at one wavelength and

Pnoise the representative optical power of the ceiling light at the same wavelength.

Fig. 4.15 plots the graphs of the RMSE and the percentage of surface reconstructed

versus the SNR for the sphere, the cube face, the cube corner and the monkey head in

the ’out-of-plane’ configuration. In each case, the SNR ranges from -1 dB to 5.5 dB.

For the sphere, the RMSE does not show a specific trend across the SNR and the

error ranges from 4.5 mm to 7 mm which is acceptable for these applications. However,

the percentage of surface reconstruction that is achieved over the measured range of

SNR does show a dependence on the SNR. Fig. 4.16 shows that as the SNR decreases,

the reconstruction of the bottom of the sphere is more and more challenging. By

comparing this to the three other graphs, it can be deduced that this dependence is a

direct consequence of the shape of the object, i.e. the sphere, combined with the top-

down illumination configuration. This is explained by the Fast Marching integration

process: please see Chapter 3. If at a particular grid point the z gradient is abnormally

high, then the reconstructed value will result in an artefact which does not correspond to
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Figure 4.15: Signal to noise results. Graphs plotting the RMSE error and the percentage
of the surface reconstructed regarding the signal to noise ratio for a) the sphere, b) the
cube face, c) the cube corner and d) the monkey head.
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the object surface. To discard the artefact values, a threshold is set in the reconstruction

process where any jump, between grid points, is above a set value of 10 mm then the

value at the grid point is discarded. As the light intensity decreases, the bottom

area of the sphere is less illuminated which results in a loss of information in the non-

illuminated area and hence high errors. To avoid high error values being incorporated in

the final image, any values in the final reconstruction above the threshold are discarded.

This means that as the SNR decreases, less area of the sphere can be reconstructed,

but the portion that is reconstructed is not affected by the SNR. Nonetheless, 73.5 %

of the object view can be reconstructed even with an SNR equals to −1 dB.

Figure 4.16: Superposition of the different reconstructions of the sphere depending on
the SNR.

For the cube side, Fig. 4.15 b) shows that neither the RMSE nor the percentage of

reconstruction are dependent on the SNR. The RMSE graph varies between 2 mm and

3 mm across the SNR with 100% of the cube side surface reconstructed. As the cube

side is a flat surface, no shadows or lack of illumination are impacting the bottom of

the cube. This means that the top-down illumination method is adapted to reconstruct

flat surfaces even in negative SNR scenarios.

On the other hand, both the cube corner and the monkey head depend on the SNR

for the percentage of surface reconstructed, see Fig. 4.15 c) and d). Around 2 dB, the

surface percentage decreases slightly to reach 90% at -1 dB, which is considered to be

a good result compared with the sphere. However, in both cases, the RMSE remains

roughly constant across the SNR. The cube corner shows a variation of the RMSE

between 3.6 mm to 15.5 mm which can be surprising at first. This error deviation is
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mostly due to the measured gradient variation, as mentioned before, the integration

time might be shorter than the frame duration and end up with different light ratio after

the decoding process. Therefore, the cube angle can be more or less well reconstructed

and lead to a high or small RMSE error. The cube corner graph clearly shows that this

variation is independent of the SNR. Similarly, the RMSE error of the monkey head

varies between 4.5 mm and 7 mm and is independent of the SNR.

These four graphs show that, depending on the shape of the imaged object, the

percentage of the surface reconstructed might decrease as the SNR decreases. However,

in each situation, the RMSE remains constant across the SNR which shows that the

modulation scheme is robust to unmodulated background light.

4.4 Discussion

In this chapter, an accurate 2.5D reconstruction of objects with different shape com-

plexity has been demonstrated using a new PS imaging configuration that can readily

be employed in conventional room lighting scenarios. Table. 4.1 sums up the RMSE

error, the NRMSE and the percentage of surface reconstructed for the sphere, the cube

and the monkey head respectively. These results show that an ’out-of-plane’ PS config-

uration can achieve similar reconstruction error to the conventional PS method [4,5,54].

Hence, for the first time, PS imaging can be applied with a camera and a lighting system

set in different planes, which opens up the possibility of using the imaging technique

with existing lighting infrastructure.

Table 4.1: Error and percentage of surface reconstructed summary.

Object Height RMSE NRMSE Surface
reconstructed

Sphere 48 mm 2.69 mm 5.61% 78.4%

Cube face 75 mm 1 mm 1.36% 100%

Cube corner 75 mm 15 mm 16.6% 100%

Monkey head 80 mm 10.9 mm 18.9% 96%

Moreover, the MEB-FDMA encoding scheme allows for fast acquisition PS imaging.

The modulation scheme also enables simple installation through removing the need for
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synchronization, and as importantly, modulates LEDs above the visual flicker recogni-

tion threshold, thus significantly simplifying the deployment, which is not possible with

successively flashed LEDs [4, 5]. Futhermore, this method can be implemented using

commercially available and hand-held devices.

However, discontinuities in an object can lead to significant topography reconstruc-

tion errors and this is the main limitation in reaching high-resolution 2.5D reconstruc-

tion. Section 3.3.2 clearly shows difficulties in reconstructing the monkey head ears

for example and this is a major issue for surveillance applications or robot navigation

where most scenarios will contain discontinuities. A solution would be to use another

3D imaging technique that would deal with the discontinuities while using PS imaging

to achieve high-resolution surface reconstruction. Chapter 6 will demonstrate such a

hybrid technique where both Time-of-Flight and PS imaging will be combined.

Moreover, research on PS imaging currently focuses on achieving uncalibrated [46,

47] and non-Lambertian [48,50–52] PS imaging in order to expand the 3D technique to

real world objects and applications. As the work on synchronization-free top-down PS

imaging is still at a proof-of-concept stage, the 2.5D reconstruction is carried under the

Lambertian assumption. However, further work in this thesis will start to implement a

deep-learning approach that will combine a faster computational reconstruction of the

surface along with the removal of the Lambertian assumption. Please refer to Chapter 7

for more details.

Another 3D imaging requirement that the static PS imaging setup does not address

is the real-time reconstruction of an object in motion. To fully assess the robustness

of a 3D imaging method, the demonstration of a dynamic scenario is necessary. In the

next chapter, the 3D reconstruction of an ellipsoid in motion will be demonstrated.

4.5 Conclusion

This chapter has demonstrated the 2.5D reconstruction of static objects using the

synchronization free top-down illumination PS imaging setup with an NRMSE error

ranging from 1.36% to 19% depending on the shape complexity. The error can be

explained by the nature of the top-down illumination setup. The MEB-FDMA mod-

80



Chapter 4. Top-down illumination Photometric Stereo Imaging

ulation scheme is easily integrated with the PS algorithm and does not require any

synchronization between the mobile device and the illumination system, which simpli-

fies its deployment. In addition, the LEDs’ modulation frequency is above visual flicker

recognition which makes this technique safe to use in a public environment. However, if

the resolution of the 2.5D reconstruction need to be improved, one option would be to

improve the quality of the four images after the decoding process. A maximum of 128

frames are currently used in the decoding stage and this is limited by the smartphone

memory. With a higher memory, the time acquisition at 960 fps would increase and

more frames would be recorded. The smartphone technology is always improving and

more camera options will give the possibility to achieve 960 fps for longer acquisition

time.

To sum up, this method can potentially be retrofitted in current building infrastruc-

ture for video surveillance applications for its simple installation, for its low-cost as it

relies on commercially available and hand-held devices and for its ready-to-use aspect

with a smartphone. The next chapter will focus on the demonstration of real-time 3D

reconstruction of an object in motion.
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Dynamic Imaging

In Chapter 4, the top-down illumination PS concept in a static scenario has proven to

achieve high resolution surface reconstruction with errors ranging from 5 % to 20 %

depending on the complexity of the object. The goal is now to reconstruct an object

in motion using the same top-down illumination PS approach.

In this chapter, the challenges of acquiring real-time reconstruction of objects in

motion are first explained. Then, the adapted PS imaging setup for dynamic imaging

is presented along with a full 3D reconstruction of an ellipsoid at a video rate of 25 fps.

The 3D reconstruction error ranges between 4 mm and 11 mm at a distance of 42 cm

and with the dimension of 60 mm, i.e between 8.8 % and 18 %, which is similar to the

error obtained with the static imaging setup.

5.1 Motivation

A major motivation for the development of 3D imaging is to achieve real-time recon-

struction of scenes in order to successfully reconstruct real-life scenarios such as face

recognition [53,147], machine vision [148], security and surveillance or even ’touch-less’

fingerprint detection [149]. Depending on the application, real-time imaging can have

different meaning. For example, robot navigation, or industrially based robot manip-

ulation, requires multiple steps to achieve fast reconstruction that can be considered

real-time. In order for a robot to sense its environment and initiate an action, the real-
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time response must encompass capture of the scene, processing of the captured frames,

analysis of the reconstruction and the command to send to the robot. Recently a start-

up in Europe patented a new technology based on parallel structured light that improves

the acquisition of dynamic scenes for dynamic robot navigation [150]. By combining

the qualities of a structured light system [25, 151] and the speed of a Time-of-Flight

technique [57, 72], their mosaic shutter sensor based CMOS camera can achieve a full

3D scan at 20 fps at a resolution of 2 Mega pixels [150]. Automated car self-driving is

another example where real-time 3D imaging is necessary to analyse the environment

for the car to drive itself, relying on different information simultaneously [30,68].

However some other applications, such as security and surveillance, or defence, do

not require the same specifications to achieve real-time 3D imaging as reconstructing

the scene in 3D is the main goal. In what follows, real-time imaging is considered to

encompass capture of raw frames with processing software to output the 3D reconstruc-

tion of the imaged scene. As discussed in the previous chapters, research is on-going

across a range of different 3D imaging methods, where different techniques are used to

reach both a capture and a computational reconstruction time that can be considered

real-time. The same challenge applies to all 3D imaging methods; the higher the cam-

era raw frame rate, the faster the effective reconstruction frame rate. This means that

a trade-off must be found between the exposure time and the noise as a high frame

rate results in low integration time, and low integration time results in low-photon flux

detection which causes low Signal-to-Noise ratio (SNR) and hence affects the accuracy

of the reconstruction [27, 152]. Therefore, conditions, in term of the acquisition speed

and exposure time, apply on sensors to complete dynamic imaging.

LiDAR technology relies on high-sensitivity of a photon counting detector along with

fast timing electronics [27], which makes it a good option for real-time imaging. As

shown in Table 5.1, this technique can achieve 3 fps real-time 3D reconstruction, which

can be fast enough for video surveillance applications [27]. However some mathematical

processing of LiDAR data can improve this reconstruction rate up to 50 fps [153]. This

recently developed computational framework, which takes advantage of the LiDAR

database point clouds, can achieve reliable real-time 3D reconstruction from single-

83



Chapter 5. Dynamic Imaging

photon LiDAR at a rate of 50 fps using a point cloud denoiser [153]. Some additional

or complementary methods, beside using a high-speed sensor, can be needed to reach

surface reconstruction within video frame rate. For example, a 3D scanning system

combines stereovision and active illumination based on phase-shift to capture accurate

depth maps of complex dynamic scenes at 17 fps [154]. However, some additional

synchronization processes are then needed to calibrate multiple cameras together, which

is something that should be avoided when making an easily deployable imaging system.

Table 5.1: Real-time imaging comparison

3D imaging Acquisition rate Effective Illumination Processing
Method (camera raw frame rate modulation delay

frame rate) rate per frame

Tachella et.al [153] LiDAR 150,000 fps 50 fps 150 kHz 20 ms
pulsed laser

Edgar et.al [27] LiDAR 20 kHz 3 fps 100 MHz
histogram pulsed laser

Herrnsdorf et.al [54] PS 60 fps 15 fps 60 Hz

Schindler et.al [53] PS 10 fps 10 fps

Yoda et.al [152] PS 75 Hz 70.5 fps 75 Hz
per 3 images

Malzbender et.al [155] PS 500 fps up to 60 fps 62 Hz 0.14 s

Hernandez et.al [139] PS with 60 fps 20 fps 20 s
colored light

Vlasic et.al [3] Multi-view PS 240 fps 60 fps 60 Hz

Weise et.al [154] Stereo and 120 fps 17 fps 120 Hz
active illumination

Our work PS 1,000 fps 25 fps 1,000 Hz 5 s

It is therefore clear that a trade-off must be found between the use of a high speed

sensor along with an easily deployable 3D imaging technique. Applying dynamic imag-

ing to PS can be a challenge because of synchronization issues between the light position

according to the scene as relative movement must be controlled [156], but also because

the scene must remain static to acquire at least the three images needed for the esti-

mation of the surface normal [152]. Nonetheless, some previous work shows that it is

possible to adapt PS imaging to reconstruct the shape of object in motion. For exam-

ple, a coloured-light approach shows that multi-spectral PS can recover a depth map at

60 fps [139]. Other techniques make use of high-speed cameras to obtain a fast effective

frame rate such as [3,155] where they respectively use a 240 fps and 500 fps camera to

both achieve a surface reconstruction with an effective frame rate of 60 fps. Comple-

mentarily, the development of new sensors along with the release of high-performance
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GPUs helps in reaching faster acquisition and data processing leading to faster effective

frame rate. As shown in Table 5.1, current effective frame rates range between 3 fps to

a maximum of 70.5 fps with a processing delay varying between 20 ms to 20 s. In [152]

is presented a dynamic PS method that uses a new sensor called a ’multi-tap CMOS

image sensor’ that divides the electrons from the photodiode from a single pixel into

different bins and thus captures multi-images under different lighting conditions with

almost identical timing. Acquiring multi-images at the same time improves the acqui-

sition speed and therefore improves the effective frame rate of the determination of the

surface normal. However, the sensor in [152] needs to be synchronized with the light

sources and does not recover the full shape reconstruction of the scene in real-time.

This chapter will demonstrate that the light modulation scheme and PS method [142]

can be adapted and applied to dynamic imaging while keeping the synchronization free

aspect. Some trade-offs need to be considered. First the acquisition speed of the cam-

era must be high enough to result in an effective frame rate within 20 fps range. When

the camera frame rate is high, the light level from the LEDs must be powerful enough

to capture enough photons during the integration time. In addition, the speed or mo-

tion of the imaged object must be adapted to the acquisition frame, hence integration

time, to avoid any motion blur. An important consequence is therefore on the choice of

camera, which must achieve a high acquisition rate with a memory big enough to store

the raw data. Unfortunately, the smartphone used in Chapter 4 limits the acquisition

time to 0.2 s because of its memory storage. A high performance camera is therefore

used in what follows as its acquisition frame rate and memory are high and adapted

to dynamic imaging. High-speed cameras are available but mostly used as laboratory

equipment because of their high cost. However, the continuing development of smart-

phones will make mobile phone devices suitable and portable for dynamic imaging in

the near future. With this high-speed camera, a camera raw frame rate of 1 kfps is

reported with an effective frame rate of 25 fps for an error ranging between 6 % and

18 %. As the 3D reconstruction process is done off line at a rate of 3 min, per effective

frame rate, which is equal to 5 s per frame, the dynamic imaging approach cannot

yet be considered real-time. Nonetheless, the acquisition speed allows us to achieve
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a fast enough effective frame which will allow us, in future work, to reach real-time

reconstruction after speeding up the 3D reconstruction process.

Figure 5.1: a) Schematic of the experimental setup in the ’out-of-plane’ configuration
for dynamic imaging, b) Picture of the Photron MiniUx100 high-speed camera used in
the setup.

5.2 Dynamic imaging setup

The top-down illumination setup detailed in Chapter 4 for static imaging is modified

slightly here to meet the requirements for dynamic imaging. As shown in Fig.5.1 a), a

stepper motor (RS PRO Hybrid, Permanent Magnet Stepper Motor, 1.8◦ step) is added

in order to rotate a 3D printed ellipsoid which is 100 mm long and 60 mm wide. A

high-speed camera (Photron MiniUx100, see Fig.5.1 b), replaces the mobile phone due

to its larger video capture memory thus enabling a longer acquisition time. The camera

frame rate is set at 1 kfps with a shutter speed of 1 ms and is matched to the LED

modulation rate. As the acquisition rate is not modified, the LED illumination level

remains the same as in Chapter 4, i.e. a measured optical power of 20 µW at the object

location. The stepper motor rotates at a speed of 7.5 RPM, which is the calculated
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rotation speed to capture enough frames per ellipsoid position while avoiding motion

blur. The acquisition runs for 8 s and the real-time video of the ellipsoid in motion can

be found under the folder ’Dynamic imaging’ in [157]. The 3D reconstruction is done

off line with the same reconstruction program pipeline as demonstrated in Chapter 4,

which is shown again in Fig. 5.2. The reconstruction requires at least 32 frames for

a full reconstruction and here 40 frames are recorded for each 3D frame to match the

motor step duration and to achieve effective full 3D reconstruction at a video rate of

25 fps.

Figure 5.2: Acquisition and Reconstruction program pipeline. LEDs are encoded with
an MEB-FDMA scheme; the mobile device acquires a stack of images that are demod-
ulated with a decoding matrix; four output images are then retrieved: one for each
illumination direction; the photometric stereo processing determines the surface nor-
mal components and the albedo; afterwards the surface normals are integrated with a
Fast Marching method to then obtain the 2.5D reconstruction of the object.

By running the raw camera acquisition at 1 kfps for 8 s, a total of 8,000 raw images

need to be processed to reconstruct the full rotation of the ellipsoid, which consists of

200 different single positions. As pictured in Fig. 5.3, 40 frames are used per single

ellipsoid position which means that the achievable effective frame is equal to 25 fps,

when running the camera acquisition at 1 kfps. The effective frame rate can be increased

when increasing the acquisition rate, although a balance needs to be found between the

acquisition speed, the illumination level and the rotation speed of the object. The

current reconstruction pipeline takes about 3 min to determine the 3D reconstruction

per ellipsoid position, which makes it time consuming to process. In order to speed

up the reconstruction time of the full ellipsoid rotation and to allow error calculation,

the full 3D reconstruction analysis is completed on 21 ellipsoid topographies out of 200

available. Each of the 21 reconstructions are split by an angle of 18◦ in the rotation

of the object. In order to have a smooth display, the surface normal components and

the 3D reconstructions are displayed at a frame rate of 3 fps. This video display rate
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is 10 times slower than the effective rate that can be achieved but it still represents

a 3D reconstruction video matching the object in motion. Two videos, one for the

surface normal components and one for 3D reconstruction, can be found in the folder

’Dynamic imaging’ in [157]. These two videos cannot be considered real-time as the

reconstruction pipeline needs to be executed faster. However, the effective frame rate

of 25 fps demonstrates the potential to reach a video rate real-time display of 3D

reconstructed scenes as soon as the computational time is improved.

Figure 5.3: Flowchart explaining the determination of the effective frame rate. 8,000 im-
ages are captured at a camera raw frame rate of 1 kfps in which 40 images are used, per
ellipsoid position, for the 3D reconstruction. To allow error calculation and decrease
computational work, 21 ellipsoid positions are 3D reconstructed and displayed at 3 fps.

5.3 Results

Fig.5.4 shows the extracted images for the different LED illumination directions, for

five different views of the ellipsoid in motion. Similar to the procedure described in

Chapter 4 and shown in Fig. 5.2, a decoding matrix is applied on 32 images from the 3D

video frames. However, as explained in section 4.2, 40 images are available per 3D video

frame, which means that 32 images need to be selected out of the 40 images available,

please see Fig. 5.5. This strategy has been adopted to avoid synchronising the camera

with the stepper motor. Therefore, any possible overlapping of images between two
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Figure 5.4: Decoded images of the ellipsoid for 5 different views. Obtained after de-
modulation of the recorded frames for LED1, LED2, LED3 and LED4.
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consecutive ellipsoid positions needs to be minimized. By discarding the first and last

4 images to end up with the 32 images required, any synchronisation error is kept to a

minimum. Indeed, any small error in the synchronisation between the captured frames

and the stepper motor will not have a big impact on the decoded images. By looking

at the extracted images in Fig.5.4, no motion blur can be visualised. It is important

to notice that the ellipsoid is constantly moving, and despite its motion, its boundaries

are sharp and well-defined which shows that the imaging rate is adequate. In addition,

Fig.5.4 shows the different illumination directions of the four LEDs for different views.

Figure 5.5: Schematic explaining the selection of images to run the decoding matrix
for dynamic imaging. 40 images are available per 3D video frames and only 32 images
are used during the decoded process, hence the first and last 4 images of the sequence
are discarded. This strategy removes the need to synchronise the object in motion with
the camera.

The surface normals behave very similarly to the static situation in that a high

fidelity is observed in Nx, while Ny and Nz have lower but still useful fidelity, as shown

in Fig.5.6. The albedo shows some higher values in the top area of the ellipsoid and

can be explained by, first, the top illumination aspect of the setup and, second, the

material of the ellipsoid. Comparing to the objects used in Chapter 4, the material of

the ellipsoid is slightly shinier and shows some specular highlights as observed in Fig.5.4

also. However, as the specular effect does not impact the surface normal components,

the Lambertian assumption is kept when applying the photometric stereo algorithm.

The 3D reconstruction video shows the 21 reconstructed frames with a colour-coded

plot and a rendered view, which are repeated three times, and displayed at 3 fps. The

video is available in the folder ’Dynamic Imaging’ in [157]. Snapshots from the video

are displayed in Fig. 5.7 for five different views, where the surface reconstruction, the
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Figure 5.6: Surface normal components and albedo of the ellipsoid for 5 different views.
Obtained after running the photometric stereo algorithm, respectively Nx, Ny, Nz and
Albedo.
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Figure 5.7: Surface reconstruction of the ellipsoid for 5 different views. The first
column corresponds to the 3D reconstruction of the ellipsoid, the second column plots
the normalised ground truth, the third column shows the RMSE error map and the
last column is the rendered view obtained from BlenderTM.
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ground truth, the RMSE error and the rendered view are plotted. Globally, the gradient

observed on the 3D reconstruction matches the one from the ground truth, as the depth

of the reconstructed surface decreases from the centre to the edges. The ground truth

was normalised and adapted to the 3D reconstructed shape values to easily determine

the RMSE and NRMSE error, please see Chapter 4 for more details.

Table 5.2: RMSE, NRMSE, Ratio Mask and Ratio Ground Truth of the
ellipsoid for five different views

View 1 View 5 View 10 View 15 View 20

RMSE 11 mm 11 mm 4.8 mm 5.58 mm 9 mm

NRMSE 18.5% 20% 12% 12.5% 15.6%

Ratio Mask 80.7% 83.3% 79.4% 82.1% 83.4%

Ratio Ground Truth 81.7% 86.5% 72.6% 69.1% 81.1%

The RMSE error map has been calculated for the five different views and the map

shows that the error is similar across the different views, see Fig. 5.7. Indeed, the

RMSE error in the centre of the ellipsoid ranges between 0 and 10 mm error while the

error on the edges of the ellipsoid can increase up to 40 mm. The artefacts on the edges

can also be seen on the rendered view, see Fig. 5.7 in the right hand column, and are

mostly caused by poor numerical conditions due to Nz ≈ 0. A flat reconstruction at the

bottom of the object is also visible which is expected with the top-down illumination.

Similarly to the sphere result with the static configuration, the ellipsoid is not entirely

reconstructed. Some of the bottom part is missing which is not only due to the top-down

illumination but also to the support piece that has been used to hold the ellipsoid in a

tilted position. Nonetheless, the global 2.5D reconstruction of each view is satisfactory

and of comparable quality to the static scenes. Table. 5.2 sums up the calculated

RMSE and NRMSE error for each displayed view and the results vary between the

3 mm/11 mm range obtained in the previous chapter. Table. 5.2 also shows that some

views have lower RMSE error than others which can be explained by the percentage

of the area reconstructed, shown by the ratio mask and ratio ground truth. Ratio

Mask is the proportion of surface reconstructed across the mask that is below a defined

threshold, i.e. around 3 mm above height of the object, so that artefacts are not

considered in the error calculation. Ratio Ground Truth is the proportion of surface
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reconstructed across the entire ground truth of the object and that is also below the

threshold. The proportion of ellipsoid reconstructed on View 10 and View 15 is smaller

than the other views as the support piece hides a part of the object. Therefore, the

error obtained at the bottom of ellipsoid are not accounted for in that case, which

reduces the global error.

5.4 Discussion

Our MEB-FDMA modulation scheme and top-down illumination PS imaging setup can

thus easily be applied to dynamic imaging without having to bring many modifications

to the experimental setup and to the reconstruction pipeline. The reconstruction error

obtained ranges between 4 mm and 11 mm at a distance of 42 cm and with dimensions

of 60 mm, i.e. 6.6 % and 18 %, which is similar to the static imaging results. Further-

more, no synchronisation between the camera and the stepper motor is needed and 3D

reconstruction results show no motion blur or major artefacts, which means that the

light level and the rotation speed of the object is adapted. However, frames were dis-

carded to avoid having to synchronise the camera with the stepper motor. A solution

would be to use frame differencing to track any change in position of the object. With

frame differencing, a new frame would always be compared to the previous one. Once

the object moves to a new position then the frame selection would be triggered for the

surface reconstruction of the new position.

The high-speed camera acquisition is also fast enough to reach an effective frame

rate of 25 fps, which aligns with most of the results obtained in the literature except

for [3,152] which can reach twice the rate or more. It is clear that the absolute effective

frame rate is derived from the camera acquisition rate which makes it dependent on the

hardware performance. With today’s evolution in smartphone and camera technologies,

the effective frame rate is likely to improve in the future to reach faster real-time

performance, which will make the technology interesting for such applications as indoor

robot navigation for public services.

However, the computational reconstruction time is the main limitation in reaching

real-time dynamic imaging. The current reconstruction pipeline is time-consuming for
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accessible imaging processing electronic systems, which does not allow for the recon-

structed 3D shape to be displayed at the effective frame rate. Nonetheless, if a faster

algorithm were to be used, the technique demonstrated in this chapter can achieve an

effective frame rate of 25 fps using a synchronisation free version of PS imaging that,

while lower in absolute frame rate than previous demonstrations [142], is easier to im-

plement with discrete hardware components and is robust to background illumination

noise, as detailed in Chapter 4.

To improve the computational time, a neural network algorithm could be used

which would give the opportunity to input a video captured with a mobile device

and to directly output the 3D shape of an object or a scene. Current research on

deep-Photometric Stereo [18, 51] shows encouraging results in term of reconstruction

speed. Using a neural network would also show potential in improving the PS setup

by achieving non-calibrated PS imaging of non-Lambertian surfaces [17, 51]. Some

premises of the deep-learning work can be found in Chapter 7.

5.5 Conclusion

This chapter has demonstrated the surface reconstruction of an ellipsoid in motion

under the top-down illumination PS imaging setup using the MEB-FDMA modulation

scheme. Results show sharp boundaries and well-defined edges shape reconstruction

with an error ranging from 8.8 % to 18 % which goes along with NRMSE results from

static imaging. The error can be explained by the nature of the top-down illumination

setup.

No synchronisation between the object in motion and the camera was required.

However, the current approach of frame selection may not be the most robust and

can become an issue if objects were to move faster than the ideal speed measured.

Some techniques such as structure-from-motion or frames differencing would be useful

in determining the movement of the object and from it select the frames to be decoded

for each position. Indeed, in structure-from-motion, both spatial and temporal changes

are monitored which would mean than more information from the motion of the object

can be derived. A higher quality image would then be derived as less error in the frame
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selection would impact the determination of the surface normal vector.

Nonetheless, with the current approach, the effective frame rate achieved is 25 fps

video rate. Because of the computational time requirements of the current reconstruc-

tion pipeline real-time imaging is not yet achievable. Therefore, further work will focus

on improving the computational speed of the current method by using a deep-learning

approach.

96



Chapter 6

Hybrid imaging

Although a high-resolution surface reconstruction was achieved in Chapter 4 using

different shape complexity objects, discontinuity issues made it difficult to obtain high-

fidelity results in those areas. To deal with the discontinuities, two 3D imaging meth-

ods with complementary properties, Time of flight and PS, can be combined. The

former can achieve depth accuracy in discontinuous scenes and the latter can recon-

struct surfaces of objects with fine depth details and high spatial resolution. This

chapter demonstrates the surface reconstruction of complex 3D fields with discontinu-

ity between objects by combining the two imaging methods. Using commercial LEDs,

a single-photon avalanche diode camera, and a mobile phone device, high resolution

of surface reconstruction is achieved with an RMS error ranging between 4% and 5%

for an object auto-selected from a scene imaged at a distance of 50 cm to 70 cm. The

results presented in this chapter have been published: E. Le Francois et al., Optic

Letters, 46, 3612 (2021).

6.1 Motivation

3D imaging is becoming well-established using a range of different techniques, namely

time-of-flight (ToF) [23, 56, 57, 62], light detection and ranging (LiDAR) [27, 69] and

photometric stereo imaging (PS) [4,39,158], please refer to Chapter 1 for more details.

A trade-off is usually needed between some 3D imaging requirements such as the depth
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accuracy, the spatial resolution, the capture speed or the processing time. None of the

3D imaging techniques encompass all the requirements at once, which can be an issue

when a high spatial resolution is required to image a scene with discontinuities. For

high fidelity results, several techniques may be combined, such as ToF and PS, which

complement each other particularly well.

ToF relies on the time-correlation of a reflected optical signal with the outgoing

pulse to obtain a range map of the illuminated scene [57]. Laser-based ToF excels at

long range target recognition, because the signal-to-noise ratio limited range can be as

much as 45 km [69] and the depth resolution is determined by the timing accuracies of

the output pulse and the detector. Laser-based techniques can achieve high timing ac-

curacies allowing sub-cm accuracy at km ranges [23], while light-emitting diode (LED)

sources [62] achieves cm-scale depth resolution. Recent advances in ToF were enabled by

single-photon avalanche diode (SPAD) detectors fabricated in a complementary metal

oxide semiconductor (CMOS) process with on-chip digital logic [56, 159, 160]. Each

pixel of a SPAD array can extract a distance measurement from a light pulse emitted

on a scene and reflected back on the sensor [56, 62]. LEDs are becoming widely used

in 3D imaging for their achievable high-modulation rate, compact size, eye-safety and

power-efficiency. LED-based ToF imaging can achieve high-depth accuracy of discon-

tinuous scenes but is limited by the resolution of current single photon camera systems,

or acquisition time of scanning systems [62].

On the other hand, PS [39] uses conventional imagers and therefore has a high

spatial resolution in all three dimensions [158]. As demonstrated in Chapter 4, this

technique does not deal well with discontinuities nor give absolute range, but PS can

easily be applied to dynamic scenes and achieve real-time imaging [142] (see Chapter 5).

It is therefore clear that ToF and PS are complementary 3D imaging techniques that

can potentially achieve high-fidelity results by merging the two.

Sensor fusion has been investigated in the past few years mainly to improve the low-

resolution depth of ToF cameras by using high-resolution intensity images [73]. Sensor

fusion can also be used to improve 3D mapping procedures with RGB-D cameras [74,75]

or perform segmentation and tracking [76]. Because of the impact of random noise [63],

98



Chapter 6. Hybrid imaging

fine depth details are lost when using a ToF camera. However, PS imaging is robust

to noise and can provide finer depth details than ToF [9] but PS does not provide

absolute distances. By fusing such approaches together, the technique takes advantage

of the spatial redundancy. Another approach would be to use an image super-resolution

technique to utilize temporal redundancy [77]. To date, most of current sensor fusion

techniques rely on improving the ToF sensor depth map by measuring both a range

map and a surface normal map to then merge it to improve the resolution [9, 38, 77].

However, in this chapter, the main focus is to improve the PS imaging technique by

using a range map as a masking tool to deal with discontinuities. The advantage of this

approach is that a fusion scheme does not need to be developed and only a calibration

between the two sensors would be needed to then use the exact same PS imaging process

used in Chapter 4. By employing a dual imaging system incorporating both ToF and

PS, the complementary properties of both systems can be used to image complex 3D

fields with high-resolution and complex discontinuities between objects.

This chapter reports the 3D reconstruction of different objects placed at different

depths within the image scene using a combination of ToF and PS imaging, where ToF

enables detection of the boundaries and absolute depth of each object while PS imaging

yields a high resolution surface profile within these boundaries. A time-correlated single

photon-counting (TCSPC) SPAD camera [108] is used with pulsed blue LEDs to obtain

a range map of the scene. For PS imaging, four modulated white LEDs illuminate the

object while a mobile phone captures frames at 960 fps. The LEDs are modulated,

with the same modulation scheme as Chapter 4, at the camera frame rate. Again, no

electronic synchronization is needed between the LEDs and the phone [142] and the

visible flicker is at a minimum and not visible to the human eye. The results of the

surface reconstruction show a root mean square error (RMSE) ranging from 4% to 5%.

6.2 SPAD configuration

The SPAD image sensor used here was designed by Robert Henderson’s group at the

University of Edinburgh and the firmware was developed by David Li’s group at the

University of Strathclyde. The SPAD consists of 192x128 pixels implemented in 40-nm
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CMOS technology with dedicated timing electronics [108]. Each pixel is 18.4 x 9.2

µm² in area and can be operated with the Time-Correlated Single Photon Counting

(TCSPC) functionality. Each pixel has a 33 ps resolution, enabled by a time-to-digital

converter (TDC) coupled to the SPAD, and can therefore record the time-of-arrival for

the first detected photon in an exposure period [108]. Each output frame consists of

a time bin value for each pixel. Repeating this over many frames allows a histogram

of arrival times to be built up in a pixel-wise manner, allowing 2-D imaged TCSPC

to be performed [62]. The SPAD sensor can run under two modes: Photon Counting

and TCSPC, where both modes are addressed and read through a Field Programmable

Gate Array (FPGA) module (Opal Kelly XEM6310-LX150) with user control provided

through a graphical user interface. A picture of the sensor mounted on a PCB is shown

in Fig. 6.1 with the FPGA shown on the back of the SPAD.

Figure 6.1: Picture of the SPAD camera mounted on a PCB motherboard. The SPAD
chip 3.15 mm x 2.37 mm in size. An FPGA board controls the SPAD camera.

6.2.1 Photon Counting mode

The Photon Counting mode of the SPAD camera is used to acquire an intensity image

of a chequerboard pattern for the calibration stage, which is explained in section 5.4.

A total of 200 frames are acquired for one intensity image with an exposure time set at

10 ms, so the frames are therefore acquired at 100 fps. The acquisition rate does not

need to be high-speed as the calibration is run one time only per object location and
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then the calibration parameters are stored to then be applied to the depth-mask. By

choosing a large enough exposure time, more photons can be detected which makes for

a better quality intensity image, hence a better detection of the chequerboard in the

calibration process.

6.2.2 Time-correlated single-photon detection mode

The TCSPC mode of the SPAD camera is used to acquire the scene depth map which

will then be used as a masking tool during the PS stage. To avoid any Poissonian noise,

which dominates in low photon-count images, 10,000 TCSPC frames are acquired at

480 fps for 21 s. The acquistion rate is limited by the current implementation of the

FPGA, which is not optimised to use the maximum frame rate achievable with the chip

(18.6 kfps [108]). Each frame is from an exposure of 1 ms, which covers many repetitions

of the waveform as the trigger signal is sent every 320 ns. The SPAD sensor operates

in reverse mode TCSPC, meaning the detected photon starts the timing circuitry, and

an on-chip clock provides a stop signal. Therefore, the SPAD camera records timing

information for only the first photon to arrive within the exposure [62,108], producing

single time-of-arrival value per frame for each pixel.

Due to the time taken for photons to travel from the LEDs to the scene and back

to the camera, the entire waveform will be shifted in time depending on the distance to

the imaged objects. The distance between each object in this exemplar system is about

10 cm which corresponds to a temporal shift below 1 ns. It is a challenge to measure

this very narrow pulse shift and to achieve it a cross-correlation approach has been

developed earlier by the group at the Institute of Photonics to improve precision [62].

By taking a reference histogram at a known distance, the time shift can be determined

accurately by cross-correlating it with the scene histogram. More details on the method

can be found in [62]. During the TCSPC measurement of the scene, a white reference

board is therefore placed at 60 cm from the SPAD camera to measure the reference

histogram. The white board is then removed to permit measurement of the scene.

The TCSPC histogram is constructed and analysed off-line on a laptop. By using this

method, sub-ns scale resolution can be achieved, resulting in 3.4 cm depth resolution.
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By performing this process on a pixel-by-pixel basis, a depth map can be determined

across the scene.

6.3 Photometric stereo

The surface reconstruction pipeline of the PS imaging remains the same as in Chap-

ter 4. Four white LEDs illuminate the scene from four distinct illumination directions

and a mobile phone records the frames at a super slow-motion mode. The LEDs are

electronically interfaced with a distinct modulation fingerprint for each, so the cam-

era can readily determine which LED generated which image, thus facilitating the 3D

reconstruction. The modulation scheme is self-clocking so the camera operation can

be self-synchronized with the LEDs. The recorded stack of frames are demodulated

off-line on a laptop and generate four distinct images, one for each LED. The obtained

images are processed by a PS algorithm to determine the surface normal components

and the albedo. The surface normal components are then integrated only within the

corresponding mask, which speeds up the surface reconstruction [116,142].

6.4 Calibration method

The SPAD camera and the mobile phone have different resolution and different pixel

size. In this experiment, both sensors are calibrated via a one-time calibration of

the image depth using a screen with a chequerboard pattern at each object location.

Fig. 6.2 displays the intensity images of the chequerboard obtained with the SPAD and

the mobile phone, respectively. In order to create a bespoke mask for the PS process,

the SPAD depth-map must be scaled to the mobile phone images. The chequerboard

patterns can be identified automatically on MatlabTM to calculate the relative pixel

scales. Once the SPAD is scaled, the chequerboard patterns from the new scaled SPAD

chequerboard are detected to then proceed to the frame alignment of both sensors.

Fig. 6.3 shows the superposition of the smartphone chequerboard in purple with the

scaled SPAD chequerboard in green. Parameters from this calibration are saved and

applied to the mask obtained in the imaging process described in section 5.6.1. In real
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Figure 6.2: Scaling step in the calibration process. The SPAD chequerboard, on top
left, is used to scale the SPAD pixels to the mobile phone pixels with the smartphone
chequerboard, on top right. Chequerboard points are detected to calculate the relative
pixel scales which is applied to the SPAD image to obtain the scaled SPAD chequer-
board on the bottom right.

Figure 6.3: Superposition of the scaled SPAD chequerboard with the smartphone che-
querboard after frame alignment.
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life application, the ToF range map will be used to select the correct calibration from

a pre-determined calibration table.

6.5 Optical acquisition system

As illustrated in Fig. 6.4, the ToF system comprises a 192x128 pixel SPAD sensor placed

at 80 cm from the sphere, of which 167x128 pixels are used as the bottom rows pixels

died and were not usable. The SPAD camera is fitted with a set of optics with a focal

length of 8 mm (Navitar MVL8M23), providing a Field-of-View (FOV) of 16 degrees.

Upon a trigger signal from the SPAD camera, the blue LED array (Lumileds Luxeon Z

series) emits a train of 10 pulses where the pulses are driven with an electrical waveform

of 11.3 ns pulse width and a pulse spacing of 30 ns. Both LED array and SPAD camera

are controlled with FPGA modules (Opal Kelly XEM6310-LX150).

Figure 6.4: Schematic of the experimental setup.

The PS experimental setup consists of a mobile phone device (Samsung Galaxy 9)

mounted on a tripod at a distance of 50 cm with a FOV of 32 degrees. Four commercial

white LEDs (Osram OSTAR Stage LE RTUDW S2W) were placed 25 cm away from

the object in an X shape and were connected to a controller board (Arduino Uno) for

the LED modulation. A series of geometric solids were 3D printed, namely a sphere

with a 48 mm diameter, a cube which is 75 mm wide, and a complex shape of a monkey

head that is 130 x 94.5 mm2 wide and 79 mm deep (see Chapter 4). On the setup, the

104



Chapter 6. Hybrid imaging

geometric centre of the scene is the reference (0,0,0) and the location of the LEDs is

determined from this reference point. The LEDs are located at (x,y,z): LED1 (-14.5, 9,

25), LED2 (-14.5, -5, 25), LED3 (14.5, 9, 25) and LED4 (14.5, -5, 25), all in cm. Each

LED was modulated with the MEB-FDMA signal (see Chapter 3) at a on-off keying rate

of 960 b/s, which is above visual flicker recognition. The carriers were designed such

that, analogous to orthogonal frequency division multiple access, no synchronization

between the LEDs and the mobile phone was required [142], (see Chapter 3). The phone

captured frames at a rate of 960 fps for 0.2 s where the acquisition time is determined

by the phone memory.

Fig. 6.5 shows pictures of the experimental setup, with on the left a ’working from

home’ situation where the experiment was first set up. On the right is a picture of the

setup taken in the lab that shows the smartphone and the SPAD camera belonging in

different plane. The calibration stage gives us the possibility to set the two sensors

at different distances from the scene. To achieve high-resolution reconstruction, the

mobile phone needs to be located at least at 50 cm from the scene but should not be

as far as 80 cm. The SPAD FOV restricts us to place the sensor at 80 cm from the

sphere to capture the entire scene.

6.6 Results

6.6.1 Object masking

The processed range map of the scene is shown in Fig. 6.6 a) where depth ranges from

0 m to 0.6 m. The available size array of the SPAD is 167 x 128 pixels as the bottom

rows are not operational. The absolute range of the sphere, monkey head and cube

are equal to 20 cm, 30 cm and 40 cm, respectively. This distance corresponds to the

distance between the white plane, used for the reference histogram during the TCSPC

acquisition, and each imaged object. Fig. 6.6 b) shows an image of the scene obtained

with the mobile phone which will be useful to assess the quality of each mask.

By selecting the distance of each object with the range map, a mask can be created

on the mobile phone image to select within which PS imaging can be performed. As ex-

105



Chapter 6. Hybrid imaging

Figure 6.5: a) Working from home: picture of the experimental setup during lockdown
period, b) Picture of the experimental set up in the lab.
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Figure 6.6: a) Range map obtained with the SPAD camera, b) Picture of the scene
from the mobile phone, c), d), e) respective masks of the sphere, monkey and cube
from the range map superimposed on the mobile phone image.
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plained in section 5.2.2, the achieved depth-resolution of the LED-based ToF approach

is 3.4 cm. Therefore, to make sure that each object is fully selected, a distance range is

determined. For example, to select the monkey, the distance range is set to [0.24, 0.31].

The distance between each object is equal to 10 cm and therefore as long as the selected

distance range is below 10 cm then there is no risk of selecting two objects at the same

time. In addition, residual noise around each mask has been cleaned using the ’active

contour’ function from MatlabTM. The ’active contour’ function is a segmentation

tool that iterates through a pre-set binary mask to detect the boundary of an object

that will be segmented from the background [161]. The corresponding masks of the

sphere, the monkey head and the cube are shown in Fig. 6.6 c), d) and e), respectively.

Each mask fits each object perfectly on the mobile phone image. Therefore, it is pos-

sible to conclude that a cm-scale resolution from ToF imaging is good enough to use

it as a masking tool for this situation. Because the resolution is scene-dependant, a

cm-scale resolution will be sufficient for different cases such as security scenarios but

will not be enough for other cases such as precise range for automative applications.

6.6.2 Surface reconstruction

LED images decoded

The decoded images of the scene obtained with the mobile phone are displayed in

Fig. 6.7. The light level shows the different illumination directions of the LEDs placed in

an X-shape configuration. Although the LEDs are symmetric to the imaging plan, their

brightness is slightly different depending on their position. This can be explained by the

possibly imperfect match between the camera integration time and the MEB-FDMA

scheme, i.e. the integration time might be shorter than the frame duration. Another

explanation would be the orientation of the LEDs not being perfectly perpendicular to

the XY plane which directs more light to the scene. Nonetheless, the final output images

are satisfactory to be used in the determination of the surface normal components in

the PS stage.
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Figure 6.7: Decoded images obtained after demodulation of the recorded frames for
LED1, LED2, LED3 and LED4, respectively.

Figure 6.8: Surface normal components and albedo, obtained after running the pho-
tometric stereo algorithm, respectively Nx, Ny, Nz and Albedo: a), b), c), d) for the
sphere, e), f), g), h) for the monkey head, i), j), k), l) for the cube corner.
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Surface normal vectors

Figure 6.8 displays the surface normal components (Nx, Ny, Nz) and the albedo, ob-

tained after the PS processing of the decoded images. The ToF mask has been applied

on each object to only select the region of interest. Nx correctly distinguishes left and

right facing surfaces, Ny indicates up and down facing surfaces and Nz shows depth

variations as the camera is facing the objects. The albedo is normalized and is useful

in understanding imperfections in the reconstruction especially on the border of the

object.

The cube corner surface normal components, on the right hand side, are impacted

by the shadow coming from the monkey head. Fig. 6.7 shows that the shadow mostly

comes from the position of LED4. Methods exist to deal with shadows [162, 163].

However, this work focuses on the demonstration of a hybrid technique that combines

ToF and PS imaging. To avoid shadows as much as possible, the sphere, the monkey

head and the cube are positioned accordingly to the LEDs to minimize the impact of

shadows. Although this approach is not ideal, it allows us to keep the same PS process

to prove the concept. The impact of shadows on the surface normal clearly shows that

this is a parameter that needs to be taken into account in future work. For the moment,

it is expected that the shadow area will impact the surface reconstruction.

Surface Reconstruction

Figure 6.9, Fig. 6.10 and Fig. 6.11, respectively, plot the 2.5D reconstruction of the

sphere, the monkey head and the cube in a perspective view, a top view, a rendered view

and their corresponding ground truth. The rendered view is obtained with BlenderTM,

a 3D creation open source software introduced previously, where a camera is set at a

distance of 10 cm from the imported 2.5D reconstruction. The RMSE error map is

plotted for the sphere and the cube.

For the sphere, Fig. 6.9 a), b), c) show a satisfactory reconstruction of the sphere

and, as the object is static, only the front can be reconstructed. By comparing the

top view with the ground truth, the reconstruction is almost a perfect match. The

standard deviation of the surface reconstruction is determined by the RMSE and the
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NRMSE [4], see Chapter 4. According to the RMSE error map in Fig. 6.9 d), the error

is minimal across the centre of the sphere and ranges up to 6 mm at the bottom which

is due to the base that creates a shadow in this area. Nonetheless, most of the error

remains under 3 mm. The calculated RMSE over the sphere is equal to 2.06 mm which

corresponds to a NRMSE of 4.3 %. This reconstruction error is comparable with the

stand-alone PS work in Chapter 4.

For the monkey head, Fig. 6.10 a), b), c) show a 2.5D reconstruction that is slightly

tilted on the y-axis. The main reason is due to the LED position with respect to the

monkey head. Indeed, in order to keep a consistent analysis across the three objects,

the surface normal components are calculated with the LED coordinates defined as in

Fig. 6.4. This means that the monkey is considered in the center of the LED coordinates

but is actually slightly shifted to the right hand side by a few centimetres. In addition,

because of the tilted reconstruction, it is difficult to align the monkey head ground truth

with the surface reconstruction. An RMSE calculation on this object would therefore

be dominated by the effective tilt induced by the lighting vector offset. In future, com-

pensation of relative object position could be implemented in the recovery algorithm.

In this case, the RMSE figure is not represented as it is not a true representation of

that figure of merit. Nonetheless, the rendered view of the 2.5D reconstruction shows

mm-range details that are reconstructed, including contours of the eyes, the nose and

the mouth. By comparing each view with the corresponding ground truth, the face

details and shape are reconstructed although some error remains between the ear and

the face due to the high z-gradient of the object at this location.

For the cube, Fig. 6.11 a), b), c) show a satisfactory surface reconstruction of the

corner with some errors on the bottom right due the shadows which was highlighted

before. On the rendered view, an indent is observed and can be explained by the

position of the starting point of the Fast Marching reconstruction process, from which

the gradient values are integrated in a propagating fashion. At points with a strong

gradient variation, the propagation will happen with very different gradient values in

different directions and can create an indent on the row or the column of the starting

point. However, by comparing the top view with the ground truth, a close match is
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Figure 6.9: 2.5D reconstruction of the sphere. a) Perspective view, b) Rendered view,
c) Top view, d) RMSE error map, e) Ground Truth top view and f) Ground Truth
rendered view.
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Figure 6.10: 2.5D reconstruction of the monkey head. a) Perspective view, b) Top view,
c) Rendered view, d), e), f) Ground truth perspective view, top view and rendered view
respectively.

observed. Moreover, when Fig. 6.11 f) is compared with the perspective view, the

reconstructed corner shape is similar to the ground truth. The standard deviation of

the surface reconstruction is determined by the RMSE and NRMSE, using Eq.4.1 and

Eq.4.2 respectively. The RMSE is equal to 3.6 mm with a NRMSE of 4.8 %. The

RMSE error map in Fig. 6.11 d) shows that the error is mostly varying between 1 mm

and 5 mm and the maximum error is obtained at 16 mm in the shadow area.

The three reconstructions are comparable with the stand-alone PS work [142] which

means that the auto-ToF masking does not introduce any additional error and handles

the discontinuity issue well. However, there is some difficulty for the algorithm to

properly reconstruct the boundary area that is affected by discontinuities and shadows.

6.6.3 Signal to noise ratio

As explained in Chapter 4, the MEB-FDMA modulation scheme used with PS imaging

can operate in the presence of additional unmodulated lighting. However, the TCSPC

acquisition needs to be performed in a dark room otherwise the detection of the blue

pulsed LED by the SPAD sensor would not be accurate. As the calibration needs to be
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Figure 6.11: 2.5D reconstruction of the cube. a) Perspective view, b) Rendered view,
c) Top view, d) RMSE error map, e) Ground Truth top view and f) Ground Truth
rendered view.
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run only once, it is possible to run the TCSPC one time and then run the PS imaging

as many time as necessary as long as both sensors remain static.

To assess the robustness of the PS imaging method with unmodulated background

light, the signal to noise (SNR) is measured for the sphere and the cube. The experi-

mental setup remains unchanged, see Fig. 6.4. Similarly to Chapter 4, the ceiling light

of the room is illuminated and the brightness of each LED is controlled by an Arduino

board. The optical power is measured at the sphere and cube position, which gives

different SNR signal for the two objects. The range map is acquired in a dark room

before starting the SNR measurement.

Figure 6.12 plots the RMSE error with respect to the signal to noise ratio for the

sphere in blue and the cube in red. In both cases, 100% of the surface is reconstructed

as the LEDs are not configured in a top-down illumination scheme. Therefore the

percentage of the surface reconstructed is not measured.

First of all, the variation of the sphere RMSE curve is between 2 mm and 4 mm with

no specific trend across the SNR even in negative value. Futhermore, the sphere error

is lower when the SNR equals 4.5 dB and this gives the intuition that high-resolution

surface reconstruction can be achieved with LEDs powered with less energy which can

fit well with general lighting indoors application.

For the cube, the RMSE curve also does not show a specific trend. However, the

RMSE increases up to 8 mm error to then decrease to 4 mm. The increase of the

error is not caused by the background light but more likely by the decoded images

obtained after decoding the stack of frames acquired with the mobile phone. As the

cube is further away by 20 cm from both the LEDs and the mobile phone comparing

to the sphere and is impacted by shadows, the surface reconstruction is slightly more

challenging, hence the error is higher. Nonetheless, most of the cube reconstruction

remains under an RMSE of 6 mm which is in line with results reported in Chapter 4.

6.7 Discussion

Our hybrid strategy of combining ToF with the PS imaging system has proved to

be successful. The LED-based ToF method, applied as a masking tool to auto-select
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Figure 6.12: Signal to noise results. Graph plotting the RMSE error regarding the
signal to noise ratio for the sphere (blue) and the cube (red).

objects within a scene, has been shown to perfectly solve the PS imaging discontinuity

issues. The main challenge with the hybrid approach is the calibration of the two

different CMOS sensors. By simply using a chequerboard along with a scaling and frame

alignment process, it is demonstrated that depth-masks, of 3.4 cm depth-resolution,

were obtained with the TCSPC SPAD camera. A high-resolution 2.5D reconstruction

of the object as obtained with the PS imaging setup, with an error ranging from 4% to

5%. No more black background was needed with the PS setup. Another advantage of

using this predetermined LED-based ToF technique as a masking tool is that no new

imaging routine had to be implemented, only the one-time calibration of the sensors

was required, plus the PS imaging routine remains unchanged which is therefore time-

efficient.

However, to make this hybrid system more time-efficient and more deployable to

real-life applications, both cameras need to be bound together. Every time one camera

moves while the other one stays still, a calibration is needed. By mounting both cam-

eras together to create one hybrid imaging system, the number of calibrations would

be reduced, as the calibration would be required only when the intrinsic parameters

of the camera are modified, such as the focus length. With this approach, the en-
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tire hybrid system can move within the scene without having to recalibrate it. When

mounting the cameras as one solid box, the working distance of the SPAD camera and

the commercial camera would be determined in order to define a global FoV. RGB-D

camera already exist on the market where a ToF system is added to a commercial RBG

camera to improve ToF depth map [74]. Recently, Basler [14] commercialised a ToF

camera with the possibility to mount an RGB camera by 3D printing a support that

can be attached to the ToF camera. Once the focal length of the RGB camera is set,

the one-time calibration runs to determine the corresponding rotation and translation

matrices between both cameras. A fusion of a 3D point-cloud and a colour map is then

possible which outputs a coloured point-cloud where two objects in the same plane can

be distinguished by their colours. A picture of this system is shown in Fig. 6.13 and

is a good example of how the hybrid system may look at a future stage. With a rigid

mounted and calibrated system, it should be possible to automate mask selection based

on depth ranges and continuity of regions in the SPAD image e.g. allowing separate

masks for objects in the same plane but laterally separated as well as objects in differ-

ent planes. With the Basler camera example, the colour image from the smartphone

could be used to differentiate objects in the same plane. By simply projecting the 3D

information onto the smartphone colour image basis, colour information of the scene

could be obtained on top of the depth information acquired with the SPAD sensor.

This scenario would enable the hybrid system to be adaptable to any kind of scene by

automatically selecting objects by selecting a distance first and then a colour. In addi-

tion, for the LED-based ToF system to run in a scene with unmodulated background

light and, potentially interferences, the light-pulse emitted wavelength would need to

be modified to the near-infrared or other non-visible wavelength.

Nonetheless, the current LED-based ToF system is not suited for depth-map imag-

ing of objects in motion because of its current frame rate and processing time. As

explained in the section 5.2.2, the SPAD sensor can potentially reach an acquisition

rate of 18.6 kfps with a proper implementation of the FPGA. Physically, there is no

fundamental limit on the frame acquisition rate on the transmitter side as the reso-

lution relies on the pulse width of the emitted light pulse. The narrower the pulse
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Figure 6.13: Image of a printable solution offered by Basler to obtain a colour 3D point
cloud by mounting a RGB camera with a ToF camera [14].

width, the higher the depth-resolution. As long as each pulse can be differentiated

in the cross-correlation process, then only the electronic driver capacity can limit the

transmission rate. The sensor remains the main limitation in the ToF frame acquisition

as the dead time and the fill-factor are the two parameters limiting the pulse repetition

and the sensor efficiency, respectively. Therefore, a trade-off has to be found between

the achievable sensor efficiency (including acquisition frame rate and fill-factor), the

achievable light pulse width and the signal processing approach (including TCSPC and

cross-correlation process) in order to achieve a fast acquisition of depth-map scenes at

high-resolution. For example, in theory, if the SPAD acquisition frame rate is set at

18.6 kfps to acquire 10,000 TCSPC frames, hence the same number of frames acquired

to build up the histogram, then the acquisition time would be equal to 0.5 s which is 40

times faster. In this instance, the acquisition frame rate would meet the requirement

to possibly achieve real-time imaging when considering an adequate signal processing

approach. Indeed, the histogram build-up and the calculation of the range-map are

parameters to consider with real-time imaging. Because of the low-photon count na-

ture of the ToF system, Poissonian noise can become dominant if not enough frames

are acquired [62]. As the frame acquisition increases, the number of detected photons

decreases which can lead to a higher number of frames acquired, hence a trade-off

needs to be found to obtain the most efficient approach. Currently, the depth-map is

built in 5 minutes (acquisition and data processing) using Matlab on a laptop and is

mostly dependent on the cross-correlation process between the scene and the reference.
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To alleviate the computational cost, future work will focus on the fast computational

approach of LED-based ToF real-time imaging.

Another issue raised in this chapter is the impact of shadows on surface normal

calculation and the surface reconstruction. For both the cube and the monkey head,

in the mouth area, the corresponding 2.5D reconstructions were impacted by some

shadows and resulted in lower-resolution reconstruction. Some methods currently exist

where shadow areas are detected and where the PS method is adjusted to the number

of illumination directions made available in the affected area [162,163]. These methods

should be readily applicable to the hybrid approach, requiring a modest modification

of the image processing routine.

6.8 Conclusion

In this chapter, the results demonstrate that ToF can be used as a masking tool to over-

come discontinuous issues of the PS method, using illumination with LEDs and CMOS-

based image detectors in both cameras. The experimental work focused on demonstrat-

ing a simple combination technique that works well without having to change the PS

imaging process. Despite the cm-scale depth-resolution of the LED-based ToF method,

accurate masks were produced to then achieve high-resolution surface reconstruction

with the PS imaging. The RMS error ranges between 4% and 5% for an object auto-

selected from a scene imaged at a distance of 50 cm to 70 cm. Future work will focus

on adapting the imaging process to take shadows into considerations.
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A Photometric Stereo dataset for

deep-learning application

Chapter 6 dealt with the discontinuity issues by using the LED-based ToF and PS hy-

brid imaging system and achieved high-resolution of auto-selected objects. Now, this

chapter will investigate the possibility to implement deep-learning in order to improve

the computational time of the PS reconstruction procedure developed in Chapter 4

with a view to achieve real-time imaging as mentioned in Chapter 5. The powerful tool

of deep learning such as a Convolutional Neural Network (CNN) could be trained to

estimate the depth map of different kind of objects as compared with computationally

intensive spatial integration method, i.e. the Fast Marching method. The main contri-

bution here is the generation of a dataset that would allow the implementation of such

deep-learning capacity in the future. A dataset that contains different illumination

directions onto a range of low spatial frequencies objects with ground truth shape as

an output has not been done to date. Most of the dataset available in PS imaging are

focused on the generation of surface normal but not the final topography of the object.

The method is therefore demonstrated here and the dataset made available in the the-

sis repository [19]. In addition, this chapter explains why a deep learning approach is

a good candidate to solve the outstanding issues in image recovery from photometric

stereo datasets such as fast computation PS, light calibration, specular reflection and

shadows.
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7.1 Motivation

As discussed in Chapter 5, the end goal of the 3D imaging system is to achieve real-time

reconstruction of scenes in order to successfully reconstruct real-time scenarios. Based

on all the previous chapters, it is clear that real-time 3D imaging is a challenging task

especially when other issues arise such as light calibration and shadows. In addition, the

assumption made in Chapter 4 on Lambertian reflection [39] will not be applicable in

most cases as common objects incorporate both diffuse and specular reflective elements.

To make the depth reconstruction system a tractable problem the application space

is restricted in the first instance to diffuse reflective objects. The consideration of

uncalibrated PS imaging, shadows and specular reflections is not the first priority in

this work. However, these features could easily be added to the real-time reconstruction

problem if a deep learning approach is selected.

Recently, with the great success of deep learning in various computer vision tasks [16],

deep learning based methods have been introduced to deal with the different issues en-

countered with PS imaging. Non-Lambertian surface reflection [15, 49, 51, 164] and

uncalibrated PS imaging [15, 51, 165, 166] are the main topics covered in the literature

at the moment. Moreover, some works also report successes in using a trained neural

network to achieve 3D PS-based face recognition [147,166,167], for example. Other im-

portant features are covered with the deep learning approach such as the near-field PS

problem [168], the non-convex shape [169] and the single snapshot problem [166], where

the latter can also be dealt by multi-spectral PS imaging [167,170]. The deep learning

research area in PS imaging has clearly been well investigated and shows interest in

combining PS features to create more robust models for reconstructing the shape of

real world objects which could then be applied to different applications including face

recognition. Moreover, an interesting, and useful, observation is made in the work of

Guanying Chen et al. [15, 51, 165] as there both the non-Lambertian reflectance map

and the calibration issues are successfully tackled. These results are highly encouraging

for the work demonstrated here as the goal is to have a PS imaging setup that can be

mainly deployed in building infrastructures for real-time video surveillance applications
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which will contain various materials, objects shapes and lighting conditions.

In this chapter, a brief overview on deep learning will introduce the important

ideas in deep-learning such as under fitting and over fitting issues, along with the

training of a network and its validation. In addition, an explanation of the signification

of a CNN will be given along with the reasons why it allows for a speed up in the

data processing. Then a general overview on the dataset found in the literature will

introduce the generation of a bespoke dataset for PS imaging. A main task in creating

a CNN is to have a large sample dataset to train the model with. The major part of

the work reported here is in the creation and assessment of a suitable training dataset.

For the model to retrofit the experimental setup used in Chapter 4, the computational

rendering tool Blender has been chosen as it re-creates similar working conditions to

the top-down illumination scenario with the camera facing the objects. Blender has

multiple settings available in term of rendering (camera, pixel resolutions, etc.), object

textures and light sources. For the rendered dataset to be compatible with the real

captured image data, the rendering features can be tuned to reflect the real setup.

At last, an introductory work on the implementation of a deep-learning network will

be presented based on the CNN developed by G. Chen [15], who made it accessible on

Github, and the goal is to adapt the input/output dataset to estimate the depth map

instead of the normal map. Fig. 7.1 displays the Photometric Stereo Fully Convolutional

Neural Network (PS-FCN) [15] which is composed of three different layers, namely the

shared-weight feature extractor, the fusion layer and the normal regression network. The

fundamentals of the network architecture remain the same although, by optimising the

CNN on the ground truth depth map, the CNN should learn to estimate the depth map

and not the surface normal map. Besides achieving a fast PS computation, it would be

possible to train a self-calibrating CNN by removing the light directions from the input

of the PS-FCN as shown in Fig. 7.1, which in theory makes this method compatible

with the important use case of uncalibrated PS imaging. The self-calibrating CNN has

not been tested in this thesis but is explained for possible future application of the

CNN.

This chapter will conclude on the factors that need to be considered when estimating
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the computational time response of a trained and optimised model, such as the image

resolution, the computational complexity of the model and the processor it is running

on [16]. In a particular case with an VGA image resolution and a CNN model of two

CNN networks, for example, the processing time would be less than a second. As the

implementation of the CNN is only introductory and is made to draw a path for future

work, a conclusion on whether the CNN model increases the computational time has

not yet been drawn and therefore the steps needed to finish the implementation of the

CNN will be explained.

Figure 7.1: Network architecture of PS-FCN [15].

7.2 Deep learning

A quote to explain what machine learning is would be the following: ”An Artificial

Intelligence system needs the ability to acquire its own knowledge by extracting patterns

from raw data.” [16]. In simple words, machine learning enables computers to tackle

problems involving knowledge of the world and to make decisions. Deep learning is a

deeper machine learning algorithm, i.e. an algorithm that contains deeper layers to

execute complicated tasks, such as face recognition, see Fig. 7.2 a). A deep learning

algorithm enables the computer to build complex concepts out of simpler concepts [16].

For example, to detect a car, the algorithm will first look for the corners and contours,

then the edges and then the shape of the car. Deep learning relies on two perspectives.
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First, learning the right representation for the data as a good representation will have

an impact on the performance of the algorithm. Second, depth enables the computer

to learn a multistep computer program. Basically, each layer of the representation

can be thought as the state of the computer’s memory after executing another set of

instructions in parallel. Technically, networks with greater depth can execute more

instructions in sequence [16]. Scale drives the deep learning process, the more data the

more efficient a large neural network will be compared to a small neural network for

the same amount of data, see Fig. 7.2 b).

Figure 7.2: a) Venn diagram showing how deep learning is a kind of machine learning,
which is used for many approaches to AI [16]. b) Hand drawn schematic showing
the difference in performance of the different neural networks regarding the amount of
labelled data used for the training.

7.2.1 How to train a deep neural network

A neural network can be supervised or unsupervised, which in the latter case means

that no output data is used to classify the input features. Unsupervised learning is out

of scope in this work and therefore the introductory work will focus on how a supervised

learning neural network is trained and validated. In addition, the solutions on fixing

different issues a model training can experience will be developed. Fig. 7.3 a) shows a

schematic representation of a neural network with the input, the hidden layers and the

output.
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Figure 7.3: a) Schematic of an artificial neural network. b) Building blocks of a deep
neural network to illustrate the forward and backward propagation.

To train a neural network, a few steps are required. First, the structure of the

model needs to be defined, for example the number of input features and the size of the

dataset. Then, the model’s parameters have to be initialised; in Fig. 7.3 the parameters

are the weight of each hidden layer W and b. The third step consists of the training

of the model through a defined number of epochs, i.e. number of iterations that the

algorithm will iterate forward and backward through the neural network model. As

shown in Fig. 7.3 b), the first step is the calculation through the blue blocks, called

forward propagation, of the prediction value a which will then be used in the loss

function to determine the error between the prediction and the true output value. In

order to minimise the loss function, the gradient of each hidden layer is determined

through back propagation (green block) to then update the model’s parameters W

and b. This step is called gradient descent which is an optimization algorithm used to

minimize the loss function by iteratively moving in the direction of steepest descent

as defined by the negative of the gradient. After a few epochs, the gradient descent

will reach a minimum, as shown in Fig. 7.4 a). Fig. 7.4 b) shows that the choice of

the learning rate is important for the gradient descent to work. The learning rate

determines how rapidly the parameters are updated. If the learning rate is too high

then the optimal value might ”overshoot” and if the learning rate is too small then

the convergence will be reached after a lot of iterations, which will make the training

inefficient. This quick overview gives a rough idea of how a model is trained, and more
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information and details can be found in e.g. [16].

Figure 7.4: a) Gradient descent in 1D which represents the minimisation of the cost
function, also called the loss function, by updating the parameters with a learning step
that gradually decreases. b) Curve representing the evolution of the loss function for
different learning rate value regarding the number of epochs when training a neural
network model.

The learning rate is one hyperparameter that can be tuned during the training.

Nonetheless, despite a good learning rate, other features need to be considered to avoid

any bias in the training. As shown in Fig. 7.5, the prediction error can result in different

performance regarding the dataset: underfit, optimal or overfit. An undefitting model

highlights high bias issues which means that the model is not complex enough to learn

features from the dataset and it results in a high prediction error in both the training

set and the test set. An overfitting issue is a high variance problem and results in a

model that is too complex to do well on other datasets than the training set, hence

gives a high prediction error on the test set only. The model is considered optimal

when both the training and the test dataset have the same order of magnitude. In

practice, this means that the model has learned well on the training dataset and can

be adapted to another distribution set of data. To fix an underfitted model, a solution

is to even create a deeper network to increase its complexity or to train the model for

longer. Once the bias is reduced, and the model experienced a variance issue then the

solution is to have more data to train it on or use a regularisation approach. Stated

briefly, the regularisation includes different methods that will decrease the variance,

for example, by smoothing the decision boundary with an L2 regularisation, a dropout
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approach, which will remove some connection between hidden layer nodes, or an early

stop [16]. A model is validated once the fit is optimal and the model easily deployable

to new sets of data.

Figure 7.5: a) Curve representing the prediction error regarding the model complexity
for the training dataset and the test dataset. b) (Left) A linear function fit to the data
suffers from underfitting and cannot capture the curvature that is present in the data.
(Centre) A quadratic function fit to the data generalises well to unseen points. (Right)
A higher polynomial degree curve suffers from overfitting.

A good model relies on the quality and the distribution of the dataset. A well-chosen

dataset can considerably improve the learning as it can possibly deal with overfitting

issues [16]. Distribution, here, means the source of the data. For example with an

image-base dataset: is the image gathered from internet, from a computer vision tool

or from a phone? Has the model been trained on data gathered during summer only? In

the case of an animal recognition application, will the model detect the animal during

winter time? In some application, it is highly recommended to have a training set

distribution that differs from the test one to reduce overfitting problems. The only rule

is that the development and the test dataset need to have the same distribution [16].

As an example, when considering a cat detection application for mobile devices, an

easy/fast way to obtain a training set would be to gather cat images from the web.

However, when the trained model is used on the phone would it generalise well to this

captured photograph? By having a development set that contains cat images directly

taken from a phone, the model would first learn to recognise a cat from web pictures

but then parameters will be tuned to also recognise a cat on phone pictures. In this

situation the model will not overfit on the web based images. Some more information

on mismatched training can be found here [171,172].
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7.2.2 Convolutional Neural Network

A CNN is a specialised kind of neural network for processing data that has a known grid-

like topology, such as an image which is represented as a 2D grid of pixels [16]. CNN uses

convolution instead of general matrix multiplication to speed up the computation time

and to work with inputs of variable size. Convolution leverages three important ideas

that can help improve a machine learning system by incorporating sparse interactions,

parameter sharing and equivariant representation. In a traditional neural network, the

interaction between each input unit and each output unit is described by a matrix

multiplication made of unknown parameters. As shown in Fig. 7.6 every output unit

interacts with every input unit. While with the convolution, a kernel filter of size k is

used to create sparse interactions. This is important in image processing as the input

image might have thousands of pixels, but to detect meaningful features such as edges,

a kernel of only tens or hundreds of pixels is needed. Therefore, fewer parameters are

stored which both reduces the memory requirements of the model and improves its

statistical efficiency [16]. In addition to the sparse interaction, parameter sharing, used

by the convolution operation, dramatically decreases the statistical efficiency compared

to a dense matrix multiplication as it only learns one set of parameters per location,

which reduces the storage requirement of the model to k parameters [16].

Another important feature of a CNN that speeds up the data processing of images

is a pooling layer. A pooling function replaces the output of the net at a certain

location with a summary statistic of the nearby outputs, see the example with the

average and the maximum pooling in Fig. 7.8. It also helps to make the representation

approximately invariant to small translation of the input. Because pooling summarises

the response over a whole neighbourhood, it is possible to use fewer pooling units than

detector units by applying statistics for pooling regions spaced by k (the size of the

kernel). Hence, the next layer has k times fewer inputs to process which improves the

computational efficiency [16]. Importantly, pooling is an essential tool for handling

inputs of different size. For example, to classify images of variable size, the input to

the classification layer must have a fixed size. By varying the the size of an offset

between pooling regions, the classification layer will always receive the same number of
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Figure 7.6: Sparse connectivity. One output unit s3, and the input units in x that
affect this unit are highlighted. These units are known as the receptive field of s3.
(Top) When s is formed by convolution with q kernel of width 3, only three inputs
affect s3. (Bottom) When s is formed by matrix multiplication, connectivity is no
longer sparse, so all the inputs affect s3 [16].

summary statistics regardless of the input size.

7.3 Dataset acquisition

When using a CNN, the task of generating a dataset rapidly and efficiently is a challenge

because of the amount of data required, which can be on the order of a million samples.

A few practical parameters need to be considered in the first place, namely the storage,

the diversity of the dataset, the resolution of the images, the software or the source that

will generate the dataset, and the type of processor available to handle the computation

- for example CPU or GPU hardware. Another aspect to consider is whether to choose

to have the same data distribution across the training set and the test set. As explained

in the deep learning section above is it better to have a bespoke training dataset or one

that will generalise well to different data? What is the target/goal of the CNN model

which will then decide on the dataset format?
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Figure 7.7: The receptive field of the units in the deeper layers of a convolutional
network is larger than the receptive field of the units in the shallow layers. This
effect increases if the network includes architectural features like strided convolution
or pooling. This means than even though direct connections in a convolutional net are
very sparse, units in the deeper layers can be indirectly connected to all or most of the
input images [16].

Figure 7.8: Maximum and average pooling.
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7.3.1 Dataset in the literature

In this work, the goal is to retrieve the 2.5D shape of an object from the four images ob-

tained after decoding the video with the MEB-FDMA decoding matrix from Chapter 4.

As discussed earlier, the experimental top-down illumination setup is reproduced and

is similar to Chapter 4 to train the CNN. How can thousands of images be generated

for this task when the images are not already available?

Some datasets are made available by research groups, such as the ”blobby shape”

dataset [173], the ”DiliGenT” [174] or the ”SilNet” [18]. The blobby dataset consists

of 100 images: ten blobby shapes rendered in ten natural lighting environments. The

dataset also includes OBJ files, normal maps, masks, and scripts for rendering the im-

ages. About 16,000 OBJ files are made available and they represent 3D objects with

randomly generated surface topologies of low-spatial frequency. The DiliGenT dataset

is a benchmark set designed for PS imaging which contains calibrated directional light-

ing, objects of general reflectance, and ground truth surface normal for orthographic

projection and single-view setup. DiliGenT also provides a photometric stereo taxon-

omy emphasizing non-Lambertian and uncalibrated methods. Finally, the SilNet both

provides the rendered images and their corresponding silhouettes in an obj file, which

are considered as synthetic datasets. In [18], Wiles and Zisserman explains that SilNet

is also a deep-learning architecture that can generate silhouettes in new viewpoints.

Although these synthetic datasets are not usable as such and are not in a ready

to use state for the specific task, the blobby shape dataset is interesting as it contains

3D object files that can easily be imported in Blender [146]. As mentioned in the

previous chapters, Blender is a free, open source, ray tracing based rendering software

which can support both CPU and GPU. Another interesting feature of Blender is its

Python based script rendering operation. In addition, Blender has a specific library

called ”bpy” which makes it easy to import objects within the scene and to modify

it (scale, render level, etc., ...) by applying modifiers as one can manually do on the

layout view. In general, computing thousands of images might take a few days on a

desktop computer. Based on this, the generation of thousands of rendered images from

imported 3D objects will clearly take longer. By scripting the entire process in Python,
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the bespoke data generation will be time consuming but it will run without having to

intervene. To simplify the training of the CNN, it is decided to only use low spatial

frequency shape with the rendering of images from the blobby shape at the beginning.

In the future, it would a good idea to add more complexity to the model by using the

sculpture dataset, from SilNet [18], which will contain higher spatial frequency.

7.3.2 Blender rendering

To run the synthetic dataset acquisition in the most efficient way, a pre-build setup

was build and set to not be modified in the Python script, except for switching on and

off the light sources. As a start, the dataset represents the experimental setup that is

described in Chapter 4, therefore four illumination sources are created in the top-down

scenario and a camera is placed in front of the object. Fig. 7.9 shows a picture of the

Blender setup in three different views, perspective, top view and side view. The black

background represents the xy plane and is useful in avoiding the back reflection of the

light from the background to the camera. The z axis is directed toward the camera.

The LEDs are modelled as white disk shape area sources. A fifth LED is added above

the object in the same direction as the camera to easily create a mask of the rendered

object, which can be useful during the CNN training. As this is a model, the shape

of LED 5 is not seen by the camera and only illuminates the object when activated.

The entire setup is scaled in a way that the rendered images are similar to the ones

obtained in Chapter 4. Table 7.1 details the parameters selected for the camera option,

the render engine and the resolution of the rendered image.

Table 7.1: Summary of the main parameters used for the Blender model.

Camera type Render engine Resolution

Orthographic Cycle X: 480 pixels

support GPU compute Y: 270 pixels

Integrator path ray tracing PNG 8bit depth

Render 100 Compression 15 %

The Python script imports each blobby shape object and applies some modifiers

to make the object smooth and less heavy memory-wise by reducing the number of
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Figure 7.9: Blender model for data set acquisition, a) perspective view, b) top view
and side view. The camera is represented by the rectangle, the LEDs by the disks and
the blobby shape object is in the middle. A black background is here to remove the
back reflections.
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vertices that the OBJ file contained. Then, the script switches on one light source at

a time to render an image that is directly saved in the dataset folder. After rendering

the four images, the LED 5 is switched on and a threshold is applied to the rendered

image to create a binary mask of the object. This is also saved in the same folder and

will be used later on in the CNN. Moreover, in case the light direction of each LED is

needed to improve the learning, the lighting vectors are calculated for the X, Y, Z axis

and saved in a text file. Before removing the imported object, an STL file is created to

save the modifications applied to the object, only the object being selected and saved

in the STL. This is file is then processed in Python to be converted into an array which

represents the object depth. By creating an output of the same image input resolution,

which represents the true depth, the output data images that will be used in the CNN

for supervised learning are created. After processing one object, the Blender script

removes it from the scene and imports the next one.

The blobby shape dataset contains 15,726 different objects for a memory size of

4.16 GB. Four images of resolution 480x270 pixels are generated per object along with

a binary mask and an STL output file. The STL file memory is relatively important,

about 12 MB per object, which requires at least 200 GB of memory for the STL file

dataset to be saved on the disk. As explained in the paragraph above, the STL file is

processed in a Python program to generate the ground truth depth array. However,

this task is done after generating all the STL files. Hence, to reduce the memory load

of the whole dataset (inputs and outputs), the ground truth arrays are not saved as

an image file but are stacked in an H5PY file which considerably reduces the memory

size of the dataset. A text file keeps track of the data saved in each H5PY file so that

each ground truth output can correctly be paired with the input images. Table. 7.2

shows an overview of the organisation of the dataset with the file type and the memory

requirement. The data acquisition ran discontinuously on a desktop computer for a total

of two weeks. It processed the full 15,726 3D objects to obtain the rendered images, as

detailed in table 7.2. As a result the final dataset contains four input images, a binary

mask and a ground truth depth array per 3D blobby shape, which in total represents

a dataset of 8.8 GB.
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Table 7.2: Overview of the generated blobby shape dataset.

PS images Binary mask Lighting vectors Ground truth

Global dataset 62,904 images 15,726 files 15,726 files 16 files

Per 3D object 4 images 1 file 1 file 1 numpy array stacked
in one HDF5 file
of 1,000 outputs

Global memory size 4.03 Go 62,9 Mo 2.3 Mo 3.57 Go

File format png png txt HDF5

7.3.3 Rendered synthetic dataset

Fig. 7.10 displays a selection of the input images that will be used in the CNN for

training and gives an outlook of the different kind of shape that are contained in the

blobby shape dataset. By choosing a randomly generated shape dataset that covers a

specific range of spatial frequencies, the training set can cover a reasonable real world

scenario. If the training dataset were to contain repetitive features then the training

would become biased and result in over fitting issues. At the moment, it is preferred

to simplify the training by only considering low-spatial frequency features, but, in the

future, it will be necessary to add higher spatial frequencies in the training set by adding

the sculpture dataset from SilNet [18] for example. The shading of the four illumination

directions can be observed on the objects, which is made more noticeable in Fig. 7.12.

Fig. 7.10 also shows the way each image has been named to then be easily retrieved.

In a situation where a larger dataset would be required, it would be straightforward

to implement a script on Blender that would rotate the object to generate a higher

number of rendered images. By keeping track of the ground truth depth with the STL

file, it would be easy to generate a double amount of datasets. Then a trade-off between

the storage memory available, the computer GPU that can support the rendering and

the accuracy of the trained CNN would need to be considered. This is not something

that will be discussed here although it is clear that storage memory can rapidly become

an issue.

Once the dataset is generated, a decision has to be made on the way to separate it

into a training set and a development set, which is called here a test set. Four images

per singular shape were rendered, the blobby shape dataset containing 15,726 singular

shapes which represents a total of 62,904 images. Following the guidelines of deep
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Figure 7.10: Selection of rendered images using the Blender script. Four images are
rendered for each blobby shape, one image for each illumination direction.

learning courses [16], the dataset is below a million data therefore the split between

training and test set will be 80:20, respectively. Fig. 7.11 shows an example of the

superposition of the input image with the ground truth depth map to make sure that

they can be superposed perfectly which is important to obtain an accurate learning.

Figure 7.11: a) Example of an input image for two different objects, b) the correspond-
ing output depth map and c) the superposition of the two to confirm a good match for
accurate learning.

7.4 Depth estimation convolutional neural network

To get started on the architecture of the CNN, the PS-FCN made available by G.Chen [15,

51] has been used and adapted as a depth estimation CNN instead of a surface normal

estimation network. The idea is that by simply modifying the output of the supervised

learning network into a ground truth depth map, the CNN should learn to estimate
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the depth of the input images instead of its surface normal. The adapted PS-FCN is

a multi-input-single-output network composed of three components, namely a shared-

weight feature extractor for extracting feature representation from the input images,

a fusion layer for aggregating features from multiple images, and a normal regression

network [15, 51], which is modified here into a depth regression network for inferring

the depth map as shown in Fig. 7.12. Regarding the structure of each neural network,

the number of convolutional layers and the parameters are exactly the same as Chen’s

work. Therefore, the reader is referred to [15,51] for a detailed overview. The only dif-

ference that I bring to this work concerns the lighting directions that are not included

in the inputs of the feature extractor, see Fig. 7.1. I wish to simultaneously achieve

non-calibrated PS, as was attempted in [15]. This approach is probably not the most

robust [51], however, as a first trial, it can give an idea of the performance that the

network can achieve. Unfortunately, the training of the adapted PS-FCN for depth

estimation has not been achieved here as the main contribution is based on the dataset

and this work is an introduction to future work in this project. Nonetheless, I wish to

explain in the next session how the CNN can support a different number of input images

for training and testing and then give a quick overview of the two network structures,

the loss function and the optimiser used to minimise the error on the predicted depth

map.

7.4.1 Shared-Weight Features Extractor

As explained in the deep learning section, the first layers of the neural network will

compute a simple function so that the deep layers can compute a complex function. In

the shared-weight feature extractor, the principle is the same, the neural network will

first extract simple features and then complex ones. To understand what is learned

in this specific neural network, G. Chen [17] investigates the features learned to then

understand how lighting directions can be derived from the neural network outputs.

In that paper, the authors reference the generalised bas-relief (GBR) ambiguity [42]

that is inherent to uncalibrated PS imaging. Because usual GBR transformations do

not preserve specularities, which are necessary for ambiguity-free lighting estimation,
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Figure 7.12: Depth estimation Convolutional Neural Network. Four input images, per
one depth output, are first fed to the feature extractor. The extracted features from
the input images are applied to the fusion layer which consist of a max-pooling that
aggregates the features. Finally, the depth regression network predicts the depth map
which is then compared to the ground truth using a cosine loss function. This loss
function is then optimised to improve the learning.

it is useful to implement a learning-based method that will learn the relation between

the specular highlights and the light directions through an end-to-end learning [17].

Fig. 7.13 shows 3 features out of 256 detected by the shared-weight feature extractor

which are the specular component (highlight), the attached shadows and the shad-

ing [17]. The feature map can be interpreted as a decomposition of the images under

different light directions [51] and each feature can provide strong clues for resolving the

GBR ambiguity. By explicitly leveraging the object shape and shading information,

the estimation of the light direction and intensity can therefore be improved and lead

to a self-calibrated neural network where the lighting directions are not needed. For

more information on the feature extractor network, the reader can refer to [17].

7.4.2 Max-pooling as a fusion layer

Comparing to [175], G. Chen’s CNN can handle a variable number of inputs during

training and testing which is not a straightforward task as convolutional layers require

the input to have a fixed number of channels during training and testing [15]. Once
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Figure 7.13: Feature visualisation of the shared-weight feature extractor on a non-
Lambertian sphere. Column 1: 5 of the 96 input images; Columns 2-4: Specular
highlight centres, attached shadows, and shading rendered from ground truth; Columns
5-7: 3 of the neural network’s 256 feature maps. The last row shows the global features
produced by fusing local features with max-pooling. All features are normalised to [0,1]
and colour coded [17].

the features are extracted, a fusion layer is needed to aggregate it. The pooling layer

mechanism, also called order-agnostic operations, have been used in CNNs to aggregate

multi-image information [18]. As explained in [15] and shown in Fig. 7.14, max-

pooling operation can extract the most notable information from all the features, while

average-pooling can smooth out the prominent and non-activated features. For PS,

max-pooling seems to be a better choice as it can naturally aggregate strong features

from images captured under different light directions, as highlighted in Fig. 7.13. In

addition, an advantage of max-pooling is that it can ignore the non-activated features

during training, making it more robust to images incorporating shadow effects. The

last row of Fig. 7.13 shows the result of the fusion of 3 local features using max-pooling.

7.4.3 Network architecture

For each input, there is a 3-channel input image with the dimensions of 3 × h × w,

where h and w are the image height (270 pixels) and width (480 pixels), respectively.

The images are concatenated under the four different light directions, hence by putting
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Figure 7.14: Example of max-pooling and average-pooling mechanisms on multi-feature
fusions [15].

the images together a 4× 3× h× w dimensional input to the model is obtained.

Similar to [51], the shared-weight feature extractor has seven convolutional layers,

where the feature map is down-sampled twice and then up-sampled once, resulting

in a down-sample factor of two. As explained by Chen [51], this design can increase

the receptive field and preserve spatial information with a small memory consumption.

The normal regression sub-network has four convolutional layers and up-samples the

fused feature map to the same spatial dimension as the input images, see Fig. 7.1. An

L2-normalisation layer is appended at the end of the depth regression sub-network,

just as the normal regression network used in [51], to produce the depth map. A great

advantage of the PS-FCN is the adaptability to applied datasets with different image

sizes, which makes it fully convolutional.

7.4.4 Loss function and optimiser

Differently from [51], the CNN is supervised by the estimation error between the pre-

dicted and the ground truth depth map. The same loss function as [51], called cosine

similarity loss, is used as it is a common function in convolutional neural network in

general. The loss function equation applied in the introductory work is as follows:

Ldepth =
1

hw

hw∑
i=1

(1− dTi d̃i) (7.1)

where di and d̃i correspond to the predicted and the ground truth depth, respectively,

at pixel i. If the predicted depth is similar to the ground truth then the dot product
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will be close to 1 and the loss will decrease.

Although the training could not be run because of debugging issues and a lack of

time, the model is set to use a batch size of 4 for 30 epochs. The commonly used Adam

optimiser [176] is set to default setting (β1 = 0.9 and β2 = 0.999), where the learning

rate is initially set to 0.001 and divided by 2 every 5 epochs.

7.5 Future direction on the project

As mentioned earlier, the main contribution in this chapter is the bespoke PS imaging

dataset which is a powerful dataset that opens up opportunities to train powerful deep-

learning network in the future. Such a dataset has not being reported in the literature

and offers the possibility to take a step up in the PS problem where the topography of

an object could be retrieved in a second. Work on the CNN implementation is still on

going and has not resulted into a full-training of the CNN to display first results. The

main challenge encountered here was the dataset generation. This task was demanding

in terms of time and organisation. Then, the deep-learning field is itself challenging

as it is broad and some skills and knowledge are necessary in different aspects such as

the platforms (e.g Keras/Tensorflow or here Pytorch), some basics in gradient descent

approach, optimisers, parameters tuning, and so on. The other challenges were the

difference in Pytorch between a LinuxTM platform and a WindowsTM platform and the

need of a better GPU to run the code in Python. Most of the code from Chen [51]

has been adapted to the work achieved in this thesis, but further debugging need to

be finalised to run it on a Windows platform. The work that needs to be carried on

to finish improving the computational time of the PS framework can fit in a new PhD

project. Here are some guidelines on how to improve it.

7.5.1 Issues on the Windows platform and GPU

A first thing to focus on when continuing this project is to globally check the compat-

ibility between the Linux and Windows platforms. Adapting a code that is commonly

run on a Linux platform is not as straightforward as one would think. During the
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debugging stage, some errors highlight issues regarding the way to handle workers, for

example. Workers are important to separate the data loading process into parallel

’jobs’. When only one worker is in use then all the images are concatenated on the

same ’job’ which creates a memory issue. However, the worker’s behaviour is different

between Linux and Windows which creates errors. It is clear that this example is a

fixable issue. Some time should be dedicated to the study of Pytorch itself as it is a

powerful Python library that can help a developer to put a CNN together faster.

Another important aspect of the project is the GPU selected to run the training of

the neural network, as this is crucial when training a CNN. In a CNN, each pixel of each

image is read as a model parameter, for example the dataset for the model represents

1,555,200 parameters which requires a big memory. Moreover, after compiling the entire

CNN model, this value increases to 2,209,536 model parameters. This number gives

an idea of why a powerful GPU is a necessity in such a project and why workers are

important to run the learning faster. In Chen’s work [51], they use a single NVIDIA

Titan X Pascal GPU which, in comparison of the GTX 1060 that could have been

available here, is two times more powerful. In addition, the desk computer specifics

are as equally important as it needs a good system power supply and a compatible

motherboard to operate the GPU properly.

7.5.2 Dataset enhancement

At the moment, the generated dataset only contains objects with low spatial frequencies

and soft contours. For the CNN to be robust with real life objects, higher spatial

frequencies need to be rendered. Another dataset with OBJ files is made available in

the SilNet paper [18] and is called a sculpture dataset. By using the same rendering

code on Blender another dataset can be easily generated. Fig. 7.15 shows a selection

of four objects from the sculpture dataset and sharper features can be observed which

makes it interesting to use in the neural network, especially for shadowing issues to see

if the network can be robust enough to deal with this via the max-pooling layer.

By comparing the size of the current dataset (62,904 images rendered) with the one

from Chen [51] which represents 5,453,568 rendered images (64 images per blobby and
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Figure 7.15: SilNet Sculpture dataset [18] selection namely, from left to right, Aphroba
statue, Germanicus bust, violin girl statue and okapi skull.

per sculpture sample, which respectively corresponds to 25,920 and 59,292 samples),

there is a clear need to increase the size of the dataset. An easy way to create more

samples with the blobby dataset is to simply rotate the imported object in Blender;

the shapes are not symmetric and new shapes can therefore be rendered. By rotating

each object by 45 degrees, the blobby samples can be multiplied by four. The same

idea could apply to the sculpture dataset. Again, this needs a good GPU to run fast.

Data augmentation is a strategy commonly used in deep learning. It consists of an

image processing procedure to create more images out of already rendered images. Data

augmentation can be done through rescaling of images, the mirroring effect or noise

perturbation. None of these approaches have been tried here yet, but if the dataset

needs to be larger then this would also be a method to use.

7.5.3 Discussion

To date, the main goal of the CNN is to estimate the depth of white Lambertian

objects from four images perspective without knowing the lighting directions, in other

words non-calibrated photometric stereo assuming Lambertian reflection. As previously

mentioned, a hot topic in PS imaging is the reconstruction of non-Lambertian surfaces

as most objects in the real-world are not Lambertian. Some work has been carried on
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to solve the problem of specular reflection and outliers that makes the estimation of

the reflectance map and the surface normal difficult due to the non-linear properties.

Some methods do not rely on a neural network and are based on a decomposition of

diffuse and specular components of the image [50] or on a compensation strategy [48],

for example. However, in the same deep photometric work, Chen [51] achieves surface

normal estimation for non-Lambertian surfaces. Now this approach could potentially

be implemented as a next step in the fast 3D imaging recovery work.

As explained in [51], a bidirectional reflectance distribution function (BRDF) is a

general form for describing the reflectance property of a surface. The MERL dataset [177]

contains 100 different BRDF of real-world material and is used in [51] to define a di-

verse set of surface materials for rendering the blobby and sculpture shapes. A similar

procedure could be added to the dataset generation run on Blender. Blender gives the

possibility to modify the texture of the object by changing the roughness, the specular

and metallic reflection, the transmission of the light and more, so it would be possible

to create a wide range of materials to be applied to the imported object and to render

four images for each material. A random selection of material would make the dataset

evenly distributed.

Another point to consider, after the CNN has been trained a few times, is whether

the model is over fitting because of the constant lighting directions. The top-down

illumination scenario is important to improve the current experimental setup by having

a fast recovery of the depth map. However, to have a deployable system, the CNN model

might need to be reviewed to run on different lighting directions.

7.6 Conclusion

The main contribution in this chapter is the generation of a bespoke dataset for PS

imaging, which is available in the thesis repository [19]. Moreover, the introduction on

deep-learning brings some insight on the potential work that can be carried on to speed

up the reconstruction time of the current PS imaging work. A lot of work still needs to

be done to make the imaging processing fast and so to achieve real-time 3D imaging.

Between non-calibrated PS, non-Lambertian surfaces and making a deployable system,
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interesting challenges await the next person that will continue this deep learning work.

Deep learning is a powerful tool when used properly, and can potentially achieve in one

model several PS challenge, which makes it even more interesting and exciting to use.
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Conclusion and future directions

The work in this thesis demonstrated a proof-of-concept showing that a deployable 3D

imaging system can be retrofitted to a room using general lighting and a single camera to

achieve high-resolution depth reconstruction of a scene. The fast modulation property

of LEDs and the smart Manchester encoding modulation scheme made possible the

implementation of a photometric stereo top-down illumination system that does not

require any synchronisation between the LED sources itself, nor with the camera. Issues

and solutions have been raised and solved on this imaging system to make it more

robust to discontinuities via the use of a time-of-flight setup. An attempt to increase

the computational time of the 3D imaging process has been reported with the work on

deep-learning by first generating a dataset that would initiate the work in this field.

Chapter 1 introduced the 3D imaging state-of-the-art and emphasised the photo-

metric stereo imaging method, with the time-of-flight method and the sensor fusion.

In addition the overview on the different sensors, CCD and CMOS, have shown that a

careful needs to be made for scientific application when non-linear response or shutter

operation can become an issue. In this work, two different cameras have been used,

namely the Galaxy S9 and the Fastcam mini camera from Photron. Both sensors rely

on a CMOS chip with the possibility to keep a linear operation for the Photron camera.

Nonetheless, the 3D PS imaging setup worked perfectly in both cases which means any

off-the-shelf can potentially be used. However, the camera needs to reach frame rate of

at least 960 fps.
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Chapter 2 gave an overview on the LED physics and optical properties and high-

lighted why these light sources were the best fit for the deployable 3D imaging system.

An explanation on the SPAD array also explained the timing capabilities of the chip

and how this would be important for a ToF setup.

Chapter 3 presented the mathematical background of photometric stereo imaging

along with a demonstration of the numerical method called Fast Marching to inte-

grate surface normal vectors. In this work, assumptions of a Lambertian reflectance

and calibrated photometric stereo imaging were made. A new form of self-synchronising

modulation called Manchester-Encoded Binary Frequency Division Multiple Access was

developed in this theoretical chapter. An explanation on how the modulation scheme

is self-clocking was introduced along with how the orthogonality of the scheme allowed

each LED to have a specific finger print which made it easy to decode in the demod-

ulation process. An explanation on how this scheme was integrated to the global 3D

imaging process was also given.

The experimental synchronization-free top-down illumination photometric stereo

imaging proof-of-concept was developed in chapter 4. Results showed that a 2.5D re-

construction of static objects was achieved with an NRMSE error ranging from 1.36%

to 19% depending on the shape complexity. Moreover, the LEDs modulation frequency

proved to be above visual flicker recognition level which made this approach eye-safe to

use in public environment. Thanks to the synchronisation-free feature of the Manch-

ester encoding modulation scheme, the imaging system only requires simple installation

of the LEDs on the ceiling, which already exist in general building infrastructures. In

addition, because of the use of LEDs, the 3D imaging method was cost-effective and can

be hand-held when using the smartphone, which demonstrated the overall ready-to-use

aspect.

To complement the work done in chapter 4, chapter 5 demonstrated the dynamic

aspect of the top-down illumination PS imaging by using a high-speed camera to record

an ellipsoid in motion under the same experimental setup. The idea of this chapter was

to achieve real-time imaging. However due to the computation time of the PS process,

which was about 3 to 4 minutes, the complete 3D reconstruction system did not result
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in it being real-time, but an effective frame rate of 25 fps was achieved. Nonetheless,

the PS imaging process and the LED modulation scheme showed to be robust to objects

in motion as 3D reconstructed results showed sharp boundaries and well-defined edges

shape with an error ranging from 8.8% to 18%. In addition, no synchronisation process

was required between the object in motion and the camera as the self-clocking property

of the Manchester encoded scheme showed to be very useful in this scenario. However,

it was discussed that some alternative can be used, such as structure-from-motion, to

improve the frame selection.

In chapter 6, the work focused on solving the discontinuity issues raised in both

chapter 4 and 3. A hybrid solution was presented where PS imaging and ToF were

merged together to achieve a high-resolution of pre-selected objects by using the ToF

as a masking tool to overcome the discontinuous issues of the PS method. A SPAD

camera was used to perform time-correlated single photon counting LED-based ToF,

which resulted in a cm scale depth map. Without the need to modify the PS pipeline

process, this ToF depth map was used as a masking tool by selecting the distance

of the object to reconstruct in high-resolution with the PS imaging setup. The root

mean square error ranged between 4% and 5% for an object auto-selected from a scene

imaged at a distance of 50 cm to 70 cm.

Finally, chapter 7 introduced the idea of using convolutional neural network to

improve the reconstruction pipeline of the 3D imaging setup. The main contribution

here was the generation of a bespoke dataset for top-down illumination PS imaging. A

total of 62,904 images have been rendered with Blender which represent 15,726 singular

shapes. The work carried on in this chapter also raised ideas for work to be undertaken

in the future, such as uncalibrated or non-Lambertian PS imaging.

8.1 Future work

The work in the thesis is still at a proof-of-concept stage where different methods have

been tested to overcome issues such as discontinuities. By coming up with solutions

for these problems, equipment that the imaging system would require was added and

which does not help with the idea of ’one system fits all’ solution. There are therefore
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different work paths that need to be investigated to make this 3D imaging system closer

to a prototype that could be tested in a shopping centre or a train station, for example.

It is clear that the system has only been tried in a lab with specific size 3D printed

objects of a specific surface reflectance. These steps were required to show that the

system can work under certain assumptions. Now, a list with several ideas that would

improve the current synchronisation-free PS imaging system will be listed.

First of all, an easy task would be to combine the colour camera, or smartphone,

with the depth camera, or SPAD sensor, to create one imaging device that would only

need to be calibrated once. The work done in chapter 5 has shown that the calibration

of the two sensors is fast and easy and for the system to be deployable, it will be easier

to have one device for all. An infra-red LED could also be integrated to the imaging

device to send short-pulses on the scene and be used for the determination of the depth

map.

Then, in the Chapter 7, many ideas have been given in the discussion to direct a

follow-up project. It is important to say that the deep-learning work would be nec-

essary if the 3D imaging system were to be tested in a real scenario where real-time

reconstruction would be needed. Again, the thesis only shows a proof-of-concept, where

several assumptions have been made to simplify the imaging system and the determina-

tion of the surface normal vectors in the PS imaging process. Real-world applications,

such as video surveillance of a train station, would require more advanced systems that

can deal with outliers like specular reflections or shadows. Machine learning can be

a solution that can include several features to be learned simultaneously. As detailed

in the previous section, a convolutional neural network can tackle uncalibrated and

non-Lambertian PS imaging at the same time. The choice of surface materials and

light source positions would determine how well the neural network would generalise

to different scenarios. Some work and understanding on material reflectance, specular

reflection, and casting of shadows would be of high value in the future.

Computer vision is a very complex research area and this PhD has demonstrated

its broadness by focusing on a very small, yet important, feature which was the de-

ployability of the imaging system by the synchronisation-free aspect between the light
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sources and the camera. Another idea to investigate can be the self-positioning fea-

ture, enabled by an array of micro-LEDs, between the imaging system and the scene.

In other words, having the capability of localising people or objects within the scene

to then determine the set of camera/light sources that would be at the best location

to image and reconstruct the topography of the target. If the convolutional neural

network training were to be a success in achieving uncalibrated PS imaging, then the

determination of the light sources’ position regarding the target to image would not

be required. However, a prototype that would make use of LED arrays to achieve self-

positioning of objects or cameras within a room [138] could be envisioned. In addition,

by referring to the Fig. 4.1, a smart application of the general lighting could be used

for the 3D imaging to enhance a video surveillance system along with a self-positioning

structure that would determine which camera to use with which light sources and, to

finish, a communication link could also be set within the Manchester Encoding light

source or by adding an additional optical link at another wavelength.

This last idea would bring another level of difficulty in the modulation scheme of

the light. However the progress made in LiFi [97] does open possibilities on the many

ways that the light can be modulated and used for different purposes at once. This

multi-purpose imaging/communication optical link can then raise some problems such

as the question of security. Once the 3D imaging system is ready for deployment then

the matter of the use of the data generated will need to be carefully considered as well.
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Appendix A

Appendix

In this appendix, the illustration of the MEB-FDMA encoding scheme for two emitters

is given. In a following session, the proof for the equivalence between Eq. (3.16) and

Eq. (3.17) and the proof for Eq. (3.26) are provided.

A.1 Illustration of the example of two emitters

Consider two emitters, N = 2. Then according to Eq.( 3.21) starting with two simple

square waves:

s
(0)
i,j =

−1 1 −1 1

−1 −1 1 1

 (A.1)

Then the Manchester encoded transmitter signal s is, according to Eq.( 3.22):

si,j =

1 −1 −1 1 1 −1 −1 1

1 −1 1 −1 −1 1 −1 1

 (A.2)
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The decoding matrices D(i) are calculated by Eqs. (3.25) and (3.27) to:

D(1) =

0.35 −0.35 −0.35 0.35

0.35 0.35 −0.35 −0.35

0.35 −0.35 −0.35 0.35

0.35 0.35 −0.35 −0.35

 (A.3)

D(2) =


0.35 −0.35 0.35 −0.35

0.61 0.20 −0.20 0.20

0 0.58 0.29 −0.29

0 0 0.5 0.5

−0.35 0.35 −0.35 0.35

−0.61 −0.20 0.20 −0.20

0 −0.58 −0.29 0.29

0 0 −0.5 −0.5

 (A.4)

The numbers in Eqs. (A.3) and (A.4) are not given with full numerical precision.

Let us now look at a specific example, where I1 = 1 and I2 = 2, and emitter 1 has

a phase-shift of 0.3 and emitter 2 a phase shift of 1.7. Then the received signal r is

calculated by Eqs. (3.23) and (3.24):

r =
[
0.2 1.6 −0.2 −0.4 1.8 −2.4 −1.8 1.2

]
(A.5)

Note that an arbitrary DC offset can be added to r without compromising the evaluation

below. The orthogonal components of r according to Eq. (3.28) are:

c(1) =
[
1.98 0.85

]
(A.6)

c(2) =
[
−0.85 −0.82 3.23 0

]
(A.7)
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The contributions of each emitter to r are then calculated by Eq. (3.29):

r(1) =
[
1 −0.4 −1 0.4 1 −0.4 −1 0.4

]
(A.8)

r(2) =
[
−0.8 2 0.8 −0.8 0.8 −2 −0.8 0.8

]
(A.9)

Then finally correct decoding is done with Eq. (3.30):

I1 = max(r(1)) = 1 (A.10)

I2 = max(r(2)) = 2 (A.11)

A.2 Proofs

A.2.1 Proof of equivalence of Eqs. (3.16) and (3.17)

By setting α = 0, (3.16)⇒(3.17) in the main text is directly shown. For the other

direction, the left hand side of Eq. (3.16) is reordered:

n∑
j=1

si,j
(
(1− α)si′,1+(j−1+k)%n + αsi′,1+(j+k)%n

)
=(1− α)

n∑
j=1

si,jsi′,1+(j−1+k)%n

+ α
n∑
j=1

si,jsi′,1+(j+k)%n (A.12)

If Eq. (3.17) is fulfilled, then the right hand side of Eq. (A.12) is 0 and thus (3.16)⇐(3.17)

is shown.

A.2.2 Proof of Eq. (3.26)

Lemma 1. Given a row vector s ∈ Rn, define k0 ∈ {1, . . . , n} via Eq. (A.13):

k0 = min {k ∈ {1, . . . , n}|∃β ∈ R,∀i = 1, . . . , n :

s1+(i−1+k)%n = βsi
}

(A.13)
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Then:

1. β ∈ {−1, 1}

2. s is periodic. If β = 1 then the period is k0 and if β = −1 then the period is 2k0

3. If a matrix S is constructed from s using Eq. (3.25), then its rank is rank(S) ≤ k0

Proof. The modulus of s is calculated:

|s|2 =

n∑
i=0

s2
i =

n∑
i=0

s2
1+(i−1+k0)%n = β2|s|2

⇒ |β| = 1 (A.14)

The periodicity of s follows directly from Eq. (A.14).

The periodicity of s directly implies that rank(S) ≤ k0, because all the rows from

k0 on are periodic repeats of the rows 1 to k0.

Now let k = kr + q2i, kr < 2i, q ∈ N. Then Eq. (3.17) gives:

si,j+k = (−1)qsi,j+kr (A.15)

The special case of kr = 0 implies directly that in Lemma 1:

k0 ≤ 2i (A.16)

and therefore following Lemma 1:

rank(S(i)) ≤ 2i (A.17)

Lemma 2. If a matrix S(i) is constructed from s using Eq. (3.25), and an 2i × 2i

square matrix Ŝ(i) is defined by:

Ŝ
(i)
k,j = S

(i)
k,j k = 1, . . . , 2i j = 1, . . . , 2i (A.18)

Then Ŝ(i) has full rank.
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Proof. Consider the equation system:

2i∑
k=1

cksi,j−1+k = 0 ∀j = 1, . . . , 2i (A.19)

Ŝ(i) has full rank, if and only if Eq. (A.19) implies that all ck are 0, which is what is

going to shown here. Eq. (A.19) can be written for even and odd j, following Eq. (3.17):

0 =

2i−1∑
l=1

[
c2l−1(−1)d

j+2l−2

2i
e + c2l(−1)1+d j+2l

2i
e
]
,

(j = 2p) (A.20)

0 =
2i−1∑
l=1

[
c2l−1(−1)1+d j+2l−1

2i
e + c2l(−1)d

j−1+2l

2i
e
]
,

(j = 2q − 1) (A.21)

p = 1, . . . , 2i−1 (A.22)

q = 1, . . . , 2i−1 (A.23)

The right hand sides of Eqs. (A.20) and (A.21) are zero and thus equal to each other,

yield the equation set (A.24):

0 =
2i−1∑
l=1

c2l−1

[
(−1)d

p+l−1

2i−1 e + (−1)d
q+l−1

2i−1 e
]

−
2i−1∑
l=1

c2l

[
(−1)d

p+l

2i−1 e + (−1)d
q+l−1

2i−1 e
]

(A.24)

The ck can be determined from Eq. (A.24) by iteratively looking at specific values of p

and q. The following iteration is performed:

Initial conditions for iteration

Consider p = 2i−1, q = 2i−1, then Eq. (A.24) is:

0 = −c1 +

2i−1∑
l=2

[c2l − c2l−1] (A.25)
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Consider p = 1, q = 2i−1, then Eq. (A.24) is:

0 = c1 − c2 + 22i (A.26)

Consider p = 2i−1, q = 1, then Eq. (A.24) is:

0 = c1 (A.27)

Consider p = 1, q = 1, then Eq. (A.24) is:

0 =
2i−1−1∑
l=1

[c2l−1 − c2l] + c2i−1−1 (A.28)

Equations (A.25), (A.26), (A.27), and (A.28) together imply:

c1 = c2 = c2i = 0 (A.29)

With this knowledge, consider again p = 1, q = 1, then Eq. (A.24) is:

0 =
2i−1−1∑
l=2

c2l −
2i−1∑
l=2

c2l−1 (A.30)

Consider p = 1, q = 2, then Eq. (A.24) is:

0 =
2i−1−1∑
l=2

[c2l − c2l−1] + c2i−1 (A.31)

Equations (A.30) and (A.31) imply:

c2i−1 = 0 (A.32)

Iteration Step m.a

It is known that:

c1 = 0, c2 = 0, ck = 0 ∀k > 2i − 2(m− 1) (A.33)
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Consider p = m− 1, q = m− 1, then Eq. (A.24) is:

0 =

2i−1−m+1∑
l=2

[c2l − c2l−1] (A.34)

Consider p = m, q = m− 1, then Eq. (A.24) is:

0 =
2i−1−m∑
l=2

c2l −
2i−1−m+1∑

l=2

c2l−2m+1 (A.35)

Equations (A.34) and (A.35) imply:

c2i−2m+2 = 0 (A.36)

Iteration Step m.b

Consider p = m, q = m, then Eq. (A.24) is:

0 =
2i−1−m∑
l=2

c2l −
2i−1−m+1∑

l=2

c2l−1 (A.37)

Consider p = m, q = m+ 1, then Eq. (A.24) is:

0 =
2i−1−m∑
l=2

[c2l − c2l−1] + c2i−2m+1 (A.38)

Equations (A.37) and (A.38) imply:

c2i−2m+1 = 0 (A.39)

(Iteration finished)

By repeating steps m.a and m.b iteratively for m = 2, . . . , 2i−1−1 it is shown that:

ck = 0 ∀k = 1, . . . , 2i (A.40)

And thus, Ŝ(i) must have full rank.
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Remark: It has been observed empirically that the determinant of Ŝ(i) is det(Ŝ(i)) =

22i−1 for i = 1, . . . , 8, but this relationship has not been proven in general.

Note that S(i) has at least the same rank or higher rank than Ŝ(i) in Lemma 2 and

therefore:

rank(S(i)) ≥ rank(Ŝ(i)) = 2i (A.41)

Equations (A.17) and (A.41) prove Eq. (3.26).

A.2.3 Phase invariant orthogonality and the Kronecker product

In this section it is proven that if s is phase invariant orthogonal, then t = s⊗ v is also

phase invariant orthogonal for any arbitrary row vector v. Let m be the length of v

and k = pm+ q, p = 0, . . . , n−1, q = 0, . . . ,m−1 then the following can be calculated:

nm∑
j=1

ti,jti′,1+(j+k)%(nm)

=
n∑
j=1

m∑
l=1

ti,m(j−1)+lti′,1+(m(j−1)+l+k)%(nm)

=
m∑
l=1

vlv1+(l+q)%m

n∑
j=1

si,jsi′,1+(j+p)%n

=0 ∀i 6= i′ (A.42)

Eq. (A.42) has been used in Eq. (3.17).

A.2.4 Phase invariant orthogonality and the Kronecker product

In this section it is proven that if s is phase invariant orthogonal, then t = s⊗ v is also

phase invariant orthogonal for any arbitrary row vector v. Let m be the length of v
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and k = pm+ q, p = 0, . . . , n−1, q = 0, . . . ,m−1 then the following can be calculated:

nm∑
j=1

ti,jti′,1+(j+k)%(nm)

=
n∑
j=1

m∑
l=1

ti,m(j−1)+lti′,1+(m(j−1)+l+k)%(nm)

=
m∑
l=1

vlv1+(l+q)%m

n∑
j=1

si,jsi′,1+(j+p)%n

=0 ∀i 6= i′ (A.43)

Eq. (A.43) has been used in Eq. (3.17).
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Synchronization-free top-down illumination
photometric stereo imaging using light-emitting
diodes and a mobile device
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1Institute of Photonics, Department of Physics, University of Strathclyde, Glasgow G1 1RD, UK
2Aralia Systems, Bristol Robotics Laboratory, Bristol BS16 1QY, UK
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Abstract: Three dimensional reconstruction of objects using a top-down illumination photo-
metric stereo imaging setup and a hand-held mobile phone device is demonstrated. By employing
binary encoded modulation of white light-emitting diodes for scene illumination, this method
is compatible with standard lighting infrastructure and can be operated without the need for
temporal synchronization of the light sources and camera. The three dimensional reconstruction
is robust to unmodulated background light. An error of 2.69 mm is reported for an object imaged
at a distance of 42 cm and with the dimensions of 48 mm. We also demonstrate the three
dimensional reconstruction of a moving object with an effective off-line reconstruction rate of 25
fps.

Published by The Optical Society under the terms of the Creative Commons Attribution 4.0 License

1. Introduction

Photometric stereo (PS) imaging [1] is one of the most common 3D imaging methods for indoor
scenarios. It can achieve better resolution than structured illumination imaging [2–4] or state
of the art laser scanners [5], offers fast image computation [6], and it can deal with objects in
motion and untextured area [7,8]. Compared to stereovision [9,10], only one camera needs to be
calibrated, which reduces the computational reconstruction speed, the footprint and the cost [10].
PS imaging relies on having one fixed camera perspective and different illumination directions
to image an object in 3D. This technique determines the surface normal vectors and surface
albedo at each pixel of the captured images assuming a perfectly diffuse (Lambertian) surface
of the imaged object [1]. Surface normal components can then be integrated to recover the
3D shape. Most work on PS has been developed combining various methods in addition to PS
imaging, such as multi-view PS imaging [11], non-calibrated PS imaging [12] or self-calibrating
PS imaging [13]. All the techniques report a good reconstruction accuracy, within millimeter
range [11,12,14] and include real-time reconstruction [15].

Even though current work on PS imaging tackles major challenges such as uncalibrated PS
imaging [13] and non-Lambertian PS imaging [16–19], most PS methods fail to demonstrate an
easily deployable imaging technique that could show imaging applications in already existing
building infrastructures. If this were achieved, PS imaging can provide an attractive route to
using 3D imaging in industrial settings for process control and robot navigation, in public spaces
for security and surveillance applications, and for structural monitoring.

There are two major obstacles that inhibit the widespread use of PS imaging for these purposes,
which are the compatibility of the PS specific illumination with indoors or outdoors lighting
installations, and the cabling required to synchronize several luminaires with each other and with
the camera, which may potentially be mobile. Usually the camera and the luminaires are placed in
the same plane, and a particularly common configuration employs four luminaires surrounding the

#408658 https://doi.org/10.1364/OE.408658
Journal © 2021 Received 3 Sep 2020; revised 25 Nov 2020; accepted 28 Nov 2020; published 11 Jan 2021



Research Article Vol. 29, No. 2 / 18 January 2021 / Optics Express 1503

camera in a top/bottom/left/right or X-shaped configuation [5,8,14]. While such a setup is known
to provide high-fidelity imaging results, it is incompatible with an application scenario where the
luminaires are installed at the ceiling to provide room lighting, and a wall-mounted or mobile
camera views the scene from the side (see Fig. 1(a)). Current PS systems use cables between
the camera and the luminaires to enable synchronization, which is an undesired complication
when retrofitting to existing lighting fixtures. Use of a WiFi or optically encoded clock signal
can be a solution to remove the cabling, though additional infrastructure would be needed to
implement this and the transmitters, camera and clock signal must be synchronized. Achieving
synchronization using a "self-clocking" Manchester-encoded modulation scheme makes the
approach described here easy to use, does not require additional infrastructure and can work in
environment where WiFi is not available. Finally, traditional PS imaging often has a strong visual
flicker and illumination low duty cycle, which is detrimental for indoors or outdoors lighting.

Fig. 1. Top-down illumination setup. a) Schematic of the photometric imaging setup, b)
Picture of the photometric imaging setup and c) Schematic of the projected angle.

In this work, we present efforts to make PS imaging synchronization-free, reduce flicker, and
demonstrate compatibility with ceiling lighting and both wall-mounted and mobile cameras. In
this scenario, PS imaging would coexist with light fidelity (LiFi) networks [20] or visible light
positioning (VLP) [21], potentially using the same light-emitting diode (LED) luminaires for all
of these functions [22] as well as general lighting.

We demonstrate PS imaging using a hand-held mobile phone camera running at 960 fps
and ceiling-mounted LEDs as illustrated in Fig. 1(a) and (b), operating in the presence of
additional unmodulated lighting. Four LEDs operated by a controller board were mounted on
a gantry were modulated with a bespoke binary multiple access (MA) format, referred to as
Manchester-encoded binary frequency division multiple access (MEB-FDMA), that removes the
need for synchronization and reduces flicker through Manchester encoding while maintaining a
50% duty cycle. A mobile phone set within the scene acquired a stack of frames at 960 fps, which
were then processed to obtain the surface normal components, and finally integrated to obtain the
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topography of the object. As the object is static, we do not reconstruct the full 3D object but
rather its topography, commonly known as 2.5D reconstruction. For a static 48 mm diameter
sphere, we report an root mean square error (RMSE see Eq. (8)) of 2.69 mm at a distance of 40
cm with an angle of reconstruction from the top-down illumination of 120◦, which represents
78 % reconstruction of the surface of the sphere. Finally, we also demonstrate a dynamic imaging
scheme, using a high-speed camera, where an ellipsoid rotates at 7.5 rotations per minute (RPM)
and report an effective off-line 2.5D reconstruction of 25 fps.

2. Orthogonal LED modulation

One key feature in our setup is the removal of the requirement to synchronize LEDs with the
camera or among each other, both of which is needed in the time division multiple access
(TDMA) that is used in conventional PS imaging. This is achieved through MA, and frequency
division multiple access (FDMA) has been used by the authors before to achieve unsynchronized
PS imaging [23]. However, FDMA has some drawbacks, in particular strong perceived flicker
since some of the LEDs have to be modulated at a fraction of the camera frame rate, and the
sinusoidal modulation requires analog control of the LED brightness. Here, we use a bespoke
modulation scheme, called Manchester-encoded binary FDMA (MEB-FDMA), which works
with direct digital modulation of the LEDs, has significantly reduced flicker compared to FDMA,
and keeps the advantage of not having to synchronize sources and camera. A comparison of
MEB-FDMA with other MA schemes (FDMA, code division multiple access CDMA [24] , space
division multiple access SDMA [25], wavelength division multiple access WDMA [26] and
TDMA) that could be used for PS imaging is provided in Table 1. MEB-FDMA and some other
MA schemes have the additional feature that they enable visible light positioning of receivers
within the imaged scene through a relative signal strength approach (Sec. 3.3.4 in [21]).

Table 1. Comparison of MA schemes for N emitters

MA scheme FDMA CDMA MEB-FDMA SDMA TDMA WDMA

Modulation real-valued binary OOK binary OOK binary
OOK

binary
OOK

none

Duty cycle 50% 50% 50% 50% 1/N 100%

Frame length 2N 2N 2N+12N+12N+1 2 log2 N or
2
√

N
N 1 (N fixed to 3)

Computation
(flop/frame)

∼
10N log2 2N

4N2 − N (23N+1 − 1)∑︁N
i=1 2i(23N+1 − 1)∑︁N
i=1 2i(23N+1 − 1)∑︁N
i=1 2i 0 0 0

Synchronization
required
LED↔LED

No Yes No No Yes No

Synchronization
required
LED↔receiver

No Yes No Yes Yes No

VLP enabled 3D 3D 3D 2D 3D 3D

PS enabled Yes Yes Yes No Yes Yes

Visual perception Poor
(flicker)

Good Good Good Poor
(flicker)

Poor
(monochrome
luminaires)

Compatible with
constant
background light

Yes Yes Yes Yes No No
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2.1. Phase invariant orthogonal modulation

The important property that allows us to use FDMA without having to synchronize LEDs and
camera is that if one frequency carrier experiences an arbitrary phase shift due to the lack of
synchronization, it still remains orthogonal to the other frequency carriers. We call this property
“phase-invariant orthogonality” and introduce it here formally before describing an alternative
modulation scheme that shares this property.

Consider N emitters illuminating the scene over n discrete time steps. Then the N × n signal
matrix si,j ∈ {−1, 1} describes the time-sequence of on/off states of the individual LEDs. Here,
si,j = +/−1 indicates that at time j the ith LED element transmits a binary value of ’1’/’0’ in on-off
keying (OOK), and after n binary values one 3D image frame is completed. Phase-invariant
orthogonality requires that the rows of the matrix s remain orthogonal to each other even if
they are time-shifted with respect to each other by an arbitrary phase ∆j. Since camera pixels
operate as integrating receivers, particularly at high camera frame rates, this requirement can be
formalized to Eq. (1).

n∑︂
j=1

si,j
(︁(1 − α)si′,1+(j−1+k)%n + αsi′,1+(j+k)%n

)︁
= 0

∀i ≠ i′, k = 1, . . . , n, α ∈ [0, 1]
(1)

Here the phase shift between rows i and i′ is∆j = k+α, and % is the modulo operator. Equation (1)
represents the requirement from the experimental layout, however, mathematically it is equivalent
to the simpler Eq. (2).

n∑︂
j=1

si,jsi′,1+(j−1+k)%n = 0

∀i ≠ i′, k = 1, . . . , n

(2)

FDMA with square wave carriers is phase invariant orthogonal. If s is phase-invariant orthogonal,
then its Manchester-encoded version s(1) given by Eq. (3) - where ⊗ is the Kronecker product - is
also phase-invariant orthogonal, i.e. all the benefits of Manchester encoding are readily available.
Matrices of the form s ⊗

[︂
1 1 · · · 1

]︂
are also phase-invariant orthogonal.

s(1) = s ⊗
[︂
−1 1

]︂
(3)

Decoding of phase-invariant orthogonal encoded signals is less trivial than for CDMA schemes
with synchronization. Equation (2) effectively means, that the operation of phase-shifting scatters
the source signals into orthogonal sub-spaces of Rn. Therefore, to enable successful decoding,
the rows of the matrix si,j need to be complemented by appropriately chosen orthonormal vectors
e(i)k,j that together with the rows of si,j span all of these sub-spaces.

2.2. Manchester-encoded binary FDMA

We construct the MEB-FDMA carriers by starting with binary-valued square-wave FDMA. In
order to be phase-invariant orthogonal over a sampling period T , the frequencies νi of the square
waves must be in a fixed relationship given by Eq. (4).

νi =
pi
T

pi ∈ N+ (4)

A convenient choice of the integer values pi is given by Eq. (5), in which i = 1, . . . , N identifies
each LED:

pi = 2i−1 (5)



Research Article Vol. 29, No. 2 / 18 January 2021 / Optics Express 1506

This means that the frame length n(0) without Manchester encoding is n(0) = 2N . We then
construct a binary FDMA emitter signal s(0)i,j :

s(0)i,j = (−1) ⌈j/pi ⌉ , i = 1, . . . , N j = 1, . . . , n(0) (6)

When using s(0), individual emitters may have long on and off times, leading to unacceptable
visual flicker. Therefore, we use Manchester encoding:

si,j = s(0)i,j ⊗
[︂
−1 1

]︂

=

⎧⎪⎪⎨
⎪⎪⎩

(−1) ⌈j/2i ⌉ , j even

(−1)1+ ⌈(j+1)/2i ⌉ , j uneven

(7)

If the emitters are modulated with si,j according to Eq. (7) using OOK, then they provide
MEB-FDMA. A decoding algorithm for MEB-FDMA and underlying mathematical proofs are
given in the appendix.

2.3. Properties of MEB-FDMA

For MEB-FDMA, similar to FDMA, any DC offset can be added to the received signal without
affecting the decoding result. This is a prerequisite for applying the scheme to LED illumination
since the intensity-modulated LED emission has only positive values. Furthermore, it allows
installation of additional lighting fixtures that either do not carry a modulation signal or carry
one at a much higher frequency, e.g. for LiFi.

Another remarkable property is that the transmitter and receiver can use the same sampling
rate. This is surprising because the scheme uses Manchester encoding and the Nyquist theorem
requires oversampling by a factor 2 to reliably identify each Manchester encoded bit. However,
by requiring the modulation to fulfil the stringent criterion Eq. (1), the scheme was implicitly
designed such that not every single Manchester bit needs to be identified individually. This
property of the scheme means that the frequency of the LED modulation is the same as the
camera frame rate and thus flicker is significantly reduced.

The number of OOK-bits needed for a single frame in MEB-FDMA scales exponentially with
the number of emitters. Therefore, this modulation scheme is suitable for modest numbers of
modulated emitters illuminating the camera field of view, typically 4-6 emitters in our suggested
application.

3. 3D reconstruction process

The process flow of PS imaging in our setup is illustrated in Fig. 2, which comprises MEB-FDMA
modulation and demodulation, PS processing and surface normal integration.

3.1. Frame acquisition and surface normal map

The transmitted signal is encoded as a clock signal, hence no trigger signal is needed to start the
acquisition. Therefore, the acquisition simply starts when the recording button of the mobile
phone is pressed. In practice, the LEDs have a 50% duty-cycle and thanks to the known optical
fingerprint of each LED a decoding matrix can be created see Supplement 1. The received stack
of images are therefore demodulated using the decoding matrix on each pixel of each image,
see Fig. 2. At the end of the demodulation, four images corresponding to the four different
illumination directions are retrieved.

The retrieved four images are then processed using established methods [1,14,27] to obtain the
surface normal components Nx, Ny, Nz and the albedo A under the assumption of a Lambertian
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Fig. 2. Acquisition and Reconstruction program pipeline. LEDs are encoded with an
MEB-FDMA scheme; the mobile device acquires a stack of images that are demodulated
with a decoding matrix; four output images are then retrieved: one for each illumination
direction; the photometric stereo processing determines the surface normal components and
the albedo; afterwards the surface normals are integrated with a Fast Marching method to
then obtain the 2.5D reconstruction of the object.

surface (see Fig. 2). As we are focusing our work on a new modulation scheme, we decided to use
a conventional calibrated PS method to determine the surface normal map, hence the coordinates
of each LED relative to the position of the object are needed to determine the lighting vectors.

3.2. Fast marching method

The next step of the reconstruction program is to integrate the surface normal vectors to obtain
the topography of the object. Surface integration is a well known challenge and there are multiple
methods in the literature for addressing it [28–30]. In this work, the surface normal vectors are
integrated with the Fast Marching method [31–35] to take advantage of its reconstruction speed.
The algorithm was implemented in Matlab and assessed on a data set from Yvain Queau [36], see
details in the Supplement 1. The reconstruction process takes a few minutes to run on a desktop
PC.

4. Optical acquisition system

As illustrated in Fig. 1, our system consists of a mobile phone device (Samsung Galaxy 9), four
white LEDs (Osram OSTAR Stage LE RTUDW S2W) placed on a gantry above the object at a
height of H = 46 cm, a controller board (Arduino Uno) for the LED modulation and a computer
to communicate with the controller board and run the reconstruction program [37]. A series
of geometric solids are 3D printed, namely a sphere with a 48 mm diameter, a cube which is
75 mm wide, and a complex shape of a monkey head that is 130 x 94.5 mm2 wide and 79 mm
deep. 3D printing ensures that the ground truth shape of the objects is known. On the setup, the
geometric center of the object is the reference (0,0,0) and the location of the LEDs is determined
from this reference point. The phone and the LEDs are located in two different planes. The
phone is in front of the object on the z axis at a distance of d = 42 cm from (0,0,0) with a field
of view (FOV) of 43 degrees. The LEDs are located at (x,y,z): LED1 (−27, 42, 10), LED2
(−14, 42, 35), LED3 (14, 42, 35) and LED4 (27, 42, 10), all in cm. The relative position of the
LEDs to the camera and object positions have an impact on the extraction of the surface normal
vectors. These coordinates are the best fit regarding the FOV of the scene and the object’s size.
A trade-off was made between the resolution of the reconstruction and the FOV. By placing the
mobile phone at 42 cm from the object we can keep a mm-range depth resolution while assuming
an orthogonal projection for the determination of the surface normal components. Moreover, a
strict alignment of the mobile phone is not necessary in this work, as long as the FOV contains
the front of the object then the orientation of the phone will not affect the accuracy of the surface
normal components.

Each LED was modulated with an individual MEB-FDMA carrier signal at a on-off keying
rate of 960 b/s. The phone captured frames with a resolution of 1280 x 720 at a rate of 960 fps
for 0.2 s, with a black background to simplify image processing. The capture time is limited by
the on-device data storage limit.
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5. Results and discussion

5.1. Decoded frames

The decoded images of the three objects are displayed in Fig. 3. For the three cases, the light level
clearly shows the different illumination directions. The brightness is slightly different depending
on the position of the LEDs. This can be explained by the possibly imperfect match between the
camera integration time and the MEB-FDMA scheme, i.e. the integration time may be shorter
than the frame duration.

Fig. 3. Decoded images. Obtained after demodulation of the recorded frames for LED1,
LED2, LED3 and LED4: a), b), c), d) for the sphere, e), f), g), h) for the cube corner and i),
j), k), l) for the monkey head.

5.2. Surface normal vectors

From this set of images, surface normal components (Nx, Ny, Nz) and the albedo were calculated
and are displayed in Fig. 4. For Nx, left and right facing surfaces are correctly distinguished as
vector components with magnitude are ranging from −1 to 1. Similarly, Ny indicates up and
down facing surfaces correctly, albeit with lower fidelity, and its value range is limited to −0.2
to 1 instead of −1 to 1. The poorer fidelity on Ny is due to the top-down illumination design
as the bottom of each object is not suitably illuminated, which is also visible in the albedo plot.
Moreover, as the camera is facing the object, Nz is positive and ranges from 0 to 1 with some
variations due to the depth of the object. The albedo is normalized and is useful in understanding
imperfections in the reconstruction. We notice that the albedo is more directional for the sphere
and the cube corner than for the monkey, which is caused by the slight brightness variations seen
in Fig. 3. Importantly, the surface normal components, which are the basis of the topography
reconstruction, are observed to be less susceptible to these brightness variations than the albedo.
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Fig. 4. Surface normal components and albedo. Obtained after running the photometric
stereo algorithm, respectively Nx, Ny, Nz and Albedo: a), b), c), d) for the sphere, e), f), g),
h) for the cuber corner, i), j), k), l) for the monkey head.

5.3. 3D reconstruction

Figure 5 and Fig. 6, respectively, plot the 2.5D reconstruction of the sphere, the cube corner
and the monkey head in a perspective view, as well as a 3D rendered view (Blender). To render
the reconstruction on Blender, a camera is set at a distance of 10 cm from the imported 2.5D
reconstruction. For the sphere, Figs. 5(a)-(c) show a satisfactory global reconstruction for the top
half of the object. The bottom half is poorly reconstructed and is "flat", which is also clearly
shown on the rendered view. Because of the lack of information on the negative (downward
facing) y axis, 78.4 % of the visible surface is reconstructed. The standard deviation is determined
by the root mean square error (RMSE) and the normalised RMSE (NRMSE) which are defined
as [14]:

RMSE =

⌜⎷
(1
n

n∑︂
i=1

z2
i ), (8)

NRMSE =
RMSE

zmax − zmin
, (9)

where n is the number of data pairs, zi is the difference between measured depth values (along the
z-axis) and reference values, and (zmax − zmin) is the range of measured values. According to the
RMSE error map in Fig. 5(d), the most significant error is found at the bottom and on the edge of
the sphere, while smaller errors in the top area are related to inaccuracies in Nz. Nonetheless,
most of the error stays below 5 mm. Figure 1(c) shows the projected angle that can be retrieved
using the top-down illumination setup where an angle of 120◦ is retrieved. An RMSE of 2.69 mm
and an NRMSE of 5.61 % are obtained within the 78.4 % of the surface reconstructed. Despite
the lack of information on downward facing facets, both standard deviation errors for the sphere
are within the same range as in [14].

For the cube corner, despite the unequal partition of light on the cube and the important
gradient variation, the reconstruction can retrieve the shape of the cube corner. Nonetheless,
the top view shows that the reconstruction on the edge is deteriorating at the bottom of the
object. This is explained with the top-down illumination configuration. Overall, by comparing
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Fig. 5. 2.5D reconstruction of the sphere. a) Perspective view, b) Rendered view, c) Top
view, d) RMSE error map.

Fig. 6. 2.5D reconstruction of the cube corner and the monkey head. Cube corner: a)
Perspective view, b) Top view, c) Rendered view. Monkey head: d) Perspective view, e) Top
view, f) Rendered view.
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the reconstruction of Figs. 6(a)-(c) with the images of Fig. 3 a good match is obtained. On the
rendered view, an indent is observed and can be explained by the position of the starting point
of the Fast Marching reconstruction process, from which the gradient values are integrated in a
propagating fashion. At points with a strong gradient variation, the propagation will happen with
very different gradient values in different directions and can create an indent on the row or the
column of the starting point.

Finally, the monkey head has been chosen for its complex features, such as the eyes, the nose
and the top of the head. The discontinuity between the face and the ears is a challenge for the
Fast Marching algorithm to deal with. Indeed, the 2.5D reconstruction in Figs. 6(d)-(f) shows the
shape of the nose, the eyes and also the upper head. However, the shape of the ears is harder
to determine and the depth is substantially decreasing, which demonstrates the difficulty of the
algorithm for dealing with those discontinuities. To quantify the error, a few features on the
monkey face are measured: the horizontal size of an eye is 22 mm, the size of the nose is 1.1
mm and the distance between the eye orbits is 27 mm. After calibration, the same features are
measured on the 2.5D reconstruction and we obtained the following measurements: 22.5 mm,
9.3 mm and 29.8 mm respectively. A few millimeters difference can be observed, which is
close to the RMSE values obtained for the sphere. The top view reconstruction gives an idea
of the percentage of the surface that is correctly reconstructed. The relative position between
discontinuous regions is not handled well. However, features within each region are reproduced
with good fidelity, such as the ears, on the rendered view. Small depth details, within mm, such as
the earlobes and the eyes, are detectable and well reconstructed. Moreover, the distance between
the face and the ears is about 50 mm and on the top view of the reconstruction the distance
between the two features is also about 50 mm.

The 3D reconstruction relies on the surface normals, therefore most of the error on the
reconstructed object topography will be dominated by the error on the surface normal vectors.
Whenever Nz values are close to zero, the gradient integration during the Fast Marching process
is numerically ill-conditioned. This phenomenon is clearly shown by the artefacts on the different
reconstructions in Fig. 6.

5.4. Signal to noise measurement

Our modulation scheme can operate in the presence of additional unmodulated lighting. In
order to assess its robustness, the reconstruction of the sphere is tested with different levels of
background light in the room. For this experiment, the ceiling light of the room is illuminated
and a voltage divider has been added on the LEDs in order to control the brightness and hence
modify the signal power. After measuring the optical power of the signal and background light at
the object, the SNR, in dB, is determined following Eq. (10):

SNR = 10 log10

(︃Psignal

Pnoise

)︃
(10)

with Psignal the optical power in Watts of the LEDs and Pnoise the optical power in Watts of the
ceiling light.

Figure 7(a) shows a graph of the RMSE and the percentage of surface reconstructed versus the
SNR for the sphere in the out-of-plane configuration. The SNR ranges from 0 dB to 5 dB. Across
the SNR, the RMSE does not show a specific trend and the error ranges from 4 mm to 6 mm
which is acceptable in our range of application. The percentage of surface reconstruction that
is achieved over the measured range of SNR does show a dependance on the SNR. Figure 7(b)
shows that as the SNR decreases, the reconstruction of the bottom part of the sphere is more and
more challenging, which is a consequence of the top-down illumination configuration. This is
explained by our reconstruction process. To avoid high error values being incorporated in the
final image, a threshold is set 10 mm above the expected reconstruction value. Any values in the
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final reconstruction above the threshold are discarded. This means that as the SNR decreases, we
can reconstruct less area of the object, but the portion that is reconstructed is not affected by the
SNR. Nonetheless, 65 % of the object view can be reconstructed even with an SNR just below
0 dB.

Fig. 7. Signal to noise result. a) Graph plotting the RMSE error and the percentage of the
surface reconstructed regarding the signal to noise ratio for the sphere. b) Superposition of
the different reconstruction of the sphere depending on the SNR.

5.5. Dynamic imaging

Finally, we reconstructed a moving object using our top-down illumination setup. A stepper
motor (RS PRO Hybrid, Permanent Magnet Stepper Motor, 1.8◦ step) was added in order to rotate
a 3D printed ellipsoid which was 100 mm long and 60 mm wide. A high-speed camera (Photron
MiniUx100) replaced the mobile phone for its larger video capture memory thus enabling a
longer acquisition time. The camera frame rate was set at 1000 fps with a shutter speed of 1 ms
and was matched to the LED modulation rate. The stepper motor rotated at a speed of 7.5 RPM.
Therefore, the acquisition ran for 8 s and the real-time video of the ellipsoid in motion can be
found under the folder ’Dynamic imaging’ in [38] (see Visualization 1). The 3D reconstruction
is done off-line with the same reconstruction program pipeline as Fig. 2. The reconstruction
requires at least 32 frames for a full reconstruction, and here we chose to record 40 camera frames
for each 3D frame to match the motor step duration and to achieve effective full 3D reconstruction
at a standard video rate of 25 fps.

Detailed analysis has been carried out on 21 representative 3D video frames, all separated by
an angle of 18◦. Therefore, our full 3D reconstruction relies on 21 topographies of the ellipsoid
out of 200 possible reconstructions. To be able to clearly see the reconstruction and to match it
with the display speed of the real-time video of the ellipsoid in motion, we decided to display the
surface normal components and the reconstruction at 3 fps. This video display rate is 10 times
slower than the effective rate we can achieve but it still represents a real-time 3D reconstruction
video matching the object in motion. Two videos, one for the surface normal components and one
for 3D reconstruction, can be found under the folder ’Dynamic imaging’ in [38] (see Visualization
2 and Visualization 3 respectively).

The surface normals behave very similar to the static situation in that a high fidelity is observed
in Nx, while Ny and Nz have lower but still useful fidelity. It is important to notice that the
ellipsoid is constantly moving and despite its motion, its boundaries are sharp and well-defined
which shows that the imaging rate is adequate.
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In the 3D reconstruction video, the 21 reconstructed frames are repeated three times, showing
both a color-coded plot of the reconstruction as well as a rendered view. Some errors can be
observed at the edge of the ellipsoid which are artefacts caused by poor numerical condition due
to Nz ≈ 0. A flat reconstruction of the bottom of the object is also visible which is expected
with the top-down illumination. Similarly to the sphere result with the static configuration, the
ellipsoid is not entirely reconstructed. Some of the bottom part is missing which is not only due
to the top-down illumination but also to the support piece that has been used to hold the ellipsoid
in a tilted position. Nonetheless, the global 2.5D reconstruction of each view is satisfactory and
of comparable quality to the static scenes.

6. Conclusion

In this work, we have been able to demonstrate an accurate 2.5D reconstruction of objects with
different shape complexity with a RMSE error of 2.69 mm using a new photometric stereo
imaging configuration that can readily be employed in conventional room lighting scenarios.
We have also shown the 3D reconstruction of a moving object with an off-line effective 3D
frame rate of 25 fps. Most importantly, MEB-FDMA encoding enables simple installation
through removing the need for synchronization, and as importantly, modulates LEDs above the
visual flicker recognition threshold, thus significantly simplifying the deployment, which was
not possible before with successively flashed LEDs. Furthermore, we demonstrated that this
method can be implemented using commercially available and hand-held mobile devices. Our
work on synchronization-free top-down illumination photometric stereo imaging is currently at a
proof-of-concept stage. However, future work will be focus on applying the method to digital
lighting applications in public areas or industrial applications for surveillance, and also process
and structural monitoring.
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1. Introduction 

Photometric stereo imaging relies on having one fixed camera perspective and different illumination directions to 

image an object in three dimension (3D) [1]. This technique determines the surface normal vectors and surface 

albedo at each pixel of the captured frames assuming a perfectly diffuse (Lambertian) surface of the imaged object 

[1]. Surface normal components can then be integrated to recover the 3D shape. So far, the most common 

photometric stereo configuration is as implemented with: a commercial camera placed in front of the object and, at 

least, four white light-emitting diodes (LEDs) surrounding it in a top/bottom/left/right or X shape [2,3]. A fast 3D 

reconstruction has been reported with white LEDs surrounding a camera, where LEDs were sequentially lit by a 

USB programmable board [2]. These 3D reconstructions showed a standard deviation error ranging from 2.65 mm 

to 15.60 mm for objects of size 50 mm and 160 mm, respectively [2].  

In order to unlock the potential use of LEDs in industrial or public spaces for monitoring, security check or 3D 

imaging on mobile devices, the combination of lighting/camera system has to be easy to set up and flicker free. 

LEDs are affordable, energy efficient and have a fast modulation bandwidth ranging from several MHz up to GHz 

[4]. Thanks to a convenient interfacing with digital electronics [5], LED lighting enables advanced functionality 

such as wireless optical networking through the illumination itself.  

Here we report the 3D reconstruction of objects using a top-down illumination photometric stereo imaging 

configuration. Four white modulated LEDs, mounted on a ceiling, illuminate the object while a mobile phone 

captures frames at 960 frame per second (fps). The LEDs are modulated at the camera frame rate with orthogonal 

multiple access carriers such that visible flicker is minimal and no electronic synchronization is needed between 

the LEDs and the phone. The 3D reconstruction shows a root mean square error (RMSE) ranging from 3.5% to 

10.4% depending on the complexity of the object. 

2.  Experiment 

 
Fig. 1. a) Schematic of the experimental setup, b) Four images obtained from each fours LEDs after decoding 

As illustrated in Fig. 1.a), four white LEDs (Osram OSTAR Stage LE RTUDW S2W) were placed on a gantry 

above the object at a height of H = 46 cm. In our experiments we used a number of 3D printed objects, including 

geometric solids and more complex shapes such as the monkey head in Fig. 1.  The objects were ~130x94.5 mm 

wide and 79 mm deep, with the reference (0,0,0) point taken as their geometric centre. A mobile phone device 



(Samsung Galaxy 9) was mounted on a tripod in front of the object on the z axis at a distance d = 30 cm with a field 

of view of 59 degrees. The phone was in a “side acquisition” configuration. The phone captured frames with a 

resolution of 1280x720 at a rate of 960 frame per second (fps) for 0.2 s. Fig. 1.b) shows the four images obtained 

after decoding the frames. For the illumination, we used an USB programmable controller board (Arduino Uno) to 

modulate the four LEDs at a frequency of 960 Hz. Each LED was modulated with an individual multiple access 

carrier signal at a frequency of 960 Hz, which is above visual flicker recognition and therefore suitable for digital 

lighting applications. The carriers were designed such that, analogous to orthogonal frequency division multiple 

access, no synchronization between the LEDs and the mobile phone was required. 

3.  Results 

 
Fig. 2. a) Components of the surface normal vectors and the albedo, b) Different views of the monkey head 3D reconstruction  

Surface normal integration has been a challenge for years in computer vision [6]. In this work, we integrate the 

surface normal vectors with the Fast Marching method [7] to take advantage of its reconstruction speed. A 

representative set of the surface normal components nx, ny, nz, and the surface albedo are shown in Fig. 2.a). Yellow 

and blue color respectively represent positive and negative value of the surface normal components. As expected 

from the scheme in Fig. 1.a), nx correctly distinguishes left and right facing surfaces of the object. Similarly, ny 

correctly identifies up and down facing surfaces (clearly visible around the nose region), though we generally 

observe a poorer fidelity as compared to nx due to the top-down illumination configuration. Finally, as we cannot see 

the back of the object, nz is always positive with some variations due to the depth of the object.  

Despite errors in nx, ny and nz, especially in the ear area and the bottom of the face, 3D results plotted in Fig. 

2.b) are comparable to the work done in [2]. As a reference, for a 48 mm diameter sphere and a 75 mm cube, in a 

similar configuration, we obtained a RMSE of respectively 5 mm and 2.6 mm which corresponds to the same RMSE 

range as [2]. The normalized RMSE of both objects equals to 10.4 % and 3.5 %, respectively.  

4.  Conclusion 

Accurate 3D reconstruction is possible in a new photometric stereo configuration that can readily be employed in 

conventional room lighting scenarios. Top-down illumination photometric stereo can be directly applied to digital 

lighting application in public areas or industrial applications in the near future. Furthermore, we demonstrated that 

this method can then be implemented using commercially available, handheld mobile devices. Importantly, 

operation above the visual flicker recognition threshold is possible and there is no requirement for synchronization 

between LEDs, thus significantly simplifying installation and deployment. 
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I. INTRODUCTION  

Time-of-flight (ToF) and photometric stereo (PS) are three-dimensional (3D) imaging techniques with distinct, and 
complementary, areas of application. ToF imaging deals well with long range and discontinuous imaging but is limited by the 
resolution of current single photon camera systems or acquisition time of scanning systems. PS imaging uses conventional imagers 
and therefore has high spatial resolution but does not deal well with discontinuous surfaces. ToF is typically used for long-range light 
detection and ranging systems. A short-pulsed laser illuminates a scene in order to time correlate the reflected light intensity with the 
outgoing pulse to obtain a range map of the scene [1], and is commonly used in automotive and robotics applications. Alternatively, 
PS imaging is a passive method that relies on having one fixed camera perspective and different illumination directions to image an 
object in 3D [2]. This technique is more common in indoors scenarios for video surveillance, surface mapping and robot navigation 
[3]. Our previous work on “top-down” illumination PS imaging demonstrated 3D reconstruction with an error ranging from 3.5% to 
10.4% for an object imaged at a distance of 42 cm [4]. However, this method used a black background to easily mask objects to 
reconstruct in order to speed up the computational reconstruction time. By employing a dual imaging system incorporating both ToF 
and PS the complementary properties of both systems can be used to image complex 3D fields with high resolution and complex 
discontinuities between objects. 

 Here we report the 3D reconstruction of an exemplar object (a sphere) using ToF - as a tool to mask the object, and PS imaging 
for a high-resolution surface reconstruction. A time-correlated single photon-counting (TCSPC) single photon avalanche diode 
(SPAD) camera is used with blue commercial light-emitting diodes (LEDs) to obtain a range map of the scene. For PS imaging, four 
white modulated LEDs illuminate the object while a mobile phone capture frames at 960 frames per second (fps). The LEDs are 
modulated at the camera frame rate with an orthogonal multiple access carrier schemes such that visible flicker is minimal, and no 
electronic synchronization is needed between the LEDs and the phone [4,5]. Our early results of the surface reconstruction show a 
root mean square error (RMSE) of 8.5%. 

II. EXPERIMENT 

 
Fig. 1. a) Top-down schematic of the experimental setup, b) Cropped image taken with the mobile phone, c) Range Map of the scene using TCSPC mode with the 

SPAD camera  

The experimental setup with both ToF and PS imaging is shown in Fig. 1.a). For ToF imaging, a SPAD image sensor is used and 
consists of a 192x128 SPAD pixels [5]. Each pixel is 18.4 x 9.2 µm² in area and can be operated with TCSPC functionality, see [5,6] 
for more details. Both photon counting (PC) and TCSPC modes are needed for the calibration. PC mode is used to acquire the image 
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intensity of a calibration board and the TCSPC mode for ToF, where time signal is provided by blue commercial LED array that is 
pulsed – 11.3 ns pulse wide at a repetition rate of 30 ns – with respect to a trigger signal from the SPAD camera. Both LED array and 
SPAD camera are controlled with field-programmable gate array (FPGA) modules. For PS imaging, four white commercial LEDs 
were placed 21 cm away from the object in a X shape. A mobile phone device (Samsung Galaxy 9) was mounted on a tripod as close 
as possible to the SPAD camera at a distance of 70 cm from the object with a field of view of 32 degrees. The phone captured frames 
with a resolution of 1280 x 720 at a rate of 960 frames per second (fps) for 0.2 s (see picture in Fig. 1.b)). For the illumination, we 
used an USB programmable controller board (Arduino Uno) to modulate the four LEDs at a frequency of 960 Hz. Each LED was 
modulated with an individual multiple access carrier signal at a frequency of 960 Hz, which is above visual flicker recognition and 
therefore suitable for digital lighting applications. The carriers were designed such that, analogous to orthogonal frequency division 
multiple access, no synchronization between the LEDs and the mobile phone was required [4,5]. 

The SPAD intensity image was scaled and spatially registered to match the smartphone image dimensions using a checkerboard 
calibration object in the image. Then, a range map (Fig. 1.c)) obtained with the TCSPC mode is used to isolate the sphere by selecting 
its distance range. The subsequent PS imaging process carried out on the selected area follows the method from [4]. 

III. RESULTS 

 
Fig. 2.a) ToF mask from SPAD camera superimpose on scene image, b) Surface normal components and Albedo of the sphere, c) 3D reconstruction of sphere. 

Fig. 2.a) shows the ToF mask which is superimposed on the mobile phone image. We can see both cameras are correctly calibrated 
and aligned as the ToF mask coincides with the smartphone image of the sphere. Fig. 2.b) plots the surface normal components Nx, 
Ny and Nz of the sphere and its reflectivity (albedo). Nx and Ny correctly distinguishes left, right and up, down, respectively, facing 
surfaces of the object. As we cannot see the back of the sphere, Nz is always positive with some variations due to the depth of the 
object. The error apparent in Nz is likely due to the positionning of the four LEDs as the reflectivity is higher in this area, as shown 
in the albedo image. These surface normal components are used to calculate the surface topology with a reconstruction presented in 
Fig. 2.c). The error apparent in the Nz component clearly affects the top of the sphere reconstruction. Nonetheless, the global result 
is satisfactory and produces an RMSE of 4.1 mm, which represents a normalized error of 8.5%. This error is within our previous 
results [4] though the mobile phone is located at almost twice the distance in this setup. 

IV. CONCLUSION 

Accurate calibration of a SPAD camera with a mobile phone has been demonstrated which gives the possibility to use ToF to 
improve our previous PS imaging technique. By using both ToF and PS imaging, we could simultaneously obtain depth information 
of a public area for example with a high-resolution 3D reconstruction of selected elements within the imaged scene.  
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Appendix C

News release

Optica, News releases: ”Researchers Acquire 3D Images with LED Room Lighting and

a Smartphone”, 11 January 2021 [143]
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