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Abstract 

 

Fatigue is a common symptom of weakness either physically or mentally. These 

symptoms may led to a drop in motivation, weakened sensitivity, slowing of 

responsiveness and inability to give full attention. All of these problems can cause 

adverse effects, such as accidents, especially those that require full attention as drivers of 

vehicles, and rail operators, the pilot of an aircraft or ship operators. This research 

investigates systems to detect and quantify the signs of fatigue using non-invasive facial 

analytics. 

There are four main algorithms that represent the major contribution from the 

PhD research. These algorithms encompass facial fatigue detection and quantification 

system as a whole.  Firstly, a new technique to detect the face is introduced. This face 

detection algorithm is an affiliation of colour skin segmentation technique, connected 

component of binary image usage, and learning machine algorithm. The introduced face 

detection algorithm is able to reduce the false positive detection rate by a very 

significant margin. For the facial fatigue detection and quantification, the major fatigue 

signs features are from the eye activity. A new algorithm called the , Interdependence 

and Adaptive Scale Mean Shift (IASMS) is presented. The IASMS is able to quantify 

the state of eye as well as to track non-rigid eye movement. IASMS integrates the mean 

shift tracking algorithm with an adaptive scale scheme, which is used to track the iris 

and quantify the iris size. The IASMS is associated with face detection algorithm, image 

enhanced scheme, eye open detection technique and iris detection method in the 

initialisation process.  This proposed method is able to quantify the eye activities that 

represent the blink rate and the duration of eye closure.  

The third contribution is yawning analysis algorithm.  Commonly yawning is 

detected based on a wide mouth opening. Frequently however this approach is thwarted 

by the common human reaction to hand-cover the mouth during yawning. In this 
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research, a new approach to analyse yawning which takes into account the covered 

mouth is introduced. This algorithm combines with a new technique of mouth opening 

measurements, covered mouth detection, and facial distortion (wrinkles) detection. By 

using this proposed method, yawning is still able to detect even though the mouth is 

covered. 

In order to have reliable results from the testing and evaluating of the developed 

fatigue detection algorithm, the real signs of fatigue are required. This research develops 

a recorded face activities database of the people that experience fatigue. This fatigue 

database is called as the Strathclyde Fatigue Facial (SFF). To induce the fatigue signs, 

ethically approved sleep deprivation experiments were carried out. In these experiments  

twenty participants, and four sessions were undertaken, which the participant has to 

deprive their sleep in 0, 3, 5, and 8 hours. The participants were subsequently requested 

to carry out 5 cognitive tasks that are related to the sleep loss. 

The last contribution of this research is a technique to recognise the fatigue signs. 

The existing fatigue detection system is based on single classification. However, this 

work presents a new approach for fatigue recognition which the fatigue is classified into 

levels. The levels of fatigue are justified based on the sleep deprivation stages where the 

SFF database is fully used for training, testing and evaluation of the developed fatigue 

recognition algorithm. This fatigue recognition algorithm is then integrated into a  

Fatigue Monitoring Tool (FMT) platform. This FMT has been used to test the 

participant that carried out the tasks as ship crew in shipping bridge simulator. 
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1. Introduction 

1.1 Preface  

Fatigue is synonymous with weakness symptoms that often occur either due to 

physical or mental health issues. Many people experience these symptoms either due to 

excessive physical activity or insufficient sleep. Fatigue is also a major symptom for 

those who are not healthy. Health care is a key to reducing the symptoms. This is done 

through a balanced diet, regular exercise to stay fit and sufficient rest and sleep. 

However, issues such as time constraints to exercise and high commitment to a career, 

make this symptom difficult to avoid [1, 2]. 

Fatigue effects cause a person to be in a non-normal state. Fatigue may lead to 

decreased level of concentration, slow the mental and physical reaction and may even 

cause a person to fall asleep. These effects which may lead to accidents happen easily, 

especially, to drivers of vehicles or those who work with heavy machinery. Accident 

statistics have shown that fatigue was the main factor amongst those who contributed the 

highest accident rate [3, 4]. Particularly, in industrial automotive and shipping, it is a 

major cause of accidents [5, 6]. Therefore, in order to reduce the negative impact of this 

symptom, a fatigue detection system which will be able to detect fatigue at an early 

stage and alert the user is desirable. 

In general fatigue detection systems are divided into two categories, invasive and 

non-invasive systems. Invasive fatigue detection systems it is required the user to wear 

or attach sensory devices on part of the higher body. In general, the devices of this 

category measure the particular signals from the specific part of the body such as 

Electrocardiograph (ECG), Electroencephalography (EEG) and Electrooculography 

(EOG) [7-9]. These sensors must be worn correctly to avoid errors in measuring the 

signals. This approach, however, may lead to discomfort for the user, over and above the 
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possible difficulty of wearing the device, or it may interfere with the user movement. 

For non-invasive systems, the user is not required to wear any device, with the system 

operating automatically to detect fatigue signals. In this thesis, the research conducted 

focuses on a non-invasive system where fatigue signals are detected through face 

observation using a camera technology. Thus, the overall contents in this thesis discuss 

the algorithms for detection and quantification of the fatigue signs that were developed 

using image and video processing techniques. 

  

1.2  Research Motivation 

The human face is rich in information representing human behaviour and it 

provides a visible manifestation of a person’s effective state, cognitive activity, intention 

personality and also includes spontaneous reactions due to fatigue. All this information 

can be read by detecting and measuring the reaction and movement of facial components 

such as mouth, eyes, nose, cheeks and forehead. For fatigue symptoms, the eye is the 

primary face component that represents fatigue signs. Dinges et al. [10] conducted an 

experiment to measure the alertness, as assessed by psychomotor vigilance, and found 

that the technique which measures the percentage of eyelid closure over time which 

reflects slow eyelid closures (droops rather than blinks) was valid to determine the 

alertness of drivers. This prominent technique is called PERCLOS and has been applied 

in a number of systems for detecting driver fatigue [11-14].  

PERCLOS is a good technique to detect the level of vigilance of motorists. 

However, for some applications which also require fatigue detection systems and which 

involve, for example, airplane pilots, ship operators, or operators in control rooms, the 

PERCLOS technique is too sensitive. Therefore, we propose a new technique to detect, 

measure and classify fatigue according to different levels. The proposed measure of 

fatigue is based on the hours of sleep deprivation, which denotes the fatigue level 

equivalent to a person who did not sleep a given number of hours overnight. This 

measure of fatigue is chosen because many problems caused by fatigue are due to lack 

of sleep time as occurs, for example, in the shipping and aviation industries. This is 
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mainly due to the shift work which crews in shipping lines have to do while they are out 

at sea for a long time.  

To classify fatigue according to hours of sleep deprivation, sleep deprivation data 

are needed for the development of algorithms, for testing and for evaluation. To obtain 

datasets, sleep deprivation experiments were conducted which involved 20 participants. 

Participants were sleep deprived for 0, 3, 5 and 8 hours. In each experiment participants 

were required to carry out certain cognitive tasks whilst their facial activities were 

recorded.  These facial activities recording served as the main source for this research 

for training, testing and evaluating the developed algorithms. 

 

1.3 Summary of Original Contributions 

The main research contributions of this thesis are described below: 

1. The first contribution is in the face acquisition operation, where a novel 

technique for detecting human faces is introduced. The first stage of the face 

detection algorithm is to locate the position of a face in the image before the next 

process is carried out. The introduced technique combines skin colour 

segmentation, connected components of binary image, and a machine learning 

classifier. The skin is segmented based on three colour spaces, RGB, HSV and 

YCbCr. The connected components are applied to eliminate unwanted 

segmented skin region. Lastly, the machine learning classifier is used to classify 

the remaining segmented colour skin region.  In this research the Viola Jones 

classifier [15, 16] is applied to detect the face. With the use of the proposed 

technique the false positive error is significantly reduced.  

2. The second contribution is to present a novel algorithm to quantify the eye state.  

The algorithm is able to detect and quantify the eye state in order to measure the 

activity of eye which represents any fatigue signs. The introduced novel 

algorithm is called Interdependence and Adaptive Scale Mean Shift (IASMS) 

algorithm. This algorithm applies a mean shift algorithm in combination with an 
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adaptive scale scheme in order to track non-rigid eye movement and measure the 

size of the iris in real time processing.   

3. The third contribution is a novel technique to analyses yawning. Practically 

yawning is detected based upon the size of the mouth opening. In this novel 

technique, yawning may also be detected even though the mouth may be covered 

(by the palm of the hand usually).  By using this technique the period of yawning 

can be measured.  

4. The fourth contribution is the Strathclyde Facial Fatigue (SFF) videos footage 

database. This database is developed from the sleep deprivation experiments 

which involved twenty participants. There are four experimental sessions with 

participants being sleep deprived for 0, 3, 5 and 8 hours. The sleep deprivation 

experiment is setup and conducted by the Psychology Knowledge Exchange & 

Enterprise Unit (PsyKE), University of Strathclyde, and the Glasgow Sleep 

Centre, University of Glasgow From the experiments the participants’ face 

activities are recorded whilst they carry out cognitive tasks. This database was 

used for training, testing and evaluation of the developed algorithms. 

5. The last contribution is a new novel approach for fatigue recognition. The 

existing fatigue recognition systems are based on a single classification. In this 

research the fatigue signs are classed into four levels of fatigue. These levels are 

determined based on the sleep deprivation data from the SFF database. In this 

fatigue recognition system the features are extracted from the measurement of 

the eyes’ activities using IASMS algorithm, and from yawning analysis results.  

 

1.4 Thesis Organization 

The reminder of this thesis is organised as follows: 

 

Chapter 2 gives an overview of the recent field of fatigue detection, which covers the 

application of fatigue detection in several fields such as automation, aviation and 



 

5 

shipping industries. Then, the categories of fatigue detection based on measurement 

techniques are discussed.  Lastly, the criteria of user acceptance to fatigue detection 

systems are reviewed. 

Chapter 3 discusses the facial fatigue analysis systems that contain three operations, 

face acquisition, facial fatigue features extraction, and fatigue recognition. This chapter 

reviews the existing research for each of the operations. The related techniques that are 

applied in the next chapters are explained in detail and the most relevant techniques are 

critically reviewed. 

Chapter 4 reviews the databases which are used in every stage of the facial fatigue 

system operation. This data is used for training, testing and evaluation of the developed 

algorithms. The main content of this chapter is the discussion on the novel SFF database. 

The data acquisition and experimental procedures are described, whereas, the 

experiment tasks can be referred in Appendix B.  

Chapter 5 introduces two contributions of this research, face detection algorithm and 

Interdependence and Adaptive Scale Mean Shift (IASMS) algorithm for eye state 

analysis. The experimental results from these two novel algorithms are shown.  

Chapter 6 introduces the novel algorithm to analyse yawning. There are three new 

techniques introduced in this algorithm, which involve the process to measure the mouth 

opening, covered mouth detection, and the wrinkle changes detection. The analysis 

results from the experiments using genuine yawning from the SFF database are 

discussed. 

Chapter 7 presents the novel fatigue recognition technique which classifies the fatigue 

into various levels. The techniques to extract the feature vectors from IASMS and 

yawning analysis algorithms are explained. The developed algorithms that were tested in 

Fatigue Monitoring Tool (FMT) are described. The results for evaluating the 

performance of the developed algorithm are also shown.  

Chapter 8 concludes the thesis along with suggestions for the future work. 
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2. Fatigue Detection 

2.1 Introduction 

Fatigue is a syndrome that is known as tiredness, exhaustion or lethargy, and it is 

a common health complaint. Generally, fatigue is defined as a feeling of lack of energy 

and can be caused by inadequate rest, long hours of physical or mental activity, sleep 

disturbance, excessive stress or a combination of these factors. In addition, the 

environment, place and time are also factors that can accelerate fatigue. Normally, a 

silent environment at night time can induce fatigue much easier compared to a noisy 

environment at daytime. In general, fatigue may result from several causes, which can 

be categorised into eight groups as shown in Table 2.1. Most of these causes are due to 

health conditions from which subjects may suffer. These causes may be difficult to 

manage or prevent from happening. However, some of these causes such as sleep 

deprivation, shift work and alcohol intake are manageable.  

The symptoms of fatigue can be felt as well as having annoying effects such as 

impairment of hand-eye coordination, low motivation, poor concentration, slow reflexes 

and response, feeling overwhelmed and inability to pay attention. These symptoms 

increase the risk of errors in judgment and the tendency of risk taking. Furthermore, in 

more severe fatigue cases, the symptoms may result in failure to respond to changes in 

the surroundings and to information provided and also result in forgetting information. 

These effects can be truly dangerous, particularly for drivers or other transport operators 

as well as passengers.  

This chapter gives an overview of the recent field of fatigue detection, which 

covers the application of fatigue detection in several fields such as automation, aviation 

and shipping industries. Then, the categories of fatigue detection based on measurement 

techniques are discussed. The criteria of user acceptance to fatigue detection systems are 
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subsequently reviewed, and the conclusions complete this chapter.  

 

Table 2.1  Causes of fatigue 

Categories Causes of fatigue 

Metabolic/  
Endocrine 

Anaemia; diabetes; Cushing's diseases; hypothyroidism; 
electrolyte abnormalities; kidney diseases; liver disease  

Infectious Cytomegalovirus; HIV infection; influenza (flu); malaria 
and many other infectious diseases  

Cardiac (heart) 
and Pulmonary 

(lungs) 

Congestive heart failure; coronary artery disease; valvular 
heart disease; chronic obstructive pulmonary disease 
(COPD);  asthma; arrhythmias; pneumonia  

Medications Antidepressants; anti-anxiety medications; sedative 
medications; medication and drug withdrawal; 
antihistamines; steroids; some blood pressure medications; 
some antidepressants  

Psychiatric 
(Mental Health) 

Depression; anxiety; drug abuse; alcohol abuse; eating 
disorders (for example; bulimia; anorexia); grief and 
bereavement. 

Sleep Problems Sleep apnoea; sleep deprivation, reflux 
esophagitis;  insomnia; narcolepsy; work shift work or 
work shift changes; pregnancy; extra night hours at 
"work"  

Other Cancer; rheumatology illnesses such as rheumatoid 
arthritis and systemic lupus; fibromyalgia; chronic fatigue 
syndrome; normal muscle exertion;  obesity; 
chemotherapy  and radiation therapy.  

 

 
 

 

2.2 Fatigue in Industrial Applications 

The consequences of fatigue such as decrease of vigilance, incorrect action and 

failure to respond to changes in the surroundings and information provided, may lead to 

serious injuries and, in the worst case, even death. For instance, in transportation 
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industry, an accident not only harms a driver, but also passengers and other road users  

may also be affected. The seriousness of these effects of fatigue, have resulted in the 

development of many fatigue detection systems as well as in the improvement of safety 

and management systems. Generally, the implementation of a fatigue prevention and 

detection system can be categorised into several groups of different applications, such as 

in automotive industry, aviation industry, and shipping industry. 

 

2.2.1 Automation Industry 

Significant development of fatigue monitoring and detection systems have 

emerged from  the automotive industry. This is because fatigue  contributes the largest 

number to road accidents.. According to the UK Department of Transport[17], in 2010, 

1850 people were killed, and 22,660 were seriously injured. Furthermore, fatigued 

drivers have contributed to 20% of total road accidents [3]. In USA, the administration 

of National Highway Traffic Safety estimates  that there are approximately 100,000 

crashes each year caused by fatigue and drowsiness [4]. These percentages indicate the 

seriousness of fatigue impact on safety in road traffic, hence, many systems have been 

developed for fatigue detection and prevention. 

There are several companies worldwide involved directly in the development of 

fatigue monitoring systems, particularly in ways for alerting the driver. For instance, 

Attention Technology Inc in San Diego US has introduced a Driver Fatigue Monitoring 

(DFM) system known as DD850 [18] (shown in Figure 2.1(a)) that uses  infrared camera 

technology to monitor the eyes of the driver and measuring, in real-time, the eyes’ 

position and eyelid closure. This device provides a visual gauge to represent the driver’s 

drowsiness level from moderate to severe drowsiness. Two other  companies that focus 

on eyes and face tracking are SensoMotoric Instruments GmbH [19] with their 

InSightTM system, and Smart Eye AB [13] with the latest system named Smart Eye Pro 

5.0 (shown in Figure 2.1(b)). Both systems offer non-invasive computer-vision-based 

operations which measure the head position, track the eyes and measure the behaviour of 

the eyes using a single Infra Red (IR) illumination camera to enable functionality in 
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bright lighting and also in dark conditions.  Meanwhile, faceLABTM, which is a product 

from Seeing Machine, uses two cameras to allow a stereo system that provides wide 

field of view and to enable 3D function in the future. All the aforementioned products 

monitor the driver by keeping track of the eyes’ behaviour such as eyelid openness, eye 

position, eye gaze, and blink frequency. In order to determine the fatigue alertness stage, 

most of the systems apply the prominent technique known as PERCLOS [10].  

 

  

(a) (b) 

Figure 2.1: (a) Driver Fatigue Monitoring (DFM) devices [18] and (b) Smart Eye Pro 
devices [13]. (Images are permitted to be published) 

 

Currently, several automotive manufacturers have equipped their vehicles with 

fatigue monitoring technology. For example, Volkswagen Passat [20] has a system 

known as Driver Alert System. This system detects fatigue based on driver behaviour, 

steering wheel movement and lane deviation. When the system detects erratic steering 

wheel movement, the driver will be alerted through a visual display on the dashboard 

and a warning sound. Volvo [21] also has a system, almost similar to Volkswagen, 

which alerts the driver when the car crosses one of the road markings without an obvious 

reason. In addition, Mercedes Benz, not wanting to be left behind 

in this technology,  introduced Attention Assist [22]. In this system, the driver behaviour 

is initially observed in order to create a unique driver profile in terms of speed, 

longitudinal and lateral acceleration, angle of the steering wheel, the way that the 

indicators and pedals are used. Then, the system will alert the driver when the driving 
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pattern has changed within a specific time interval. By contrast Toyota’s [23] fatigue 

monitoring system is based on analysis of the driver face and head movement with  near-

infrared technology employed to monitor the eyelids and head position of the driver. 

Through integration with the Advanced Pre-Crash Safety system pre-crash warnings are 

issued. For example, when the Advanced Pre-Crash Safety system detects an obstacle 

ahead, and at the same time the Driver Monitoring System establishes that the driver’s 

head has been turned away from the road for too long, the system automatically activates 

pre-crash warnings. 

 

2.2.2 Aviation Industry 

In the aviation industry, according to the report in [24], fatigue has contributed 

up to 10% of the aviation accidents. In order to reduce the percentage the accidents, 

action have been taken and plans have been made to ensure the crews are in the best 

possible condition whilst on duty. The International Civil Aviation Organization (ICAO) 

is a specialized agency that has set the standards and regulations necessary for safety and 

security. Regularity issues call for each aviation operator to operate a Fatigue Risk 

Management System (FRMS) [25].  FRMS is an advanced form of Safety Management 

System (SMS) [26] aiming to find a balance between safety, productivity and cost in an 

organisation. In an SMS system, the fatigue of crew members is  managed through 

prescribed limits on maximum flight and duty hours based upon historical records and 

understanding of the fatigue symptoms through the normal work and rest period 

relationships. Additionally, in the FRMS, fatigue is taken into account by relating the 

effects of sleep and circadian rhythm as an added dimension of the management fatigue 

risk.  Therefore, FRMS provides a means of allowing operators to work both safer and 

more efficiently. 

However, FMRS is simply a management system, which is designed to manage 

and prevent crews from fatigue symptoms that can have adverse effects on them. The 

system appears to be incomplete without any element of monitoring and detection which 

is able to give an alertness and warning to crew pilot, especially during duty. The  
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Institute of Aviation Medicine (AVMED), which is one of the units of the Royal 

Australian Air Force (RAAF) involved with research in safety flying,  has been working 

with Optalert Pty Ltd [27] to develop a device for a fatigue monitoring system for 

aviation environments.  Optalert Pty Ltd is one of the leading industries in the 

development of fatigue detection technology and has produced a series of upgrades in 

fatigue detection systems since the company was established in 1994.  In this 

collaborative research  [28], Optalert Pty Ltd has produced a specific device to monitor 

the pilot on duty.  Pilot behaviour is quite different compared to a vehicle driver.  The 

main focus of a driver is on the road ahead whilst pilots spend less time looking ahead 

and most of the time they observe the controller panels. Optalert Pty Ltd has produced a 

device which employs a system of Infra Red (IR) reflectance oculography that has an IR 

transmitter and receiver bar attached to a spectacle’s frame positioned below and in front 

of the eyes. The device measures the velocity of the eyelid closing and reopening during 

blink, and the duration of closure to quantify the level of fatigue. This device will alert 

the pilot when fatigue conditions have been reached. 

 

2.2.3 Shipping Industry 

Another industry that has similar considerations due to fatigue related situations 

is the shipping industry. In contrast to other two industries described in section 2.2.1 and 

2.2.2, crew members in the shipping industry need to spend a very long time in the sea, 

which makes them suffer from lack of sleep and stress problems. 

A conducted study in [29], where a sample of 79 crew and 6 patrol members  

were involved, showed that 44% of the participants worked more than 80 hours over a 

week, and 62% of them reported not getting enough sleep.  Another study conducted for 

New-Zealand inter-island ferries [30] found that 61% officer crews felt they were 

always affected by fatigue when on duty.  It was also found that 26% of the ferry 

samples were involved in a fatigue-related incident or accident in the last six months. 

Harma et al. [5] reported that as many as 40.6% of nautical officers falling sleep at 

work. Under International Maritime Organisation (IMO), a sub-committee called Flag 
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State Implementation (FSI), which deals with implementation of IMO instrument, port, 

flag and coastal state matters, have reported that 60% to 81% of all collisions and 

groundings were caused by human error factors [6].  

In the Dutch shipping sector, as  reported by Hotman et al. [6], a proper 

implementation of International Safety Management (ISM) with optimum organisation 

on board work patterns,  lengthening of the rest periods and a reduction of administrative 

tasks reduced the fatigue levels among the crew members.  Another system that has been 

implemented in shipping industry is the Watch System. This system provides the 

framework for the amount of rest individual shipping crew members can have. There a 

system measurement is introduced, a 2 shift-watch for crew working 12 hours and a 3 

shift-watch for the crew with only eight hours on duty [31]. Based on study conducted in 

[32]  a 3 shift-watch provides more rest than a 2 shift-watch. At the time of writing this 

thesis in author’s knowledge, there were no commercially available systems for 

recognising fatigue amongst crew members in the shipping industry. 

 

2.2.4 Other Industries Applications 

Apart from the three industries described above, fatigue detection system also 

can be found in mining industry. ASTiD[33] is an example system, which monitor 

fatigue among mining worker. This system uses a steering sensor, with which their 

vehicle is equipped in order to measure the driver behaviour. Additionally, this system 

also provides a monitoring system for quantifying the duration of driving. The system 

measures whether the vehicle is being driven under monotonous conditions such as in a 

highway, mine pit, and long dull roads.  

 Further, the impact of fatigue also has led some researchers to study and attempt 

to resolve fatigue-based problems in the workplace. Most  of these attempt to  enhance 

the prevention and safety system as well as provide an effective work  schedule [34]. 

The working schedule is important, especially for shift workers or those who work an 

extended duration. The statistics have shown an increasing number of accidents occur to 

workers after work in night shift and long extended work [35, 36].  
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2.3 Fatigue Detection Measurement Technique Categories 

In general fatigue detection measurement techniques can be divided into the 

following five categories:Physiological measurement, Physical activity measurement, 

Behavioural measurement, Mathematical models and Hybrid techniques (a combination 

of two or more techniques). These techniques represent how potential fatigue signs are 

extracting and how these signs are examined in order to recognise a fatigue condition. 

 

2.3.1 Physiological Measurement 

Physiological measurement is a technique which quantifies the physiological 

element such as eye activities, brain activities, and heart rate. There are three 

physiological measures which are commonly applied: eye activities, 

electroencephalogram (EEG) which represents brain electrical activities, and 

electrodermal activities, associated with galvanic skin resistance. 

 

2.3.1.1 Eye Activities 

Most of the recent sleep detection devices apply the technique of measuring eye 

activities. The eye activities include blinking behaviour, eye closure, pupil size and eye 

movement pattern. The investigation of the effect of eye activities has been carried out 

extensively since the early 90s [2, 37]. Eye closure is an eye activity which closely 

related to fatigue symptoms. Dinges et al. were introduced a reliable technique called 

PERCLOS [10], which is based on eye closure. In this technique, the person is identified 

as fatigued when, over a certain period period of time, the eyes are closed for more than 

80% of the time. This technique is used in many fatigue detection devices on the market 

nowadays.  

 In addition, there are also several systems which are based on the measurement 

of the eye blinks. Various blink characteristics such as rate and duration have been 

extensively investigated in relation to fatigue symptoms. The blink rate and blink 

duration are reported to increase proportionally with fatigue level [38, 39]. Therefore, 
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several researches focus to establish robust techniques for quantifying the behaviour of 

the eye blinks.  For instance, Senaratne et al. [40] measure the duration of eye blink by 

applying an active flow technique and  Hu et al. [7] used Electrooculography (EOG) 

signal to detect the blink and classified them  by using Support Vector Machine (SVM) 

to determine fatigue.  However, it should be noted that blinks are obviously sensitive to 

certain factors that may influence the rate of blinks such as the lighting condition. 

Hence, normally the blink rate is combined with eye closure measurement in order to 

result in more reliable detection such as products that have been commercialised by 

SensoMotoric Instrument Inc[19], Smart Eye AB [13], and Toyota Automotive [23].   

 Another element of an eye that can represent fatigue symptoms is pupil size. It is 

found that fatigue is associated with a decrease in pupil size [41], and in a study [42] 

indicated that the pupil size has a strong relation with blink rate. In order to obtain the 

precise size of the pupil, Nishiyama et al. [43] used infra-red camera to measure pupil 

size in their research on fatigue for car drivers. Because the size is very small, a high 

specification camera is required that able to detect the pupil in certain distance. Since the 

change of pupil is very small in image, the illumination changes will affect the detection 

performance. 

 Instead of monitoring just eye activities some researchers have combined the eye 

activities with yawn detection. Yawn is absolutely a representative sign of fatigue, and 

which is described by the mouth opening much larger than normal. For instance, 

Omidyeganeh et al. [44] measured the mouth openness by applying a threshold value to 

YCbCr colour space, and yawn is determined based on the height of  mouth opening. 

This technique depend only on single colour format, which lead the unstable 

performance because of illumination changes. Another approach is a utilization of a 

learning machine to train and classify the yawn, but the approach definitely requires a lot 

of yawning images. The crucial issue to be taken into consideration in developing a 

yawn detection algorithm is that the mouth is often covered by the hand during a yawn. 

There is should be a technique able to handle this situation.  
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2.3.1.2 EEG Based 

The brain normally produces tiny electrical signals when yawn is occurred this 

comes from the brain cells and nerves that send the signals to each other. The 

Electroencephalography (EEG) is utilised by recording this electrical signal activity as 

shown in Figure 2.2(a). The signals are significant in indicating the level of 

consciousness and alertness of the human brain. There are several algorithms that have 

been developed to measure the fatigue using EEGs for the all major EEG bands: delta is 

associated with slow movement of eye sleep, theta associates with inhibition of elicited 

responses, alpha associate with eye closure, and beta associates with focusing and 

alertness. Wilson and Bracewell [45] used wavelets to represent EEG in different scales, 

and applied neural networks to classify the signal of driver fatigue. Whilst, Zhou et al. 

[8] proposed a new method based on the bispectrum for feature extraction of EEG band  

and Budi et al. [9] examined the four electroencephalography (EEG) activities, (delta (δ), 

theta (θ), alpha (α) and for 52 subjects that show stable delta and theta activities over 

time, meanwhile, a slight decrease of alpha activity, and a significant decrease of beta 

activity. 

In another approach EEG is also combined with other signals to increase the 

precision of fatigue detection. G. Yang et al. [46] combined EEG with 

Electrocardiograph (ECG) (shown in Figure 2.2(b)), and fatigue is classified using a 

dynamic Bayesian network. EEG can also be integrated with Electrooculography 

(EOG), as shown in Figure 2.2(c), which measures the resting potential of the retina eye. 

D. Sommer et al. [47] applied these two types of signals to determine a level of fatigue 

using Support Vector Machine (SVM) as a classifier. For using this EEG based 

technique, it is necessary to wear a device that is not convenient and it is likely to annoy 

users. 
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(a) (b) (c) 

Figure 2.2: :(a) EEG measurement technique which the device apply on head(b) ECG 
measurement technique which device attached on body part and (c) EOG measurement 
technique which device attached on region of eyes.[45-47]. (Images are permitted to be 

published) 

 

2.3.1.3 Electrodermal Activities 

Electrodermalis, known as galvanic resistance, is a method of measuring 

electrical conductance of the skin. The electrical signal is varied based upon the 

moisture level and able to give an indication of physiological arousal, .such as fatigue 

Even though this technique is sensitive to many factors such as psychological stress, 

physical movement, and noise of humidity [48, 49], there are systems that have been 

established using this technique, such as an Engine Driver Vigilance Telemetric Control 

System (EDVTCS)[50]. 

EDVTCS is developed by company of NEUROCOM, which has been used 

within the Russian railway system. The galvanic skin resistance is designed as wristband 

as shown in Figure 2.3(a) so that it is simply to be worn by a railway operator. Another 

company uses the same measurement technique on its device, which is called 

‘SenseWear Armband’[51] (Figure 2.3(b)). However, BodyMediaInc. has developed this 

device for clinical use, purposely for scientific research and study for a patient program. 

Similar to the EEG based measurement technique, the user is required to wear a special 

device to measure the fatigue features.  
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(a) (b) 

Figure 2.3: (a) EDVTCS galvanic skin resistance sensor device (b) ‘SenseWear 
Armband device, to measure electrical conductance of the skin. [50, 51]. (Images are 

permitted to be published) 

 

2.3.2 Physical Activities Measurement 

In this technique, the physical activities movement is measured, and it is 

commonly measured by actigraphy which is a method of monitoring the circle of human 

activity and rest. Actigraphy has frequently been used in research on sleep and circadian 

rhythms especially investigate the pattern of sleep and consciousness activities [52].  In 

order to determined fatigue state, the different amounts of body movement during sleep 

and wakefulness is identified [53]. 

This technique has also been applied to UK Civil Aviation industry by using a 

device called ‘Actiwatch Alert’ [54, 55]. This device is combined with the schedule duty 

system, which is used by the crew to minimise the unplanned sleep during on-duty days. 

Another device that uses the same technique is the ‘SenseWear Armband’ [51] that 

combines with the galvanic resistance technique. However, this technique is only able to 

detect precisely a person in sleep or nap condition over a relatively long period. 

Obviously, this technique is not suitable for situations that require full attention at all 

times like driving a car. 

 

2.3.3 Behavioural Measurement 

This technique is monitoring and measuring the behaviour of the subject based 

upon of the responses to the task that is being carried out. For example, the DAS200 
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Road Alert System introduced by Ellison Research Lab [56], which is a system 

monitoring lane deviation, inter vehicle distance, centre line and hard shoulder crossing 

during driving. The system will alert the driver when the tire crosses the specified lane. 

The same technique is also applied by Volkswagen [20] and Volvo [21], whilst the 

Mercedes Benz [22] has been combined with mathematical model techniques in order to 

detect the fatigue signs of  a driver. 

This measuring technique has also been applied in the mining industry, where 

ARRB Transport Research Ltd developed a device that is able to measure mining 

operator alertness level through the reaction of the operator to a visual and audible 

stimulus throughout the whole working shift [57]. The system is capable to identify 

reductions in alertness levels and allows intervention to counter the effects of fatigue. It 

is possible for this measuring technique to reach wrong judgments particularly when 

applied to fatigue detection system for vehicles. This is because poor road conditions, 

such as road damage, can cause drivers to swerve which will affect the decision of the 

system [39]. 

 

2.3.4 Mathematical Model 

A mathematical model is developed to predict the fatigue and alert the user based 

on several factors used as inputs to the model such as a sleeping time, duration of current 

work and circadian influences. The outputs of the mathematical model formulation is a 

parameter of alertness, fatigue, sleepiness, performance measures and accident risk [58]. 

There are several models that have been developed for fatigue and alertness such as 

Fatigue Audit Interdyne (FAID)[59], Three Process Model of Alertness (TPMA) [60], 

System for Air Crew Fatigue Evaluation (SAFE) [61], and Circadian Alertness 

Simulator (CAS). 

Fletcher and Dowson [59] have developed FAID which is a model based on 

sleep history and pattern of work and rest. The model uses a database that comprises 

3500 days of wake, sleep and work, which is collected from 250 Australian shift 

workers. SAFE is a model that was developed for fatigue measurement on civil aviation 

crew members. In this model, an experiment was carried out for irregular pattern of 
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work and rest from 30 subjects in order to evaluate the output parameters of risk that 

associated with the duty schedule. In addition, there were 10,000 days of sleep alertness 

data that have been used by the CAS model. This database is collected from 

transportation workers. Essentially, using the mathematical model requires a huge 

amount of data set for training purposes. Models are also limited to the specific 

application based upon the trained data. 

 

2.3.5 Hybrid Technique 

Hybrid technique is a combination of one or more of the aforementioned 

measurement techniques. The primary aim of this combination is to obtain a more 

accurate assessment of fatigue from several fatigue related features. EEG signals were 

combined with eye activities by Rosario et al. [62], and a threshold is determined by  

prior experiment that conducted for  fatigue people. Pritchett et al. [63] used EEG with 

the movement of the body including arm and head movement to detect fatigue. 

Furthermore, St John et al. [64] and Rodriguez et al. [65] incorporated the EEG, eye 

activities and behaviour measurement in order for more accurately detecting the fatigue. 

However this approach obviously the EEG device is required to be worn.  

Behaviour measurement techniques are often implemented in automotive 

applications. For example, Tekade et al [66] have combined PERCLOS technique with 

driving information such as the lateral position, the steering wheel angle and the heading 

error. The fatigue is classified when the signs of fatigue are detected from one of the 

output measurement techniques. This approach is suitable only for monitoring the car 

driver. Furthermore, Fatigue Management International a company producing the 

Advisory System for Tired Driver (ASTiD) [33, 67], has combined the information from 

a steering wheel and a mathematical model to predict the sleepiness of the driver. The 

mathematical model is developed based on prior knowledge of the driver falling asleep 

pattern over a period of 24 hours. However, the sleep pattern of the people can be varied 

which difficult to standardize the detection system Meanwhile, the galvanic resistance 

has been applied together with user behaviour in the SenseWear product for predicting 
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the fatigue of users. The problem is the behavior or people are always different, that 

difficult to classify the fatigue signs. [51].  

 

2.4 User Acceptance for Fatigue Detection Technologies 

The development of a fatigue detection and monitoring system should consider 

several factors of user acceptance as discussed in [68-70], and a number of evaluation 

criteria of user acceptance should be taken into account for establishing fatigue detection 

systems. User acceptance can be divided into five elements: the ease of use, ease of 

learning, perceived value, advocacy, and user behaviour.  

The element of ease of use encompasses the degree to which users find a system 

understandable, usable, and intuitive in its operation and maintenance. The system 

should not be designed to contribute stress and workload to users. Ease of learning 

should assess how much knowledge is required by the user to ensure smooth operation 

of the system. Furthermore, for perceived value, an assessment must be made of the 

degree to which the user perceives a safer and more alert condition as a function of 

applying the device.  In the case of advocacy, the user considers endorsing or purchasing 

a system if a reliability indicator is proven. Considering, user behaviour, the system 

designer should anticipate possible user behaviour of user make the system robust 

against this.  

Generally, the fatigue detection systems are grouped into intrusive and non-

intrusive systems. A system is in the intrusive or invasive group when equipment used in 

the system give discomfort to the user, such as equipment that are worn and preventing 

the movement of the user. For example, EDVTCS galvanic skin resistance sensor and 

‘SenseWear Armband’ require the user wear on the wrist and arm. Similarly, techniques 

based upon EEG signal, where there is specific device need to be attached on the body in 

order to read such brain and heart signals. In contrast, a non-invasive or non-intrusive 

system is one where no annoying devices need to be worn or are attached to the user. 

The common technique for non-invasive systems is to employ video and image 

processing technology. By using this approach, a fatigue detection system operates 
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automatically without the need of any advance preparation or setup. One or more 

cameras are the only required devices to act as sensors for establishing a fatigue 

detection system as reported in [13, 19, 22, 23, 27]. 

 

2.5 Conclusion 

This chapter has reviewed fatigue detection in terms of application in industries, 

the categories of fatigue detection based upon measurement techniques and the criteria 

of user acceptance to fatigue detection systems in general. There are three main 

industries that have been considered, namely the automotive industry, the aviation 

industry, and the shipping industry. Automotive industry is the largest research and 

development effort for fatigue detection system. The aviation industry has established a 

process of fatigue prevention system aiming to ensure that crew members are in the best 

possible condition while working. The last industry, shipping, it aims to ensure the crew 

members who have inadequate rest understand their level of alertness. In author’s 

knowledge, at present there are no commercially available fatigue detection systems 

available to the shipping industry. Apart from these three industries, fatigue detection is 

also implemented in the mining industry, as well as in the workplace, the research has 

paid attention to working schedule systems, especially for those workers who work 

extended hours and night shifts. 

 In general, the development of fatigue detection systems should also take in to 

account several criteria of user acceptance. Fatigue detection systems are commonly 

grouped into invasive and non-invasive systems, which based on how the device 

facilitates the users. Recently most of the development of fatigue detection system 

focuses on non-invasive methods, which mostly apply to image and video processing 

technology which measure the signs of fatigue in ways that are most acceptable by users. 
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3. Facial Fatigue Analysis 

 

3.1 Introduction 

The previous chapter reviewed several fatigue detection categories based on 

measurement techniques. This chapter discusses the facial fatigue analysis that is 

utilized in physiological measurement techniques. The face, in general, presents rich 

information that describes the behaviour of humans, which conveys the identity, emotive 

intent and disseminates.  As discussed in Chapter 2, eyes and mouth are the facial 

components which most likely to provide the most distinctive signs of facial fatigue 

symptoms. In order to determine the level of fatigue, the facial feature component 

activities that represent the dominant signs of fatigue will be measured. The combination 

of the fatigue features of these components are classified. 

A facial fatigue analysis system mainly is comprised of several operations as 

shown in Figure 3.1. This chapter reviews the most prominent techniques, which are 

employed in every operation of these systems. Firstly, the face acquisition part is 

discussed, and several categories of face detection algorithms and facial features 

component detection algorithms are reviewed. Then, techniques to extract the facial 

fatigue features from the dominant potential signs of fatigue such as eye activities and 

yawning detection are discussed. The last operation is fatigue recognition, and several 

techniques of single cue and multi-cue fatigue features are described. Conclusion of the 

chapter is provided.  
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Figure 3.1: Facial Fatigue Analysis system that consists of three main operations 
where the input is image and the output is the fatigue level or no fatigue indication  

 

3.2 Face Acquisition system 

A face acquisition system is a crucial operation step in any facial analysis. This 

procedure is commonly performed before any specified operation for analysis of the 

localised face is carried out. During the face acquisition, there are two algorithms that 

are implemented sequentially the face detection algorithm and the facial features 

component detection algorithm. 

 

3.2.1 Face Detection Algorithm 

The task of a face detection algorithm is to locate the face in the image. The 

algorithm utilises several features that represent the face in order to precisely locate its 

position. Generally the face detection can be categorised into four methods based on 

how the facial features are represented and utilised for the face detection algorithm. 

These methods are: knowledge based method, features invariant method, template 

matching method and appearance based method [71, 72]. 

 

3.2.1.1 Knowledge Based Method 

Knowledge based methods contain sets of rules that describe the sequence of the 

process to identify the face based upon the knowledge of  the human face [71]. For 

instance, a face appears with two eyes which are symmetrically positioned, while a nose 
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location in between the eyes and the mouth and mouth size is wider than the eyes. A set 

of rules can be a combination of conditions for face detection algorithms such as the one 

implemented by Yang et al.[73]. After the possible face location is obtained, by using 

the sliding window approach scanning, the face is recovered by employing rules that 

define the characteristic of the eyes and mouth edges using the intensity of the image.   

Kotropoulos et al. [74] applied the horizontal and vertical projection to find the 

face characteristics. The eyes, mouth and eyebrows are described by the darkest facial 

components, which project the highest values in horizontal and vertical projection. This 

straightforward face detection approach is easy to develop with simple rules to describe 

the features of the face and their relationships. For the symmetry frontal face with 

uncluttered background this method works effectively. However, using this method it is 

difficult to detect the face in different poses or multiple faces - especially in complex 

backgrounds. With this method it is also difficult to translate human knowledge into 

rules precisely.  

 

3.2.1.2 Features Invariant Based Method 

In features invariant based method the eyes, nose, mouth, ears and cheeks will be 

used as references to extract the facial features. The facial features could be from edge, 

intensity, shape, texture and colour of the face[71]. For example, Sirohey et al.[75] used 

edge as a feature to segment faces from a cluttered background. They used a Canny edge 

detector and heuristics to remove and group the edges so that only one face contour is 

preserved.  Graf et al. [76] used greyscale image associated band pass filtering and 

morphological operations to enhance the regions with high intensity that indicate the 

shapes of eyes and mouth Then, by applying  a threshold value and the connected 

component of the binary image, the essential facial components are identified. These 

features are then applied to the classifier to determine the face or non-face region. 

Texture can be also used to extract the features of a face such as skin and hair. 

Augusteijn et al. [77]used this approach using second order statistical features Space 
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Gray Level Dependence (SGLD) to extract the feature vectors. Then, a neural network 

classifier was applied to train and classify every texture feature in the image. The feature 

most used and shown to be effective in face detection algorithms is skin colour. One of 

the colour spaces that can represent the human skin is YCbCr. The chrominance values 

Cb and Cr in the face region are narrowly distributed compared to the luminance value 

Y. Chai et al. [78] carried out an experiment using their dataset, and produced a range of 

chrominance values that denote the skin colour.   

Singh et al. [79] have combined YCbCr with two other colour spaces RGB and 

HSI to segment. The segmentation of skin colour region is carried out separately for 

each colour space by employing threshold values specified by undertaking previous -

experiments. Venn diagram theory has also been used to merge the segmented colour 

skin region. Since there are many colour spaces that can be used to identify skin colour 

in images Jose et al. [80] employed ten of the most commonly used colour skin 

approaches in order to find the best colour skin detection. This experiment consists of 

the detailed quantitative comparison for each colour spaces to decide which colour space 

model better aligns with skin colour. Based upon the experimental results, HSV colour 

space was found to be the colour space that best segments the skin region.  

Feature invariant based method is very easy to implement especially for skin 

colour segmentation and intensity features. Features such as edges and shapes are 

invariant to pose and orientation changes. However, there are difficulties in term of 

extracting the features because of illumination, noise and occlusion in edge, shape and 

texture features. In complex backgrounds the features of the face can resemble the 

background features especially for skin colour.  

 

3.2.1.3 Template Matching  

In template matching method, a face pattern is manually predefined or 

parameterised by an algorithm. The face pattern is defined based on face components 

such as eyes, mouth and nose [71]. Generally, the template of the face can be 
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categorised into predefined template and deformable template. Figure 3.2(a) shows an 

example of a predefined template introduced by Scasscellati et al.[81]. The face is 

searched in the image based on this template, which comprises 16 regions that represent 

distinctive face components such as eyes and mouth, and also their 23 relations are 

defined. Miao et al.[82] applied a gravity centre template to detect the face. By using 

this template the algorithm is able to detect the face in multi-face rotations, but not 

suitable for complex background of image.  

In deformable templates, the face characteristics are parametrically defined. For 

instance, Wang et al.[83] used the shape information obtained by applying a median 

filter and edge detector. The deformable template is designed by applying the elliptical 

ring as shown in Figure 3.2(b). The elliptical ring is able to represent the contour and 

almost all the edge points on the contour can be included. In addition, Edwards et al. 

[84] applied Active Shape Model (ASM) as shown in Figure 3.2(c), where is based on a 

statistical model template. By using ASM the face can be located, which the model 

estimate of the face location is based on the shape and intensity of the object. Generally, 

the template matching method is a simple algorithm and it is easy to detect the frontal 

face. But, it is inadequate for complex backgrounds and inefficient to deal with 

variations of pose, scale and shape of faces. 
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(a) (b) (c)  

Figure 3.2: (a) Face template based on 16 face component regions with 12 relations as 
indicated by arrows. (b) Deformable template based on edges with elliptical ring around 
the face . (c) Active Shape Model (ASM) based template with the manually annotated is 
required . [83, 85, 86]. (Images are permitted to be published) 

 

3.2.1.4 Appearance Based Method 

In appearance based methods the image features are trained by algorithms unlike 

the template matching methods where the images are predefined by experts. In this 

method, statistical analysis, probability theory and machine learning algorithms are 

utilised [71, 87]. These algorithms associated with feature extraction approaches, such as 

the Harr-like feature extraction, Local Binary patterns (LBP), and Gabor texture feature 

extraction, in order  to find discriminate functions for separating the hyperplanes, 

creating decision surfaces or setting the threshold function between face and non-face. 

Recently, the method’s reliability has improved, so that it is implemented both in real-

time applications and for experimental purposes [72].  

There are many machine learning algorithms that have been applied and tested in 

order to find the best classifier which is robust enough particularly for real time 

implementation. For example, Shavers et al. [88] and Roohi et al. [89] have applied 

SVM to train the face features by dividing datasets in high dimension space based on 

kernel functions. Another machine learning algorithm is Principle Component Analysis 

(PCA) that transfers face images into a small set of characteristic image features called 

Eigen faces as implemented in [90-92]. Jing et al. [93] also combined  PCA with SVM, 
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and used it to decrease the dimension of feature space for the purpose of training 

classifiers since PCA works well for analysing data in low and high dimensional 

subspace. Lastly, the SVM classifier is trained by using the face and non-face features 

represented by PCA, to verify the face candidate in the input image. 

The prominent technique for face detection algorithm was introduced by Viola 

and Jones [16], which uses cascade classifiers to increase detection performance as well 

as to reduce computation time. This approach is proved to be efficient and robust [15, 94] 

and has been used as reference for many recent face detection algorithms [72, 87]. 

Figure 3.3 describes the cascade detection for a series of classifiers which were applied 

to every sub-window of input images. Each nod or stage represents a trained classifier 

using AdaBoost [95, 96]. Each stage has different complexity and the majority of sub-

windows are rejected from the early stages until the classifiers become more complex to 

achieve low false positive rates. Viola and Jones applied Haar-like features to represent 

the face vector as shown in Figure 3.4. Haar-like features is computed by summing up 

the pixel intensities for every rectangular region, and find the difference of the values 

between them (between black and white regions). There are ten patterns rectangular that 

can be applied to produce the features vectors (Figure 3.4(a)). Figure 3.4(b) shows the 

location of Haar-like rectangular to extract features vectors from face. The details 

algorithm can be referred in Appendix A.   

 

Figure 3.3: The cascade classifier which is a series of classifiers that applied to 
every sub-window of input images. 
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Based on the Viola Jones technique, several research outcomes resulted in 

improved ways to increase the robustness of face detection algorithms. For instance, Lee 

et al. [97] applied Multi-Block Local Binary Patterns (LBP) for feature extraction 

instead of Haar-like feature. Jianxin et al. [96] made improvements on the training side 

by introducing the Forward Features Selection (FFS) algorithm and fast pre-computing 

strategy for AdaBoost that can reduce training time by approximately 50 to 100 times. 

Minh-Tri et al. [98] improved the structure of the cascade classifier by creating a 

multiple exit structure. This technique trained a multi-exit boosted classifier by 

minimizing the number of weak classifiers which are required to obtain the targeted 

detection and false acceptance rates simultaneously. Each exit is associated with a weak 

classifier and a rejection decision at every exit is made if the intermediate boosted score 

is below a targeted threshold. 

Appearance based methods utilise the capability of machine learning algorithms 

whose classification efficiency has been proved. In face detection this method is 

powerful, fast and fairly robust for real-time applications. The method demonstrates 

good empirical results and can detect the face for varying pose and orientation. However, 

this method needs a lot of positive and negative examples for training and testing. For  

instance, Viola and Jones [15] used 4916 face images and 9500 non-face images to train 

the classifier. This method also cannot escape from erroneous misclassifications, 

especially in the complex background images. 

 

  

(a) (b) 

Figure 3.4: (a) Example of Haar-like features pattern, (b) Example of  Haar-like 
features extracted from the face [15].  
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3.2.2 Facial Features Component Detection Algorithm 

A facial features component detection algorithm is a process to detect and find 

the location of the important facial components such as eyes, mouth, nose and eyebrows. 

These facial components describe the face activities which are crucial for the facial 

analysis operation. In order to accurately find every location of the components, the face 

should be located first. Then, the location of the components is obtained within the 

detected face region, which makes the algorithm not very complicated as face detection 

algorithm. Most of the developed algorithms have used eyes, mouth, and nose locations 

as reference points [76, 99, 100]. The other facial components can be located based on 

anthropometry of the face, which is calculated using the located reference components 

[101]. Generally in such cases, it is important to locate the eyes and mouth first. The 

techniques to detect these features can be categorised into; shape- based approaches, 

features based shape method and appearance based methods [71]. 

 

3.2.2.1 Shape Based Method 

In shape based models, the eyes and mouth are detected based on the interior and 

exterior shape characteristics [102]. Basically in eyes tracking applications eyes are 

detected by the iris or the pupil shape. Basically the iris or pupils appear as elliptical 

shapes, Parez et al. [103] utilised threshold of image intensities to determine the centre 

of  the pupil ellipse and edge detection is used to obtain the pupil boundaries. The 

problem of this technique is that several regions in the face may have intensities similar 

to the pupil or the iris region and the threshold values are difficult to set. In [104], 

Valenti et al. use isophote curvatures and edge orientation  to detect the eyes. Isophote is 

a contour line of points of equal intensity obtained by slicing the intensity landscape 

with horizontal planes. However this technique may misclassify regions such as 

eyebrows that have a similar contour line. 

 For mouth detection, Eveno et al. [105] detected mouth region firstly by using 

horizontal intensities projection. Then the characteristic points of the mouth lips are 
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detected using a kind of active contour algorithm called ‘jump snake’. This algorithm is 

easy to make adjustments to its parameter even when the initial point is far from the 

final edge. However, this technique is high computational for real-time application. 

Another technique that relies on the shape is the statistical shape modeling method 

introduced by Cootes et al. [106]. In this technique, the shape model is built from a set 

of shapes with corresponding landmarks. Cristinacce and Cootes [99] introduced the 

Shape Optimised Search (SOS) in order to improve the robustness and accuracy of 

detection. This shape model definitely requires a lot of image for modeling purposes. 

 

3.2.2.2 Features Shape Based Method 

In features based methods the common features such as edges, colour and texture 

are utilised to detect the facial component features [71]. For eye detection, the set of 

distinctive features around the eyes such as the edges, the border, the corner and the dark 

region of the pupil are normally used to represent eye features [107-109]. For example, 

Sirohey et al. [107] detect edges of eyes sclera with four Gabor wavelets. A nonlinear 

filter is formed to detect the left and right eye corners. The corners are used to locate the 

iris based on the edges. Another eye characteristic that can  be used as a reference point  

is the region between the eyes as implemented by Kawato et al. [109].The brightness of 

the region between  the eyes and  the darkness of the region between forehead and the 

nose bridge are used as features to determine  the location of the eyes.  

Colour is one of the feature preferred by many researchers either for eyes or 

mouth detection since it is reliable and easy to implement [80]. Researches in [100, 108, 

110] applied colour space to segment the lips colour, while, in [44, 74, 111] they 

projected horizontally and vertically the sum of colour value in order to find the location 

of the eyes and mouth. Even though the colour feature is easy to implement, there is a 

need to have algorithms that adapt to a variety of colour lips. This projection approach 

works well for symmetrical faces but not for non-symmetrical faces. 
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3.2.2.3 Appearance Shape Based Method  

In this method, facial features component images must be used with statistical 

analysis, probability theory and the machine learning algorithm for training purposes [87, 

112].  Referring to the success of the face detection technique introduced by Viola and 

Jones, a similar approach is applied to detect the facial features components as 

implemented in [100, 110, 113-116]. In addition, several others feature extractor 

techniques and classifiers have been introduced in the literature. For example, 

Vukadinovic et al. [108] detected facial feature components using a Gabor feature and 

boosted classifier. Kim et al. [117] used Speed Up Robust Features (SURF) to generate 

feature vectors for facial component features, and a two layer hierarchy of SVM is 

utilised for classification. This method can produce exceptionally good facial feature 

component detection with the detection rate is more that 95%, but a lot of images are 

required and the best features which optimise training parameters should be chosen. 

 

3.3 Facial Fatigue Feature 

As discussed in section 2.3, there are two face components activities which are 

distinctive in indicating the signs of fatigue: eyes’ activity and yawning.  From the eyes’ 

activity the fatigue characteristics are detected from the blink behaviour, eye closure, 

pupil size, and eye movement. For yawning detection, the width of the mouth opening is 

measured with a wide open mouth typically recognized as a yawning.  Moreover, other 

facial features components have also been considered by some researchers [118-120] for 

representing fatigue signs features. 

 

3.3.1 Eye Activities 

The eye activities represent the physical movement of the eye component that 

visually can be measured such as blinks and eye closure. In order to measure these eye 

activities, there are several techniques, which can be categorised in ways similar to face 



 

33 

detection and face components detection [71, 102], which are based on approaches that 

read the movement of the eye component. These categories are: template model based, 

features based, and appearance based.  

 

3.3.1.1 Template or Model Based 

The template based is an approach where the eye model needs to be designed 

first. In every image of a sequence of frames, the algorithm finds the high similarities 

ratio between the object in the image and the object that has been modeled. Wu et al. 

[121]  and Chau et al. [122] designed the template model based for the open eye as 

shown in Figure 3.5(a). In the sequence of frames the correlation between the template 

model and the frame is computed. The eye is identified as being open or closed based 

upon the score of correlation, where a low score represents the eye being closed.  This 

approach is easy to implement, but, it faces problems when dealing with multi-size of 

eye and multi-pose of face situations. 

Another technique that is categorized in this group is a statistical active 

appearance shape model approach.  In this technique, a set of manually annotated eye 

images, as shown in Figure 3.5(b), are required. These images with every annotated 

points are trained using statistical model algorithms, as applied in [123-125]. A large 

number of eye images are required for training purposes in order to ensure the algorithm 

performs robustly. With this technique, the problem of multiple-size seems to have been 

resolved, but the multi-orientation of face seems still to be limited on degree of 

orientation. Once again a lot of images for various faces and eyes shapes are required for 

training purposes. 
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(a) (b) 

Figure 3.5: (a) Example of eye open used as a template [122], (b) Example of 
manually annotated eye image [123]. (Images are permitted to be published) 

 

3.3.1.2 Features Based Template Method 

The eye has several features, such as colour, texture, and edges that can be 

utilised to represent the eye activities. For example, Liying et al. [126] used the skin 

colour in order to distinguish between eye open and eye closed situations. Morris et al. 

[127] computed the variance of the colour map in the eye region to obtain the distinctive 

features of the eye state. Meanwhile, Azim et al. [128] measured the eye activities based 

upon the pupil size. The size was determined by detecting the bright part of the eye 

using an infrared camera.  This approach of using colour features encounters the 

problem of illumination changes, which requires that algorithms must be able to deal 

with this challenge.  

Instead of colour, distinctive points of the eye  can be used to distinguish the 

eye‘s state as implemented by Jiménez-Pintoet al. [129]. They divided the face into right 

and left eye region, as shown in Figure 3.6 (a), and then by employing the Shi-Tomasi 

technique [130] the points of interest are obtained within these regions. The Shi-Tomasi 

salient points around the eye are tracked using the Lucas-Kanade algorithm. Based on 

these points, the eye pupil is localised and blink is detected from an intensity average of 

the eye pupil region.  

In addition to the distinctive points, Batista et al. [101] used the eye corners to 

measure blinks. The eye corners are detected with reference to the eyebrow location 

based upon anthropometric face models as shown in Figure 3.6(b). In anthropometric 
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face model, the main facial features; eyes, nose and mouth location are detected. From 

these locations the distance between them are obtained, and will be used for the next 

process. In this case eyes are the main target to be used, which the blink is detected by 

applying a variance projection between corners. But, once again, the illumination 

changes, and the variation of the eye shape as well as the skin colour present challenges 

in detecting and tracking the essential eye points. In addition to the above, there are also 

approaches [40, 131, 132] that apply active flow algorithms to measure the eye’s state.  

Active flow detects the changes of the eyelid in order to determine the eye open and 

closed states. By employing this approach, the speed of blink is efficiently measured.  

However, this technique is sensitive to the movement of the face.  

 

  

(a) (b) 

Figure 3.6: (a) The face is divided into interest regions in order to obtain salient 
points within the regions [130], (b) The position of the eyes, mouth, and nose based 
on anthropometric face models [101]. (Images are permitted to be published) 

 

3.3.1.3 Appearance Based Template method 

In the appearance based approach, the ingenuity of machine learning algorithms 

is fully utilised [87]. The algorithm trains the eye feature vectors extracted from the 

dataset of the eye activities in order to teach the machine learning algorithm. The eye 

features vectors are acquired from the features extractor, which can be denoted as a 

texture pattern, intensity value or edges. Subsequently, the learned machine algorithm 
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decides the status of the eye in every frame in a sequence based on the trained 

parameters. Wang et al. [133] extracted the eye’s  state features using the Gabor 

wavelet, and classified them by employing a Neural Network classifier. Furthermore, 

researches in [134-136], have applied an approach, similar to that introduced by Viola 

and Jones [15] for the face detection, which uses a cascade AdaBoost for training and 

classification, and  Haar-like features for feature extraction. The same classifier has also 

been applied by Xu et al. [137], but they use an LBP for features extraction and the 

fatigue is determined by utilizing the PERCLOS technique.  

The LBP has been proven to be a highly discriminative descriptor of the texture 

of image [138], thus, Senaratne et al. [40] have applied it to the eye’s state features, 

where the fatigue is classified by SVM. The SVM classifier has also been chosen by 

Sanyuan et al. [139], where the eye’s state features are extracted using the Histogram of 

Oriented Gradient (HOG) colour algorithm. Even though Senaratne et al. [40] have 

proved in their research that the classifier approach has better performance than the 

optical flow, but a lot of datasets of eye images are required for training purposes. 

Another challenge related to the learning machine approach is that the performance 

relies on the type of features used, which must be robust and consistent in many 

different images. The misclassification that commonly occurs during the process 

definitely degrades the performance of the algorithm. 

 

3.3.2 Yawning Detection 

Yawning is a symptom indicated visually by the mouth opening. Most 

research in yawning detection algorithms focuses on the measurement of the mouth 

opening. The algorithm must be able to differentiate between normal mouth opening and 

yawning. Similarly to the eye activities methods, the yawn detection can also be 

categorized into three approaches; features based, appearance based, and model based. 
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3.3.2.1 Features Based Yawning Method 

In the features based method, the mouth opening can be measured by applying 

several features such as colour, edges and texture, which are able to describe the 

activities of the mouth. Commonly, there are two approaches to measure the mouth 

opening, mainly by tracking the lips movement and quantify the width of the mouth.  

Since the mouth is the wider facial component, colour is one of the prominent features 

able to distinguish the mouth region.  Yao et al. [140] convert RGB color space to LaB 

colour space in order to use the ‘a’ component, which is found as acceptable for 

segmenting the lips region as shown in Figure 3.7(a). The lips represent the boundary of 

the mouth opening that is to be measured. YCbCr colour space was chosen by 

Omidyeganeh [44] for their yawning detection. They claim this colour space is able to 

indicate the mouth opening area which is the darkest colour region by setting a certain 

threshold. The yawning is detected by computing the ratio of the horizontal and vertical 

intensity projection of the mouth region. The mouth opening is detected as yawn when 

this ratio is above a set threshold. Implementation using the colour properties is easy but, 

to make the algorithm robust, several challenges must be addressed. The lips colour is 

different for everyone, and due to the different lighting conditions it is necessary to 

ensure that the threshold value is adapted to the changes.  

Edges are another mouth features are able to represent the shape of the mouth 

opening. Alioua et al. [111] extracted the edges from the differences between the lips 

regions and the darkest region of the mouth (as shown in Figure 3.7(b)). The width of 

the mouth is measured in consecutive frames, and yawn is detected when the mouth is 

continuously opening widely more a set number of times. When using the edges to 

determine yawn, the challenge is that the changes of the edges are proportional to the 

illumination changes, which make it difficult to set the parameter of an edges detector. 

In order to locate accurately the mouth boundary, the active contour algorithm can be 

used as implemented in [141]. However, the computational cost of this approach is very 

high. The mouth corners have also been employed by Xiao et al. [142] to detect yawn. 

The mouth corners can be reference points in order to track the mouth region. Yawning 
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is classified based on the change of the texture in the corner of the mouth while the 

mouth is opened widely. Moreover, as in the case implemented for measuring eye 

activities, Jiménez-Pinto et al. [129] have detected the yawn based upon the silent point 

in the mouth region (as shown in Figure 3.7(a)). These salient points are used to describe 

the motion of the lips movement, and yawn is determined by examining the motion in 

the mouth region. 

 

 

 

  
  

(a) (b) 

Figure 3.7: (a) Lip segmentation using LaB colour space to highlight lips region 
[9],  (b) Edges mouth detection method introduced in [111] to detect the boundary of 

mouth. (Images are permitted to be published) 

 

3.3.2.2 Appearance Based Yawn Method 

The appearance based method, as reviewed in the eye activity approach, the 

statistical learning machine algorithm is applied and a distinctive feature needs to be 

extracted in order to train the algorithm. Lirong et al. [143] combined Haar-like features 

and variance value in order to train and classify the lips using SVM. With the additional 

integration of a Kalman filter their algorithm is also able to track the lip region.  

Lingling et al. [144] also applied the Haar-like features to detect the mouth region. The 

yawn is classified using colour properties to measure the breadth of the mouth opening.  

Furthermore, Gabor wavelet features that represent texture was been used by 

Xiao et al. [142] for evaluating the degree of mouth opening. The texture features are 

extracted from the corners region of the mouth. The texture of the corner is different for 

mouth opening and closing. The yawn is then classified using Linear Discrimination 
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Analysis (LDA). Yang et al. [145] employed a back propagation neural network for 

yawn classification in three states: mouth closed, normal open, and wide open. The 

mouth region features are extracted based on the RGB colour properties. For this 

approach, as implemented in face detection algorithm and eye activities measurement 

technique, a huge numbers of datasets for images is required in order to obtain 

exceptional results. 

 

3.3.2.3 Model Based 

In the model based method it is necessary that the mouth or lips are modelled 

first. An Active Shape Model (ASM) for instance, requires a set of training images and, 

in every image, the important points that represent the structure of the mouth need to be 

marked. Then, the marked set of images is used for training using the statistical 

algorithm to establish the shape model as shown in Figure 3.8(a). Garcia et al. [146] and 

Anumas et al.[147] train the structure for the points of lips which are manually 

annotated (as shown in Figure 3.8(b)) using the ASM, and the yawn is measured based 

on the lips opening. Hachisuka et al. [148] employ Active Appearance Model (AAM), 

which annotates each essential facial point.  For yawning detection three points are 

defined to represent the opening of the mouth.  In this model based approach a lot of 

images required since every person has different facial structure. 

 

  

(a) (b) 

Figure 3.8: (a) A marked mouth structure for Active Shape Model (ASM)[146], (b) 
Structure points of the lips are manually annotated [147]. 
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3.3.3 Others Facial Component  

Instead of the two major facial components, namely the eye activities and the 

yawning detection, which have been widely used for quantification of signs of fatigue, 

several researches use other facial features.  Lu et al. [118] employed the whole facial 

features in order to recognize fatigue. Gabor wavelet features are also used to extract 

temporal features, which is a sequence of dynamic facial images that represent the signs 

of fatigue. Figure 3.9(a) shows the Gabor wavelet features that extracted from sequences 

of frames of yawning face. Several combinations of classifiers have been tested, such as 

Principle Component Analysis (PCA), Linear Discriminant Analysis (LDA), Hidden 

Markov Model (HMM), and AdaBoost for detecting fatigue. The AdaBoost classifier 

has produced the highest detection rates compared to the other classifiers. By using the 

same approach, Yang et al. [120] employed the Regional Local Binary Pattern (RLBP) 

to extract facial fatigue features, also using SVM as classifier.  

In addition, the whole facial features have been used to measure fatigue by 

using The Facial Action Coding System (FACS). FAC is a prominent approach for 

facial expression recognition as outlined by Vural et al. [119]. FACS is widely used in 

facial expressions and has been adopted by Ekman and Friesen [149] to extract features 

of face. FACS has 46 Action Unit (AU) components that describe the facial muscles (as 

shown in Figure 3.9(b)). In Vuralet al. [119] 45 AU are used, and an Adaboost classifier 

is applied to detect fatigue. Another noticeable sign of fatigue is a head nod. Usually this 

action can be detected through a head movement recognition process. However, by 

monitoring the movement of facial feature components, the nodding can be predicted as 

implemented in [12]. Xie et al. identify the centroid point of the face based on a 

structure of facial components, and analyse the movement of this point to determine 

nodding.  
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(a) (b) 

Figure 3.9: (a) Dynamic facial images with Gabor wavelet features from sequences of 
frame for recognising fatigue [118], (b) Example of facial action decomposition from 
the Facial Action Coding System [119]. (Images are permitted to be published) 

 

3.4 Facial Fatigue Recognition 

Facial fatigue recognition is the last operation to be carried out in the facial 

fatigue detection system after completion of the face acquisition and of the facial fatigue 

features extraction operations. In this operation, the fatigue to be determined is based 

upon the selected features extracted from the face by using a specific technique. In 

general, the facial fatigue recognition can be grouped into a single cue recognition and 

multi-cue recognition. In the single cue recognition, only one indicator from the face is 

used for recognition process, and vice versa for multi-cue recognition.  

 

3.4.1 Single Cue Recognition 

Single cue recognition is mostly implemented for the eye activities features.  

The most prominent method that effectively detects fatigue from eye activities features 

is the PERCLOS (proportion/percentage of time in a minute that the eye is 80% closed)  

technique used in [12, 13, 18, 40, 62, 124, 126, 150]. PERCLOS, introduced by Dinges 

and Grace [10], measures the period of eye closure. The eye activity is classified as 

fatigue when 80% of a certain time period the eyes are closed. Figure 3.10 shows the 



 

42 

principle of the PERCLOS curve over a certain period. PERCLOS is computed as 

follows: 

� =
�� − ��

�� − ��
× 100% (3.1) 

 
where f is normalized value of PERCLOS, t1  is time requires for the eye to be 20% 

closed, while, t2 is the time requires  the eyes are  to be 20% completely closed. t3 and t4 

are the times requires eye open to eye to be 20% opened(after being closed) and to be 

80% opened (after being closed), respectively. For normal blink, it take time in between  

200 to 400 milliseconds (t4+t1).  The t1 is in range 10 to 40 millisecond, t2 in the range 

50 to 150 milliseconds and in the range 100 to 300 milliseconds. For the fatigue 

condition the time of eye closure is more than 700 milliseconds. The t1 is less than 20 

milliseconds. and t2 is less than 100 milliseconds [8, 36, 37, 38]. The fatigue is detected 

when the computed f is 0.8 and more. This technique is reliable and successfully used in 

monitoring drivers whose full attention is required while driving. 

The approach undertaken by Lu et al [118] and Yang et al[120]employed the 

whole face structure to examine signs of  fatigue. The features of fatigue are extracted 

from the texture description of the whole face as shown in Figure 3.9(a). Then, a 

statistical learning machine classifier is used to detect the fatigue from the overall facial 

reactions. This approach definitely requires a huge number of face images, and it is 

difficult to classify fatigue signs from the tiny changes such as eye closure that 

implemented in the PERCLOS technique. 
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Figure 3.10: Principle of PERCLOS curve over a certain period. In normal condition t1 
is in range 10 to 40 millisecond, t2 in the range 50 to 150 milliseconds, in the range 100 
to 300 milliseconds. For fatigue condition, t1+t2 is more than 700 milliseconds, whilst, 
t1 and t2 less than 20 and 100 milliseconds respectively.  [8, 36, 37, 38]. 

 

3.4.2 Multiple Cues 

The combination of several facial features is an effective approach in order to 

obtain a more accurate assessment of fatigue signs. As discussed in section 3.3, there are 

two dominant features that successfully represent signs of fatigue: eye activities and 

yawning. Nevertheless, there are also others facial component features that can be 

applied as reported in [119, 151]. In a common operation, the fatigue recognition 

algorithm measures each of these facial fatigue features separately. Then all the features 

are combined for classification by using a state-of-art learning machine algorithm. 

Two fatigue facial features that are often implemented in combination are the 

reliable eye activities measurement PERCLOS and the yawning [101, 129, 152]. In 

addition, Garcia et al. [146] have added another feature of eye activities called Average 

Eye Closure Speed (AECS), and combined it with PERCLOS and yawning to recognize 

fatigue. AECS is a technique which measures the average time of the eye closure speed, 

which is the time between the eye being fully open and eye being fully closed. The study 

carried in [153] shows that the AECS has a significant variation between persons in tired 

and normal state. The PERCLOS and AECS techniques are central to these fatigue 
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detection systems which emphasize lapse of concentration by the driver of the vehicle. 

There are also other features of eye activities which have been applied and integrated 

with yawn detection such as the one shown by Azim et al. [128]. They alternatively 

detected eye closure and half eye open separately. Subsequently these eye features are 

combined with yawning detection results and applied a SVM classifier to detect fatigue. 

Besides the two essential components of facial fatigue features, the essential 

facial muscle features can also be utilised as implemented in facial expression 

recognition algorithms. FACS is one of the techniques for measuring the facial muscle 

movement. It possesses 46 action units and 45 of them have been selected  initially by 

Vural et al. [119] for pre-fatigue detection experiments. Based on these experiments, 

only the 16 facial actions are selected as indicative for high prediction rates of fatigue 

signs. These 16 facial actions are then used for training and classification using 

Multinomial Ridge Regression (MRR). In research carried out by Qiang et al. [151] 21 

features were used in their fatigue monitoring system.  However, only five features are 

from the face, namely PERCLOS, AECS, eye gaze features, and yawn. Due the large 

number of fatigue features, Qiang et al. have used a Bayesian Network (BN) model to 

cope with the complexity of input features for determining fatigue symptoms. The 

technique that uses a lot of component of facial features is helpful for fatigue 

classification, but at the same time, it is very sensitive to common spontaneous reactions 

produced by the face. 

 

3.5 Conclusion 

This chapter provided a review of facial fatigue analysis which has three main 

components of operation. Firstly the face acquisition system is discussed which is 

divided into the face detection algorithm and the facial component detection algorithm. 

In the face detection algorithm four methods are reviewed, knowledge based, features 

based, template based and appearance based methods. Likewise, for the facial 

component detection, the shape based, features based, and appearance based methods 

were discussed. From these methods, the appearance based method, which employs 
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statistical and machine learning algorithms, is the most reliable and it is preferred by 

researchers.  

After the face is detected and the components are located, the next operation is to 

extract the features from the facial component features that most prominently indicate 

the signs of fatigue, as discussed in Chapter 2. There are two components which are 

dominant in representing the signs of fatigue the eyes activities and the yawn detection. 

Similarly to the face acquisition operation, the measurement techniques for the activity 

are categorized into model based, features based and appearance based methods. In 

yawning detection algorithms, all the techniques applied are based on the degree of 

mouth opening. However there is no technique that can take into account yawn when the 

mouth is covered while yawning (a very common human gesture). Therefore, there is a 

technique should be developed to cope with this deficiency.  

The last operation in a facial fatigue analysis system is the fatigue recognition 

algorithm. In general fatigue is detected based on single cue or multi-cue utilisation. In 

single cue fatigue recognition, the PERCLOS is the technique that has been mostly used. 

In multi-cue recognition, eye activities cues are commonly combined with yawning 

detection. Besides these two dominant fatigue features, there are also other facial 

features components that researchers have applied to measure the signs of fatigue. 
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4. Image Databases 

4.1 Introduction 

Databases of images and videos are required for training, testing and evaluating 

the performance of the developed algorithms. As discussed in chapter 3, the fatigue 

facial analysis system is divided into three sequential operations, and each of the 

operation uses the database repository. Firstly, for the face acquisition operations, 

several databases of face images are used in order to examine the performance of the 

new developed face detection algorithm. The next operation is a facial features 

extraction operation, which is a novel algorithm to measure the eye activities introduced.  

There are two categories of databases used here, the database of iris images and video 

footage from the eye blinks database. The iris images database is utilised for testing the 

developed iris localisation algorithm, while, the blink videos footage database is used for 

assessing the performance of the eye activity measurement algorithm. 

One of the main contributions of this PhD research work is a development of 

facial fatigue video footage database. This database is named as Strathclyde Facial 

Fatigue (SFF) database. This database is developed which involved the Centre for 

excellence in Signal and Image Processing (CeSIP), University of Strathclyde, the 

Psychology Knowledge Exchange & Enterprise Unit (PsyKE), University of Strathclyde, 

and the Glasgow Sleep Centre, University of Glasgow. The SFF database contains 

results from a series of experiments that involved sleep deprived participants.  This 

database has been fully used in the development of the fatigue recognition operation as 

well as in evaluating the facial features extraction operation. This chapter discusses the 

database with regards to the technical aspect and evaluation format of the database. For 

the novel facial fatigue video footage SFF database, the technical aspect of experiments 

is described and experimental tasks that were carried out are discussed. 
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4.2 Database for Face Acquisition 

In face acquisition operations,  face images databases are important, not only for 

testing and evaluating the developed algorithms, but also for using it for training 

purposes as, for example,  implemented in [15, 16, 88-94].  For instance, Viola and 

Jones have used 5000 faces for their cascade classifier training [15, 94], with the face 

images cropped and scaled to 24 by 24 pixels as shown in Figure 4.1. Lee et al.  [97] 

utilised 40,000 face images that are scaled to 19 by 19 pixels for training their face 

detector.  

 

 

Figure 4.1  Example of face images used for training the features of face [15, 154]. 
(Images are permitted to be published) 
 
 

There are several face image databases publicly available to use and these 

databases have been utilised by many researches - a brief description of some of the 

databases as shown in Table 4.1. The databases number (1) to (4) in Table 4.1 are among 

the most popular and they are used for the training of learning machine algorithms. 

Database (6) is utilised for testing the developed face detection algorithm in [71, 72]. 

More face image databases can be found in [155]. Figure 4.2 shows some of the images 

that contain faces that are used for testing. 
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Table 4.1 Some of the prominent face image databases 

 Database Name Features Conditions 

1 AR Face Database 
[156] 

- Colour images 
- Size: 576 x 768 
- 3288 images 

All frontal views of neutral 
expression 

2 CMU Pose, 
Illumination, and 
Expression (PIE) 
Database [157] 

- Colour images 
- Size: 640 x 486 
- 41,368 images 

Variety of poses, 
illumination and 
expression   

3 MIT Database [158] - Greyscale images 
- Size: 120 x 128 
- 433 images 

Three different scale, 
lighting, and head tilt. 

4 The Facial Recognition 
Technology (FERET) 
database [159] 

- Colour images 
- Size: 256 x 384 
- 14,051 images 

Deference of poses, 
illumination, expression 
and time   

5 CAS-PEAL Database 
[160] 

- Colour images 
- Size: 360 x 480 
- 30,900 images 

Diversity of lighting, 
poses, distance, 
background, time and 
expression. 

6 Combined MIT/CMU 
Test Set [161, 162] 

- Greyscale/colour  
- Multi-size 
- 180 images 

Multi sizes, pose, and 
distance. 

 

 

 

Figure 4.2  Example of face images used for evaluating the performance of face 
detection algorithm [159-162]. (Images are permitted to be published) 
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4.3 Database for Eye Activities Measurement 

In operations of fatigue features extraction the eye activity is one of the facial 

fatigue features to be measured. This thesis introduces a novel algorithm to measure the 

eye activity which is specifically discussed in the next chapter. The developed algorithm 

tracks and measures the iris size in order to quantify the state of the eye. Therefore in 

this algorithm, two types of databases are used; iris images databases and video footage 

of eye blinks database. The eye activity measurement algorithm is included in the 

operation of fatigue features extraction. 

 

4.3.1 Iris Images Database  

The iris image database is used for testing and evaluating the developed iris 

recognition system for biometric identification application. This is due to the fact that 

the structure of iris can represent a unique identity of a person. One of the prominent 

methods of iris recognition is introduced by Daugman [163, 164].  In iris recognition 

systems, the iris needs first to be located, and Daugman introduced an Integrodifferential 

operator in order to precisely detect the iris boundary. The iris region is extracted then 

and the structure of the iris pattern is encoded using the mathematical and statistical 

algorithms that represent the identification of the person. 

 In the developed eye measurement activity algorithms, which is discussed in next 

chapter, the iris databases are used only for testing the developed iris localisation 

algorithm. This is in order to ensure that the developed algorithm is able to work 

robustly. There are several iris databases which are publicly available as tabulated in 

Table 4.2. These databases contain a variety of features and image qualities as well as 

sizes and poses of irises, which are mostly applied to iris recognition research [165, 166]. 

Figure 4.3 shows same examples of iris images from various of databases. 
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Table 4.2 The iris databases  

 Database Name Numbers Conditions/Features 

1 CASIA 1,2,3 &43 
[167] 

- CASIA1: 756 iris images 
- CASIA2: 2,400 iris images 
- CASIA3: 22,034 iris images 
- CASIA4: 54,601 iris images 

Variation of 
illumination condition 
for indoor and outdoor,  
and distance images. 
There are NIR images. 

2 UBIRIS.v1&v2[165] - UBIRIS.v1: 1,877 iris images 
- UBIRIS.v2: 11,102 iris 

images  

Images captures in 
variable wavelength 

3 MMU1&2 [168] - MMU1: 450 iris images 
- MMU2: 995 iris images 

Subject in variety of 
ages and nationality 

4 ICE2005&2006  - ICE2005: 2953 iris images 
- ICE2006: 60,000 iris images 

Broader range of quality 

5 U of Bath [169] - 16,000 iris images High quality images 
 

 

 

Figure 4.3  Example of iris images using for evaluating the performance of iris 
localisation algorithm [168-170]. (Images are permitted to be published) 
 

4.3.2 Database for Blink Detection  

In developing algorithms for measurement of eye activity, the detection of eye blink 

is very important as well as the capability to quantify the period of a blink. Therefore in 

this research, the Zhejiang University (ZJU) eye blink database [135] is used for 

evaluating the developed algorithm performance. The ZJU eye blink database contains 

80 video clips and the numbers of blinks in the clips vary between one to six blinks in 

each case. There are a total of 255 blinks in this database.  The video clips are recorded 

using a generic Pro5000 Logitech web camera where the frame size is 320 x 240 in 

30fps. This database has also been used by researches in [131, 135, 171] for assessing 
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their developed algorithm performance. For further analysis, testing, and evaluating our 

developed algorithm, the Strathclyde Facial Fatigue Database that will be discussed in 

next section has been used. Figure 4.4 shows some examples of video images from the 

ZJU database.  

 

 

Figure 4.4  Example video images of ZJU database that uses for evaluating performance 
of IASMS algorithm [135]. (Images are permitted to be published) 
 

4.4 Strathclyde Facial Fatigue (SFF) Database 

The Strathclyde Facial Fatigue database was developed in order to obtain 

genuine facial signs of fatigue. To author’s knowledge there is currently no publicly 

available specific database of fatigue signs that can be used as reference. Therefore, our 

aim was to establish the facial fatigue database that can be utilised by any researcher. 

Most of the fatigue related researchers have used their own datasets for assessing their 

developed system. For example, Vural et al. [119] developed their fatigue database by 

playing a simulation video of driving.  The participants had to drive over three hours and 

their faces were recorded during that time. Fan et. al. [172] recruited forty participants 

and recorded their faces for several hours in order to obtain the signs of fatigue from 

their faces.  

Some of the researchers only test their algorithms based on video footage of 

persons who pretend to experience fatigue symptoms. For example, researchers in [44, 

111, 141] detected yawn based on the width of the mouth opening and the algorithm was 

not tested on subject experiencing natural yawning. Hence, the SFF database provides 

genuine medium of facial fatigue signs from sleep deprivation experiments that involve 

twenty participants.  As discussed in Chapter 2, sleep deprivation is one of the main 
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factors that contribute to fatigue symptoms and have significant importance to 

applications in the aviation, and shipping industries where crews suffer fatigue due to 

sleep loss and jetlag problems.  Details of contribution and characteristics of the SFF are 

given in Appendix B 

This SFF database consists of twenty participants with four experimental 

sessions and five tasks per session.  The summary of the SFF video footage database is 

described in Table 4.3. Figure 4.5 shows examples of images from the video footage of 

the SFF database. The carried out tasks of sleep deprivation experiment are discussed in 

Appendix B. 

 

Table 4.3   SFF database. 

Participant Session 
Experiment 

Tasks 
Database Format 

- 20 participants. 
- 10 male & 
female. 

- Age: 20 to 40 
years. 
 

 

- 4 session of 
experiment for 
each participant. 

- 0, 3, 5 and hour 
sleep deprivation 

- 5 cognitive task 
for each session 
(face activities 
video recorded): 
1. SART [187]. 
2. PVT [188]. 
3. Emotional 

face photo 
discrete 
categorisation 
task [188]. 

4. Dynamic 
video social 
gesture 
dimensional 
categorisation 
task. 

5. Boredom task 
 

Every participant: 
- 5 video footages 

each session. 
- Total video 

footages are 20. 
- The duration 

video footage 
depends on the 
period task 
carried out. 
 

Total video 
footages in this 
database ( 20X20) 
are  80 videos.  
 

Video footage: 
- avi format. 
- Xvid widescreen 

size 
- 25 frames per 

second. 
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Figure 4.5 Example images from video footage SFF (Images are permitted to be 

published) 
 
 

4.5 Conclusion 

This chapter presented and discussed the database of images and videos which 

are used in this research work for training, testing and evaluation of the developed 

algorithms. There are three operations in this facial fatigue detection system that uses the 

databases: face acquisition, eye activity measurement, and fatigue recognition. In the 

face acquisition operation, the face images databases are used to assess the performance 

of the developed face detection algorithm. For the iris localisation operation, iris images 

are used for testing the proposed algorithm. In fatigue recognition, a new video fatigue 

facial database that named as Strathclyde Facial Fatigue (SFF) is used. This database 

was developed through collaborative work between our research group CeSIP, PsyKE, 

and the Glasgow Sleep Centre. 

 This database is generated from the sleep deprivation experiments which 

involved twenty participants who, in four different sessions, were required to be sleep 

deprived for 0, 3, 5 and 8 hours.  For each experimental session, participants were 

required to carry out five cognitive tasks that have sensitivity links to sleep loss. This 

database will be employed for training, testing and evaluation eye activity measurements, 
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yawning analysis and fatigue recognition algorithms the details of which are discussed 

in chapters 5, 6 and 7 respectively.   
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5. Face Acquisition and Eyes 

Activities Measurement 

 

5.1 Introduction 

As discussed in Chapter 2 and 3, eye activities represents a prominent feature in 

indicating the signs of fatigue. This chapter discusses the developed techniques and 

algorithms to measure eyes’ activities. The general block diagram of the developed eyes’ 

activities measurement system is shown in Figure 5.1. This system consists of four 

algorithms which operate sequentially. The two initial algorithms are concerned with 

face acquisition operations; face detection and facial component detection which are 

discussed in section 5.2. The face detection localises the region of the face and then the 

facial component detection locates the eyes and the mouth regions.  In section 5.3 the 

next algorithm, iris localisation is discussed.  The last algorithm, Interdependence and 

Adaptive Scale Means Shift (IASMS), measures the size of the iris as well as tracking 

the non-rigid iris movement in order to quantify the eye’s activity. In this chapter two 

novel development are introduced, the face detection algorithm and the IASMS 

algorithm.  
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Figure 5.1  General Block diagram of eye activity measurement system which consists 
of face acquisition operation, iris localization operation and IASMS algorithm. The input 
of the system is image and the out is  eye state 
 

5.2 Face Acquisition 

In face acquisition operation there are two algorithms that operate sequentially, 

face detection and facial component detection. The face region is firstly detected, and 

then the detected region is used for facial component extraction. The complexity of the 

facial component detection is less in compared to the face detection algorithm since 

searching region is already defined. There are only two facial components to be detected 

in this algorithm, eyes and mouth, this will be used to extract the signs of fatigue in this 

research work. 

 

5.2.1 Face Detection 

A new approach in face detection algorithm is introduced in this thesis. This 

algorithm applies a combination of colour skin segmentation, connected component of 

binary image, and a machine learning algorithm. Figure 5.2 shows the process flow of 

the algorithm where the colour segmentation is first implemented. Then, the connected 

components of the segmented colour skin region are used in order to form the bounding 
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rectangle. The size and shape of the bounding rectangle is then examined so as to select 

the rectangles most likely to contain a face.  In the last process, each region of interest is 

examined to determine whether it contains a face or not by employing a learning 

machine algorithm. 

 

5.2.1.1 Colour Skin Segmentation 

As discussed in section 3.2.1.2, colour skin among the prominent features has 

been used to detect the face. Skin colour segmentation is a fast processing and highly 

robust to geometric variations of head pose and orientation of face[80]. In complex 

background scenes for example, a face detection algorithm needs to be more complex. 

However, using the skin segmentation the complexity can be reduced by eliminating the 

non-skin region during the initial process. In this algorithm three colour spaces are 

employed and the skin colour is detected based on classifying each pixel independently.  

 

 

Figure 5.2 The flow of face detection algorithm with four sequential operations 
 

These three colour spaces are widely used in skin detection research [80]. RGB is a 

basic colour space and the one that has mostly been applied in skin detection research, 

however it is not very robust to changes in lighting conditions. Therefore Kovac et al. 

[173] used gray world method as an adaptation technique in order to correct the images 

before applying skin detection. Another colour component which has given acceptable 

results is chrominance component [80] [174]. This component is computed by 



 

58 

subtracting the luminance component from B and R values of YCbCr color space. In 

order to adapt to the changing of lighting Yu-Ting et al [174] have modulated the range 

of YCbCr skin colour distribution. The last space colour used in this algorithm is HSV 

which represents colour in terms of colour-depth, colour-purity and colour brightness. It 

has rapidly gained ground in recent years and it has shown acceptable results as 

commented by Gonzalez et al  [80] [175]. This combination colour space with 

adaptation technique is used for obtaining the best result to overcome sensitivity of 

image to illumination changes, ethnicity colour skin and the different cameras 

characteristics. The rule of skin colour segmentation of this algorithm is as in (5.1)  
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where r, g, and b represent the red, green and blue colour component respectively. Cb 

and Cr are the blue-difference and red-difference chroma components, and hue is 

another component from HSV (Hue/Saturation/Value) colour format. 

 

5.2.1.2 Rectangle Bounding Formation 

Result of the skin colour segmentation is a binary image as shown in Figure 5.3 

that represents the skin and non-skin region. This binary image consists the connected 

components that uniquely labeled based on the region to which the pixels have same 

value are connected together. From the connected components the skin region bounding 

rectangle is formed. The regions which are not bounded by a rectangle are eliminated 

from the next process in the algorithm.  
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(a) (b) 

Figure 5.3: Segmented skin colour region process result. (a) The input image,(b) the 
segmented region of skin detection. (Images are permitted to be published) 

 

A bounding rectangle is formed based on eight extremal points; topmost left, topmost 

right, rightmost top, rightmost bottom, bottommost right, bottommost left, leftmost 

bottom and leftmost top as shown in Figure 5.4. For bounding rectangle formation there 

are four important points that must be defined. These are the maximum points (ymax,xmax) 

and minimum points (ymin,xmin) and are obtained according to the following rules: 
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Figure 5.4:  Eight extremal points in segmented region of binary image 
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5.2.1.3 Bounding Rectangle Specification 

The results of all skin colour regions upon colour segmentation are bounded by 

rectangle ( )yxB , as shown in Figure 5.5(a). However there are some small regions 

which are segmented as skin colour regions but, obviously, cannot be presented as face 

regions. These are noise regions which need to be discarded. The following is an 

acceptable bounding rectangle ( )yxB , between the small region of pixels sm  and large 

region of pixels bg : 

( )
( )



 <≤

=
otherwisediscarded

bgyxBsmifretained
yxB

''

,''
,  (5.3) 

 
The value of sm is defined based on the minimum pixel that can represent a 

face. For instance, Viola et al [15] used a size 24x24 face image for extracting the Haar-

like features to train the cascade classifier. In this algorithm, since the Viola Jane 

technique is applied in this work, the sm value is 24.  The value of bg represents the 

largest possible size of a bounding rectangle, and it is always the smallest value of either 

the height or width of the image. 

 

  

(a) (b) 

Figure 5.5: (a) segmentation skin colour results are bounded by rectangle B(x,y). (b) 
Output of bounding rectangle specification process. 
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Another aspect that needs to be checked on a bounding rectangle is its shape. The 

shape defines whether the rectangle bounds a face or a non-face object and it is 

measured by the ratio of width to height of the rectangle defined as follows: 

27.183.0 ≤≤
height

width
 (5.4) 

 

The ratio range is obtained from experimentation based on 98 images that contain 561 

faces. Figure 5.6 shows examples of these images after skin colour segmentation and 

bounding rectangle formation processes were applied on them. In these images, the 

rectangles bound all the regions that were segmented as skin regions. However in this 

experiment, only the rectangles bounding ratio of face were measured. From the 

accumulated measurement values, the ratio range was concluded as shown in equation 

(5.4). 

 

 

Figure 5.6  Example images that show the skin region bounding rectangles. (Images are 

permitted to be published) 
 

 

5.2.1.4 Bounding Rectangle Classification 

The final process is the bounding rectangle classification, where a classifier is 

used to evaluate whether the remaining rectangular boxes (as shown in Figure 5.7(b)) 
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contain a face or not. In this research the Viola Jones [15] classifier  is employed which 

fairly reliable and can opetrate in real-time [72]. This classifier, as discussed in section 

3.2.1.4, applies the AdaBoost learning algorithms to train the cascade classifier. This 

technique extracts the features vectors, using a Haar-like features technique, from 

integral images [15].  

 

  

(a) (b) 

Figure 5.7: (a) The remain bounding rectangles after bounding rectangle specification 
operation, (b) the result of classification upon bounding rectangle which only faces 
detected. 

 

5.2.2 Facial Component Detection 

When the face is localised, the detected face region is further processed to find 

two important facial components which are: eyes and mouth. In this research the Viola-

Jones technique [15] is used for eyes and mouth detection in the bounding rectangle 

classification as indicated in the previous section. Based on the technique discussed in 

section 3.2.1.4 and detailed in Appendix A, the images of the eyes and mouth are 

required for training purposes. In our algorithm the trained Viola Jones classification 

model of MATLAB R2012 is used. For eyes detection, the right and left eyes model is 

used with size of images of 12x18 pixels for training the classifier.  For mouth detection, 

the model uses the size 15x25 pixels mouth images for training the classifier. The eyes 

and mouth images use Haar-like features and trained based on the Viola Jones technique 

as implemented in [136]. Figure 5.8 shows the region of the face, eyes and mouth 

detected using the Viola Jones technique. 
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Figure 5.8  Face, eyes and mouth detected region. . (Images are permitted to be 

published) 
 

5.3 Iris Localisation 

In this research, the state of the eyes is determined based on the measurement of 

the iris size. Before the iris detection algorithm is carried out, the eyes are examined 

whether are closed or open. This stage is important to ensure the eyes are open initially 

to obtain the actual size of the iris. A new technique is introduced to determine the status 

of the eyes. This is based on an adaptive threshold value and a connected component 

binary image. Firstly, the input image is enhanced by transforming the histogram of the 

image to spread the level of colour values evenly but without changing the shape of the 

input histogram. A new histogram of image g’(x,y) is computed as follows [176]: 

 

minmin
minmax

minmax ]),([),( lGGlyxg
lGlG

lGlG
yxg ′+−

′−′

′−′
=′  (5.5) 

 

where g(x,y) is the original histogram of image. This linear transform illustrated in 

Figure 5.9 stretches the histogram of the input image into the desired output intensity 

level of the histogram between minlG ′ and maxlG ′ , where minGl and maxGl are the minimum 

and maximum input image intensities respectively. From this enhanced histogram, the 

cumulative histogram iH  is calculated (5.6) which generates the total number of index 

pixels in the histogram bins between 0 and 255 Figure 5.10(b)).  
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Figure 5.9  A linear transform that remaps intensity level minimum minGl and intensity 
level maximum maxGl of input image into a new intensity level between 
(minimum) and. (maximum). 
 

 

(a) (b) 

Figure 5.10: (a) Enhanced image histogram after linear transformation is 
implemented. (b) Cumulative histogram of the enhanced image as computed using 
equation (5.6). 
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The specific region that is extracted from the profile projection contains the eye 

and the eyebrow. The darkest area in this region represents the iris, the eyebrow and, 

also, the eyelashes. It has been experimentally observed that, on average, the darkest 

area constitutes approximately 10% of the entire obtained region of interest. Based on 

this percentage, the darkest area in the histogram is situated between 0 and X intensity 

levels. The intensity value X can thus be obtained by determining the area of the first 

10% of the total number of pixels, contained in the enhanced cumulative histogram 

image (Figure 5.10(b)) and reading the corresponding intensity value from the x-axis.   

 
2550 << X  (5.7) 

 
Then, the adaptive threshold value aT  is calculated as follows: 

 

               
minmax

min

PP

PX
Ta

−

−
=  (5.8) 

 

where maxP and minP are the maximum and minimum pixel value respectively. 

The input eye region is then converted to a binary image using an adaptive 

threshold as shown in Figure 5.11(a) and (b). The connected components of the binary 

image are utilized to form a bounding box in the region of the interest as shown in 

Figure 5.11(c). The characteristic of the region of interest in this bounding box is 

examined in terms of the aspect ratio of the bounding box and the area of region of 

interest within it. Firstly, the aspect ratio of the bounding box shape sr of height ( hbb ) 

and width ( wbb ) is calculated (5.9). The experimental results have indicated that if this 

ratio is less than 0.4 the eye can be classified as closed. Otherwise the region of interest 

in the bounding box needs to be examined further. 
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 (a) (b) (c)   

Figure 5.11: (a) Three state of the eye: eye fully opened, half closed, and fully closed. (b) 
Binary image when applied adaptive threshold on eye region. (c) Bounding box formed 
on segmented region for examining the darkest region. 

 

Subsequently, the difference between eye open and closed is examined based on 

the area of the region of interest within the bounding box. A high percentage in the value 

of the region of interest, relative to the size of the bounding box, indicates that the eye is 

open, otherwise the eye is closed. Based on the experiments carried out if the area of 

region of interest is less than 70% of the bounding box area the eye is classified as 

closed. 

Tracking the irises and quantifying their area are important tasks in the next 

algorithm. To ensure an accurate location of the irises and the best possible performance 

for the IASMS process a Daugman’s iris localisation method [163, 164] is utilised. 

Daugman [163] introduced an Integro-Differential Operator to detect the boundary of 

the iris and the pupil. This technique performs circular edge detection by convolving the 

image with a Gaussian operator in order to smooth the image so that the edge 

information is highlighted. The operator equation (5.10) has been implemented in 

discrete form through the Matlab function imfindcircles . 
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where 0x  and 0y  are  the coordinates of the iris centre, and r is the iris radius. ),( yxI is 

the input iris image smoothed by the then Gaussian function )(rGσ . The smoothed 

image is scanned for searching a circular edge that has a maximum gradient change. 

This maximum gradient represents the boundary of the iris which is used, in turn, to find 

the centre of the iris. This final information is then delivered to the IASMS algorithm.  

 

5.4 Interdependence And Adaptive Scale Mean Shift (IASMS) 

Algorithm 

The Interdependence and Adaptive Scale Mean Shift (IASMS) algorithm is 

designed specifically for tracking and quantifying the iris size in order to analyse the 

state of the eyes. This algorithm is a hybrid of a conventional Mean Shift tracking 

algorithm, and an adaptive scale technique, which utilises moment features and 

interdependence tracking scheme based on eye’s position.  

 

5.4.1 Mean Shift Tracking Algorithm 

The Mean Shift algorithm, introduced by Comaniciu et al [177], is a popular 

method for tracking due to its simplicity and efficiency. The Mean Shift algorithm tracks 

the object based on the probability of colour of the object. In this research, the Mean 

Shift tracking algorithm is employed to track the non-rigid iris movement wherein the 

iris is tracked based on the probability of the colour histogram of the iris muuqq ...1}ˆ{ˆ == , 

where m is the number of histogram bins. The probability colour histogram of the iris as 

a target mode uq̂  is computed as follows: 
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 where ix  is an absolute value of normalised pixel which location from 1 to n with the 

target iris centred at 0. δ is a Kronecker delta function, while the function )( ixb  

determines the bin for pixel ix . Mean shift tracking uses the Epanechnikov kernel [178] 

function k that represents the weight function of each pixel. C is a normalisation constant 

which is defined as follows 
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In order to track the iris, the probability of colour histogram of the target iris that called 

as a target candidate )(ˆ ypu  is computed as follows: 
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where y is the centre position of the current frame and h is  the radius of weighting 

kernel. The normalisation constant for this target model Ch is computed as follows: 
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The primary task of the Mean Shift tracking algorithm is to find the target location in the 

current frame. The most probable location of the centre of the iris is obtained by 
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minimizing the distance between two distributions. The distance between target model 

and target candidate d(y) is defined as: 

 

               )(ˆ1)( ypyd −=  (5.15) 

 

where the )(ˆ yp  is an estimation of the Bhattacharyya coefficient which can be computed 

as: 
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  In order to find the acceptable centre point of the targeted iris in the next frame, 

the value )( yd  must be minimised while )(ˆ yp  must be maximised. Comaniciu et al 

[177] derived the following method that can be used to compute a new location targeted 

iris y1 as follows: 
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where the weight of the pixel wi is computed as:  
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5.4.2 Adaptive Scale Scheme 

The adaptive scale scheme is an essential part in this algorithm in order to enable the 

algorithm to quantify the size of the iris. This scheme allows the iris scale to be 

quantified at the same time as the eye movement is tracked. The conventional Mean 

Shift tracking algorithm was designed for static colour distributions meaning that the 

target search region remains unchanged relative to variations in object size. However, 

Bradski [179] has extended the Mean Shift algorithm in order to deal with dynamic 

changes in colour probability distribution, and this technique is the Continuously 

Adaptive Mean Shift (CAMSHIFT) algorithm. The algorithm exploits the moment 

features, which represents a global description of the shape to obtain the area, height and 

width of the object. The area can be measured by finding the zeroth moment M00 of the 

region that is computed as follows: 
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When the area of the object is obtained, in this case the iris area, the centroid of 

the object can be recovered using first-order moment. The first order moment M10,M01, 

and M11 are computed as: 
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where I(x, y) is the probability pixel value within the object region in  x and y range.  

The centroid point (xc, yc) of the region then is accomplished as:  
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In the Mean Shift tacking algorithm essentially there are two forms of the search 

tracking region, rectangular and ellipsoidal. The form of the target search region can 

significantly impact on the performance of the Mean Shift Tracking algorithm. One of 

the major challenges faced when using the Mean Shift algorithm is the probability that 

the colour of the search  region does not represent the exact probability of the tracked 

object [180]. Commonly, the object tracking is not precisely allocated in the search 

region form because of the shape of the object such as a car or a human where the 

background scene region is included in the search region form and which contributes 

noise in the probability colour of the search region. However, in this application, an 

ellipsoidal search region is employed.  This search region form is appropriate with eye 

shape characteristic, thus, the aforementioned problem can be reduced. 

   In the CAMSHIFT algorithm, the target location of the object is estimated using 

a weighted image which is determined using the hue-based colour histogram. The hue 

colour is unstable at low saturations which in certain to below the threshold of pixels are 

not included in the colour histogram. In this algorithm, by referring to the results from 

the analysis carried out in [181],  the weighted image from equation (5.18) is utilised to 

quantify the scale of  the iris. Therefore, the value of the probability pixel ),( yxI  in 

(5.19) and (5.20) can be changed to the weight of the pixel wi (5.18)  

  In order to obtain an accurate size of the iris, the width, height and also 

orientation must be acquired by computing the second order moment. The second order 

moment M20 and M02 are computed as follows: 
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From the second-order moment, the rotation of ellipse search target region can be 

described by calculating the second-order centre moment. The second-order centre 
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moment that able to represent that scale features are 20µ , 02µ and 11µ  which computed as 

follows: 
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The degree of orientation of the ellipse of the search target region can be derived by 

employing the second-order centre moment. The degree of the target region θ  is 

computed as follows: 

 

               








−
= −

0220

111 2
tan

2
1

µµ

µ
θ  (5.24) 

 

  Ideally, this algorithm quantifies the eye’s state based on the iris area. However, 

the actual region of the iris is difficult to compute in the searching region of the 

algorithm. Therefore, the iris area is approximated by the size of an elliptical search 

area. The ellipse of the search area can be calculated when the width and height of the 

ellipse are obtained. The semi-major axis of the ellipse a and the semi-minor axis of 

ellipse b is calculated as follows: 
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where A is the area of region computed from the zeroth moment (5.19), while l1 and l2 

that represent the length of region are calculated as follows: 
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5.4.3 Interdependence and Adaptive Scale Mean Shift Tracking 

The common mean shift tracking is based on single tracking, which is 

independent of other objects. However, in this application, there are a pair of eyes and, 

therefore interrelated. By utilizing information from the pair of eyes, we will incorporate 

an interdependence technique that aims to be able to track the non-rigid movement of 

the eyes. There are two primary pieces of information employed in this algorithm, the 

centre locations of the irises and the distance between them. Initially the eye centres 

(5.18) are obtained from the pre-processing algorithms which will be discussed in the 

following section. Then the Mean shift algorithm updates these centre positions for 

every tracking iteration. The Cr and Cl in (5.28) denote the centre points of the right and 

left eye respectively.  
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From the obtained centre points of the irises, the distance between centre point of eye 

left and right De is calculated as equation (5.29). The De is continually updated for every 

tracking iteration. 
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The common drawback of the Mean Shift tracking algorithm is erroneous colour 

tracking. When dealing with colour, there is the possibility of multiple objects having 

similar colours.  In this case, in order to avoid any erroneous results the following new 

approach is introduced.  First a specific eye region is defined on the image known as the 

Focus of Eye Region (FER) with the size and location of the region updated in every 
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iteration. Then the Mean Shift algorithm is used to track the iris in the FER region of the 

image. The size of the FER depends on the centres of the irises Cr and Cl and the 

distance between them De . The size of FER for right eye ),( RRFER yxI and left eye 

),( LLFER yxI are defined as follows: 
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Occasionally the target object can be occluded; in this case the eye is usually occluded 

by the hand. To enable the system to evaluate when occlusion or wrong tracking occurs, 

the Sum of Absolute Difference (SAD) value of FER in between two frames SADI  is 

obtained as indicated follows: 

 

               ∑ ++−=
ji

SAD jyixIjiII
,

21 ),(),(  (5.31) 

 

The input image is converted to gray scale to obtain the normalised values. The SAD 

value is normalized that defined as nSADI  which is computed as follows:  
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 (5.32) 

 

where W and H denote the width and  height of FER respectively. The value of InSAD is 

examined in order to ensure that the eyes are always tracked accurately. Figure 5.11 

shows a typical sequence of frames from a normal eye opening until the eye is occluded.  

As indicated in Fig. 1 the differences of SAD in FER of the eye opened and the eye 

closed does not indicate significant changes  from frame 1 to frame 60 (Figure 5.12). 
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However, when the eye is totally occluded in frame 68 the normalized SAD value for 

the FER frame 68 increases rapidly (Figure 5.13). This significant change is used as an 

indicator in order to stop the tracking. The steps involved in the complete IASMS 

algorithm are given in Table 5.1.  

 

   

Frame 1st Frame 20th Frame 60th Frame 62th 

   

Frame 64th Frame 66th Frame 68th Frame 70th 

Figure 5.12: Sequences of frames from 1st frame until frame 70th  that show 
eye begin with normally open until the eye occluded by hand  
 

 

 

Figure 5.13  The normalised SAD values for a sequence of frames, which.is 
from 1st frame until frame 70th are shown. The normalised SAD increased 
when FER region is occluded as indicated in between frame 65 to 70. 
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Table 5.1   IASMS  Algorithm 

1. Three stages of the algorithm to obtain the iris region 

⇒ Face detection → Eyes detection → Iris localisation. 

2. Calculate the distance eD using  (5.29). 

3. Define the FER using (5.30). 

4. Compute the probability colour distribution histogram q̂ of the iris area using (5.11). 

5. Compute the target candidate iris model )(ˆ yp using (5.16). 

6. Compute the iris target candidate weight iw  using (5.18). 

7. Compute the new iris target candidate 1y using (5.17). 

8. If εyy <− 01  then STOP (set default 1.0=ε ). GO to the next step.  Otherwise 10 yy =  

and GO to step 2. 

9. Estimate the width and height of the iris using (5.24) and (5.25). GO to step 2. 

10. Calculate normalize value nSADI  FER using (5.31) and (5.32). 

11. Check nSADI   if  nSADI > 0.4 GO to step 1  otherwise  GO to step 2. 

 

 

5.5 Experiment Results 

In order to evaluate the performance of the developed algorithms for face 

detection, blink detection and eye’s state analysis, and eye tracking, extensive 

experiments have been performed.  The databases of images and videos as discussed in 

Chapter 4 are utilised.  

 

5.5.1 Face Detection 

For the face detection algorithm evaluation performance, several images from the 

CMU [157], MIT [158], FERET [159],and CAS_PEAL [160] data bases were used. The 

results of the experiment can be viewed Table 5.2.  The proposed algorithm, using a 

Viola-Jones classifier, is similar to the OpenCV-Viola Jones [15]. The same percentage 



 

77 

detection rate is obtained, however the false positive error is reduced significantly using 

the proposed algorithm.  

 

Table 5.2   Face detection algorithm experiment result 

Proposed 
Algorithm 

Split Up SNoW 
Classifier 
Nielson 

[182] 

 

Kienzle’s 
Algorithm 

[183] 

 

Tolga- Colour 
based detection 

[174] 

 

OpenCV –Viola 
Jones 

[15] 

Detect 
rate 
(%) 

False+
ve (%) 

Detect 
rate 
(%) 

False+
ve (%) 

Detect 
rate 
(%) 

False+
ve (%) 

Detect 
rate 
(%) 

False+
ve (%) 

Detect 
rate 
(%) 

False+
ve (%) 

95.1 1.8 95.1 7 91.2 11.9 74.5 13.8 95.1 19 
 

 

5.5.2 Blink Detection 

For evaluating the performance of blink detection using the proposed algorithm, the ZJU 

eye blink database that contains 80 video clips is used. There are a total of 255 blinks in 

this database (example images from the ZJU database are shown in Figure 5.14) and the 

numbers of blinks in the clips varies between one to six blinks in each case. Since the 

IASMS tracking algorithm quantifies the size of the iris in sequences of frames, the 

blink of the eye is detected when the area of the iris becomes smaller as indicated in 

Figure 5.15. There are four video clips representing two, three, four and six blinks 

respectively and the results shown in Figure 5.15(a)-(d). The plot of the iris area drops 

substantially when the eye is closed and returns to its initial value when the eye is 

opened. 
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(a) (b) (c) (d) 

Figure 5.14: Search area of iris, (a) and (c) are open eyes, (b) and (d) are closed 
eyes. (Images are permitted to be published) 
 

 

The performance of this algorithm in terms of blink detection rate is compared to the 

three methods that use the same database. These include Danisman’s [36], Divjak’s[15] 

and Gang’s[19] methods. The IASMS algorithm successfully detected all 255 blinks in 

the video clip ZJU database (as shown in Table 5.3) compared to  only 97% from the 

best of the other methods.  

 

 

Table 5.3   Detection rate comparison for ZJU blink database. 

Method 
Proposed 
method 

Danisman’s 
Method 
[171] 

Divjak’s 
Method 
[131] 

Gang’s 
Method 
[135] 

 Detection rate 

 
100% 95% 97% 96% 
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(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 5.15: Results of eye state analysis for (a) 2 blinks; (b) 3 blinks; (c) 4 

blinks; (d) 6 blinks. 
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5.5.3 Eye’s State Analysis 

In contemporary computer vision technology, not only a high accuracy of the eye 

blink detection rate is demanded, but also the ability to measure the period of the eye 

closure is required. To test the performance of the proposed algorithms, the Strathclyde 

Facial Fatigue (SFF) video footage database was used.  The proposed algorithms track 

and evaluate the performance of the eye state analysis by examining the eye closure 

duration for every stage of sleep deprivation. Figure 5.16 shows the plots of the iris area 

over 30 seconds for each stage of sleep deprivation obtained from different experimental 

sessions in the SSF database. The aim is to find out the number of eye closures, total 

time of eye closure and the average time of eye closure during the 30 second period as 

shown in Table 5.4. The duration of eye closure is determined by the threshold value of 

the iris area ���which is calculated as follows: 

 

areairisofAverageTAoi ×=
100
40

 (5.33) 

 

 

Table 5.4   Detection rate comparison for ZJU blink database. 

Sleep 
Deprivation 

Stages 

Average of 
area of iris 

Number of 
eye closures 

Total time of 
eye closure 

Average time 
of eye closure 

0 hour 59 4 0.73 0.18 

3 hours 41 7 1.23 0.18 

5 hours 130 10 6 0.85 

8 hours 172 8 8.2 
       1 
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(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 5.16: Plot of iris’s area in 30 seconds: (a) 0 hour sleep deprivation; (b) 3 hours 
sleep deprivation; (c) 5 hours sleep deprivation; (d) 8 hours sleep deprivation 

 

The 40% threshold value in (5.33) is determined from experiment that involved 

420 frames of images from 12 videos footage (25fps) which are taken from JZU and 

(SFF) video footage database. In order to validate the accuracy of algorithm in 
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measuring the area of iris, the irises areas in each 420 frames are manually labelled, and 

then the pixel number of area are measured. Figure 5.17 show the plot of comparison 

between iris areas measured by the proposed algorithm over labelled iris area for two 

subjects. From the plot, the iris areas measured by developed algorithm are shown larger 

compared to labelled iris area. This is because the proposed algorithm also has been 

measured some background in tracking iris area. Table 5.5 shows the result of average 

iris area for eye open, eye closure and eyes half open from 420 frames tested. Based on 

this experiment, the best percentage threshold that can determine the eye closure by 

proposed algorithm is 40%. This 40 % represents the eyelashes area which is still 

recognised as a dark object in the search region even when the eye is closed. 

For validating the accuracy in measuring period of eye closure, 1250 frames 

from SFF video footage for four different sleep deprivations have been used. Table 5.4 

shows the result as evident that the IASMS tracking algorithm is capable of determining 

the duration of eye closure which is indicative of the difference between various stages 

of sleep deprivation. The average time of eye closure becomes progressively longer for 

longer periods of sleep deprivation. 

 

Figure 5.17: Plot of comparison between iris areas measured by the proposed 
algorithm over labelled iris area for two subjects 
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Table 5.5 . The average of iris area upon labelled measurement and algorithm 
measurement. 

IRIS AREA 

MEASUREMENT 
Eye opened Eye closure 

Half  eye  

opened 

 

Labelled 
 

Proposed 
algorithm 

 
202 

 
224 

 
0 

 

86 

 
101 

 
155 

 

 

5.5.4 Eyes Tracking 

The IASMS tracking algorithm is intended to track the non-rigid eye movements 

in order to obtain the iris area plot (Figure 5.16). As discussed in section 5.4.3, the eye 

tracking algorithm can stop the iteration when the FER is occluded or when the FER is 

out of the tracked region. Similarly, the FER is also sensitive to rigid eye movement 

which may also cause the algorithm to stop the tracking iteration since, in such cases, 

facial information may suddenly move outside the camera view field. Figure 5.17(a) 

shows the tracked eyes images which indicate the algorithm’s ability to track the eyes in 

multi-pose of face as long as the FER region is not occluded or out of the search region. 

In Figure 5.18(b) the FER is out of the search region when the face is turned too much 

to the right or left (first and last views). This eye tracking algorithm emphasizes that 

both eyes must be seen clearly in order to read the iris information, otherwise the 

algorithm stops and the initialisation scheme needs to be re-initiated to find out the new 

location of the eyes. 
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(a) 

 

(b) 

Figure 5.18: (a) Eyes tracking for multi-poses; (b) Eye tracking stops when FER is out 
of search region 

 
 

5.6 Conclusion 

This chapter has presented a system developed for measuring the activities of the 

eyes such as eye blinking and eye closure time in order to recognise symptoms of fatigue. 

The system consists of face acquisition operation algorithms, iris localisation algorithm, 

and IASMS algorithm. In face acquisition, a new face detection algorithm is introduced. 

This approach is a combination of colour skin segmentation, connected components 

binary image, and a machine learning classifier algorithm. Using a Viola-Jones classifier 

[15], the introduced approach is able to reduce the false positive detection rate by a very 

significant margin. The false positive error is a command error which happens 

particularly in complex background images.  

In iris localisation algorithm, the Daugman’s iris  localisation method [163] is 

applied. This method is combined with a proposed technique to detect the eye open state 

in order to ensure that the actual size of iris is obtained.  The last algorithm is the 

Interdependence and Adaptive Scale Mean Shift (IASMS) algorithm. This is a new 

proposed algorithm that has been designed for robust and accurate eye state tracking and 
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analysis. This algorithm is a combination of a tracking algorithm with an adaptive scale 

approach to track the eyes and measure the size of the iris. The iris area is measured over 

successive frames, and the eye closure is detected when the area of the iris is below a 

threshold value. From the experimental results, this algorithm is able to detect the eye 

closure as well as quantify the period of the eye closure.  This is important for fatigue 

detection systems. 

The algorithm also incorporated a new approach of eye tracking.  This approach 

utilised the Mean Shift algorithm with eye location information to track non-rigid eye 

movement. In this algorithm, the tracking iteration is stopped when the eye is occluded 

or is out of the search region. The IASMS tracking algorithm was successfully combined 

with face acquisition algorithms, an eye and an iris localization algorithms, as well as an 

eye open detection approach in order to measure the eyes activities.  
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6. Yawning Analysis 

6.1 Introduction 

In chapter 5 novel techniques to measure the eyes activities which represent the 

dominant signs of fatigue were discussed.  In this chapter, novel techniques to analyse 

yawning which is another common sign of fatigue are described. Yawning is a symptom 

visually indicated by a widely open mouth. Because of this, the entire yawning detection 

research focuses on measuring and classifying the opening of the mouth. Frequently 

however this approach is thwarted by the common human reaction to hand-cover the 

mouth during yawning. In this thesis, we introduce a new approach to analyse yawning 

by combining mouth opening measurements, covered mouth detection, and a facial 

distortion (wrinkles) detection as shown in Figure 6.1. In this approach the region 

interest; Focused Mouth Region ((FMR) and Focused Distortion Region (FDR) are 

initialised in beginning frame which is discussed in next section. 

 

 

Figure 6.1 Yawning Analysis method.consists of region interest tracking operation 
and yawning analysis algorithm. 
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Then, mouth opening measurement with a new adaptive threshold for segmenting the 

mouth region is introduced. In section 6.4 the covered mouth detection that uses LBP 

features and a learning machine classifier are explained. Next, the distortion detection 

that apply the Sobel operator in region FDR is discussed. The yawning analysis 

algorithm which is a combination of mouth opening detection, covered mouth detection 

and distortion detection is described in the following section. Lastly, the experiment 

results over developed algorithms are explained before chapter ending with conclusion.  

 

6.2 Region Interest Initialisation and Tracking 

 For region initialisation operation, the eyes and mouth location are necessary to 

be firstly detected. This can be obtained by applying the technique that discussed in 

section 5.2.  When the eyes and mouth location are obtained, an anthropometric 

measurement is carried out to obtain the distinctive distances between these facial 

components.   This information is then used in the formation of the two regions of 

interest. 

  

6.2.1 Focused Mouth Region 

The Focused Mouth Region (FMR) is formed based on the first detected location of 

the eyes and mouth.  The distances of these two main face components are measured. A 

distance between the centre of eyes ED, and a distance between centre of mouth and the 

middle point between eyes EMD are obtained, as shown in Figure 6.2(a). Then, the ratio 

of these distances REM is computed as: 

  

EMD

ED
REM =  (6.1) 
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(a) (b) 

Figure 6.2: (a) Anthropometric measurement on face. (b) Focused Mouth Region 
(FMR) is empirically defined using anthropometric measurement. 

 

From these two distances the coordinates of the FMR coordinates (x1,y1) and (x2,y2) are 

empirically defined as: 
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where (xR,yR) and (xL,yL) are the centre points of the right eye iris and left eye iris 

respectively. The threshold values 0.75 and 0.8 which are used in equation (6.2) to (6.3) 

are based on the observation tests, undertaken on the SFF database. The FMR is 

dependent on the location and distance of the eyes. When the face moves forward the 

eye distance increases and so does the FMR. On the other hand, the FMR becomes 

smaller when the face moves backwards. 

 

6.2.2 Focused Distortion Region 

 The Focused Distortion Region (FDR) is a region in the face that is used to 

measure changes of facial distortion.  This region, which is most likely to undergo 
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changes (i.e. facial distortions) during yawning, was identified based on conducted 

experiments using the SFF database. The coordinates (x1,y1) and (x2,y2)of FDR, shown in 

Figure 6.3(b), are empirically defined as: 
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(a) (b) 

Figure 6.3:  (a) Anthropometric measurement on face. (b) Focused Wrinkles Region 
(FWR) is empirically defined using anthropometric measurement. 

 

6.3 Mouth Opening Measurement 

 Yawning is an involuntary action that causes us to open the mouth widely and 

breathe in deeply. In this paper a new technique to measure the width of mouth opening 

is introduced.  This technique measures the mouth opening based on the darkest region 

between the lips. The yawning then is detected based upon the widest area of the darkest 

region. As discussed in Chapter 3 when applied techniques are based on intensities and 

colour values, the challenge is to obtain an accurate threshold value which will adapt to 
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multi-skin and lips colouration as well as to the lighting conditions.  Therefore the 

proposed algorithm applies a new adaptive threshold in order to meet this challenge.  

This adaptive threshold value is calculated during the initialisation operation after the 

FMR is formed. Due to the technique being depended on the intensity value of the 

region, it is necessary to improve the face image in order to heighten the darkest and the 

brightest facial regions. The enhancement is implemented by transforming the histogram 

of the image to spread the level of colour values evenly but without changing the shape 

of the input histogram as implemented in section 5.3. Figure 6.4 show example 

enhanced image of FMR.  Subsequently, the initial adaptive threshold is calculated by 

refer the darkest area as shown in Figure 6.4. On average the darkest area constitutes 

approximately 5% or less of the entire obtained region of interest. Then, the adaptive 

threshold is calculated using the similar technique implemented in section 5.3 for eye 

open detection. 

 

  

                                           (a)              (b) 

Figure 6.4:  (a) FMR image. (b) Enhanced FMR image 

 
When the adaptive threshold aT  calculated, the FMR is segmented and the mouth 

length LM is obtained as shown in Figure 6.5. The length of LM must be within the range 

indicated in (6.6). 

 

EDLED M 9.07.0 <<  (6.6) 
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If LM is less than 0.7ED, the value aT  is outside the limits given in (6.6). In this case aT

is increased or decreased accordingly in steps of 0.001, also repeating the segmentation 

process until the value of LM is within the required range (6.6). 

 

 

 

                                (a)                       (b) 

Figure 6.5:  (a)Enhanced FMR image (b)Segmented FMR image when apply 
adaptive threshold 

 

After the adaptive threshold is finalised, the value is applied in the next sequence of 

frames for segmenting the darkest region between the lips. In order to determine the 

yawning, the height of the mouth HM, based on the darkest region in FMR, is measured 

as shown in Figure 6.6. Then, the Yawn Ratio (YR) of the height HM over the height of 

FMR is computed as follows: 

 

heightFMR

MH
YR =  (6.7) 

 

 

 

(a) (b) 

Figure 6.6:  The measurement of high of mouth opening (a) input image (b) the 
segmented mouth opening region. 

 

LM 

HM 
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6.4 Mouth Covered Detection 

It is not unusual to hand-cover the mouth during yawning. This means that the 

yawn can no longer be detected from the mouth opening. Therefore, this thesis 

introduces a new approach to detect yawn while the mouth is covered. In this approach 

the FMR is examined for whether the region is covered or not. Figure 6.7(b) shows 

image examples where the FMR is covered and Figure 6.7(a) when the mouth is not 

covered. From these images the texture difference with the FMR region covered and not 

covered is clearly visible. Hence, in order to differentiate between these two regions 

LBP features are chosen to extract the texture pattern from FMR. LBP features have 

been proven highly accurate descriptors of texture, robust to the monotonic gray scale 

changes  as well as simple to implement computationally [138]. 

 

  

(a) (b) 

Figure 6.7: (a) Example of uncovered mouth images. (b) Example of covered 
mouth images. 
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6.4.1 Local Binary Pattern (LBP) 

Local Binary Pattern (LBP) originally applied on texture analysis to indicate the 

discriminative features of texture. With reference to Figure 6.8, the basic LBP code of 

the central pixel is obtained by subtracting its value form each of its neighbours and 

when a negative number is obtained it is substituted by a 0, else it is 1.  

 

 

Figure 6.8:  Example of the basic LBP operator for eight neighbors 

 

The limitation of the basic LBP operator is that it represents a small scale feature 

structure which may be unable to capture large scale dominant features.   In order  to 

deal with the different scale of texture, Ojala et al. [184] presented an extended LBP 

operator where  the radius and sampling points are increased. Figure 6.9 shows the 

extended operator where the notation (P,R) represent a neighborhood of P sampling 

points on a circle of radius R.  

 

 

       (a)                         (b)                         (c) 

Figure 6.9:  Example of extended LBP operator. (a) (8,1), (b) (16,2) and (c) (32,3) 

 

The result of LBP can be formulated in decimal form ( )ccRP yxLBP ,,  as follows: 

 

( ) P
P

P
cPccRP iisyxLBP 2)(,

1

0
, ∑

−

=

−=  (6.8) 



 

94 

 

where ic and iP denote gray level values of the central pixel, P represent surrounding 

pixels in the circle neighborhood with radius R and (xc, yc) is centre of region. s(x) is a 

function to differentiate between centre pixel value and surrounding pixel value which  

is defined as: 

 





<

≥
=

0,0

0,1
)(

xif

xif
xs  (6.9) 

 

The operator LBP as formulated in (6.8) has a rotation effect if the image is rotated, 

then, the surrounding pixels in each neighborhood are moving accordingly along the 

perimeter of the circle.  In order to remove this effect Ojala [184] proposed a rotational 

invariant (ri) LBP, and the operator rotational invariant ri
RPLBP , is computed as follows: 

 

}1....,,.........1,0|),(min{ ,, −== PiiLBPRORLBP RP
ri

RP  (6.10) 

 

where ROR(x,i) performs a circular bitwise right shift on the P-bit number x with i time. 

Ojala et al. also proposed a LBP uniform pattern (u2), 2
),(

u

RPLBP . The LBP is called 

uniform when it contains two bitwise transitions from 0 to 1 or vice versa. For example, 

1111111 (0 transition) and 00111100 (2 transitions) are both uniform, for 100110001 (4 

transitions) and 01010011(6 transitions) are not uniform.    

Another LBP operator is a combination of rotational invariant pattern with 

uniform pattern, 2
),(

riu

RPLBP . This operator is calculated by simply counting ones in 

uniform pattern codes and all non-uniform patterns are labeled in a single bin. The 

example of LBP histogram of the three types of LBP operators for covered and 

uncovered mouth region is shown in Figure 6.10. 
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Figure 6.10:  LBP histogram for not covered mouth and covered mouth regions for 3 
operator with different radiuses 

  

6.4.2 Distortions Detection 

The ability to detect the covered mouth is not adequate to conclude that someone 

is yawning.  The mouth is probably accidentally or intentionally covered - not 

necessarily due to yawning. Thus, this project introduces a technique to detect the 

distortions in a specific region of the face most likely to distort while yawning. This 

region is identified based on observations and the experiments conducted using the 

video footage from SFF database.  The most affected region that shows distortion during 

yawning is labeled as Focused Distortion Region (FDR) as shown in Figure 6.11(a). 

Based upon the Figure 6.11(b) and (c), obviously, there are significant differences 

visually, to the area during yawning and normal situation.   

In order to measure the changes in FDR, the work presented here uses edge 

detection to detect the distortions. Based on the experiments carried out, the Sobel 

operator [185] is chosen since it is able to detect most of the required edges. The Sobel 

operator first calculates the intensity gradient at each point in the region of interest. Then, 

it provides the direction of the largest possible increase from light to dark and the rate of 

change in the horizontal and vertical directions. The Sobel operator represents a partial 

derivative of f (x, y) and of the central point of a 3x3 area of pixels. The gradients for the 
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horizontal Gx and vertical Gy directions for the region of interest  are then computed as 

follows [186] : 

 

{ }
{ })1,1(),1(2)1,1(

)1,1(),1()1,1(

−−+−+−−−

+++++−+=

yxfyxfyxf

yxfyxsfyxfGx  (6.11) 
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 (6.12) 

 

 

(a)                  (b)                    (c) 

Figure 6.11:  (a) Focused Wrinkles Region (FWR). (b) normal condition in FWR. (c) 
yawning condition in FWR 

 

The distortions in FDR are detected based on the gradients in both directions and the 

result is shown in Figure 6.12. The numbers of edges detected in normal condition 

(Figure 6.12 (a)) is significantly different compared to yawning condition (Figure 6.12 

(b)). In order to identify the distortion in FDR during yawning, the sum of the absolute 

values FDRSAD  is applied as in equation (6.13) to compute the number of wrinkles in the 

region. The normalized FDRSAD is calculated as in (6.14) where W and H denote the 

width and height of FDR respectively. During yawning the numbers of the detected 

edges are increased as shown in Figure 6.13. 
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=

255
 (6.14) 

 

  

(a) (b) 

Figure 6.12:  FWR with input image and edges detected image. (a) normal condition in 
FWR. (b) yawning condition in FWR 

 

 

Figure 6.13: Normalised value of Focused Distortion Region (FDR) during yawning. 
The normalised value is dramatically increased over that 0.04 when yawn happened as 
shown in second of 5th to 9th.    

 

6.5 Yawning Analysis 

In general yawning can be categorised into three situations; a) mouth not- 

covered and wide open, b) mouth wide open for a short time before it gets covered and, 

c) mouth totally covered with invisible mouth opening.  These situations are based on 

the observations made from the video footage of the SFF database. The yawn analysis 
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algorithm, as depicted in Figure 6.14, was therefore developed to deal with these three 

cases by introducing the new procedures as discussed earlier; i.e. mouth opening 

measurement, mouth covered detection and distortions detection. 

 

 

Figure 6.14: Flow chart of yawning analysis algorithm 
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 In this algorithm, the status of the mouth opening, mouth covered, and distortion 

is examined periodically. The chosen time for measurements, based on the observations 

from the SFF database, is thirty seconds. This implies that yawning does not occur twice 

within this time period. In this algorithm the mouth opening is the first to be examined, 

and if the mouth opening measurement shows no yawning, then the mouth covered 

detection is triggered. The status of distortions detection is used when mouth covering is 

detected. In the situation where yawning occurs with the mouth wide open for a short 

time and then covered quickly, the algorithm checks the sequence of events, i.e. mouth 

open wide followed by mouth covered.  As a result of this analysis, the yawn status is 

detected and the period of yawning is also obtained. 

 

6.6 Experiment Results 

Extensive experimentation has been carried out using the SFF database to 

evaluate the performance of the developed algorithms. 

 

6.6.1 Mouth Opening Measurement 

 The mouth opening measurement algorithms are tested using the SFF database. 

In order to evaluate the accuracy of the mouth opening segmentation using the proposed 

adaptive threshold, the actual input image is compared with the segmented region of 

mouth opening Figure 6.15 shows examples of mouth opening images paired with the 

output image of mouth opening segmentation. 145 mouth opening images with varying 

lighting condition were used for testing. From these tests, it was shown that the 

algorithm was able to segment the darkest region as required for detecting yawning.  
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Figure 6.15:  Mouth opening segmentation images 

 

As discussed in section 4, yawning is determined by measuring the height of the 

segmented region of the mouth opening. In order to obtain the applicable threshold value 

that represents yawning, 25 of the real yawning scenes from the SFF database were used. 

From the yawning scenes it was found that the minimum value of YR in equation (6.7) 

which denotes yawning is 0.5. This ratio value is applied in mouth opening 

measurements during yawn analysis. 

 

6.6.2 Mouth Covered Detection 

In order to detect the covered mouth, the FMR is examined in every video frame. 

The LBP features are extracted from the region, and then the learning machine algorithm 

decides the status. In this research, two classifiers were applied, Support Vector Machine 

(SVM) and Neural Network (NN), in order to determine their suitability for use in the 

analysis algorithm. A total of 500 covered mouth images and 100 non covered mouth 

images (as shown in Figure 6.7) of size 50X55 pixels have been used to train the NN 

and SVM classifiers. For the features extraction three operators of LBP; rotational 

invariant (ri), uniform pattern (u2), and rotational invariant pattern with uniform pattern 

(riu2), were applied with respective radius of 8, 16, and 24.   

The results of the classification for 300 images for the SVM classifier in four 

different kernel functions and the NN in two different network layers are stated in Table 

6.1. Table 6.1 describes the percentage of detection rate of true positive covered mouth 
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detection TP, false positive FP, true negative for uncovered mouth detection TN and also 

the false negative FN. The highest percentage of covered mouth detection is achieved by 

5 layer network of Neural Network classifier which uses 16 sampling points of LBP 

uniform pattern. There are several classification results have obtained perfect detection 

for uncovered mouth detection. For false detection, 10 classification results show no 

errors for false positive covered mouth detection, and only 5 layer network of Neural 

Network classifier shows no error for false negative.  

 From the obtained classification results, the sensitivity and specificity of the 

detection for covered mouth and uncovered mouth can be calculated using equation 

(6.15 and (6.16).  Sensitivity represents the ability of the developed algorithm to identify 

the covered mouth. The specificity relates to the ability of the algorithm to detect the 

non-covered mouth. Based on the classification results and the sensitivity and specificity 

calculation the performance of detection can be represented in Receiver Operating 

Characteristic (ROC) curve as shown in Figure 6.16 to Figure 6.18. These figures show 

the performance of six classification results for LBP features operator rotational 

invariant pattern, rotational invariant pattern with uniform pattern, and uniform pattern 

respectively. From these three curves, LBP uniform pattern show the best result 

classification particularly for Neural Network classifier.  
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Table 6.1   Mouth covered detection rate. 

  ri u2 riu2 

  8 16 8 16 24 8 16 24 

S
V

M
- rb

f 

TP 59 50.8 51.6 54.2 55 98.3 84.1 66.7 

FP 2.2 0 0 0 0 27.8 17.8 6.6 

TN 97.8 100 100 100 100 72.2 82.2 93.4 

FN 41 49.2 48.4 45.8 45 1.7 15.9 33.3 

S
V

M
-lin

ea
r 

TP 97.5 90 95 98.3 95.8 97.5 99.2 94.2 

FP 14.4 25 2.2 2.2 0 14.4 12.8 15.6 

TN 85.6 75 97.8 97.8 100 85.6 87.2 84.4 

FN 2.5 10 5 1.7 4.2 2.5 0.8 5.8 

S
V

M
-

p
o
ly

n
o
m

ia
l 

TP 86.7 63.3 57.8 50.8 55 95 82.5 91.7 

FP 24.4 19.4 0 0 0 25 22.2 16.1 

TN 75.6 80.6 100 100 100 75 77.8 83.9 

FN 13.3 36.7 42.2 49.2 45 5 17.5 8.3 

S
V

M
-

q
u

a
d

ra
tic 

TP 80 63.3 83.3 78.3 69.2 95 85 85.8 

FP 18.3 26.1 1.7 0 0 27.8 26.1 16.1 

TN 81.7 73.9 98.3 100 100 72.2 73.9 83.9 

FN 20 36.7 16.7 21.7 30.8 95 82.5 14.2 

N
N

-(1
0
) 

TP 92.5 90.8 83.3 97.5 96.7 98.3 92.5 95.8 

FP 15 15 1.1 1.1 1.7 12.8 16.7 12.8 

TN 85 85 98.9 98.9 98.3 87.2 83.3 87.2 

FN 7.5 9.2 16.7 2.5 3.3 1.7 7.5 4.2 

N
N

-(5
) 

TP 91.2 95 90 100 98.3 99.2 92.5 95 

FP 8.9 16.7 2.8 3.3 1.1 13.9 11.1 16.1 

TN 92.1 83.3 97.2 96.7 98.9 86.1 88.9 83.9 

FN 8.8 5 10 0 1.7 0.8 7.5 5 
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Figure 6.16: ROC curve for six classification results for LBP rotational invariant 
(ri) operator   

 

 

Figure 6.17:  ROC curve for six classification results for LBP rotational invariant 
pattern with uniform pattern (riu2) operator. 
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Figure 6.18:  ROC curve for six classification results for LBP uniform pattern 
(u2) operator. 

 

6.6.3 Yawning Analysis 

The yawning analysis is a combination of mouth opening measurement, mouth 

covered detection, and distortions detection. These operations are examined every thirty 

seconds. For mouth opening measurement, the best threshold value that represents 

yawning is 0.5. Based on the detection results for mouth covered classification, LBP 

uniform pattern (u2) with radius 16 and a Neural Network as the classifier are chosen to 

determine the status of FMR. 30 video clips of genuine yawning images from the SFF 

database were used for evaluation of the algorithm’s performance. These images were 

not used for training mouth covered detection. These videos contain 10 yawning images 

with non-covered mouth scenes, 14 with covered mouth scenes and 6 scenes with both 

situations present. The plots of the detection results in each situation of yawning are 

shown in Figure 6.19 and Figure 6.20.  

In the situation of yawning with non-covered mouth, the plots of results are shown 

in Figure 6.19 (a). Yawning is detected when the height of the mouth opening is equal to 
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or greater than the threshold value. The yawning period is measured from the beginning 

of the intersection point between the threshold value and the ratio of mouth opening 

height to FMR height RY. In the situation where the mouth is covered during yawning, 

no RY value exceeds the threshold value as shown in Figure 6.19(b). In this case, the 

mouth covered detection is triggered. When mouth covered is detected the distortions 

within the mouth covered period are checked. Yawning is assumed to occur when the 

value of the wrinkles increases substantially within that period.  

 

 
 

(a) (b) 

Figure 6.19:  Plots of detection result (a) yawning with mouth region not covered        
(b) yawning with covered mouth region  
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For the last situation of yawn analysis, where the mouth is opened wide over a 

short time before it is covered, the plots of the results are shown in Figure 6.20. The 

value of RY exceeds the threshold values for a short period before it drops quickly. The 

period of yawning is measured from the beginning of the intersection of RY with the 

threshold value until the end of the mouth covered detection. From the 30 video scenes 

of yawning, 28 of them can be detected successfully with the period measured 

accurately. However the algorithm failed to detect two yawning scenes where the mouth 

is completely covered. This is because the FDR did not indicate any distortion.  

 

  
Figure 6.20:  Plots of detection result for yawning with mouth not covered for a while 
before it is covered. 
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6.7 Conclusion 

This chapter has presented a new approach to detect and analyse yawning which 

deals with both covered and uncovered mouth yawning situations. This approach is a 

combination of a new technique of mouth opening measurement, mouth covered 

detection, and distortion detection on specific region. The mouth opening is measured 

based on the darkest region between the lips. The darkest region is segmented using a 

proposed adaptive threshold.  For detecting the covered mouth, an LBP uniform operator 

is applied to extract features of the mouth region, and then the mouth covered is 

classified using a learning machine classifier. Based on the carried out experiment, the 

multilayer perceptron (MLP) neural network with uniform pattern (u2) LBP features has 

shown the best result.  

In order to verify that the mouth covering is indeed due to yawning, the wrinkles of 

specific regions on the face are measured. Yawning is confirmed when wrinkles changes 

are detected.  To detect the wrinkles Sobel operator edges detector is applied. In this 

yawning analysis algorithm, two regions of interest are introduced, FMR and FDR, 

which are monitored in every frame. FMR is for monitoring the mouth activities 

whereas the FDR is to measure the wrinkles. To analyse yawning the status of the mouth 

opening, the mouth covered detection, and the wrinkles changes detection are examined 

every thirty seconds. The analysis results produce the status of yawning as well as the 

period of yawning. In this research the genuine signs of yawning from SFF database 

video footage have applied for training, testing and validate the performance of the 

developed algorithms. Based on the conducted experiments, the developed algorithms 

shows very promising results.    
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7. Fatigue Recognition 

7.1 Introduction 

Chapter 5 introduced techniques to measure the eye state activities and Chapter 6 

presented techniques to analyse yawn. In this chapter a new approach is introduced in 

which fatigue is classified based on sleep deprivation levels. Figure 7.1 shows the block 

diagram of the integration of the facial fatigue detection algorithms with the Fatigue 

Monitoring Tool (FMT). The FMT is a tool which is developed for monitoring facial 

characteristics, evaluating fatigue and classifying it into different levels (refer Appendix 

C for more details). In previous chapters, the algorithms for face image acquisition and 

the specific facial features extraction for fatigue signs were discussed. In this chapter, a 

fatigue recognition technique which associates the features vectors extraction techniques 

with the classification algorithm is explained.  

In the next section, the fatigue recognition algorithm that comprises the features 

vectors extraction and the classification operation is discussed. During the features 

vector extraction operation, the features are extracted from eyes activities and yawn 

detection. The extracted feature vectors are then classified into levels using a machine 

learning algorithm. Subsequently in section 7.3, the conducted experimental results are 

presented and the performances of the developed fatigue recognition algorithms are 

discussed.  Finally, section 7.4 contains the conclusion of the chapter.  
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Figure 7.1:  Block diagram of Fatigue Monitoring Tool system. The input of the 
system is image and the out is level of fatigue which based on sleep deprivation hours 

 

7.2 Fatigue Recognition Algorithm 

In this research, the signs of fatigue are classified into levels which are based on 

the sleep deprivation hours. There are four sleep deprivation hours used as references; 0, 

3, 5 and 8 hours, which relate to the corresponding sleep deprivation hours of the SFF 

database. There are two operations involved in the fatigue recognition algorithms as 

shown in Figure 7.1; features vector extraction and classification.  

 

7.2.1 Features Vectors Extraction 

In order to classify the face activity into the fatigue levels, the features vectors 

need to be extracted from the specific face activities.  Two main activities are applied in 

this research, eyes activities and yawn, which are specifically used to classify the fatigue 

signs.   

 

7.2.1.1 Eyes Activities 

As discussed in chapters 2 and 3, eyes activities are prominent features in 

fatigue representation.  In chapter 5, a new technique is introduced to measure the eyes’ 



 

110 

state in the sequence of frames. The eyes’ state detection results are represented in a 

profile plot as shown in Figure 7.2. From this profile plot the distinctive feature vectors 

are extracted. The first feature is the Blink Rate (BR), which is counted from number of 

times the plot level is below a threshold value. For example in Figure 7.2, the BR is 3, 

which is detected based on the times the plot level is below the threshold value θ. The θ 

threshold value is calculated as follows: 

 

)max(2.0 ia=θ  (7.1) 

 

where ia is the iris area in pixels. This equation (7.1) is defined based on experiments 

carried out based on 420 frames of images from 12 videos footage of SFF database and 

ZJU database. 

 The second features vector is extracted from the total of time of eye closed (tec). 

Each of blink has tec, and the total time of eye closed (Ttec) is computed by multiply 

with number of blink n and m is maximum number of blink as follows: 

 

∑
=

=
m

n
ntec tecT

1
 (7.2) 

 

The next feature vector is the average of Ttec, where the Ttec is divided by blink rate and 

the average of  the total time of eye closed Atec is computed  as follows: 

BR

tec

A

m

n
n

tec

∑
== 1

 
(7.3) 
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Figure 7.2:  Eye state profile plot for three blinks. Tec is time of eye closed 

 

The detection and analysis of fatigue signs is a continuous process where the prior 

condition is essential to take into account. In order to increase the reliability of the 

fatigue features vectors, each of the three abovementioned feature vector of the 

accumulative values is computed. The accumulative value of blink rate ABR, total time of 

eye closed ATtec, and average total time of eye closed AAtec are calculated as follows: 
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where k represent number of average computed, and, l denotes the cumulative time.  
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7.2.1.2 Yawning Analysis 

The yawn analysis algorithm, discussed in chapter 6, is able to detect the yawn 

and also the yawn period. Figure 7.4 shows an example plot of yawn analysis that 

consists of the mouth opening measurement, covered mouth detection, and distortion 

detection. In this plot, yawn is detected in the situation where the mouth is covered, 

where facial distortion is detected. For the features vector, the Yawn Detection (YD) 

result is used to indicate ‘1’ for yawn and ‘0’ for not yawn. The second feature vector is 

the yawn time TY  and it is computed as a normalized value by: 

 

tm

yt
TY =  (7.7) 

 

where yt is the time yawn is detected as shown in Figure 7.3, and tm is duration of plot. 

Similar to the eye activities, the yawn features vector analysis also takes into account the 

history of yawn during monitoring. Therefore, cumulative values of yawn detection AYD 

and yawn time ATY are computed as follows: 
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(7.8) 

 

l

T

AT

l

k
Y

Y

k
∑
== 1  

(7.9) 

where k represent number of average computed, and, l denotes the cumulative time.  
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Figure 7.3:  Results of three operations; mouth opening measurement, covered mouth 
detection and wrinkles detection. yt represents the time of  yawning. This result is based 
on situation yawn is detected when mouth covered. 

 

7.2.2 Fatigue Classification 

 In order to classify the face activities into levels of sleep deprivation, a set of 

features vectors need to be extracted from specific face activities. These features vectors 

are then trained using a machine learning classifier algorithm. Figure 7.4 shows a 

flowchart of the operation which is start with features vector extraction from plot of eye 

activity of mouth activity. The features extractor then generates the features vectors. 

These features vector are used to train the Neural Network (NN) classifier. The output of 

NN are the trained parameter that will be used in classification process. The video 

footages that were used for extracting the features vectors are obtained from the SFF 

database which represents the face activities for each case of sleep deprivation hours 

considered. 
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Figure 7.4:  Training process where features vector are generated from extraction of eye 
activities. These features vectors are trained using Neural Network classifier, and the 
output are the trained parameters that to be used in classification operation.   

 

7.2.2.1 Features Extraction 

In order to train the classifier, we need to extract the best features vectors from 

the video footage SFF. Hence, the participants were selected based on eyes’ status 

displaying significant differences between levels. Figure 7.5 shows the blink rate for the 

participants from the SFF database that was used for training the classifier. Based on the 

study in [187, 188] , the blink rate is supposed to change proportionally to the level of 

sleep loss. Some of the participants show significant strong signs of fatigue 

corresponding to the reading of 8 hours sleep loss where the blink rate drops 

dramatically because the eyes are closed for long periods of time (i.e. the person is 

asleep). 

    

 

Features 
Vectors 

Extractor  
Neural 

Network 
Classifier 

 

 

PT 

Eye activities 
plot 

Trained 
Network 



 

115 

Figure 7.5:  Blink rate of the eight participants from the SFF database that was used for 
training the classifier 

 

7.2.2.2 Training and Testing 

 In this fatigue recognition system the classification is based on four stages of 

sleep deprivation hours. Since the classification requires making more than two 

decisions, a Multilayer perceptron Neural Network (MLPNN) was chosen as the 

classifier.  This classifier has the following advantages:  works well in learning and 

generalize the data, has smaller training set requirements, is fast, easy to implement and 

is highly reliable for multiple classifications [189-191]. 

 The features vectors are extracted from certain time plots (PT) from eye 

activities and yawning analysis plots as shown in Figure 7.6. Initially, an experiment 

was conducted in order to find the best time of PT which involves 5 participants for 

training and testing. There are three PT applied to extract the features vectors, 

15seconds, 30 seconds and 1 minute, and the results are  shown in table 7.1. From the 

table with the small amount of dataset, 30 seconds and 1 minute intervals have produced 

the best results compared to 15 seconds. However, the 30-seconds PT allows more 

frequent updates of the fatigue status by the classification system. 
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Table 7.1   Training result for three PT  

Plot Time (PT) 15 seconds 30 seconds 1minute 

Classification  
rate 

92% 98% 98% 
 

 

For training the network, eight participants have been chosen for features 

extraction based on 30-seconds PT.  A total of 3600 seconds of data were extracted from 

the participants and the evaluation matrix results for the training and testing process are 

shown in Figure 7.7.  In this evaluation the data are divided into training, test, and 

validation process.  Each data represent features vectors which are extracted from eyes 

state and yawning detection analysis for 30 seconds.  There 318 data are used for testing, 

70 for validation and 70 for test. For training, the detection rate is 94.6%, in which the 

most error is 2.4 %, which misclassification of 0 hour on 3 hours. In validation and test 

process the detection rate are more than 97%. Overall, the classification shows 

promising results with 95.4% detection rate with errors mostly occurring from 

misclassification between 0 and 3 hours and also between 5 and 8 hour 
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Figure 7.6: The confusion matrix for trained network. The trained parameters are 
evaluated based training confusion, validation confusion, test confusion and overall 
confusion performance. 

 

7.2.2.3 Fatigue levels 

As mentioned earlier the fatigue status level is based on the NN classification 

result. On the FMT, the status is represented using a gauge meter as shown in Figure 

C1in Appendix C. To ensure that the meter will not show inconsistent results,, the 
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fatigue level FL is represented based on average results, rather than instant evaluations. 

The fatigue level FL is calculated as follows: 

 

 ∑
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(7.10) 

 

where ta (in seconds)  is the time average to be used,  Cm is the NN classification result, 

and PT is plot time. For example, if the time used for ta is 3 minutes and PT is 30 

seconds, the FL result is based on averaging the classification result 6 times. 

 

7.3 Experimental Results 

 
Extensive experiments have been carried out to evaluate the performance of the 

developed fatigue detection algorithms using several video footages selected from the 

SFF database and video recorded on a shipping bridge simulator.  In this research we 

aimed to apply the FMT to detect fatigue signs on shipping bridge crew members. The 

shipping bridge crew members are amongst the people that are always affected by the 

fatigue symptoms (as discussed in Chapter 2). Fortunately, we had an opportunity to 

carry out some experiments in the Glasgow Nautical College shipping bridge simulator.  

Figure 7.7 shows the pictures of the shipping bridge simulator room taken during 

the experiments. In these experiments two participants were involved, where one of 

them had been sleep deprived for a whole night and the participant had no sleeping loss.  

In the simulator room the participants were required to perform standard tasks to manage 

the movement and direction of the ship for two hours.   

As can be seen in Figure 7.7, the shipping simulator has two lightning 

conditions; switched off lighting room in which the source of lighting is only from the 

screen that projected the sea images, and the other is switched on lighting room 

condition where all the lights in the room are switched on. Both lighting condition have 
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been applied during the experiment in order to test the reliability of the developed 

algorithms. 

 

 

Figure 7.7:  The experiment was carried out in shipping bridge simulator room which 
involved two participants.  

 

7.3.1 Validation of Measurement Accuracy 

Two main algorithms were developed in order to detect and measure 

fatigue signs, namely an eye state analysis algorithm and a yawn detection 

algorithm. For validating the accuracy of these algorithms, there are several short 

video footages randomly selected from the SFF database. In these experiments, 

7,550 frames were used to evaluate the performance of the eye activities and 

yawn detection. The detection results for each activity of the developed 

algorithms are compared to the activity observation results. The excellent 
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performance for the blink detection, eye closure time, yawn detection and 

yawning time of the developed algorithms are given in Table 7.2.  All the 

experimented detection rates are over than 94%, with blink detection showing the 

highest accuracy.  

 
Table 7.2   Performance of eyes activities and yawn  

Activity Blink 
Eye Closure 

time Yawn  Yawn time 

Detection 
 Rate 

99.8% 95.8% 96% 94.6% 

 

  
 

7.3.2 Classification  

In this research, the fatigue signs are classified based upon sleep deprivation 

hours. For testing the performance of the developed fatigue monitoring system, the 

video footage SFF database and the recorded video of the participant involved in the 

shipping bridge simulator experiment are used. The results of the MLPNN classification 

for a 10-minute face activities monitoring, selected from the SFF database, are shown in 

Figure 7.8. This figure shows the classification results for four participants in different 

sleep deprivation states; 0 hour, 3 hours, 5 hours, and 8 hours respectively (Figure 7.8(a) 

to Figure 7.8(d)). For each sleep deprivation state, three different average times ta (7.10): 

30 seconds, 1 minute and 2 minutes is computed. 

As above-mentioned the average time (7.10) is to avoid inconsistence 

classification result on gauge meter. Based on these results, two minutes average time 

produce the consistence classification result compared to the classification based 30 

seconds time average. A consistence classification indication is important to prevent the 

fatigue level classification indicator fluctuation. Figure 7.9 shows the classification 

results based on a two minute average in ten minutes of monitoring. Figure 7.9a) shows 

the classification results for 0 and 3 hours sleep deprivation video footage, while the 

Figure 7.9(b) shows the results for 5 and 8 hours.  
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Figure 7.8:  Fatigue classification results for 10 minutes from SFF video database; (a) 
0hour, (b) 3 hours, (c) 5 hours, and (d)  8 hours sleep deprivation. 
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Figure 7.9:  Classification results in 10 minutes monitoring; (a) for 0 hour and 3 hours,  
(b)  5 hours and 8 hours sleep deprivation video footages.   

 
 

7.3.3 Proposed Technique Vs PERCLOS 

 
PERCLOS is a prominent technique to detect fatigue. This technique, discussed 
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of time.  In this experiment we compare the result of PERCLOS technique with our 

proposed technique using the video footage of the participants in the shipping bridge 

simulator experiment as shown in Figure 7.10. This result is based on two participants 

who conducted the shipping crew activities for 1hour and 20 minutes. One of the 

participants was sleep deprived for a whole night and the other was not sleep deprived. 

From Figure 7.10, for the proposed technique, the classification result for participant 

with 8 hours sleep deprived, it can be seen clearly climbing from 0 hour until a peak of 

fatigue at 8 hours classification.  While for non-sleep deprived participant, the proposed 

technique indicate 1 hour as maximum of classification of fatigue.  

Figure 7.10:  Proposed technique Vs PERCLOS results.  The proposed technique 
produced the output based on level of fatigue signs, whilst PERCLOS based 
classification which result either detected of not. 

 

For PERCLOS technique classification, no fatigue is detected for non-sleep 
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Obviously, in |the proposed technique, which is a combination of activities measurement 

of the eye and mouth, the fatigue signs are represented progressively in accordance with 

the progress of fatigue levels as they occur. By comparison, the PERCLOS technique, 

which only monitors the eye activities, the fatigue is detected only when the eye closure 

time reaches the specified percentage.  The details analysis result of FMT that carried 

upon several SFF participants can be referred in Appendix D. 

 

7.4 Conclusion 

Chapter 7 has discussed a fatigue recognition technique using the Fatigue 

Monitoring Tool (FMT) to classify the facial fatigue signs. A new technique is 

introduced in which the fatigue signs are classified into certain levels based upon sleep 

deprivation hours. In this technique the features vectors are extracted from the eyes 

activities and the yawn detection. From these two components, ten features vectors are 

extracted for every thirty seconds of face activities. The extracted features vectors are 

then trained using a classifier. The MLPNN classifier is used in this research, and eight 

participants and 120 minutes of videos footage have been used for training the features 

vectors.  

The fatigue recognition algorithm classifies the fatigue signs every thirty seconds, 

and the status of fatigue is displayed on the FMT based on the average calculated values.  

From the conducted experiments, the developed fatigue recognition indicates excellent 

classification results. Comparing the proposed technique and the prominent fatigue 

detection technique PERCLOS, the proposed technique is able to discern the flow of 

changes of fatigue signs compared to PERCLOS which is based on a single 

classification. 
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8. Conclusion and Future Work 

8.1 Conclusion  

This thesis has presented novel work of non-invasive fatigue detection and 

quantification algorithms. There are four novel algorithms which have been developed 

and discussed. One contribution for database development is also explained in this 

thesis. 

Starting with the face acquisition operation, a novel approach of face detection 

algorithm was introduced, in which the algorithm is a combination of skin colour 

segmentation, connected component binary image formation and the Viola Jones 

classifier. Based on conducted experiments the proposed face detection algorithm has 

shown very good performance in which the false positive detection rate was reduced by 

a very significant margin. 

Eye state is essentially measured eye activity which can be used to represent the 

dominant signs of fatigue. This thesis has introduced a new technique to measure eye 

activities. This is the Interdependence and Adaptive Scale Mean Shift (IASMS) 

algorithm, which is an association of mean shift tracking algorithm and an adaptive scale 

scheme. IASMS is integrated with a face detection algorithm, an image enhanced 

scheme, an eye open detection technique and an iris detection method in order to be able 

measure the eye state.  Based on the conducted experimental results this proposed 

method successfully quantifies the eye states that denote blink rate and duration of eye 

closure.  

Commonly, yawn is registered based on a wide mouth opening detection. This 

thesis has enhanced yawn detection techniques by introducing a new yawn analysis 

algorithm which takes into account yawning whilst the mouth is hand-covered; a very 

common and spontaneous human action. The algorithm incorporates a new mouth 
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opening measurement approach, a mouth covered detection, and a facial distortion 

(wrinkles) detection. Based on the experiments carried out, the proposed algorithm 

produces a very good yawn detection rate. This algorithm is able to  analyse yawn in the 

three situations; when the mouth is widely open, when the mouth is wide open for a 

short period of time before is promptly covered, and when the mouth is fully covered.  

Since a facial fatigue database was not available to be used for research purposes, 

this PhD research initiative has developed a video footage database that contains facial 

activities associated with signs of fatigue. In order to induce the genuine facial fatigue 

signs, sleep deprivation experiments were conducted, which involved twenty 

volunteering participants. This experiment was a collaborative work between CeSIP 

(University of Strathclyde), PsyKE (University of Strathclyde), and Glasgow Sleep 

Centre. In the experiments, the participants were required to go through four sessions of 

sleep deprivation of, 0, 3, 5 and 8 hours, in which the participant carried out different 

cognitive tasks. This database has been used for training, testing and evaluation for the 

yawning analysis and fatigue recognition algorithms. 

Finally this thesis has presented a novel fatigue recognition algorithm that is able 

to detect and quantify the signs of fatigue into stages. This algorithm has been integrated 

with the Fatigue Monitoring Tool (FMT) platform in order to allow the implementation 

of the developed fatigue detection and quantification algorithms in a real-time 

monitoring system. The FMT classifies fatigue signs based on the sleep deprivation 

hours. The SFF database has been fully utilized for training, testing and also evaluation 

of the fatigue recognition algorithm. The FMT has also been tested on shipping crew 

members whilst carrying out routine shipping tasks by using a shipping bridge simulator. 

The conducted experiments have shown good results in terms of fatigue signs detection 

and classification. 
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8.2 Future Work 

Based on the experiments carried out to develop a non-invasive facial fatigue 

detection and quantification algorithms, and the experience acquired from this work, 

there are some suggestions which could help to improve the performance and the 

robustness of the system. These are: 

1. In this research the developed eye measurement algorithms were tested and 

evaluated based upon normal lighting conditions. In order to allow the 

developed system to work well under any lighting condition (including night 

time), the developed algorithm can be improved by testing and evaluating its 

performance using infrared video recordings.  

2. Similarly, in this research the yawn is only analysed and tested under normal 

lighting conditions.  For robustness, all the lighting conditions must really be 

considered. 

3. In this research the eyes and mouth are the main components to be monitored. 

In future the algorithm development has to take in to account cases where 

monitored users wear sun glasses;. Other elements in human behaviour, such as 

head nodding, need to also be detected. In such cases though the challenge will 

be to distinguish between normal and fatigue induced behaviour. Other aspects 

that potentially can be measured are movements of the face and hand-face 

interactions at specific times.  Commonly, people who begin to feel fatigued, 

start to touch and rub parts of their face. They also distort their facial 

characteristics in an attempt to alleviate fatigue.  

4. In order to enable the fatigue system to monitor multiple of operators as, for 

example, in a ship bridge, additional elements, such as facial recognition, should 

be included in the system, so that unique identification results of facial activities 

can be obtained.  
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5. Instead of face component which able to indicate the signs of fatigue, hand 

gesture can be considered to be measured as fatigue sign. During fatigue people 

use hand to rub their face in order to restrain fatigue from getting worse. 

Therefore, another algorithm can be developed to measure and identify hand 

gesture that present the fatigue reaction  

 

 



 

129 

Appendices 

Appendix A 

 

Features 

 

The Haar-like features use the intensity values of a pixel, and the change in contrast 

values between adjacent rectangular groups of pixels. The contrast variances between 

the pixel groups are used to determine relative light and dark areas. Two or three 

adjacent groups with a relative contrast variance form a Haar-like feature. Haar-like 

features, as shown in Figure A.1 are used to detect an image. Haar features can easily be 

scaled by increasing or decreasing the size of the pixel group being examined. This 

allows features to be used to detect objects of various sizes. 

 

 

Figure A.1:  Haar-like features 
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Integral Image 

 

Rectangle features can be computed very rapidly using an intermediate representation 

for the image which we call the integral image. The integral image at location x, y as 

shown in Figure A.2 contains the sum of the pixels above and to the left of x, y, 

inclusive. 

 

∑
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Figure A.2:  The value of the integral image at point (x, y) is the sum of all the pixels 
above and to the left. 
 

where ii (x, y) is the integral image and i (x, y) is the original image. Using the following 

pair of recurrences: 

 

),()1,(),( yxiyxsyxs +−=   (A.2) 

 

),(),1(),( yxsyxiiyxii +−=   (A.3) 

 

where s(x, y) is the cumulative row sum, s(x,−1) =0, and ii (−1, y) = 0. Using the integral 

image any rectangular sum can be computed in four array references as shown in Figure 
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A.3. The sum of the pixels within rectangle D can be computed with four array 

references. The value of the integral image at location 1 is the sum of the pixels in 

rectangle A. The value at location 2 is A + B, at location 3 is A + C, and at location 4 is A 

+ B + C + D. 

The sum within D can be computed as 4 + 1 − (2 + 3). 

 

 

Figure A.3:  Example four array reference points to compute the integral image. 
 

Cascade classifier 

The Cascade classifier technique is able to increase the detection performance 

while radically reducing computation time. Viola and Jones choose the Adaboost 

classifier because simple and more efficient. The classifier in this technique should be 

simpler classifiers, which are used to reject the majority of sub-windows before more 

complex classifiers are called upon to achieve low false positive rates (as in Figure A.4)  

 

 

Figure A.4:  Cascade classifier which series of classifier connected together.  
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Training Cascade Classifier 

The cascade design process is driven from a set of detection and performance 

goals. For example in the face detection task, past systems have achieved good detection 

rates (between 85 and 95 percent) and extremely low false positive rates (on the order of 

10−5 or 10−6). The number of cascade stages and the size of each stage must be 

sufficient to achieve similar detection performance while minimizing computation. 

Given a trained cascade of classifiers, the false positive rate of the cascade is: 
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where F is the false positive rate of the cascaded classifier, K is the number of 

classifiers, and fi is the false positive rate of the ith classifier on the examples that get 

through to it. The detection rate is: 
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where D is the detection rate of the cascaded classifier, K is the number of classifiers, 

and di is the detection rate of the ith classifier on the examples that get through to it.  

Given concrete goals for overall false positive and detection rates, target rates 

can be determined for each stage in the cascade process. For example a detection rate of 

0.9 can be achieved by a 10 stage classifier if each stage has a detection rate of 0.99 

(since 0.9 ≈ 0.9910). While achieving this detection rate may sound like a daunting task, 

it is made significantly easier by the fact that each stage need only achieve a false 

positive rate of about 30% (0.3010 ≈ 6 × 10−6). 

The number of features evaluated when scanning real images is necessarily a 

probabilistic process. Any given sub-window will progress down through the cascade, 
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one classifier at a time, until it is decided that the window is negative or, in rare 

circumstances, the window succeeds in each test and is labelled positive. The expected 

behavior of this process is determined by the distribution of image windows in a typical 

test set. The key measure of each classifier is its “positive rate”, the proportion of 

windows which are labelled as potentially containing a face. The expected number of 

features which are evaluated is: 
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where N is the expected number of features evaluated, K is the number of classifiers, pi 

is the positive rate of the ith classifier, and ni are the number of features in the ith 

classifier. Interestingly, since faces are extremely rare, the “positive rate” is effectively 

equal to the false positive rate. The summary of cascade classifier training algorithm as 

described in  Table A.1 

 

Table A.1   The training algorithm for building a cascaded detector 

User selects values for f , the maximum acceptable false positive rate per layer and d, the 
minimum acceptable detectionrate per layer. 
• User selects target overall false positive rate, Ftarget . 
• P = set of positive examples 
• N = set of negative examples 
• F0 = 1.0; D0 = 1.0 
• i = 0 
• while Fi > Ftarget 

– i ←i + 1 
– ni = 0; Fi = Fi−1 
– while Fi > f × Fi−1 
∗ ni ← ni + 1 
∗ Use P and N to train a classifier with ni features using AdaBoost 
∗ Evaluate current cascaded classifier on validation set to determine Fi and Di . 
∗ Decrease threshold for the ith classifier until the current cascaded classifier has a detection 
rate of at least 
d × Di−1 (this also affects Fi ) 
– N ← ∗ 
– If Fi > Ftarget then evaluate the current cascaded detector on the set of non-face images 
and put any false detections into the set N 
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Appendix B 

 

Data acquisition 

The sleep deprivation experiments were conducted by PsyKE and the Glasgow 

Sleep Centre, while CeSIP provided the technical facilities for image and video 

acquisition during the experiments. Due to the experiments involving the monitoring of 

human sleep activities the experimentswere designed to fulfil the specified requirements 

set out by the University Ethics Committee (UEC) of the University of Strathclyde.  

Twenty people, ten male and ten female with ages ranging between twenty to forty years 

old, participated in these ethically approved experiments.  In order to ensure that the 

participants complied with the number of hours required to deprive their sleep an 

Actiwatch was used as shown in Figure 4.5. Actiwatch is an actigraphy- based device 

that measures the gross motion activity which allows quantification of physical activities 

and sleep. 

 

 

Figure B1 Actiwatch device that used by participant for record the sleeping time. [55].  
 

Experiments Procedure 

During the sleep deprivation experiments each participant had to go through four 

experimental sessions. In each session the participants were sleep deprived for 0 hour 

(no sleep deprivation), 3, 5and 8 hours respectively. The participants carried out each 

experimental session in different weeks for four consecutively weeks and for different 

hours of sleep deprivation. During each experimental session the participants performed 

several cognitive tasks and the complete of schedule of each experimental session is 
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described in Table 4.3. The schedule represents the sequence of tasks that participants 

had to undergo. 

 

Table B1 Schedule of sleep deprivation experiment. 

 Task Type of task Time 

1. 
Sustained Attention to 
Response Task (SART) 
 

Video recorded (12 – 18) minutes 

2. 
Psychomotor vigilance task  
(PVT)  
 

Video recorded (12 – 18) minutes 

3. 

Pro & Anti saccade task 
with emotional faces 
(measures inhibition) 
 

Eye tracking task (30-40) minutes 

4. 
Emotional face photo 
discrete categorisation task 
 

Video recorded (5-10) minutes 

5. 

Dynamic video social 
gesture dimensional 
categorisation task 
 

Video recorded (10-15) minutes 

6. 
Boredom task 
 

Video recorded (10-15)minutes 

7. 
IAPS categorisation task  
 

Eye tracking task (30-40)minutes 
 

 

Referring to Error! Reference source not found. the task types were divided into video 

recorded and eye tracking tasks. In video recorded tasks, the facial activities are 

recorded throughout the tasks, while in eye tracking tasks the facial activities are not 

recorded explicitly due to the fact that tasks involving the use of eye tracking equipment 

also capture parts of the face. Hence, the SFF database is developed based on five 

conducted cognitive tasks. These tasks are carried out in standard room lighting 

conditions with three video cameras used to record facial activities. The distance in 

between cameras is 120cm, and one of camera is located in middle to record front face 

activity. The high of cameras from the floor is 120cm and distance between camera and 

participant are approximately in range 110cm to 130cm. Error! Reference source not 
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found. shows the room used to carry out the five video recorded cognitive tasks. The 

cameras used were high definition cameras in the range 720 to 1080 pixels per frame, 

recording in PAL format. 

 

Figure B2 The experiment room in normal lighting condition which has three cameras 
located 120cm in between each other. The high of camera is 120cm from the floor, and 
distance between camera and participant are approximately in range 110cm to 130cm. 
(Images are permitted to be published) 
 

 

Experiment Tasks 

The cognitive experimental tasks were conducted by PsyKE.  The cognitive tasks 

were designed to test simple attention of the participants, sustained attention and their 

working memory. These cognitive tasks are associated with sensitivity to sleep loss and 

are able accelerate fatigue signs. The five tasks, during which recording of facial 

activities took place were: 
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A. Sustained Attention to Response Task (SART) 

The Sustained Attention to Response Task is a computational based task 

designed by Robertson et al [187] to measure a person's ability to respond to infrequent 

and  unpredictable stimuli during a period of rapid and rhythmic presentation of stimuli.  

In this task, the participants were asked to identify the characters that were presented 

rapidly on a computer screen (as shown in Figure B3). They had to press a key every 

time they saw any number presented rapidly on a computer screen but withhold a 

response to a specified low frequency digit.  

 

 

 

Figure B.3 Example of  letters and symbols on screen that is  measured in SART 

 

B. Psychomotor Vigilance Task (PVT)  

The Psychomotor Vigilance Task (PVT) was originally designed in 1985 [188] 

to measure sustained attention. This task has shown to be sensitive to sleepiness in 

clinical, experiment, and operational contexts, making it one of the most widely used in 

neurobehavioral tests, studies of sleep and in circadian rhythm research [187].  In this 

experiment, the participants required to identify the amount of LEDs displayed at a 

certain time.  The accuracy of reading is highly correlated with sleep deficiency in terms 

of increased reaction time, reduced vigilance and performance variability. 

 

C. Emotional face photo discrete categorisation task  

* 

d 

p 
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In this task the participants performed face recognition tasks of increasing 

emotional intensity (as shown B.4), in which they had to evaluate several different 

affective face categories such as happy, sad, angry, and disgust. Based on study in [188],  

Helm et. al. found that sleep deprivation selectively impairs the accurate judgment of 

human facial emotion. This finding suggests that sleep loss discrete affective neural 

system which disrupts the identification of salient effective social cues. .  

 

 

Figure B4 Increasing intensity of emotion 
 

 

D. Dynamic video social gesture dimensional categorisation task 

In this task the participant is required to categories the social gesture which is 

played on a monitor screen.    

 

E. Boredom task 

In this boredom task the participants were asked to track a moving light point 

and estimate the frequency of cycles across the screen as shown in Figure B5. 

  

neutral neutral emotional emotional 
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Figure B.5 Tracking moving light in boredom task  
 

Characteristics of Database 

 
The results of the cognitive tasks experiments, from the randomly selected 

participant,  show that the numbers of errors occurring for attention tasks and  

psychomotor vigilance tasks are significantly increased when participant lost their sleep 

for five or eight hours (Figure B.6 and Figure B.7).  These results indicate that the 

experiments successfully associated competence of task completion to sensitivity of 

sleep loss, and demonstrated the  acceleration of fatigue signs related to this sleep loss. 

 

Figure B.6 Attention task errors 
 

      



 

140 

 

Figure B.7 PVT mean performance errors 

Appendix C 

 

Fatigue Monitoring Tool (FMT) 

The Fatigue Monitoring Tool (FMT) platform, including the graphical user 

interface (GUI), was created by CeSIP group members who participated in the project. 

My part in this work was the algorithm development. The tool was designed with a GUI 

(as shown in Figure C1) which can be installed in any computer with a Windows XP or 

above operating system. The tool is able to monitor facial expressions and perform real-

time processing by using any computer attached camera as well as a network camera. 

The tool also provides the storage that allows recording the monitoring activities 

including the result analysis. The monitored face is always analysed in predetermined 

time slots based on the developed algorithms. The current reading level of fatigue is 

indicated in a meter gauge as shown in Figure 7.2, and the average reading results of the 

last 5 hours can also be viewed in this tool.  

The detail features of the FMT, with reference to the number labels, as shown in 

,Figure C1 are: 

1.  Source selector: The FMT provides options to select the source input to be 

used in the analysis. This can be a network camera, a web camera or a stored 

pre-recorded video. 
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2. Video recording option: Users are allowed to select whether the video under 

analysis is to be recorded or not. 

3. Display the face monitoring: Display the face which is being analysed. 

4. Control button: Button to start, stop or reset the tool. 

5. Analysis recording option: User is allowed to select whether the analysis results 

are to be recorded or not. 

6. Analysis parameter setup: Certain analysis parameters such as eye activities 

plots and mouth open detection can be selected. 

7. Algorithm selection: Users are allowed to select the algorithm to be used for the 

analysis. 

8. Out profile plot: Show the current profile analysis plot. 

9. Fatigue level meter: Show the current status of fatigue. 

10. Fatigue level history: The history of fatigue levels. 
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Figure C.1:  Graphic user interface of FMT 

 

 
 

 

 

 

 

 

 

 

Appendix D 

 

 

Fatigue Monitoring Tool Analysis 
Fatigue monitoring tool analysis indicates the result of average percentage of fatigue 

level in duration of 5 minutes, 10 minutes, 20 minutes, and 60 minutes.  When the 

fatigue level reach read zone, which is 65% and above, isAlarm will indicate ‘alarm’ in 

analysis result.  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fatigue 

Average percentage of 
fatigue level  over 5 
minutes, 10 minutes, 20 
minutes, and  60 
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Fatigue Monitoring Tool Analysis 
Date: 22 Jun 2013, 13:39:26 
Video file associated: analysis_1358861966499.mp4 
time  60min 20min 10min 5min isAlarm 
0  0% 0% 0% 0%  
00:00:00.047 0% 0% 0% 0% 
00:00:15.055 0% 0% 0% 0%  
00:00:30.155 0% 0% 0% 0% 
00:00:45.022 0% 0% 0% 0%  
00:01:00.076 0% 0% 0% 0% 
00:01:15.052 0% 0% 0% 0%  
00:01:30.044 0% 0% 0% 0% 
00:01:45.020 0% 0% 0% 0%  
00:02:00.995 0.8% 2.5% 5% 10% 
00:02:15.223 0.8% 2.5% 5% 10%   
00:02:30.043 0.8% 2.5% 5% 10% 
00:02:45.518 1.7% 5% 10% 20%  
00:03:00.010 1.7% 5% 10% 20% 
00:03:15.064 2.5% 7.5% 15% 30%  
00:03:30.056 2.5% 7.5% 15% 30% 
00:03:45.126 3.3% 10% 20% 40%   
00:04:00.149 3.3% 10% 20% 40% 
00:04:15.593 3.6% 10.9% 21.9% 43.8%   
00:04:30.101 3.6% 10.9% 21.9% 43.8% 
00:04:45.108 4% 11.9% 23.8% 47.5%   
00:05:00.037 4% 11.9% 23.8% 47.5% 
00:05:15.122 4.3% 12.8% 25.6% 51.2%   
00:05:30.161 4.3% 12.8% 25.6% 51.2% 
00:05:45.121 4.6% 13.8% 27.5% 55%  
00:06:00.113 4.6% 13.8% 27.5% 55% 
00:06:15.136 4.9% 14.7% 29.4% 58.7%    
00:06:30.845 4.9% 14.7% 29.4% 58.7%  
00:06:45.571 5.2% 15.6% 31.2% 62.5%  
00:07:00.064 5.2% 15.6% 31.2% 62.5% 
00:07:30.031 5.5% 16.6% 33.1% 56.2% 
00:07:45.818 5.8% 17.5% 35% 50%  
00:08:00.061 5.8% 17.5% 35% 50%  
00:08:18.891 6.1% 18.4% 36.9% 43.8%  
 
 
 
Fatigue Monitoring Tool Analysis 
Date: 21 Jun 2013, 10:52:14 
Video file associated: analysis_1358765534048.mp4 
time  60min 20min 10min 5min isAlarm 
0  0% 0% 0% 0%  
00:00:00.040 0% 0% 0% 0%  
00:00:05.000 0% 0% 0% 0%  
00:00:15.000 0% 0% 0% 0%  
00:00:30.000 0% 0% 0% 0%  
00:00:45.000 0% 0% 0% 0%  
00:00:45.040 0% 0% 0% 0%  
00:01:00.000 0% 0% 0% 0%  
00:01:15.000 0% 0% 0% 0%   
00:01:30.000 0% 0% 0% 0%  
00:01:45.400 0% 0% 0% 0%  
00:02:00.000 0% 0% 0% 0%  
00:02:15.000 0% 0% 0% 0%  
00:02:30.000 0% 0% 0% 0%  
00:02:45.200 0% 0% 0% 0%  
00:03:00.200 0% 0% 0% 0%   
00:03:15.040 0% 0% 0% 0%  
00:03:30.000 0% 0% 0% 0%  
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00:03:45.040 0.8% 2.5% 5% 10%  
00:04:00.000 0.8% 2.5% 5% 10%  
00:04:15.720 0.8% 2.5% 5% 10%  
00:04:30.320 0.8% 2.5% 5% 10%  
00:04:45.000 0.8% 2.5% 5% 10%  
00:05:00.280 0.8% 2.5% 5% 10%   
00:05:15.200 0.8% 2.5% 5% 10%  
00:05:30.640 0.8% 2.5% 5% 10%  
00:05:45.120 0.8% 2.5% 5% 10%  
00:06:00.600 0.8% 2.5% 5% 10%  
00:06:15.800 0.8% 2.5% 5% 10%   
00:06:30.200 0.8% 2.5% 5% 10%  
00:06:45.520 0.8% 2.5% 5% 10%  
00:07:00.360 0.8% 2.5% 5% 10%  
00:07:15.640 0.8% 2.5% 5% 10%  
00:07:30.120 0.8% 2.5% 5% 10%  
00:07:45.320 0.8% 2.5% 5% 10%  
00:08:00.000 0.8% 2.5% 5% 10%  
00:08:15.200 0.8% 2.5% 5% 10%  
00:08:30.040 0.8% 2.5% 5% 10%  
00:08:45.080 0.8% 2.5% 5% 0%  
00:09:00.080 0.8% 2.5% 5% 0%  
00:09:15.600 0.8% 2.5% 5% 0%  
00:09:30.480 0.8% 2.5% 5% 0%  
00:09:45.320 0.8% 2.5% 5% 0%  
00:09:58.560 0.8% 2.5% 5% 0%  
 
 
 
Fatigue Monitoring Tool Analysis 
Date: 22 Jun 2013, 10:39:11 
Video file associated: analysis_1358851151104.mp4 
time  60min 20min 10min 5min isAlarm 
0  0% 0% 0% 0%  
00:00:00.047 0% 0% 0% 0%  
00:00:15.741 0% 0% 0% 0%  
00:00:30.795 0% 0% 0% 0%   
00:00:45.740 0% 0% 0% 0%  
00:01:00.778 0% 0% 0% 0%   
00:01:15.645 0% 0% 0% 0%   
00:01:30.059 0% 0% 0% 0%  
00:01:45.192 0% 0% 0% 0%  
00:02:00.776 0.8% 2.5% 5% 10%  
00:02:15.503 0.8% 2.5% 5% 10%  
00:02:30.947 1.7% 5% 10% 20%  
00:02:45.470 1.7% 5% 10% 20%  
00:03:00.618 2.5% 7.5% 15% 30%   
00:03:15.766 2.5% 7.5% 15% 30%  
00:03:30.289 2.5% 7.5% 15% 30%  
00:03:45.936 2.5% 7.5% 15% 30%  
00:04:00.647 2.5% 7.5% 15% 30%  
00:04:15.249 2.5% 7.5% 15% 30%  
00:04:30.724 2.5% 7.5% 15% 30%  
00:04:45.294 2.5% 7.5% 15% 30%  
00:05:00.676 3.3% 10% 20% 40%  
00:05:15.215 3.3% 10% 20% 40%  
00:05:30.004 3.3% 10% 20% 40%  
00:05:45.292 4.2% 12.5% 25% 50%  
00:06:00.471 4.2% 12.5% 25% 50%   
00:06:15.306 5% 15% 30% 60%  
00:06:30.860 5.8% 17.5% 35% 70% alarm 
00:06:45.976 5.8% 17.5% 35% 70% alarm 
00:07:00.305 5.8% 17.5% 35% 70% alarm 
00:07:15.845 6.7% 20% 40% 70% alarm 
00:07:30.864 6.7% 20% 40% 70% alarm 
00:07:45.036 7.5% 22.5% 45% 70% alarm 
00:08:00.471 7.5% 22.5% 45% 70% alarm 
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00:08:15.840 8.3% 25% 50% 70% alarm 
00:08:30.346 8.3% 25% 50% 70% alarm 
00:08:45.360 9.2% 27.5% 55% 80% alarm 
00:09:00.204 9.2% 27.5% 55% 80% alarm 
00:09:15.152 10% 30% 60% 90% alarm 
00:09:30.081 10% 30% 60% 90% alarm 
00:09:45.225 10.8% 32.5% 65% 100% alarm 
00:10:00.085 10.8% 32.5% 65% 100% alarm 
00:10:00.226 10.8% 32.5% 65% 100% alarm 
00:10:00.350 10.8% 32.5% 65% 100% alarm 
00:10:00.500 10.8% 32.5% 65% 100% alarm 
00:10:15.931 11.1% 33.4% 66.9% 93.8% alarm 
00:10:30.619 11.1% 33.4% 66.9% 93.8% alarm 
00:10:45.258 11.5% 34.4% 68.8% 87.5% alarm 
00:11:00.363 11.5% 34.4% 68.8% 87.5% alarm 
00:11:15.119 11.8% 35.3% 70.6% 81.2% alarm 
00:11:30.226 11.8% 35.3% 70.6% 81.2% alarm 
00:11:45.237 12.6% 37.8% 75.6% 81.2% alarm 
00:12:00.292 12.6% 37.8% 75.6% 81.2% alarm 
00:12:30.170 13.4% 40.3% 75.6% 81.2% alarm 
00:12:45.760 14.3% 42.8% 75.6% 81.2% alarm 
00:13:00.897 14.3% 42.8% 75.6% 81.2% alarm 
00:13:15.550 14.6% 43.8% 72.5% 75% alarm 
00:13:30.133 14.6% 43.8% 72.5% 75% alarm 
00:13:45.676 14.9% 44.7% 74.4% 68.8% alarm 
00:14:00.572 14.9% 44.7% 74.4% 68.8% alarm 
00:14:15.059 15.2% 45.6% 76.2% 62.5%  
00:14:45.433 15.2% 45.6% 76.2% 52.5%  
00:15:00.424 15.2% 45.6% 76.2% 52.5%  
00:15:15.260 15.2% 45.6% 71.2% 48.8%  
00:15:30.236 15.2% 45.6% 71.2% 48.8%  
00:15:45.352 15.2% 45.6% 66.2% 45%  
00:16:00.032 15.2% 45.6% 66.2% 45%  
00:16:15.694 15.2% 45.6% 61.2% 41.2%  
00:16:30.795 15.2% 45.6% 61.2% 41.2%  
00:16:45.319 15.2% 45.6% 56.2% 31.2%  
00:17:00.420 15.2% 45.6% 56.2% 31.2%  
00:17:15.380 15.2% 45.6% 51.2% 21.2%  
00:17:30.653 15.2% 45.6% 51.2% 21.2%  
00:17:46.284 15.2% 45.6% 46.2% 11.2%  
00:18:00.119 15.2% 45.6% 46.2% 11.2%  
00:18:15.596 15.2% 45.6% 41.2% 7.5%  
00:18:30.323 15.2% 45.6% 41.2% 7.5%  
00:18:45.455 15.2% 45.6% 36.2% 3.8%  
00:19:00.337 15.2% 45.6% 36.2% 3.8%  
00:19:15.048 15.2% 45.6% 31.2% 0%  
00:19:30.274 15.2% 45.6% 31.2% 0%  
00:19:45.624 16% 48.1% 31.2% 10%  
00:20:00.600 16% 48.1% 31.2% 10%  
00:20:15.139 16.9% 50.6% 34.4% 20%  
00:20:30.131 16.9% 50.6% 34.4% 20%  
00:20:45.653 17.2% 51.6% 34.4% 23.8%  
00:21:00.442 17.2% 51.6% 34.4% 23.8%  
00:21:15.137 17.5% 52.5% 34.4% 27.5%  
00:21:30.363 17.5% 52.5% 34.4% 27.5%  
00:21:45.167 17.8% 53.4% 31.2% 31.2%  
00:22:00.954 17.8% 53.4% 31.2% 31.2%  
 
 
 
Fatigue Monitoring Tool Analysis 
Date: 23 Jun 2013, 15:14:26 
Video file associated: analysis_1358867666522.mp4 
 
time  60min 20min 10min 5min isAlarm 
0  0% 0% 0% 0%  
00:00:00.033 0% 0% 0% 0%  
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00:00:15.081 0% 0% 0% 0%  
00:00:30.393 0.1% 0.3% 0.6% 1.2%   
00:00:45.210 0.1% 0.3% 0.6% 1.2%  
00:01:00.555 0.2% 0.6% 1.2% 2.5%  
00:01:15.240 0.2% 0.6% 1.2% 2.5%  
00:01:30.057 0.2% 0.6% 1.2% 2.5%  
00:01:45.171 0.3% 0.9% 1.9% 3.8%  
00:02:00.351 0.4% 1.2% 2.5% 5%  
00:02:30.744 0.5% 1.6% 3.1% 6.2%  
00:02:30.777 0.5% 1.6% 3.1% 6.2%  
00:03:00.939 0.6% 1.9% 3.8% 7.5%  
00:03:30.870 0.7% 2.2% 4.4% 8.8%  
00:03:45.786 0.7% 2.2% 4.4% 8.8%  
00:04:00.537 0.8% 2.5% 5% 10%  
00:04:30.600 0.9% 2.8% 5.6% 11.2%  
00:05:00.993 1% 3.1% 6.2% 12.5%  
00:05:15.711 1% 3.1% 6.2% 12.5%  
00:05:30.594 1.1% 3.4% 6.9% 12.5%  
00:06:00.789 1.2% 3.8% 7.5% 12.5%  
00:06:30.753 1.4% 4.1% 8.1% 12.5%  
00:06:45.306 1.4% 4.1% 8.1% 12.5%  
00:07:00.024 1.4% 4.1% 8.1% 12.5%  
00:07:30.582 1.6% 4.7% 9.4% 12.5%  
00:08:00.777 1.7% 5% 10% 12.5%  
00:08:30.543 1.8% 5.3% 10.6% 12.5%  
00:08:45.096 1.8% 5.3% 10.6% 12.5%  
00:09:00.870 1.9% 5.6% 11.2% 12.5%  
00:09:15.159 1.9% 5.6% 11.2% 12.5%  
00:09:30.867 2% 5.9% 11.9% 12.5%  
00:10:00.402 2% 5.9% 11.9% 12.5%  
00:10:30.234 2.1% 6.2% 12.5% 12.5%  
00:11:00.759 2.3% 6.9% 12.5% 12.5%  
00:11:30.294 2.3% 6.9% 12.5% 12.5%  
00:11:45.837 2.4% 7.2% 12.5% 12.5%  
00:12:00.126 2.4% 7.2% 12.5% 12.5%  
00:12:30.552 2.5% 7.5% 12.5% 12.5%  
00:13:00.450 2.6% 7.8% 12.5% 12.5%  
00:13:30.843 2.8% 8.4% 12.5% 12.5%  
00:14:00.114 2.8% 8.4% 12.5% 12.5%  
00:14:30.243 2.9% 8.8% 12.5% 12.5%   
00:14:45.720 3% 9.1% 12.5% 12.5%  
00:15:00.999 3.1% 9.4% 12.5% 12.5%  
00:15:15.057 3.1% 9.4% 12.5% 12.5%  
00:15:30.930 3.2% 9.7% 12.5% 12.5%  
00:15:30.963 3.2% 9.7% 12.5% 12.5%  
00:15:30.996 3.2% 9.7% 12.5% 12.5%  
00:15:45.648 3.2% 9.7% 12.5% 12.5%  
00:15:45.681 3.2% 9.7% 12.5% 12.5%  
00:15:45.714 3.2% 9.7% 12.5% 12.5%  
00:15:45.747 3.2% 9.7% 12.5% 12.5%  
00:15:45.780 3.2% 9.7% 12.5% 12.5%  
00:15:45.813 3.2% 9.7% 12.5% 12.5%  
00:15:45.846 3.2% 9.7% 12.5% 12.5%  
00:15:45.879 3.2% 9.7% 12.5% 12.5%  
00:15:45.912 3.2% 9.7% 12.5% 12.5%  
00:15:45.945 3.2% 9.7% 12.5% 12.5%  
00:15:45.978 3.2% 9.7% 12.5% 12.5%  
00:15:46.011 3.2% 9.7% 12.5% 12.5%  
00:15:46.044 3.2% 9.7% 12.5% 12.5%  
00:15:46.077 3.2% 9.7% 12.5% 12.5%  
00:15:46.110 3.2% 9.7% 12.5% 12.5%  
00:15:46.143 3.2% 9.7% 12.5% 12.5%  
00:15:46.176 3.2% 9.7% 12.5% 12.5%  
00:15:46.209 3.2% 9.7% 12.5% 12.5%  
00:15:46.242 3.2% 9.7% 12.5% 12.5%  
00:15:46.275 3.2% 9.7% 12.5% 12.5%  
00:15:46.308 3.2% 9.7% 12.5% 12.5%  
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00:15:46.341 3.2% 9.7% 12.5% 12.5%  
00:15:46.374 3.2% 9.7% 12.5% 12.5%  
00:15:46.407 3.2% 9.7% 12.5% 12.5%  
00:15:46.440 3.2% 9.7% 12.5% 12.5%  
00:15:46.473 3.2% 9.7% 12.5% 12.5%  
00:15:46.506 3.2% 9.7% 12.5% 12.5%  
00:15:46.539 3.2% 9.7% 12.5% 12.5%  
00:15:46.572 3.2% 9.7% 12.5% 12.5%  
00:15:46.605 3.2% 9.7% 12.5% 12.5%  
00:15:46.638 3.2% 9.7% 12.5% 12.5%  
00:15:46.671 3.2% 9.7% 12.5% 12.5%  
00:15:46.704 3.2% 9.7% 12.5% 12.5%  
00:15:46.737 3.2% 9.7% 12.5% 12.5%  
00:15:46.770 3.2% 9.7% 12.5% 12.5%  
00:15:46.803 3.2% 9.7% 12.5% 12.5%  
00:16:00.729 3.2% 9.7% 12.5% 12.5%  
00:16:30.891 3.3% 10% 12.5% 12.5%  
00:16:45.675 3.4% 10.3% 12.5% 12.5%  
00:17:00.327 3.4% 10.3% 12.5% 12.5%  
00:17:15.210 3.5% 10.6% 12.5% 12.5%  
00:17:30.258 3.5% 10.6% 12.5% 12.5%  
00:18:00.420 3.6% 10.9% 12.5% 12.5%  
00:18:15.204 3.8% 11.2% 12.5% 12.5%  
00:18:30.912 3.8% 11.2% 12.5% 12.5%  
00:19:00.711 3.9% 11.6% 12.5% 12.5%  
00:19:30.444 4% 11.9% 12.5% 12.5%  
00:19:45.096 4.1% 12.2% 12.5% 12.5%  
00:20:00.903 4.1% 12.2% 12.5% 12.5%  
00:20:30.537 4.2% 12.5% 12.5% 12.5%  
00:20:45.090 4.3% 12.5% 12.5% 12.5%  
00:21:00.798 4.3% 12.5% 12.5% 12.5%  
00:21:30.333 4.4% 12.5% 12.5% 12.5%  
00:22:00.957 4.5% 12.5% 12.5% 12.5%  
00:22:30.426 4.6% 12.5% 12.5% 12.5%  
00:22:45.903 4.7% 12.5% 12.5% 12.5%  
00:23:00.159 4.7% 12.5% 12.5% 12.5%  
00:23:30.420 4.8% 12.5% 12.5% 12.5%  
00:23:45.897 4.9% 12.5% 12.5% 12.5%  
00:24:00.153 4.9% 12.5% 12.5% 12.5%  
00:24:15.795 5% 12.5% 12.5% 12.5%  
00:24:30.008 5% 12.5% 12.5% 12.5%  
00:25:00.873 5.1% 12.5% 12.5% 12.5%  
00:25:30.870 5.2% 12.5% 12.5% 12.5%  
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