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CHAPTER ONE

INTRODUCTION TO THE RESEARCH

1.1 Introduction

The focus of the thesis will be on the study of a set
of discourse particles in Malay language, namely the
connectives and interrogative particles. Traditionally,
these particles have always been dealt with in the realm
of grammar. As a result of this, the discussions or
definitions attributed to them have always been devoted to

account for what they do superficially. My aim is to

extend the traditional definitions following Blakemore’s
work on semantic constraints of utterance. Her approach

is grounded in the context of Relevance Theory by Sperber
and Wilson (1995). The core idea of her approach is based
on the notion that contextual assumptions can be
manipulated and thus ensuring only the intended

interpretation process is carried out.
The advantage of using these particles is said to be

twofold. First, they ensure only the right contextual
assumptions are brought into the interpretation process.
Second, and directly as a result of this, they reduce the
amount of processing effort needed if compared to
processing utterances without them. Both of these
conditions directly conform to the principles of

relevance.



In short, the intended interpretation of an utterance
that contains a particular discourse particle is derived
not from the textual information but from the assumptions
that the textual information triggers. This is further
proven by Blass (1990; 1993) in her studies on connectives
in an African language called Sissala. In one of her
studies, she concludes “that connectivity in discourse..
results from relevance relations between text and context
rather than from relations linguistically encoded in the
text.” (Blass 1990:1) Her findings also show that the
principles by which a hearer interprets an utterance are
the same across the language. This further suggests that
the Relevance Theory can be adopted to define one step
further what the Malay particles actually do in the
communication process. In other words, it can be used to

provide a clearer understanding of the functions of the
particles beyond their textual usage in the discourse.

To summarise, the discussion of the discourse
particles that I have chosen will be devoted into looking

at how these particles help the speaker to manipulate

contextual information to achieve the desirable contextual
effects in an interpretation process. Specifically, I
will be looking at how these particles are used to ‘alert’
the hearer to kinds of contextual information that he or
she has to derive and how this information is to be

processed with a newly presented assumption.



l.2 The discourse particles

I use the term ‘discourse particles’ as a generic
term to cover all the non-truth-conditional expressions,

both in English and Malay. For example:

(1)

Connective particles: but, and, also;

Discourse markers: well, Err, and yknow;

Interrogative markers: ‘da’ (West Flemish); ‘ne’
‘ka’ (Japanese); ‘na’
(Greek) .

In this study, I choose to look at two types of discourse

connectives and an interrogative particle for three

reasoné. Firstly, I want to show that these'ﬁords do not
affect the propositional contents of the utterance that
contained them. As Blakemore (1988a:86) says of
connectives, “(it) cannot be analysed in terms of its

contribution to the proposition expressed by the utterance

that contains it but must instead be analysed in terms of
a constraint on the inferential computations that
proposition may enter into- or, in other words, its
relevance.” And this relates to my second reason. I want
to show how the discourse particles guide the hearer to
the intended interpretations of the utterances that
contain them. In other words, I want to show how the
context for each interpretation process is constrained by
the particles and how this helps in cutting down the
processing cost or effort of the interpretation process.

Consider, for example, the word ‘tetapi’:



(1)

Nasi sudah masak ‘tetapi’ kita tak boleh makan lagi.
Nasi already cook ‘tetapi’ we no can eat yet.
The rice is cooked ‘tetapi’ we can’t eat just vet.

Briefly in this instance, ‘tetapi’ indicates that the
proposition it introduces should be taken as denying the
implication derived from the first proposition. However,
not only does it constrain the interpretation of the
second proposition, but it also constrains the
interpretation of the preceding proposition of the
utterance. In this sense, ‘tetapi’ can be said to be
equivalent to English ‘but’. Analysed this way, we can
say that the definition of ‘tetapi’ here differs
significantly from the traditional definition where, it is
merely defined as a link word to join two sentences,

clauses or words that are opposing in meanings.

My third reason for doing this research is to show
that although some of the particles seem to imply the same
function structurally, this does not mean that they can be
equated as the same. For example, ‘walaubagaimanapun’

also gives out an instruction to the hearer to treat the

proposition that it introduces as a denial of an
expectation derived from the first proposition. Even when
this is so, these words cannot be said to be the same and
thus cannot be used interchangeably. This is because each
of them implies a procedural process that is unique only
to either of them. However, the implicit differences

between the two particles are not addressed properly by



the traditional approach and thus, in most standard Malay
grammar books, these words would be defined as those words
that are used to link two sentences that have

contradiction in meanings.

1.3 Context selection and manipulation

Central to the study is the idea of manipulating
contextual assumptions and at the same time, ensuring the
lowest processing effort needed for achieving the optimal
relevance. The results of the analysis of Malay
connectives and discourse particles support the claim that

context selection and manipulation play a big role in

successful communication. Although the notion of context
1s also touched by some traditional approaches to

connectives, its main contribution is always lightly

discussed. More importance is placed on the actual
placement of the connectives in the text and how they

relate to previous sentences and utterances with the

preceding to make them whole.
Following Relevance Theory, I define context as a

representation of the individual’s set of beliefs about
the world. In a communication process, a communicator
controls the interpretation of the sentences he writes or
utters by triggering a specific context at each point of a
communication act. Only the intended context should be
accessed and combined with the new information to make

sure communication process 1s successful.



Basically, the contextual information is stored in

the hearer’s cognitive memory. Some of the contextual
information is stored as conceptual information and some
as part of chunks of information or stereotypical
knowledge. Access to this information is triggered once
any of the concepts is used in an utterance. In other
words, the hearer’s choice of context in interpreting an
utterance is not given prior to the communication process
but rather manipulated by the communicator. However, the
context chosen is only made on the assumption that the
hearer has the intended set of contextual information
~available to her in her memory. If his assumption is
wrong and the hearer does not have the intended contextual
information, then his intention to inform the hearer of a
certain phenomenon has failed.

The choice of context and eventual interpretation of
an utterance can be controlled in two ways, pragmatically
and linguistically. When it is controlled pragmatically,
the actual meaning of the utterance is left implicit and
it is only derivable if used with appropriate contextual

assumptions. For example,

(2)
A: Is Ling coming tonight?
B: He'’s in bed with flu.

B’s response does not answer A’s question directly. A has
to supply the contextual information (3a) in order to

conclude (3b).



(3)

a. If Ling has a flu, he will not feel like coming

tonight.
b. Ling might not come tonight.

Sometimes, communication can fail if the envisaged

assumption that the communicatorwishesPhe hearer to
supply is actually not in her cognitive environment or not
retrievable during the course of the communication
process. When this is the case, this interpretation
process will cost the hearer more effort since the
intended context is not available or easily accessible.

Accordingly, in the above example, A could have also

supplied a totally different kind of contextual assumption

and derived a totally different interpretation altogether.

For example,

(4) If Ling has a flu, I should not prepare something
spicy as usual.

Another way of controlling the selection of contextual
information and eventual interpretation of a certain
phenomenon is by the use of certain linguistic expressions
in the language which give out instructions on how an
utterance or utterances that contain them to be processed

(Blakemore 1986). The existence of such words eases the

interpretation process since they guide the hearer to the
intended context and thus to the intended interpretation

of the text. In other words, they provide the



communicator with the sole means of manipulating and
constraining contextual information. Normally when one of
these linguistic expressions 1is used, for example, in an
utterance, the recovery of the interpretation of the
utterance as a whole is provided by the context supplied
by one segment of the utterance, combined with contextual
information introduced by the expression. Blakemore
(1992:137) regards these connectives as “imposing

constraints on implicatures..” since they force the hearer

to “.. supply particular contextual information in order to

interpret the utterance in accordance with the meaning of

such an expression..”

1.4 Coherence

In discourse analysis, the notion of coherence is

considered to be important. However, to different writers
or researchers, the word means different things. Some
studies suggest that the number of connective words that
are used in a text affects the level of coherence: the
higher the number of connectives used, the more coherent
the text is. Others claim that these elements do not
contribute to coherence except as a by-product of
coherence. There are basically three broad approaches to
this notion. The first considers coherence to be the
matter of the mind and thus coherence is actually
contributed by the recipient to the text. In other words,
we assume that a text will be coherent and we would try to

decipher what is infront of us in the light of the

10



assumption we hold. The second approach considers
coherence to be solely the property of the text, for
example, through the use of cohesive ties in text. 1In
other words, coherence is seen to arise from the text
alone and the hearer is just a passive participant in the
communication process. Finally, the third approach sees
coherence as a result of the interaction between the
information in the text and the hearer’s background

knowledge.

Most studies into the use of connectives are carried

out based on Halliday and Hasan'’s theory of cohesion
(1976). They define cohesion as “.. a semantic relation
between an element in the text and some other element that
is crucial to the interpretation of it* (p8). However,

the authors’ discussion of cohesion can sometimes be
confused with another notion that they introduce as
‘texture’. They neglect to give a clearer explanation of
the difference in meanings, if any, between the two
notions. Due to this, sometimes ‘texture’ is confused
‘coherence’. Furthermore, since the authors claim that
the existence of cohesion creates ‘texture’ in text, most
research in cohesion tends to equate the number of
cohesive markers in a text with the degree of the
coherence that the text has. Therefore to them, the
higher the number of the cohesive markers, the higher is
the degree of coherence that the text hqs. The higher the

degree of coherence the text has, the more comprehensible

11



is the text. As a result, good and bad texts are measured
against the number of cohesive markers used in texts.

However, as have been mentioned above, the
comprehensibility of a text does not arise from the amount
of connectives that are used, but from the way these
connectives help the hearer in context selections.
Furthermore, connectivity can still be still perceived
even when these particles are absent. This is especially
true in discourse initial utterances. This is because
according to Blass (1993:99), coherence arises due to “...
something deeper... (that is) relations between text and
context which any hearer, including the discourse analyst,
automatically seeks out”. Subsequently, coherence should
be perceived not as a result of linguistic connectivity,
but as a result of searching for a relevant relationship
between two utterances for example. Blakemore (1987:105-
125) on the other hand suggests that coherence in

discourse arises in two ways:

“ (a) coherence (..) arises when information made

available by the interpretation of one segment of
discourse is used in establishing the

propositional content of the next;

(b) (..) coherence (..) arises when the information made

availlable by the interpretation of one discourse
segment i1s used in establishing the contextual

effects of the next.”

An example for the first type of coherence is as follows:

(5) ‘True Lies’ is on tonight. I heard it is a good
picture.

12



In interpreting the second utterance, the hearer has to
decide whether the speaker is referring to a photograph or
a movie. In this instance, using the information that she
has derived from the first utterance, she will correctly
decide that the concept is used to refer to the movie,
‘True Lies’.

The second type of coherence arises from, what

Blakemore calls, ‘dependent relevant’. Consider example

(6) below:

(6) You can’t have more biscuits. After all, you have
eaten a whole packet.

In this instance, the discourse particle ‘after all’ is
used to indicate to the hearer that the second proposition

given i1s an evidence for a conclusion that has been

established in the preceding proposition. In other words,
the relevance of the first proposition 1s guaranteed with

the introduction of the second proposition.

1.5 Conclusion

In this chapter I have briefly outlined my intention
in carrying out the analysis of a selection of discourse
particles in Malay. Central to my analysis is the idea of
context manipulation which helps in ensuring desirable

contextual effects in an interpretation process. Next, 1in

Chapter Two, I briefly review the traditional approach to

13



discourse particles in general and discuss why an
alternative way of looking at the connectives needs to be
considered. Then, in chapter three, I review the notion
of Relevance Theory as a theory of communication. In the
following Chapter Four I look at the different ways
contextual information can be manipulated or constrained.
I also review Blakemore’s (1987) idea of semantic
constraint on relevance. I end the chapter with a review
of various discourse particles in English. Next, in
Chapters Six, Seven, Eight and Nine, I provide a
descriptive explanation of my analysis of the Malay
connectives and interrogative particles and my deduction
of their functions in context manipulation in the
language. My main goal is to show that although

superficially, these words can be observed to link two
sentences or more at a textual level, their real function
in the language is to connect texts to context. This .
function can only be observed when the connectives are
analysed from the perspective of Relevance Theory.
Finally, I conclude the study with some general

recommendations for future study of discourse particles in

Malay.

14



CHAPTER TWO

TRADITIONAL APPROACH TO DISCOURSE
PARTICLES

2.1 Introduction

Traditionally, alongside grammatical correctness,
discourse particles such as 'therefore', 'however', and
'also' were seen as those textual elements that give
discourse connectivity and thus ease the processing of
text (Homburg 1984; Santos 1987; Brodkin and Young, 1981;
Haviland and Clark 1974). This. view that comprehension 1is
helped and eased through the use of discourse particles
was initiated by Bain (1966) which was subsequently
supported and sustained by early literary-based studies
(Milic; 1967 Gutwinski 1976). Subsequent studies were
predominantly from pedagogical areas. Here, the aim was
mostly to find the extent to which these discourse
particles, especially connective particles, could be
applied as a text analysis system, serve as an index of
good and poor writing (McCulley 1985; Fitzgerald and
Spiegel 1985; Connor 1984; wWitte and Faigley 1981). The
findings of the studies were claimed to be especially
helpful to the teaching of written text since they could
be used to identify the mechanisms and characteristics
that differentiate good and poor writings and thus are
able to provide “... the teacher with an inventory of

points he must incorporate into exercises to develop a

15



knowledge of this aspect of language use” Widdowson

(1979:55).

2.2 Coherence

Another characteristic of discourse that has been the
target of research in the area of discourse organisation
is the notion of 'coherence' in discourse. This term is
widely recognised as very ‘vague’ and 'subjective' in
meaning and thus is difficult to explicate. (van Dijk
1972; 1977a, Bamberg (1984). One of the reasons that
contributes to the problem is in the difficulty of solving
thérquestion on how to decide whether a discourse 1s
coherent or not. Do the recipients of the discourse make
the discourse coherent somehow by working out the meanings
of the discourse by themselves or does the discourse
itself give forth the essence of being coherent?

Several researchers, for example, Brown and Yule
(1983), Charolles (1981,1983, 1989), Fahnestock (1983),
and Jonz (1987), consider the recipients to be responsible
for making a discourse coherent. To them coherence is
basically a ‘global quality’ that is attributed to a
discourse. It is a prerequisite expectation that any
potential recipients possess. Brown and Yule (1983:66)

further say, "human beings do not require formal textual

markers before they are prepared to interpret a text.
They naturally assume coherence, and interpret the text in

the light of that assumption®". In other words, Charolles

16



(1981, 1983) suggests, coherence "is not an inherent
property of discourses but constructed by the
interpreters" (1989:3).

Following this, since it is expected of us to
comprehend the discourse in the first place, we as the
recipients, would be right to hold the assumption that
regardless of what shape the discourse is presented, there
are meanings encoded in it that we need to decipher
somehow. We will also, subconsciously, attempt to make
the text coherent somehow, even if it means that we have
to reanalyse the text over and over again and will only
stop when we_ think that we have achieved what the writer
intends us to achieve in the first place. As a result,
the writer’s main aim and task when producing the text
would be to avoid confusing his addressee more than
necessary by producing a text according to what he

perceives as the addressee's expectations.

However, several researchers believe that coherence

arises from the text itself, for example, Christensen
(1965) who sees coherence as a linguistic property as

grammar is to sentences. On the one hand, coherence in
discourse is viewed as arising from the interactions
between the various sentences that form the paragraphs,
which are then subsequently united or linked together
through transitions using basic and consistently
structured thought patterns or logical relationships in

our writings (Kaplan 1975; Paulston 1972; Pincas 1970).

On the other hand, coherence is viewed to have arisen from

17



the recurrence of certain semantic features emerging from
the textual surface of the discourse, namely connectives
or cohesion. These connectives tie and control the
propositions underlying the texts together so that they
appear in a meaningful sequence. In both of these
instances, coherence can then be said to arise from the
text alone and the addressee of the said text 1s viewed as
a passive participant in the interaction. All that he
needs is the knowledge of the target language in order to
understand the linkages and transitions used in the text.
If however, any of the links is missing from the text, the
text will then be judged as incomprehensible or not
coherent.

Other researchers, both in the theoretical and
pedagogical fields, such as Witte and Faigley (1981),
while accepting cohesion as “an important property of
writing quality” which “reflect(s) the invention skills of
student writers...”, they do not accept cohesion as the
main contributor to the coherence in text. They say it
is just a part of what makes a text coherent and the other
part is “the writer’s purpose, the addressee’s knowledge
and expectations, and the information to be conveyed...”
(ibid. 202). In this sense, coherence is viewed as a by-
product of the interaction between the addressee and the
discourse presented.

This is further supported by the research that
advocates schema theory in readings, for example by

Rumelhart (1977); Rumelhart & Ortony (1977); Smith (1978);

18



Carrell (1982; 1983; 1984); wvan Dijk and Kintsch (1983).
The findings from the various research show that the
reading process ‘constructs’ a text and that the reader’s
prior knowledge, both conscious and implicit, affects the
understanding of a text. Meaning and coherence are not
inscribed in the text but arise from reader’s efforts to
build meaning and to consolidate the details in the text
into a coherent whole. Although readers are guided by

textual cues, they also draw on their own knowledge and

expectations to connect gaps and to f£ill in assumed
information.

The interaction between text and reader and 1its
impact on coherence can be best understood in the context
of a psycholinguistic reading hypothesis. To perceive a
text, competent readers do not read word for word, but

they predict meaning from graphic, semantic and syntactic

cues, sampling only enough of the text to confirm their
predictions. They predict meaning from non-visual
information, their prior knowledge and expectations, as
well as from the letters on the page. For example,
implicit knowledge of the English language helps readers
predict meanings of individual words by limiting the
possible choices of meaning. Similarly, a knowledge of

discourse conventions helps readers predict meaning and

structure.

This theory of reading has its background in
cognitive science. What is important in this theory is

not only the structure and content of the scrutinised text

19



but also what the reader does with it. Essentially, this
theory takes the reader into account: the reading process
that he is involved in activates his knowledge which 1is in
turn modified by textual information. One of the
characteristics of coherence in this sense is that it
allows a text to be understood in real world setting. The
quality of the text, its connectedness and wholeness is

defined, in part as a fit of a text to its context, which
includes the communicator’s purpose, the addressee’s

background knowledge and so on.

2.3 Cohesion In Discourse Organisation

The notion of cohesion has also been greatly
discussed in the studies of discourse organisation and

many of the studies are carried out specifically on
written discourse (McCulley 1985; Neuner 1987; Fitzgerald
and Spiegel 1985; Connor 1984). Generally, cohesion 1is
defined as those overt and describable features of text
that have the capabilities of linking various sentences or
utterances to their preceding and also succeeding
sentences or utterances and thus creating a sense of
‘unity’ in the text. These overt features or cohesive

devices act as signposts that guide the addressee of the

text to the comprehension of the whole discourse.

The earliest work of cohesion can be traced to that
of Quirk, Greenbaum, Leech, and Svartwvik (1972). Their
book, entitled “A Comprehensive Grammar of the English

Language” (1985), provides an exhaustive elaboration of

20



the features that ground a sentence in its context. In
the book they discuss the role of grammatical processes
"in both the interpretation of a text and in the
construction of a text" by paying considerable attention
to lexical and other features of textual structure. This
is to show, they assert, "as important as is the role of
grammar, many factors other than grammar are involved" in
the formation of discourse. They see cohesion as the
relation that exists between parts of a text and consists
of various connective features that interact
simultaneously. These features are then divided into four
main areas, namely, 'pragmatic and semantic implication’,
'lexical linkage', 'prosody and punctuation', and
'‘grammatical devices'. Only lexical linkages and
grammatical devices, however, can be traced formally on

the textual surface.

Beaugrande and Dressler (1981l) who advocate a
'‘procedural approach' to text analysis, on the other hand,
claim that cohesion is one of the seven standards of
textuality that a text (a communicative occurrence) has to

meet. The other six are:

. coherence

. intentionality
. acceptability
. informativity

. situationality

They define cohesion as "the components of the SURFACE

TEXT i.e. the actual words we hear or see" which are

21



"mutually connected within a sequence."(p3). It is
divided further into five basic categories; recurrence,
paraphrase, parallelism, ellipsis and junction.

The most cited and used system of cohesion is the one
that is proposed by Halliday and Hasan (1976) in their
book entitled ‘Cohesion in English’. Their work on
cohesion is done comprehensively and has successfully
convinced a large number of researchers of the importance
of cohesive devices in the establishment of coherence or
texture of text. They also suggest a coding system which
potential researchers can employ and subsequently adapt
for future research. Possibly because of these two
aspects of their book, many researchers (Chapman 1979;
McCutchen and Perfetti 1982; Witte and Faigley 1981;

Neuner 1987) have taken their theory as a basis for their

own studies on cohesion in both written and spoken texts.

2.3.1 Halliday and Hasan’s Theory of Cohesion.

Halliday and Hasan (1976) define cohesion as “...a

semantic relation between an element in the text and some
other element that is crucial to the interpretation of it”
(p8). It is a set of linguistic resources that every
language possesses for linking one part of a text to
another and thus giving text structure or coherence.
Central to their theory of cohesion is the cohesive tie
system which points to the "relations of meaning that
exist within the text" (1976:4). These relations are

successfully activated once the presupposed items or

22



cohesive markers, are met by the presuppositions. In a
typical text, therefore, every sentence (except the first)
is normally connected to the other surrounding sentence(s)
and subsequently the whole text, through the use of
cohesion.

However, Halliday and Hasan's discussion of cohesion
can sometimes be confused with their notion of 'texture’,
mainly due to the lack of clear explanation for the
difference in meanings, if any. However one can conclude
that the authors use the word ‘texture’ to refer to the
outcome of those elements that ‘glue’ all grammatical
units together. Thus, on the one hand, texture within a
structural relation of a sentence for example, is “the
elements of any structure have, by definition, an internal
unity which ensures that they all express part of a text”.
On the other hand, a complete text also displays a unity
within it, which is caused by a different kind of element
from those in grammatical units. These elements or
“cohesion within a text - texture” (p7) are the non-
structural text-forming relations or semantic relations.

Briefly, Halliday and Hasan'’s cohesion system can be

summarised as follows:

a. Reference

Reference is defined as a semantic “...relation
between an element of the text and something else
by reference to which it is interpreted in the
given instance”. It is divided into three
subcategories and they are:

i. personal referent

23



Example: The girl found a cat. 'She' brought 'it’
home.

i1i. demonstratives
Example: Anita loves Singapore very much. She
goes 'there' every weekend.

i1ii. comparatives
Example: She likes ice cream 'more' than
chocolate.

Subgtitution and ellipsis
Substitution and ellipsis are part of the

grammatical relations. On the one hand,
substitution arises whenever one item 1s used to
replace another item in the text. Ellipsis, on
the other hand, is the omission of an item whose
meaning 1s recoverable from the context of the
text. The boundary lines between these two
catego;ies and reference are indistinct.

Formal Repetition and collocation

Formal repetition on the one hand, i1nvolves the

repetition of an item or use of synonym, near
synonym or superordinate term. Lexical
collocation on the other hand, involves the
connection which arises through lexical items that

reqularly co-occur.

Conijunction
Conjunction is represented by certain logical

relations, which are divided further into
categories:

- additive (and, also);

- adversative (but, however);

- causative (so, therefore)

- temporal (Meanwhile, finally).
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2.3.2 Studies On Cohesion As Markers Of Discourse

Halliday and Hasan (1976) claim that it is a
characteristic of a text to be cohesive and maintain that
a text with higher density of cohesive devices will
display a stronger texture. This claim is supported by
various pedagogical studies for example, by Witte and
Faigley (198l1). The result of their study showed that
high-rated college essays were denser in cohesive ties
when compared to low-rated ones. This finding seems to
confirm the claim that cohesion can be used to create
coherence in a text.

The results of a study carried out by Fitzgerald and
Spiegel (1986) into children's writings also confirmed the
significant relationship between cohesion and coherence.
Their findings show that in cases where a clear connection
materialised, generally, more selective use of cohesive
tie tended to be characteristic. They proved that there
is "at least minimal documentation that under
circumstances cohesion, conceived as a linguistic property
of text, can contribute to or emerge from coherence in

some degree." (p.278)

This is further confirmed by the results of a study
carried out by McCulley (1985) which was based on an
analysis of 493 persuasive papers written by seventeen-

vear-olds. Although his study supports the claims that

there is a clear relationship between textual cohesion and
writing quality, he concluded that textual cohesion is to

be considered only a sub-element of coherence.
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Neuner (1987) carried out a study on the relationship
of cohesive ties and coherence in 600 good and poor essays
produced by 40 college freshman. Although his study
showed that there was no difference in the frequency of
cohesive ties used, there were significant differences in

the uses of the cohesive chains and choices of vocabulary

in both types of essays.

2.4 Arguments Against Traditional Approach

2.4.1 Cohesion as Coherence

Other authorities and researchers, for example,
Morgan and Sellner (1980), Carrell, (1982), disagree with
the idea of using a cohesion system as the sole means of

identifying coherent discourse. The catalyst for such
disagreement 1is in the vague definitions that Halliday and
Hasan (1976) provide for their proposed concepts of
cohesion and texture. A close reading of their book,
claimed Carrell (1982), seems to suggest that what
Halliday and Hasan actually mean by ‘texture’ can be

construed as what she and other researchers and writers
mean by ‘coherence’. This is because she says, Halliday

and Hasan (1976:2) define ‘'texture' as "the property of

"being text" and "(a) text has texture, and that is what

distinguishes it from being something that is not a text.
It derives the texture from the fact that it functions as

a unity with respect to its environment"”.
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Another reason for questioning the validity of this
approach to discourse organisation is the fact that the
research done in this area of study normally disregards
the importance of the participants' background knowledge
in the interpretation process. Most of the opposition
comes from those who work in the area of schema theory
which has 1its origin in research in cognitive science.
This theory says that human knowledge is stored in
packages called schemata and these packages consist of
both general and specific knowledge. Schema theory
suggests that texts have no intrinsic meaning and the
comprehension of text is the result of interaction between
the reader’s background knowledge and the text.

Ensuing from this theory, one of the earliest and
most influential oppositions to cohesion theory has come
from Morgan and Sellner (1980). They disagree with the
studies that equate a large number of cohesive markers
with a coherent text where a mere counting of the number
of cohesive markers in a text is used as a basis of
judging good or bad text. They also disagree with the
suggestion that cohesion markers should be employed in
order to provide a high level of coherence in text.
However, they claim that cohesion is only the effect of
coherence and it is the addressee of the text that brings
all the needed resources to comprehend a text.

Another strong opposition comes from Carrell (1982,
1983, 1989). He also disagrees with the use of cohesion

as a measurement of 'texture' or in his term, 'coherence’
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in text. Although he agrees that cohesion theory can
contribute and help in the teaching of English as a
foreign or second language, she cautions researchers and
teachers alike, to be aware that cohesion does not create
coherence. It may only be viewed as those elements that
make explicit "... meanings which are present covertly
because of a text's coherence" (1982:690). In other

words, cohesion 1s a product of the text's coherence, not

the cause of 1it.

Another author that claims cohesion 1s an effect of

coherence text is Beaugrande (1984). Although he
maintains that a text that contain cohesive items is
generally coherent, he also believes that there are other

factors or standards that contribute to the coherence of

the text as a whole. For example, he suggests, apart from
the cohesive markers, the communicator and addressee's
intention and attitudes will also affect and make the
texts cohesive or coherent and as a result, a text “may be
cohesive, but not fully coherent (see example 1), or

coherent, but not fully cohesive (see example 2)":

(1) The slithy toves did gyre and gimble in the wabe
(Lewis Carroll)

(2) As far as I know/no one yet has done the/in a way
obvious now and interesting problem of//doing a/in
a sense a structural frequently study of the
alternative//syntactical/uh/in a given
language/say/like English/the
alternative//uh/possible structure (Charles
Osgood)
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2.5 Relevance Theoretic Approach

Blass (1990, 1993) who advocates Relevance Theory in
verbal communication also argues that successful
comprehension of a discourse is not due to high usage of
cohesive relations. In other words, the connectivity that
is perceived superficially over a text, or connectivity
among utterances for example, do not directly contribute
to the successful of the interpretation of the text or
utterances. However what contributes to this
comprehension is “... something deeper... (that is)
relations between text and context which any hearer,
including the - discourse analyst, automatically seeks out”
(Blass 1993:99). Furthermore, she says, what is
essentially being communicated in the communication
process 1s the 'content' or 'meaning' of the communicatéd
stimulus, not the linguistic information. In order to
access this intended content, the communicated stimulus
has to be enriched to the point it expresses a determinate

propositional content before it can enter the

interpretation process. This is not the case with the
earlier approach to cohesion, which only concerns the
forms of the communicated stimulus and how the various
stimulli are connected to each other. In this approach,
Blass says, cohesion is merely perceived as the "...
formal relationship between elements of a text" which she

feels as "... neither necessary nor sufficient for

textuality, and thus inadequate to account for discourse-
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formedness" (Blass 1990:16). Consider example (3), taken
from Blass (1993:16),

(3) John can open Bill’s safe. He knows the
combination.

Here, although 'he' can be used to refer to either

John or Bill, the most acceptable interpretation or
coherent linkage will be when ‘'he' is taken to refer to
John instead of Bill. And also, a text which is loaded
with cohesive markers can still be considered as ill-

formed, for example,

(4) Abdul Hadi went -to the cinema on Sunday night.
Nabila's mother is related to Abdul Hadi's father
and works as a secretary in Shell. Shell is one
of the 0il companies in Lutong and it attracts
many potential private engineering firms to open
business in the area. Abdul Hadi loves sitting on

the balcony and watches other people go about
their businesses in the busy morning.

The two examples (3 and 4) in the above only prove that
cohesion is not a sufficient condition for textuality.

Cohesion is also considered as not necessary for the

creation of a well formed text. Consider example (5),

(5)
A: Let's go to the theatre.
B: I have a headache.

Even without any obvious cohesive markers that link the

first utterance to the second, most often that not, the
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intended interpretation of the second utterance can still
be accessed by A.

It has been pointed out, initially by Grice, that the
cohesive markers such as 'and' and 'therefore' for
example, implicate interpretations other than the ones
traditionally identified in the studies of cohesion. For
example, traditionally, the conjunct 'and' when used
'cohesively' is saild to create an 'additive relation®
between two sentences. This word 1s classified under the
heading 'additive' in Halliday and Hasan's categorisation
of the conjunctive relations (1987:242). To 1illustrate,
sentence (6a) below is joined to sentence(6b) by the

v’

additive i1tem ‘'and’.

(6)
a. Really, the sound that went floating out on the
air I didn't know I had it in me, and they said it

would make my fortune if I sent it to Hollywood.
b. And I may say it surprised the thief sufficiently
that he dropped my handbag and fled.

(taken from Halliday and Hasan 1976:341)

However, in the above example, the two sentences are
not merely connected to each other by the connective 'and’
which contributes to ‘'textual' in text but it also gives
out interpretations that suggest temporal and causal

connections; the thief dropped the handbag after the
narrator let out a loud scream and the narrator's scCream

made the thief dropped the handbag. These temporal and

causal interpretations, however, are not mentioned in the
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traditional cohesion theory. The most likely reason that
these two interpretations are 'missed' by the traditional
cohesion theory may lie in the fact that the theory only
concerns with looking at the explicit and observable
elements of the discourse and how these elements connect
the surface discourse. As a result, the implicit contents
of the discourse are not given the appropriate attention
and thus ignored.

Furthermore, Blass (1993), in her study of Sissala
discourse particle ‘siE’, shows that this discourse
connective, other than indicating the proposition it
introduces is a conclusion, also implies that the premises
needed for the interpretation of it are left implicit.
Moreover, sometimes ‘siE’ can also introduce a conclusion
that has more complex and attitudinal effects embedded in
it. This conclusion or proposition expressed 1is not used
descriptively, for example, but interpretively where it
echoes somebody else’s thought. These effects are not

recognisable from the textual elements themselves but only

recoverable with the guidance of the word ‘siE’.

Blakemore’s study on the cohesive marker ‘so’ (1987

and 1988a) further supports this finding, that cohesive
markers cannot be considered as simply textual elements of
text. She also stresses that they only contribute to the
inferential processing of text or utterances. She says,

other than implyving a causal connection, the discourse

particle ‘so’ also implies an inferential instruction.
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Let's consider these two examples taken from Blakemore

(1988a:184)

a. Tom ate the condemned meat. So he fell 1ill.
b. Bill insulted Mary. So she left.

a. There was $5 in his wallet. So he hadn't spent

all the money.
b. She's your teacher. So you must respect her.

In example (7), 'so' indicates that there is a causal
connection between the two propositions (7a) and (7b) or
",.. the event described by the proposition it introduces
is a causal consequence of the event in the first
proposition.." (ibid. 190). Tom fell ill because he ate

the condemned meat and Mary left because Bill insulted

her.

In contrast, each of the examples in (8a&b), ‘so’

indicates that there is an inferential connection between
the two propositions of the utterances. It introduces an
assumption that should be taken as a contextual
implication for some state of affairs that has been stated
prior to the introduction. Therefore, in the above
instances (8a&b) ‘so’ instructs the hearer to treat the
assumptions "he hadn't spent all the money" and "you must
respect your teacher" as contextual implications of the
utterances that precede them. In this sense, ‘so’
"constrains the relevance of the proposition it introduces

by indicating that it must be interpreted as a contextual
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implication of some immediately accessible proposition..."

Blakemore (1988a:190).

These expressions such as 'so' and many others, are
what Blakemore (1987; 1988a; 1989; 1990) calls
‘linguistic devices’ or ‘inferential connectives’ which a
speaker may employ in order to guide his addressee to the
kind of contextual effects that he intends in a particular
communication process. He uses the connectives to make
his implicit intention explicit. However, Blakemore
(1988a) points out, these connectives or devices do not
affect the propositional content of the utterances that

contain them. For example (7a) in the both repeated here

as (9),

(9) Tom ate the condemned meat. So he fell 1i1l1l.

The propositional contents of both utterances are still

(10)
a. Tom ate the condemned meat.
b. He fell 1ill.

If the speaker has uttered (9) without the particle ‘so’,
the might miss the intended interpretation by bringing a

totally different contextual assumption into the

inferential process. Even if she is able to work out the
intended interpretation on her own initiative, the cost or

effort required in the process will be significantly
higher than when ‘so’ is used. This is because, 1in

interpreting the utterance, she has to make a decision
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which contextual assumption to use from the various
assumptions that she has available in her cognitive
environment triggered by the concepts in the utterance.
This explains the possibility that she could make the
wrong choice in the process. If this happens, the
processing effort that has incurred will be high and
unnecessary. With an utterance that contains 'so' on the
other hand, the hearer is actually guided in her search
for the most appropriate contextual assumptions needed in
processing both segments of the utterance.

Directly following the above, we can say that
accessing the right contextual information is an important
aspect of verbal communication. The same utterance when
processed with different contextual assumptions will

convey different interpretations or contextual

implications. To illustrate, consider example (11):

(11) The bathroom is free.

Someone who wishes to use the bathroom will take the
utterance as implying that he can use it now because

nobody is in the bathroom at the time the utterance is

uttered. On the other hand, to someone who has just had

his whole house renovated, (11) will imply to him that he

does not have to pay the cost for the renovation of his

bathroom. These two example show us that the right
context for the interpretation of the above utterance must

be the one intended. Now consider examples (12&13) below:
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(12) He is feeling better.

(13) He has taken two paracetamol.

In interpreting the above examples, the hearer will not be
wrong to assume that (12) can either be the evidence for
(13) or the conclusion for evidence in (13) or vice versa.
However, either way, she needs to access the most
appropriate contextual assumption in order for the
interpretation process to be successful. For example, if
she thinks the speaker has meant for (12) to be the
evidence for (13), then the interpretation process will

include the processing of (12) in contextual assumption

(14) :

(14) =~ If he i1s feeling better then he has taken two
paracetamol.

(13) He has taken two paracetamol.

If otherwise, then she will have to access the contextual

assumption (15) instead.

(15) If he has taken two paracetamol then he 1is feeling
better.
(12) He is feeling better.

In either case, the connectivity between the two

utterances is established with the use of appropriate
contextual assumption. As we have seen, the same kind of

connectivity is also achieved when we use discourse
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particles such as ‘so’ as in example (9). In other words,
the contextual assumptions (14) and (15) could have easily
been derived if discourse particles are used instead to
show the hearer what kind of interpretation process she
needs to undertake in processing the utterances.

To conclude, we can say, with or without the
discourse particles, connectivity in discourse can still
be maintained. In this light, therefore, connectivity
should be perceived, as claimed by Blass (1993:99), to be
a result of following the principle of relevance.
Directly from this, Blass argues, the study of discourse
then should not be about building a theory of how the
connectivity 1is realised superficially, but should be
sensitive to the role of contextual information and
inference in communication as advocated by the Relevance
Theory. In the next two chapters, I will look at the role
of contextual assumption and inference and its implication
for the studying of discourse particles. I will start
with a brief review of the Theory of Relevance to
communication by Sperber and Wilson (1995). Then, in

Chapter Four I will look at the different ways contextual

information can be manipulated or constrained following

the work of Diane Blakemore (1987).
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CHAPTER THREE

RELEVANCE THEORY

3.1 Introduction

A communication process normally involves at least
two participants: a 'communicator' whose intention is to
impart a piece of information and an 'addressee', who will
take for granted that whatever information the
communicator wishes to impart in the interaction, in one
way or another, will be beneficial to her. 1In the
communication process, the information that is being
conveyed is essentially the representation of one's
. thoughts or one's beliefs, in this case the
;ommunicator's,*which once transmitted, will somehow
reconstruct and enrich what Sperber and Wilson (1995)
describe as the addressee's 'cognitive environment'. The
cognitive environment of an addressee or any individual
consists of "merely a set of assumptions which the
individual is.capable of mentally representing and

accepting as true" at the point of communication (Sperber
and Wilson 1995:46). Seen this way, communication can

then be defined as an act with a purpose for participants,

the ‘transmission’ and the 'digestion' of beneficial

information. That both of these actions are purposeful is
recognised by both communicator and addressee and this

makes the communication event successful.
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3.2 Intentions and Communication

It i1s impossible for any communicator to have a total
control over his addressee's actual thoughts in any act of
communication and also for him to reproduce his exact
thoughts in his addressee. However, what he is capable of
doing 1lnstead 1s to enrich his addressee's cognitive
environment by making known to his addressee a certain
phenomenon. This phenomenon may consist of a set of
thoughts {I} that the communicator holds to represent the
actual state of the world (Sperber and Wilson 1995:2).

The intention to make this set of assumptions known to the
addressee is called the informative intention of the

communicator and defined as,

(1) Informative intention: to make manifest or more
manifest to the audience a set of assumptions.
(Sperber and Wilson 1995:58)

To make his intention manifest, the communicator has

to produce a stimulus that is strong enough to engage the
addressee's interest and willingness to process it. This

intention to make his informative intention manifest 1is

what Sperber and Wilson call the communicative intention

of the communicator, and 1s defined as,

(2) Communicative intention: to make it mutually
manifest to addressee and communicator that the
communicator has this informative intention.

(p61)
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According to Sperber and Wilson (1987; 1995) a wverbal
stimulus 1s the best stimulus that a communicator can use
to relay these intentions effectively. This 1s because a
verbal stimulus “.. helps focus the attention of the
addressee on the relevant information, and thus
contributes to the fulfilment of the informative
intention” (p62). For example a lecturer who says, “No, I
can’t see you because I’'ll be busy the whole day.” to his
student who has asked him if she could see him later
during the day, intends his utterance to be interpreted
literally. He uses a stimulus in communicating his
intended meaning and as far as he 1s concerned, he has
chosen the most appropriate stimulus for the
representation of his thoughts to his addressee.

Furthermore, Sperber and Wilson claim, when the

utterances are made manifest, “..the communicator creates

the following situation: it becomes mutually manifest that
the fulfilment of her informative intention is, so to

speak, in the hands of the addressee. If the assumptions
that she intends to make manifest to the addressee become

manifest, then she is successful; i1f the addressee refuses
to accept assumptions as true or probably true, then she
has failed in her informative intention.” (p63)

A nonverbal stimulus on the other hand, is not
- considered as the best form of communication because, most
often if not always, the processing of it merely presents
various weak interpretations. For example, a wife on

seeing her husband entering the nursery deliberately
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establishes an eye contact with him and then tilts her
head towards the baby’s cot and at the same time, puts her
finger against her closed lips. Her various actions
signify various possible messages and the likeliest one of
them might be “Be quiet, the baby 1s asleep.” The other
interpretations might be: “Go and see the baby” or “I'm
staying with the baby” or “The baby is now in the cot.” or
“*I have moved the cot to the corner of the room" (if
earlier on the cot was in the middle of the nursery) and
so on. In other words, Sperber and Wilson (1995:174) say,

" there is no limit to the number of ways he (the

addressee) can represent her (the communicator’s)
behaviour to himself: there may be a whole nebula of
alternative interpretations, all closely similar in import
and comparable in relevance ... one can never be sure
which of a variety of assumptions made manifest by the

communicator she herself actually had in mind."

In contrast, verbal stimulus restrains the addressee
from making various interpretations other than the one
that the communicator intends the addressee to consider.
In the example above, the expressed meaning of the
lecturer’s utterance is the one and only interpretation
that is intended by the lecturer. There are times when an
utterance also presents very close interpretations and has
to be interpreted beyond its unique propositional form
(Sperber and Wilson 1995:179). However, the variety of
interpretations can be easily discounted since each of the

interpretations will be very different from each other.
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For example, the utterance (3) taken from Sperber and

Wilson (1995:175)

(3) He's a bastard.

can be interpreted as (3a-4d),

a. Peter is a nasty man.
b. Bob is a nasty man.
C. Peter is illegitimate.
d. Bob is illegitimate.

These four interpretations of (3) are all possible but
only one of them is the intended interpretation in a

particular communication process. What the recipient
needs to do here is close the gap that exists between the

semantic representations of linguistic description of the

utterance and the actual message intended by the

communicator.

3.3 The Principle of Relevance

The Principle of Relevance is defined as,

(4)
Principle of Relevance
Every act of ostensive communication communicates

the presumption of its optimal relevance.
(1995:158)
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According to this principle, every utterance always
promises adequate contextual effects relative to ease of
processing. With this guarantee in mind, an addressee of
an utterance can always go ahead and interpret the
utterance confidently and the first interpretation
obtained will be taken as the one and only interpretation
meant by the communicator. For example, Shila could use

one of these utterances (5a, b & c¢) as her response to

Sue’s question in (5),

(5)

Sue: Want to watch 'True Lies'?

Shila answers,

a. No.
b. I only watch romance.
c. I only watch romance and I'm a Muslim.

Although all of Shila’s answers (a-c) above convey
the same intended meaning, (5a) is still the most relevant
response for Sue’s query since it answers her question
directly. This is because, the next two utterances
require more processing effort to access the appropriate
assumptions for the effective interpretation of them.
However, following the Principle of Relevance, the fact
that Shila chooses to utter them implies that not only
Shila wishes her to know that she does not want to watch
the movie, but also the additional information contained

in the utterance. This extra information alone will
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compensate the extra effort needed to process the longer

utterance. This balancing of effort and effect

contributes to the ‘presumption of optimal relevance’ as

stated by the principle and defined as,

(6)
Presumption of optimal relevance
(a) The ostensive stimulus is relevant enough

for it to be worth the addressee's effort to

process 1it.
(b) The ostensive stimulus 1s the most relevant

one compatible with the communicator's
abilities and preferences.

(Sperber and Wilson 1995:270)

The balancing of effort and effect in any

interpretation process is important in Relevance Theory.
Ideally the effort should always be at its lowest which
means that the steps taken towards the intended meaning
will be at its shortest. The less the processing effort
is required, the more relevant the utterance will be to
the addressee. The more relevant the utterance is to the
addressee, the more effect it will have on the addressee’s

cognitive environment. Therefore, it is important that

the communicator’s choice of stimulus should preferably be

or appear to be the one that will not present the

addressee with too much effort in the process (Sperber and
Wilson 1995:156). Consider the above example again,

repeated here,
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(7)
Sue: Want to watch 'True Lies'?
Shila: I only watch romance.

In a situation where Shila reasonably believes that
Sue knows that the movie "True Lies" is an action movie,
Shila would intend Sue to use this premise to process her

answer which will yield this implication,

(7e) Shila does not want to watch True Lies.

However, 1t can also be argued that Shila's answer
could also suggest that she will go to a movie with Sue as
long as Sue chooses to watch a romantic movie instead. If
this is Sue's real intended interpretation, she can be
said to have cost Sue unnecessary effort because, in order
to get to this second interpretation of utterance, after
accessing the first (7e), Sue has to go through various
other premises which require more processing effort on
Sue's part. Furthermore, there is no guarantee at all
that Sue will access the second interpretation since the
first interpretation (7e) is relevant enough for Sue to
possess 1in the first place. In this instance, Shila can
be said to have violated one of the conditions for the
presumption of optimal relevance, which states that the
stimulus or utterance used should always be "as relevant
as possible to the addressee." (Sperber and Wilson

1995:270). So, wherever possible, say Sperber and Wilson

(1995:270), "the communicator should choose the stimulus
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that appears most relevant to the addressee, since this
will make her communication most likely to succeed." In
other words, if Shila intends Sue to access the second
interpretation, she should have chosen another most
appropriate stimulus which calls "...for the least
processing effort ...Unless the communicator is merely
pretending to communicate, it is in her interest to be
understood, and therefore to make it as easy as possible
for the addressee to understand her" (Sperber and Wilson
1995:157).

The second condition of the presumption of optimal
relevance also stresses that the choice of stimulus to use
in any act of communication also depends on the
communicator’s abilities. This because there are times
during a communication act when a communicator could not

find the most suitable stimulus to employ to represent his

meaning and thus, he has to choose instead an alternative
that might cause his addressee extra effort in processing

the utterance (as illustrated above). Even when this is
the case, the communicator could have been said to have

chosen the most relevant stimulus, within his ability at

that particular time of communication.

3.4 Inferential Nature of Communication

Briefly according to the traditional approach to

verbal communication, namely the ‘code model’, the aim of

communication process is to reproduce the communicator’s
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exact thoughts 1n the addressee’s mind through a shared
code (linguistic knowledge). What is being transmitted in
the process is the communicator’s actual thoughts, which
are depicted in a set of shared codes or signals and when
these codes are deciphered, the exact representation of

the communicator’s actual thoughts will be the end

results. In other words, as Katz (1966:104) described it:

"The speaker's message 1s encoded in the form
of a phonetic representation of an utterance by
means of the system of linguistic rules with
which the speaker is equipped. This encoding
then becomes a signal to the speaker's
articulatory organs, and he vocalizes an
utterance of the proper phonetic shape. This
is, in turn, picked up by the addressee's
auditory organs. The speech sound that
stimulates these organs is then converted into
a neural signal from which a phonetic
representation equivalent the one into which
the speaker encoded his message is obtained.
This representation is decoded into a
representation of the same message that the
speaker originally chose to convey by the
addressee's equivalent system of linguistic
rules.”

However, as has been mentioned previously, the
semantic representations of the utterances, most of the

time, present gaps that need to be closed because by
themselves they do not provide the addressee with the
intended contents of the messages or thoughts that the
communicator wishes to impart. What the utterances do
present however, are some kind of ‘blueprints’ (the term
is Blakemore’s, 1990; 1987) from which determinate

propositions or unique propositional forms can be
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developed (Sperber and Wilson 1987, 1990). To illustrate

further,

(8) She loves the pictures.

This utterance clearly has several referents and senses

(9a-d).

(9)
a. Nabila loves the photographs.
b. Kamila loves the photographs.
c. Nabila loves the movies.

d. Kamila loves the movies.

The addressee’s first task is to work out the
utterance’s unique propositional form by deciding which
reference, sense or propositions in (9a-d) that the
communicator has intended when he utters (8) before he can
actually have the full interpretation of the utterance.
The result will be the intended expressed proposition of

(8), or an ‘explicature’ for Sperber and Wilson (1995).

As also‘been.briefly'disdussed earlier, an utterance

can be used to convey a totally different interpretation

from its expressed proposition. For example, B’s response

to A’s question,

(10)
A: Can I see you this morning?
B. I have a meeting all day.
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The expressed propositional content of B's utterance
does not answer A's question directly. The addressee has
to infer the information that she seeks for from the

proposition of B's utterance to get for instance B'.

B'. I cannot see vyou.

Here, the intended meaning of B's utterance is not
the expressed proposition content of the utterance itself.
This type of information is what Sperber and Wilson called
‘implicature’ or what Grice would call ‘conversational
implicature’.

As have been.mehtioned earlier, the utterance by
itself 1is still incomplete and needs to be determined into
its full propositional content before it can be

interpreted. Consider another example,

(11) If yvou look out from the window, you can see the
port.

In its logical form (11) above, the utterance is said
to be incomplete and ambiguous. It contains empty
constituents and will only be interpretable once definite

concepts are placed to fill them (Sperber and Wilson

1995:72). Both uses of the pronouns in this example need
to be assigned their appropriate references in the world

and the word 'port' of the same example needs to be made

more specific. Here, does the speaker mean the place

where ships dock or the alcoholic drink?
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A completed logical form is called a ‘propositional
logical form’ and it is said to represent a definite state
of affairs, which carries truth-value. Then once the
propositional content of the utterance has been completed,
the addressee has to combine the new assumption or
assumptions derived from the utterance with old and most
importantly, relevant assumptions that are manifest to her
at the time of interpretation process. Here, the old
assumptions that are available to the addressee constitute
what Sperber and Wilson (1995) call the ‘context of the
interpretation process'. These assumptions consist of the
beliefs and assumptions that each individual has about the

world.

To Sperber and Wilson (1995), the context for

communication is essentially a psychological construct.
It consists of knowledge or representations of what the

communicator or addressee holds to be true. This set of
knowledge plays an important role in any interpretation or
communication process. The information contained in the
context 1is used with new information gathered from a

communication process to yield new and more relevant

information. The new information can be derived from

three main sources.

First, new information can be obtained from what an

individual can perceive in her physical surroundings. For
example, when she sees her friend is wearing a tuxedo or a

cat crossing the road, her mind will automatically
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attribute a conceptual representation of the perceived

stimulus infront of her as

(12) Robert 1s wearing a tuxedo

In turn, this new information could become relevant and
highly accessible 1n an immediate inferential process she
is involved in at the that time. For example, both Robert
and A have been invited to go to the same party but A is
not sure what to wear. However, when she sees Robert, who
is going to the same party, 1s wearing a tuxedo she can

safely deduce from what she perceives that,

(13)
a. Robert is wearing a tuxedo.
b. Normally, men wear tuxedoes to a formal gathering.
c. If Robert is wearing a tuxedo, the party must be a
formal affair.
d. She must wear something formal to the party.

Secondly, the assumptions can also be obtained from

the addressee's "...expectations about the future,

scientific hypotheses or religious beliefs, anecdotal
memories, general cultural assumptions, beliefs about the
mental state of the speaker..." which are stored in her
cognitive memory (Sperber and Wilson 1995:15). For
example, an unmarried Muslim couple who have just arrived
in another strict Islamic country would not attempt to
live together knowing that the act is prohibited and

heavily punishable.
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Thirdly, an individual's cognitive memory can also
consist of information that has been processed in previous
or immediate interpretation processes. This processed
information includes the contextualised assumptions,
complete propositional logical forms and also incomplete
logical forms. Recently processed assumptions are first
stored in short term memory and then subsequently
transferred into the cognitive memory as part of the
individual's overall representation of the world (Sperber
and Wilson 1995:73). These assumptions or what Sperber
and Wilson call as 'factual assumptions' are divided into
two categories. The first one is called basic factual
assumptions which are "entertained as true descriptions
of the world, but not explicitly represented as such".

The second category of assumptions 1s embedded under the

attitudes of belief and desire (ibid. 74). Incomplete

logical forms on the other hand are stored as assumption
schemas in the individual's memory. When they are
employed, they will be processed into complete

propositional forms in the interpretation process.

3.5 Context accessibility.

The logical form of an utterance is actually made of
constituents of psychologically construct concepts and 1is

stored in encyclopaedic memory of an individual. 1In the
memory, each of the concepts functions as a signpost under

which various sets of other conceptual information are
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attached which will be activated whenever a concept that
they are attached to is being processed during an
interpretation process. For example, the concept
'toiletries' would have conceptual elements such as
shampoo, conditioner, toothpaste and so on attached to it.
As constituents of a logical form on the other hand,
concepts act as triggers for the utilisation of deductive
or inferential rules.

The two functions of a concept are complementary:
", ..when the address of a certain concept appears in a
logical form being processed, access 1s given to the
various types of information stored in memory at that
address" (Sperber and Wilson 1995:86). Thus 1in any
interpretation process, the propositional form that the
addressee will determine will be constrained by the

concepts that are attached to the logical form. The

context that will be selected will also be constrained by
the conceptual information that is attached to the

propositional contents of the utterance.
In other words, the conceptual information that is

attached to a concept can consist of a deductive rule,
other related information that denotes the concept further
or a linguistic information of the concept. All of these

related particulars of the concept will be stored

accordingly to the kinds of information they are and they

can be accessed through three types of entry in the

memory: logical, encyclopaedic and lexical.
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3.6 Logical Entry

The logical entry for a concept is a restricted,
finite and unchanging entry and consist of a set of
inference rules. Each of these rules comprises of "a set
of input and output assumptions: that is, a set of
premises and conclusions" (Sperber and Wilson 1995:86).

For example, the 'modus ponendo ponens" rule of the

concept ‘if.. then’,

(14)
Modus ponendo ponens
Input: (1) P
(If P then Q)
Output: Q

This inference rule comes to play when the concept
‘if .. then’ becomes a part of an assumption at the moment

of a communication act. The output of this occurrence

will be the removal of the concept. To illustrate,

(15)
Input: (1) Shila is not feeling well.
If Shila is not feeling well then the
class is cancelled.
Output: The class 1s cancelled.

After a length of time and usage, this entry will

eventually become complete and the set of rules can be

said to have been mastered by the individual.
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3.7 Encyclopaedic Entry

It has been rﬁentioned above that a concept acts as a
signpost in the cognitive environment of an individual,
under which extended information about it is attached, and
this extended information is stored in the 'encyclopaedic

entry' of the concept. The extended information of the
initial concept can in turn be expanded further by the
information that is attached to it and so on. For
example, the encyclopaedic entry for 'Sarawak’', can

trigger (16),

(16)
a. Abu is from Sarawak.
b. Sarawak is in Malaysia.
c. Malaysia is next to Singapore.
d. Aminah's husband is from Singapore.
e Aminah still owes me some money.

From the above, it can be said that the accessibility

of the assumptions triggered by the concept and its
elements can be extended further and further, provided

that each of the concepts and its extended elements are
present in the individual‘'s cognitive environment. The
encyclopaedic entries of a concept do not only consist of
factual assumptions as above but also information schema

which will only be turned into of a set of complete

factual assumptions once triggered.

However, different individuals might have different
information stored under the encyclopaedic entry of the

same concept depending on how she or he acquires the

55



information. Unlike the logical entries, the information
contained in the encyclopaedic entries is changeable and
frequently updated. Inevitably, after going through
several interpretation processes, the encyclopaedic
entries will become bigger and bigger as new information
1s added each time the concept is called upon to play.
Eventually, in the next communication act, a particular

concept can be extended exhaustively. For example,

(17)
a. Abu stays in Miri.
b. Miri is in Sarawak.
c. Niah Cave and Mulu Cave are in Sarawak. _
d. Mulu Cave has the biggest opening in the world.

Each of the concepts above can be extended further and

further. However, in any communication act, an individual
will stop accessing the encyclopaedic entries of a concept

once she has accessed the one that provides her with

enough contextual effects.

3.8 Lexical Entry

The lexical entry of a concept consists of
linguistically signification of the words or concepts used
in an utterance. In other words, the entxry comprises of

syntactical and phonological information of a particular

concept in an utterance.

Sperber and Wilson (1995:90) say that for an

interpretation process to succeed, an individual must be
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able to access these three entries coexistently. The
"(R)ecovery of the concept of an utterance involves the
ability to identify the individual words it contains, to
recover the associated concepts, and to apply the
deductive rules attached to their logical entries".
However, not all concepts have these three entries
attached to them. For example, the word 'then' lacks the

encyclopaedic entry and the word 'Scotland' on the other

hand, lacks the logical entry.

3.9 Rewarding Nature of Communication

As has been established earlier on, human beings tend
to pay attention to something that they think will benefit

them. This tendency is especially true in communication

process where the aim of the addressee is to better their
cognitive environments and thus expand their knowledge of
the world. A communicator who is a knowledge seeker

himself, is aware of the importance of providing a
relevant and ostensive stimulus which he hopes will

attract his addressee’s attention and subsequently, will
lead her to the successful interpretation of the stimulus..
The addressee on the other hand, is aware of this and all
she has to do next in the communication process is to
trust her communicator’s sincerity in giving her the

relevant information and then go ahead and interpret his

stimulus accordingly.
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But how does the information improve the cognitive
- environment of the addressee? According to Sperber and

Wilson, the cognitive environment of the addressee 1is

improved if the utterance made manifest yields some
effects to the addressee. However, a mere duplication of
an existing information will not be considered as creating
any effect in the cognitive environment. Neither will an
introduction of a new information which 1s not related at
all to the existing information be considered as
contributing the betterment of the addressee’s cognitive
environment. To take a simplest example, an information
about how to look after a puppy will be considered as not
relevant and thus not profiting to a professional
veterinarian. By the same token, the same information
will also be considered as not relevant and does not have

any effect at all to a Muslim boy who has never seen a

" puppy in his life since it is against his religion to have
dogs as pet. However, the same information will be

beneficial to a young girl who has been given a puppy for

her birthday a month before.

Basically, new information can create three
types of contextual effects: contextual implication, the

strengthening of assumption and the elimination of
assumption. Each of these is created when the new
information is integrated with an existing information in

the addressee’s cognitive environment. I will describe

each of the effects in turn.
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Firstly, a contextual implication is only derived
when a new assumption is processed with an existing

assumption. For example, let'’s say, Mijaa holds an

assumption (18)

(18)
If Sabry ignores me at the office today, then he

1s still annoyed with me.

When she sees him later at the office that day, he walks
past her without saying anything. This new information

(1) when processed with the existing assumption (18) will

yield contextual implication (20). For example:

(18) If Sabry ignores me at the office today, then he
is still annoyed with me.

(19) Sabry ignores me at the office today.

(20) Sabry is still annoyed with me.

In other words, the conclusion or contextual implication
can only be derived when the new information is processed
together with the existing or old assumption. According
to Sperber and Wilson (1995: 112), contextual implication
is also called ‘dependent strengthening’ since “... the
strength of the conclusion depends not only on the added
premise P but also on the context C: P affects, does not
fully determine the strength of its contextual
implication”. Therefore, in the above case, the strength

of Mijaa’s belief in (20) also depends on the strength of

(18).
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Secondly, a new piece of information can also be
relevant as an additional information that strengthens an
existing information further. For example, Mijaa is now

believes that Sabry is still annoyed her and this
information is still accessible in her immediate cognitive

environment. Later that day, a mutual friend says:

(21) Sabry is avoiding you.

This new information is relevant as an additional
information which if processed in a further contextual
assumption (22) will imply conclusion (23) which is the

same as conclusion (20). For example,

(22) If Sabry is avoiding me, then he is still annoyed
with me.

(21) Sabry is still avoiding me.

(23) He is annoyed with me.

The belief that Sabry is annoyed with her achieves further

strength when (18&19) are combined with (22&21). The

strength of the third conclusion should be stronger than
either (20) or (21). This type of strengthening is what
Sperber and Wilson call ‘independent strengthening’ which
they say *“... arises when a single conclusion is
independently implied by two different sets of premises”.
Finally, newly presented information can also cause
the existing information to lose its credibility. When

this is the case, the strength of the existing information

will be weakened and eventually eliminated from the
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hearer’s cognitive environment. Suppose that Mijaa goes
to see Sabry to find out for herself if he is really still
annoyed with her and she hears him telling somebody on the
phone that he is not annoyed with Mijaa. Mijaa, on

hearing this, will form an assumption (24):

(24) Sabry i1s not annoyed with me.

This assumption is inconsistent with the assumption that
she had formed earlier. 1In this case, she will
confidently reject her earlier assumption rather than the
new one because she heard him say it himself.

However, achieving contextual effects 1is only one
part of a dual relationship in improving cognitive
environment. The other part concerns the processing
effort required to achieve these effects. The balancing
of these factors in any interpretation process 1is
fundamental in Relevance Theory. Ideally, the effort
should always be at its lowest. The less processing
effort is required, the more relevant the utterance will

be on the hearer’s cognitive environment. Therefore, it
is important that the communicator’s choice of stimulus
should preferably be or appear to be the one that will not
present the addressee with too much effort. However,
there are cases when the processing effort needed seems to
be higher than usual but still considered as necessary.

Compare the following examples:

(25) A:What are we going to cook tonight?
B:We’re not going to cook at all tonight.
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(26) B: I've booked a table for two at the new
restaurant in the city for tonight.

In interpreting (26), the hearer is ‘forced’ to access the
contextual assumption (27) in which the information in

(26) will be processed to derive contextual implication

(28) .

(27) If we are going to dinner at the new restaurant in
the city tonight, then we do not have to cook.

(28) We’'re going to dinner at the new restaurant in the
city tonight.

(29) We do not have to cook.

In this instance, although B’s answer in (26) seems to

involve an extra processing effort if compared to his

answer in (25), the extra effort is compensated by the
extra effects. In other words, not only the hearer

receives an answer to her question, she is also receiving

an extra information that enriches the answer.

3.10 Conclusion

In this chapter, I have briefly described the fundamental

aspects of Relevance Theory of Sperber and Wilson (1995).

Central to their theory of communication is the notion of

optimal relevance, which is grounded in the principle of
relevance. An utterance will achieve an optimal relevance

when it achieves enough contextual effects with the lowest
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processing cost. In the final section, I have shown how
contextual effects can contribute to and improve an
individual’s cognitive environment. I have also shown the
possibilities of making sure only the intended effects are
achieved by imposing constraints on the contextual

assumptions that can be brought into a particular

interpretation process. This notion that contextual
assumptions can be constrained will be the essence of my
analysis of the Malay discourse particles. Next, in
Chapter Four, I will discuss this notion further by

demonstrating how the context selection is constrained.
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CHAPTER FOUR

CONSTRAINTS ON RELEVANCE

4.1 Introduction

In this chapter, I will review the notion of looking
at the non-truth-conditional particles (Grice 1975;
Kartunnen and Peters 1975) as ‘semantic constraints on
relevance;. The term is first coined by Blakemore (1987),
following the framework.of Relevance Theory (Wilson and
Sperber 1990; Sperber and Wilson 1995), in her study of
the connectives ‘and’, ‘also’, ‘so’ and so on in English.
She introduces the idea of looking at these words as
containing procedural information rather than conceptual
information. In other words, treating the words not as
contributing to the propositional contents of utterances,
but as guidance to the correct interpretation processes
and conclusions. Her study has subsequently triggered
various other studies covering other non-truth-conditional
particles in English (Itani-Kauffmann 1990; Ifantidou-
Trouki 1992, 1993; Jucker 1993;) and also, in other
languages (Blass 1990; Rouchota 1990; 1993; Itani 1992,
1993; Haegeman 1993; Takeuchi 1997)

I will start this chapter by looking at how
contextual information can be manipulated using explicit
and implicit utterances and how this manipulation will

affect the effort put into accessing the contextual

information needed. Then I will review the notion of
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explaining the use of these discourse particles according
to Relevance Theory. In subsequent sections, I will
review the different discourse particles both in English
and other languages and show how they constrain the
accessibility of contextual information in each
interpretation process that contains them. My intention

is then to show how the idea of explaining the use of
these particles as constraining the contextual assumptions
can be a useful alternative approach to the study of

Malay’s own non-truth-conditional particles.

4.2 Manipulation Of Contextual Information

Relevance Theory presents some important insights on

how a speaker can control the interpretation of his
utterance so that only the intended contextual effects
will be obtained. Therefore, he has to control the
interpretation process in such a way that will ensure only
the intended contextual information is used. At the same
time, he also has to ensure that the cost for accessing
the contextual information is reduced significantly. It
is in the interests of a hearer who is searching for
relevance that the speaker should produce an utterance
whose interpretation calls for less processing effort than
any other utterances that he could have made. But
equally, given that the speaker wishes to communicate with

the hearer, it is in his interests to make his utterance

as easily understood as possible.
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First of all, in selecting his most relevant
utterance, the communicator has to decide on what kind of
information needs to be explicit or implicit. He has to
bear in mind that both types of information have their own
advantages and disadvantages. In one instance, an
explicit utterance may help the smooth running of the
interpretation process but hinder it in another. The same
outcome 1s also expected of an implicit utterance.

Either way, the hearer has to access contextual
assumptions for the complete interpretation of the
utterance. On the one hand, in solving the ‘blueprints’
(the term is Blakemore 1987, 1992) of an explicit
utterance, into its fully propositional contents, she
still has to resort to contextual information. The less
the hearer has to access contextual information, the

greater is the explicitness of the utterance. On the
other hand, in solving an implicit utterance, the hearer
also has to access the most relevant contextual

information in order to derive the intended
interpretation. The contextual information is normally

triggered by the utterance itself and this information is
what Sperber and Wilson termed as ‘implicature’. In the
next two sections, I will briefly describe how the

interpretations of explicit and implicit utterances are

derived.
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4.2.1 Explicitness And Contextual Information

Consider the following examples. Let us say that for
the past two vears, A and B have made it a routine to have
a picnic at the Boat Club near the bank of Clyde River

every Friday. As he leaves for work one Friday, he

utters, (la):

(la)
B: See you later.

Using the set of contextual assumptions that A associates
with the habitual outing that they always have every
Friday afternoon, she enriches the utterance (la) to its

complete propositional content in (1b):

(1b) B will meet A at the Boat Club near the river bank
of River Clyde where they always have their picnic

for the past two vyears.

It is obvious that the information, ‘the Boat Club near
the river bank of River Clyde where they always have their
picnic for the past two vears’ is not supplied by the

‘blueprints’ of the utterance. Rather, it is provided by

the set of contextual information that is available to A

at that moment. Now, consider (lc):

(1c) See you at the bank.

Even though, (lc) is more explicit than (la), A still

has to spend some effort in accessing the right contextual
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information in order to interpret B’s utterance. She has
to decide when B utters (lc), did he mean the river bank
of the Clyde River or the bank where he works. In doing
so, she has to make a decision based on a set of

contextual information in (2):

(2)

a. If he means the river bank, then she will see him

at the Boat Club near the Clyde River.
b. If he means the Bank of Scotland, then she will

meet him at work.

Now consider a slightly more explicit utterance (1d):

(1d) See you at the Boat Club.

Here, we can see although A still needs to access her

cognitive environment for the relevant contextual
assumptions in order to interpret this utterance, the
effort needed to do this will be considerably lesser than
the effort needed for interpreting (la) and (lc). The

effort will be reduced more significantly if B’s utterance

has been (le):

(le) See you at the Boat Club near the bank of Clyde
River where we always have our picnic for the past
two years.

B’s utterance in (le) is indeed more informative than
(1la), (1c) and (1d) because it significantly reduces the

processing effort spent on solving the gap between the
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logical forms of the utterances and their propositional

forms. It will also be the most relevant i1f the expressed

propositional content of the utterance is actually the
intended meaning that the speaker considers relevant for
the hearer to access. However, if it is otherwise, then
the utterance would incur irrelevant effort and time
because not only there are extra ‘blueprints’ need to be
filled out, there are also extra bits of information,
triggered by the concepts attached to the logical form of

the utterance that the hearer has to resolve.

4.2.2 Constraints On Implicatures

Briefly, a speaker who has specific interpretation in mind
may also direct his hearer towards that interpretation by

choosing to use an implicit utterances. As with explicit
utterance, an implicit utterance can also be used to

ensure only a certain set of contextual information is

accessible. For example (3)

(3)
Anita: Let’s go to the disco later.

Azizah: Badul will be there tonight.

Although the explicature of Azizah’s utterance does not
seems to be the one that Anita is expecting, it will

trigger for example, set of contextual information (4)

which 1s related to Badul.
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(4)

a. Azilzah does not like Badul.
b. Azizah has a fight with Badul last night.
C. Azizah and Badul are sworn enemies

Bearing in mind that Azizah is being sincere in her
intention to communicate, she would then go ahead and
attempt to process the utterance. She will work out that
Anita, in mentioning that Badul would be at the disco that
night and thus making the set of information about Badul
manifest, is indicating that this set of information that
relé.tes to Badul is relevant and should therefore be used
in the interpretation process to recover the intended
contextual implication (5). For example let us say (4a)
has become manifest, Azizah will process this information

in the context of (6) to derive contextual implication

(5):

(6) If Azizah does not like Badul, then Anita does not
want to go (wherever he will be).
(5) Azizah does not want to go.

In this sense, not only does Azizah’s utterance provide
Anita with the requested information, it also provides
Anita with an extra information which represents Azizah'’s
reason for not wanting to go to the disco that night.
Azizah could have given Anita a direct response in

declining her offer to go to the disco but the extra

effects would then be missing. Consider another example,
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(7) Father: Is a Proton Saga powered steering?

Azeman: Salina drove a Proton Saga for her driving
lessons.

Azeman’s intention is for his father to derive (8)

(8) Proton Saga is not powered steering after all.

on the basis of contextual information (9)

(9) One of the regulations for driving school is to
use a non-powered steering car when giving out
driving lessons.

In both of the examples above, the hearers’ choices
of contexts and eventual interpretations of their
utterances are said to be constrained pragmatically or
non-linguistically. The actual meanings of the utterances
are left implicit in both instances and only derivable if
used with the appropriate contextual information or
assumptions. The contextual assumption for utterance (7)
for example, is triggered by the concept ‘driving lessons’
which triggers further assumptions about the actual
driving school and its regulation. When it is combined
with the new information, the question to Azeman’s father
will be answered and an extra new information, ‘the
driving school that Salina went to used Proton Sagas’ is
obtained.

In brief, I have shown how the cost of interpretation

process can be reduced by controlling the hearer’s access
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to contextual information using both explicit and implicit
utterances. The choice to use either explicit or implicit
utterance 1is influenced by what kind of contextual effects

that the speaker wishes to impart. For example (10):

(10)
A: Why do yvyou want me to cook now?

B: Because I’m hungry.

If B’s intention is for A to know that he is hungry, then
his utterance in (10) above will be considered as relevant
and most appropriate at that time. The expressed

propositional content is also the explicature or the
intended meaning of his utterance. The contextual
information needed to solve the logical form and access

the meaning is minimal. If however, his intention is to

convey not only the fact that he is hungry, but also to
inform her the reason why he is hungry, then (11) below

will the most relevant and most appropriate utterance to

use.

(11) Because I didn’t eat anything since last night.

In interpreting this utterance, A has to access contextual

assumption (12) to derive the implication (13):

(12) If B has not eat anything since last night, then B
is hungry.

(13) B has not eaten anything since last night.

(14) B is hungry.
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4.3 Linguistic Devices As Constraints.

In the preceding sections I have shown how explicit
or implicit utterances can be used to help facilitate the
interpretation process by controlling the hearer’s search
for relevance. I have shown that in using an implicit
utterance, each speaker of the above examples is able to

restrict the kind of contextual information that the
hearer is able to access so that the outcome will only be
the intended contextual effects. However, this is not the
only way the accessibility of contextual information can

be controlled. Another is using a word or expression
which gives out a specific instruction on how an utterance
that contains it is to be processed. The existence of
such word is first noted by Grice (1968,1975). He says
that the presence of this word in an sentence will help in
determining “...what is implicated, besides helping to
determine what i1s said” (Grice 1975:44). One of the

examples he gives is with the word ‘therefore’ as

illustrated by (15):

(15) He 1s an Englishman; he is therefore brave.

The above utterance implies that the person it refers to
is brave because he is an Englishman. However, the
speaker of the utterance could not be accused of saying
something false if, for example, it is discovered later on
that the person in question is not actually an Englishman.

The consequential meaning, which Grice (ibid. 45) refers
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to as ‘conventional implicature’, is conventionally
implicated by ‘therefore’. Ensuing from this, several
studies (Kartunnen, 1974; Kartunnen and Peters 1975,
Stalnaker 1974; 1975) have been carried out to account for
similar words that seem to imply underlying instructions

which cannot be explained through grammar.

One of the studies, following Relevance Theory, is
carried out by Blakemore (1987; 1988a; 1998b; 1989; 1992).
According to her, these expressions, which she calls
‘linguistic devices’ or ‘inferential connectives’ may be
used by a speaker to control the kinds of contextual
assumptions that a hearer will access and bring into a
specific interpretation process. She agrees with Halliday
and Hasan (1987) in so far as defining the function of
these devices as facilitators, to guide a hearer along the

right interpretations of texts or utterances. However,
she claims that what these devices ‘tie’ together in any
interpretation process is not the surface ‘items’ of texts
or utterances as traditionally have been suggested
(McCulley 1985; Neuner 1987), but the propositions that
underlying the texts or utterances. The expressions work

solely as semantic constraints on relevance by specifying
how the propositions given are to be integrated. Recall
that according to Relevance Theory, in interpreting an
utterance, a hearer is always aiming at improving her
representations of the world by gaining enough contextual

effects at the end of the interpretation process. These

contextual effects are gained in three ways: contextual

74



implication, strengthening and contradiction. However,
according to the principle of relevance, the efforts
needed to recover these effects must also be low. These
objectives are achievable with the help of such
expressions as mentioned above since they specify the
kinds of contextual assumptions that the hearer must

retrieve and bring into the interpretation process. The

advantage of this is that the amount of effort needed will
be reduced significantly since the hearer is deliberately
guided towards the intended contextual effects. To

illustrate, compare (15) with (16):

(15) He is an Englishman; therefore he is brave.

(16) He is an Englishman; he is, after all brave.

L

The speaker of utterance (15), intends to conclude
that the person that he refers to is brave due to the fact
that he is an Englishman. Meanwhile, in uttering (16) he
intends to prove that the person mentioned is an
Englishman due to the fact that he 1is brave. Both of

these intended interpretations are possible argues

Blakemore (ibid.), because the speakers have successfully

accessed the contextual assumption (17):

(17) All Englishmen are brave

Therefore, we can say, the linguistic devices, ‘after all’
and ‘therefore’, in a way, ‘force’ the hearer to access

the most relevant contextual assumptions in the
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interpretation of the above utterances so that only the
intended interpretations are achieved.

The idea of treating linguistic devices as semantic
constraints on relevance has attracted various other
similar studies on the different kinds of non-truth-
conditional expressions in English. Subsequently the idea
is not only constrained to those expressions in English
but has also extended to the studies of similar
expressions 1n other languages. These studies prove that
contextual assumptions can be manipulated in such way that
results in reducing the effort needed and achieving the
intended contextual effects. The findings also support
Blass’s claim that "“... the principles by which hearers
use contextual information in interpreting utterances in
discourse are universally the same” (1990:1).

These devices, however, do not contribute to the
propositional contents of the utterances. Therefore,
although (15) and (16) imply different inferential
processes, the expressed propositional contents of each
are still (18) and (19):

(18) He is an Englishman.

(19) He 1is brave.

In other words, with or without the particles, the

propositional contents of each segment of the utterances

remain the same.
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4.3.1 Analysis Of Linguistic Devices: Some Examples

In the following sections, I will review the
different studies that have been done on a selected few
expressions according to the contextual effects that they
bring about. These studies form the foundation for my own

study of similar expressions in Malay.

4.3.1.1 Contextual Implication : Evidence and

Conclusion

Remember that although examples (15) and (16) imply
different inferential processes, the expressed
propositional contents of each are'still (18) and (19).

To repeat, while (19) on the one hand is offered as a
conclusion for (18) in the interpretation of example (15),
in example (16) on the other hand, (19) is offered as an
evidence for the (18). However, in both processes, it is
important the contextual assumption (17) is supplied.

(17) All Englishmen are brave

Now consider the following example:

(20) He is an Englishman. So he is brave.

The interpretation process implied by example (20) above
can be said to be the same as the interpretation process
for example (15), where proposition (19) 1is offered as a

conclusion for the premise (18). Or in other words, the

linguistic devices ‘so’ and ‘therefore’ both indicate that
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the proposition that each of them introduces should be
treated as the contextual implication for an evidence
expressed 1n the preceding proposition. This
interpretation process necessarily involves the

contextualisation of (18) in the set of assumptions

suggested by (17). For example:

(21)
a. If he is an Englishman, then he is brave.

b. He 1is an Englishman.
¢c. He is brave.

However, the opposite interpretation is implied for
example (16). The linguistic device ‘after all’ indicates
that the proposition it introduces should be treated as
the evidence for a contextual implication derived from the
preceding proposition. The hearer has to derive
contextual implication (22c) after processing (19) in the

set of assumptions suggested by (17). For example:

(22)
a. If he is brave, he is an Englishman.

b. He 1s brave.
c. He is an Englishman.

‘After all’ always introduces an evidence for some
contextual implication that has been made manifest prior
to the introduction. For example, if we reverse the order
of propositions in example (16) to (16’), the
interpretation process necessarily involves the

contextualisation of (18) in the set of assumptions

suggested by (17):
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(16') He is brave; he 1s, after all an Englishman.

This seems to suggest that ‘after all’ is the same or

expresses the same instruction as ‘because’, for example:

(23) He is brave because he is an Englishman.

Although this is true to some extent, ‘after all’ should
not be equated with ‘because’ due to the fact that it has
in its function the instruction that indicates the
proposition that it is introducing is somehow known to the
hearer. An information which has already been made
manifest or known to the hearer is still relevant as a
reminder. Blakemore (1987: 82) says, “(a) reminder 1is
relevant only in the contexts that do not contain the
information it expresses” and in the case of ‘after all’,
the reminder that it introduces is to be taken as evidence
for the contextual implication that precedes it. In other
words, she says, ‘after all’ ... indicates that she has

grounds for thinking that although the proposition it

introduces is contained in some part of the hearer’s
accessible memory, it is not contained in, or implied by,
the initial context” (ibid. 83).

‘After all’ can also be compared to ‘you see’, which

also introduces an evidence of a conclusion, for example

(24) :

(24) He is brave; he is, you see, an Englishman.
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Again, although the instruction that this expression gives
can be said to be similar to ‘after all’, it is wrong to
think that they are implying the same inferential
instructions. This 1s because, in contrast to ‘after
all’, ‘you see’, in this instance and also in other
instances, is used to introduce an information that the

speaker considers as new to the hearer.

Now let us return to example (15) and (20) repeated

below:
(15) He is an Englishman; therefore he is brave.
(20) He is an Englishman. So he is brave.

I have shown that ‘so’, like ‘therefore’ introduces an

assumption that should be taken as a conclusion for some
state of affairs that has been stated prior to this.
However, in some cases, ‘so’ does not imply this

instruction. For example, consider (25) below, taken from

(Blakemore 1987: 86):

(25) There’s $5 in my wallet. So I didn’t spend all
the money then.

In this example, the speaker is not indicating that the
proposition that introduces by ‘so’ is a conclusion of the
first proposition. This is proven by the fact that
‘therefore’ cannot be interchanged with ‘so’ in this

utterance. For example (26):
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(26) *There’s $5 in my wallet. Therefore I didn’t
spend all the money then.

‘So’ 1n (25) is understood to comment on a remark that 1is
made previously. In this case, the speaker is taken to

ponder on her previous remark. Another example (27):

(27)
A: I went to see Mijaa today.
B: So, you decided to talk to her after all.

In this case, B is commenting on A’s decision to see Mijaa
when previously in another conversation, she has indicated
to B that she and Mijaa were not on good terms. ‘'So’ can

be also be used in a situation where the usual preceding

utterance is absent. For example:

(28)
(Mijaa washes the dishes)
A: So, you’ve decided to clean up.

Here, the proposition of A’s utterance is derived from an
evidence that is visually perceived.

Although all of the above examples seem to show the
different uses of ‘so’, there is only one basic
instruction of ‘so’, that is to introduce a proposition
which to be understood as a consequence of some state of
affairs, either explicitly expressed or non-linguistically

represented.
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4.3.1.2 Strengthening Of Assumptions

In the above, I have briefly described the function of
three discourse particles, ‘so’, ‘therefore’ and ‘after
all’. The first two are basically used to introduce a
contextual implication and the last one is to provide an

evidence for a conclusion. However, the interpretation

process does not only consist of the presenting an
evidence that will derive a new conclusion or vice versa.
Sometimes, there are cases when these conclusions or
assumptions are further strengthened and thus cx;eate a
better-evidenced belief. Directly following this, our
cognitive environment will be further improved. Apart
from these particles, there are also other linguistic
devices in English that help with the strengthening of a

given assumption. One of these particles is ‘moreover’.

Now consider (29):

(29) Betty has gone to the post office.

The above utterance can be interpreted in various ways,

depending on what kind of contextual assumptions it 1is

processed in. For example (30):

(30)
a. If Betty has gone to the post office, then she
must have gone to post some letters.
b. Betty has gone to the post office.

c. Betty must have gone to post some letters.
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According to Blakemore, although the speaker of (29) might
have guaranteed the truth of his utterance in (29), he has

not guaranteed that the truth of (30). Next, he utters
(31) :

(31) Moreover, the letters on the table are no longer
there.

‘Moreover’ indicates that the proposition that it
introduces is another premise that should imply the same
conclusion as (29¢c). Therefore, in interpreting the
assumption implied by (31), the hearer should access

contextual assumption (32a) to yield (32c):

(32)
a. If the letters are no longer on the table, Betty

must have gone to post the letters.
b. The letters are no longer on the table.

c. Betty must have gone to post the letters.

Although in this instance the conclusion of the speaker’s
utterance merely duplicates another conclusion derived

from an earlier utterance, his utterance in (31) is still

relevant as an additional premise that supports the
validity of the previous conclusion. In other words, by
giving *“... apr0positién that 1s a premise for the
deduction of a conclusion that (he) had already conveyed,
the speaker is able to increase the strength of (his)

guarantee of its factuality” (ibid. 93). Consider a

further example:
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(33) Betty has gone to the Smith’s Bakery. Moreover it
is Sarah’s birthday tonight.

Again, the conclusion that the hearer will derive for the
first segment of the utterance depends largely on the
contextual assumptions that she brings into the

interpretation process. A possible interpretation process

will be (34):

(34)
a. If Betty has gone to the Smith’s Bakery, then she
intends to buy some bread.
b. Betty has gone to the Smith’s Bakery.

c. Betty intends to buy some bread.

Earlier I said, ‘moreover’ indicates the proposition it
introduces should produce the same conclusion as the
preceding proposition’s. Following this instruction, it
is obvious that conclusion (34c) is not achievable using
the second proposition’s. Therefore, encouraged by the

speaker’s use of ‘moreover’, the hearer will go on to

process the second proposition further. For example,

(35)
a. If Betty has gone to the Smith’s Bakery, then she

) must have gone to buy a cake.
b. If tonight is Sarah’s birthday, then Betty must

have gone to buy a cake.

This interpretation is only possible when contextual

‘assumption (36) is provided:
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(36) We need a birthday cake for Sarah.

Now, according to this analysis, not only ‘moreover’
constrains the interpretation of the proposition that it
introduces, it also constrains the interpretation of the

preceding proposition.

The two examples demonstrate the two uses of
‘moreover’ identified by Blakemore (1987). In the first
example, ‘moreover’ “... indicates that the two
propositions are connected by the fact that they are
premises for the same conclusion..”, whereas in the second

example, it "“... indicates that the propositions it
connects are combined as premises in the same argument”.

However, in both cases, it “constrains the hearer’s choice
of context so that the proposition in the first sentence
is interpreted as evidence for a specific conclusion”

(ibid. 97).

4.3.1.3 Elimination Of Assumptions

In the previous section, I briefly described the use
of a discourse particle that introduces an assumption that
is supposed to be treated as an additional premise. This
premise is used to strengthen or increase the strength of
an assumption and thus, guaranteeing the factuality of the
assumption. There are also a number of discourse

particles in English that seem to suggest that the

proposition that it introduces is contradicting and thus
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denying an expectation that is created a proposition that
precedes it. Some examples of these particles are
‘however’, ‘nevertheless’ and ‘but’. However, even though
they seem to indicate the same inferential instruction,

they are not always interchangeable. In this section I

will describe the use of the most common contradicting

connective in English, namely ‘but’.

In processing an information that has just been given
to us, we create our own expectations on how that piece of
information affects our beliefs and how existing beliefs

affect that piece of new evidence. For example, 1if

somebody utters: .

(37) We will go to the movie at 5 today.

If the hearer believes that the speaker is being sincere,
then it is not wrong for her to expect that later at five

that evening, she will be going to a movie with the

speaker. Also it has been their routine to meet up at a

bookstore at four everyday before they go home together.
Therefore it is safe for her to assume that she will see

him at four at the bookstore that day before they go off
to the cinema. The hearer expects (37) since the speaker

himself has suggested it. She also expects the second
event to happen because it is an established expectation

or repetitive phenomenon created by the routine that the

speaker and her has made over a period of time.

Therefore in interpreting (37), the hearer will

derive (38c¢):
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(38)
a. If we are going to the movie at 5 today, then we
will see each other at 4 at the bookstore.
b. We are going to the movie at 5 today.

c. We will see each other at 4 at the bookstore.

However, the speaker, knowing that the hearer will create

this expectation, then utters (39):

(39) We will go to the movie at 5 today but I won’t see
yvou at the bookstore.

His intention here is to explicitly deny the hearer’s
expectation in (38c) by introducing a contradicting
proposition. According to Blakemore (1987:127), this “...
new information is relevant by virtue of the fact that it

leads the hearer to abandon an existing assumption”.

Therefore in this case, the hearer has to revise her
expectation and abandon her existing assumption (38c) that

day. Next let us say the speaker utters (40) instead:

(40) We will go to the movie at 5 today but I have to
attend a meeting at 4.

In this instance, the hearer’s expectation in (38c) 1is
implicitly denied. Here, she is expected to process the

second segment of the utterance to derive (41lc):

(41) a. If he has to attend a meeting at 4, then I will
not meet at the bookstore at 4.
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b. He has a meeting at 4.

¢c. I will not meet at the bookstore at 4.

The hearer knows that this is how the assumption conveyed
by the second part of the speaker’s utterance. This
knowledge is triggered by ‘but’ which always indicates
that the proposition that it introduces 1s meant to deny
the implication or expectation created by the preceding
proposition.

There are also cases when ‘but’ is used to deny an

expectation creates by another speaker. For example (42):

(42)
A: I don’t want to go to the movie.
B: But we have promised to meet the Jones at five.

In this instance it is still understood that B is
introducing a proposition with ‘but’ that denies the

expectation that is created by A’s assertion.

Following from the above, we can say that in each

case, the hearer is ‘forced’ *“... to process the

proposition which ‘but’ introduces in a context which she
can derive a proposition logically inconsistent with one
assumed to have been derived from the proposition
expressed by the utterance of the first clause” (Blakemore
| 1987:130) In other words, ‘but’ constrains the contextual
assumption that the hearer will bring into interpreting

the second proposition.
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However, Rouchota points out, not only ‘but’
constrains the interpretation of the proposition that it
introduces, sometimes, it also constrains the
interpretation of the preceding proposition. Consider the

following example, taken from Rouchota (1993:69):

(43) Tom 1s a dancer but he is not gay.

In this instance, the implication of this utterance is

essentially (44):

(44) All male dancers are gay.

However, the speaker does not expect the hearer to
entertain this thought prior to his utterance in (43) and
she indeed does not entertain this assumption in her
cognitive environment. Nevertheless, ‘but’ forces her to

interpret the first segment of the utterance to derive a

conclusion that is in conflict with the second. Since she

does not entertain the thought that all male dancers are

gay, she can safely deduce that what the speaker wishes to

contradict her own belief that Tom is gay based on her

assumption in (44).

4.3.1.4 Discourse Connectives In Other Languages.

As I have mentioned above, there are also similar
studies done on discourse particles but based on other
languages than English. One of the studies is by Blass

(1993a; 1993b) who looked at a conjunctive word ‘siE’.
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This word is similar to English ‘so’ and ‘therefore’

described above. For example (taken from Blass 1933b:99),

(45a) Manbuke minnibibini tié dih{i wuu ni{.
Aardvark in black-man ground place all.
'The Aardvark is to be found in the whole of

Africa.’

(45b) V siE cé baka rédn nd ha wi tunni kinkan

kene
it so likes field in the which not trees all

has.
So 1t likes the Savannah.

In this instance, ‘siE’ signals to the hearer that (45b)
is a conclusion from the evidence provided by proposition

(45a) . The utterances are processed as follows:

(45¢)
Premise 1: If the aardvark is to be found in the
whole of Africa, then it likes the
Savannah.
Premise 2: The aardvark is to be found in the whole

of Africa.
conclusion: It likes the Savannah.

In order to derive this conclusion however, the hearer has

to, first, derive the contextual assumption (premise 1)

from other premises (45d-e).

(454) An animal likes the environment in which it lives.
(45e) Many parts of Africa have Savannah.
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Like English ‘so’, ‘siE’ can also be used to introduce a

conclusion, but the evidence for it is left implicit. For

example (taken from Blass 1993b:102) as in (46):

(46)

(preceding conversation:
J: Have you taken out the fish?
C: Yes, we have taken some and left some.)

b

J: I siEn weri E.
you so NEG me well done
‘So you haven’t treated me very well.’

Nanwultdi gcké
fish neck
‘The neck of the fish.’

In the above example, the evidence of the conclusion ‘So
you haven’t treated me very well’ is left implicit. Here
the evidence can be perceived (only little bits of the
fish 1s left) and thus not necessary to be made explicit.
The last statement ‘The neck of the fish’ highlights the

fact that not much edible fish is left but this by itself

is not enough to support the conclusion that the hearer

and the rest of the addressed people have not treated the
speaker well. Additional premises are required and Blass
(ibid. 102) suggests that the interpretation process
involves premises such as these:

(47)

a. The neck of the fish has very little flesh.
b. The person who gets the neck will have very little

flesh.
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and when these premises are processed with (c¢), conclusion

(d) is gained;

(47)
c. J was left the neck of the fish, which has very

little flesh.
d. J was left very little flesh.

The conclusion (d) still does not explain why the hearer
has not treated the speaker very well. The hearer needs
to access further premises with which (d) can be

processed. Consider (e and f):

(47)
e. If somebody leaves an unfair share of food to
somebody then he does not treat him well.

£f. The neck of the fish is an unfair share of food.

When these premises are processed with (d), the intended

conclusion (48) can then be accessed.

(48) They did not treat her well.

From the above examples, ‘siE’ can be concluded to help
"...comprehension by indicating the type of inference
process the hearer is expected to go through: clearly, a
major part of this inference process relies on implicit

premises not explicitly encoded in the text.” (Blass

1993b:103).

Other studies that look at the various discourse

particles other than the connectives, include those
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looking at interrogative particles, for example, the
particle ‘da’ in West Flemish (Haegeman 1993), ‘na’ in
Greek (Rouchota 1993) and ‘ne’ and ‘ka’ in Japanese (Itani
1992; 1993). Like the connective particles, the
interrogative particles also constrain the interpretation
processes by specifying how the propositions that they

introduce in interrogative utterances are to be processed.

4.4 Conclusion

In this chapter I have reviewed the two ways an
information can be conveyed: explicitly and implicitly. I
showed how contextual assumptioné can be manipulated and
constrained using some words or non-truth-conditional
expressions. I have also reviewed the use of some of the
particles. My intention here is to demonstrate how the
manipulation of contextual information can help in making
sure only the intended contextual effects are achieved.
They also help in reducing the processing effort by
ensuring the needed contextual information is easily
accessible. I have also reviewed some examples of
discourse particles from another language, namely, by
Blass. Her study shows that the principles which hearers
use in interpreting utterances are also universally used.

The next five chapters will be on the discussion of

the uses of some examples of discourse particles in Malay
in terms of their roles in constraining the contextual

information in interpretation processes.
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CHAPTER FIVE

INTRODUCTION TO DATA

5.1 Introduction

In this study, I use the term ‘discourse particles’
as a generic term to cover all the non-truth-conditional
particles in Malay. Blakemore (1987) uses the terms
‘linguistic devices’ or ‘inferential connectives’ to mean
the same thing. The term that I am using will cover three
areas of the non-truth-conditional particles, namely,
‘discourse connectives’, - ‘discourse markers’ and
‘interrogative particles’.

Presently, most of the discourse particles are
defined according to what they do structurally.

Therefore, the purpose of the current study is to discern

and define the functions of each selected discourse
particles according to what they do inferentially.
Specifically, the definitions will cover how each
discourse particle guides the hearer to the intended
contextual effects, by imposing constraints on the
contextual assumptions that they can bring into the
communication process. It is not the aim of the study to
build a different typology of discourse particles in
Malay, but to create a path for other researchers to take

similar studies into the vast number of discourse

particles in Malay.
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The discussion 1s based purely on the researcher’s

intuition as Malay language user. An earlier attempt made
to use of other Malay language users to explain their
choices of certain discourse connectives proved fruitless
since it was very difficult to get them to think of the
particles beyond their structural instructions.
Furthermore, when shown some of the particles that show
similarities in their instructions, for example ‘tetapi’,
'walaubagaimanapun’' and ‘walaupun’, the participants
became confused. However, this is not to say that they

are not competent as language users.

Below are the list of discourse particles that I have

decided to analyse:

a. Lagipun

‘Lagipun’ introduces an additional premise to
strengthen a prior conclusion. Part of the
reason I choose ‘lagipun’ is because it can be
mistakenly thought to be similar to English
‘moreover’. In my discussion, I will compare
‘lagipun’ with ‘moreover and ‘besides’ and then

highlight their differences.

b. Tetapi,

This discourse connective is the most typical
contradicting connective in Malay. It can be said
to be equivalent to English ‘but’. The purpose
for choosing 'tetapi' is to make it as a basis for
comparing and discerning the next two connectives

in this study.

c. Walaubagaimanapun
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Traditionally, ‘'walaubagaimanapun' is defined as
having the same function as ‘tetapi'. Sometimes,
it is defined to have an extra emphatic effect
embedded in its instruction. However, I will
show, this effect is as a result of the actual
inferential process that it indicates.

d. Walaupun

‘Walaupun’ can also be mistakenly thought to have
the same inferential instruction as ‘tetapi’.
However, in the discussion, I will show the
interpretation process that involves 1s even more
complex than 'tetapi'. It encourages the hearer
to access further thoughts or state of affairs
that the speaker entertains as desirable and

potential.

e. RKan

‘kan’ does not contribute to the propositional
contents of the question that it 1s attached to.
Its main objective is to encourage the hearer to

retrieve a set of existing assumptions into her
immediate contextual environment and then treat it

as a justification for a claim or request that the
speaker has made before the question.

5.2 The Actual Data.

Most of my discussion of the discourse particles will
be based on examples taken from a collection of chat
samples that I have collected from the Internet Relay
Chats (IRC). The chat samples do represent authentic

conversations even though technically, they are not a form
of oral communication. However, the texts 1n the samples

emulate real-life conversations, where spoken words or
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gestures associated with verbal communication are
carefully spelled out accordingly. This means that most
words are not spelled according to the standard forms, but
rather they are literally spelled as they are pronounced.
The participants that are involved the chats are from
different Malay ethnic backgrounds. Although a so-called

standard Malay 1s used, some participants do mix the use
of the standard Malay with their dialects. In other
words, the types of language used in the chats are a
mixture of standard and regional Malays with occasional

use of English words and phrases.

All data was collected from a chatroom called #Dusun.
At its busiest, the room will accommodate about 20
participants. The age range of the participants is from

16 - 40 years old. In the next section, I will describe

the use of IRC in general.

5.2.1 The Internet Relay Chat (Irc)

As has been mentioned above, Internet Relay Chat
(IRC) deals only in words and relies only upon words as a

channel of meaning. Conventions of gesture and intonations

are not possible to be transmitted but the common tendency

is to simply verbalise physical cues, for instance
literally typing 'hehehe' to represent a laughter. The

participants also use a 'shorthand' for the description of
physical conditions using a system of textual characters,

for example:

:~) or : ) a smiling face, as viewed side-on
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t=( or : an 'unsmiley': an unhappy face

8-) someone whose eyes are opened wide in
surprise.

:~P someone sticking out their tongue

>: -0 someone screaming in fright, their hair
standing on end

@}-"-,-'-- a rose

Consider another example,

(1)
(a) McMANAMAN: vg kale2 tuh?
the coloured ones?

(b) TemPee: sub- tu kan adek ipar aku...
sub - that is my sister in law..

(c) McMANAMAN: 00000
. 00000
(d) TemPee: tak pe ahhh,,,
nevermind
(e) trantula: 8 black tenetters of the year ehhehe
8 black tenetters of the year ehhehe

(£) TemPee: kalo dio marah aku... aku tarik balikk
adek aku
if she’s mad at me.. I'd take back my
sister..
(g) TemPee: hehheheh

(h) padifield: ehehhehe

In (g) and (h) both TemPee and padifield are laughing at a

comment that TemPee has previously made. Due to the
Physical setup of IRC program, the fact they are laughing
at the same time cannot be shown. (c¢) on the other hand
j.s a representation of a sound normally made by a hearer
to indicate 'an understanding of a certain phenomenon' has

finally been understood by her.

Most of the times, the spellings of certain words are

also modified to represent the pronounciations of such
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words as they would be made in oral communication. For

example,
(2)
a. aleen: tak kot..
b. aleen: I don’t think so..
C. aleen: bod cakap ker?
d. Aleen: Did bod tell you?
e. aleen: mijaa..
f. aleen: ober.ober.. du u rid me?
g. ikhtiar: ver..

'ker' in (c) is another informal variation of the word
'kah', and 'ocber..ober.. du u rid me?' is meant to
represent 'over over, do u read me?'. All these words
are spelled to imitate the way they are pronounced orally.
Regional dialect also affects the way certain words are

pronounced and this is also shown 1in some of the

transcripts that I have collected. For example,

(3)
a. mijaa : kelak aku dcc kau

I’ll dcc you.

reti ndak kah kau tok?
b. 1lebai2: apa hal teak

What'’s up?

In the above extract, Mijaa‘' and Lebai2 are talking in
another dialect of Malay language and they modify the
spellings of the words according to the sounds of the

words as pronounced in their language. For example,

(3) mijaa‘: kelak aku dcc kau
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'kau' (you, in English) is pronounced and spelled exactly
as it would be in the dialect. However, in (4a) and (4b)
below, the spellings or pronunciations of the same

referent are different:

(4)

(a) TemPee: mak padii ari nih ko.... masak pe..
mak padi hari ni kau.. masak apa..
mak padi day this you.. cook what..
Mak Pada, what are you cooking today?

(b) kodik: woi demo buat ghapo tu
[ex] you do what that
What are you doing?

'ko' in (3a) is another way of pfonouncing 'kau' but
'‘demo’' in (3b) is dialect variation of the word. Another
example, is the word 'pe', a short form of the word 'apa'’
(what) and the pronunciation of it has been inflected and
spelled as such. However, in (b), it is pronounced and
spelled as 'ghapo'.

(5)

a. mijaa’': alaa sis..... jgn lah tenet

come on sis.. don’t private chat.
b. mijaa’': edora.. join ler

edora, join the conversation.
c. nisa': laa sis baru jek aaa tenet

‘laa’ sis, I‘’ve just started to chat.

(dusun 9/12/97 3:43:17am)

In the above examples, the word 'lah' (discourse particle)

is pronounced and spelled in three ways. In (a), it is
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typed as 'lah', whereas in (b) it is typed as 'ler' and in

(c) it is typed as 'laa’.

5.2.2 The Translations

Again, I will use the actual chatlines as typed by
the participants and wherever needed I will edit and
provide the standardised spelling of each illegible and
regional dialect spelling. Thus, the first line of each
example would be the actual unedited text from the sample
together with the nick of the person ‘talking’ (refer to
6a). The second line is the ‘standardised’ text to show
how the words would have been spelled in Standard Malay
(refer to 6b). The third italicised‘line is the word for
word translation of the text into English and the last

line is the actual translation into English (refer to 6c).

(6)

a. <Nenaz> tu apott tu aaa tunggu zali tu

b. Itu apott itu lah tunggu zai tu.

C. That apott that [dp]-lah wait zai
that.

d. Apott has been waiting for Zai.

5.3 The Appendices

In order to save space, the actual chat samples in
Appendix C have been reduced significantly. The actual
translated extracts that I have used for my analysis are
compiled in Appendix B. I have tried to make the extracts

as comprehensive as possible for easy reference. I have
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also provided a glossary for the symbols and keys that I

will be using in the translation in Appendix A.
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CHAPTER SIX

STRENGTHENING OF ASSUMPTION

6.1 Introduction.

In this chapter and the coming three chapters, I aim
to investigate how the selected Malay discourse particles
help the hearer to access the most relevant contextual
information in any interpretation process. The discussion
will be tdivided into two areas: connective particles and
interrogative particles. This chapter and the subsequent
two will focus on ‘the discussion of connective particles.
The last two chapters will be reserved for the discussion

of interrogative particles and the conclusion for the

thesis.

My aim in initiating this kind of study is, following
Relevance Theory, to extend the definitions of the
discourse particles as currently prescribed by the Malay
grammar books. A brief comparison of each particle with

an English discourse particle of similar function will be
carried out whenever applicable. Otherwise, the
discussion will be explanatory in nature and approached
along the line that contextual information can be
constrained and selected with the help of the discourse
particles to achieve contextual effects when processing a

new information.

As have been mentioned in Chapter Three, a new

information when processed in the context of an old one
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will produce a contextual implication. The same new
information can be used as an additional evidence that
strengthens an existing assumption. Finally, it can also
be used as an evidence that will contradict the truth and
thus, weaken the strength of an existing assumption and
eventually lead to its elimination. In all three
instances, the accessibility of the relevant contextual
assumption is crucial to the interpretation process.

Following this, the use of discourse particles can be
said to be very important in ensuring successful
interpretation. The speaker can guide the hearer, with an
appropriate discourse particle, to the intended contextual
effects by specifying exactly how an utterance is to be
processed. It does this by encouraging the hearer to
access only the right contextual assumptions and thus
reduces the processing effort.

In this chapter, I will be looking at one of the
discourse particles in Malay, namely, ‘lagipun’. I claim
that ‘lagipun’ instructs the hearer to interpret the

proposition that it introduces as an additional assumption

or premise that promotes the strengthening of an

assumption implied by the preceding proposition.

6.2 Malay Connective Particles

In Malay, the functions of connective particles have
always been defined by the grammarians who only tend to

prescribe how these particles should be used in the
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grammar or syntactically. Therefore, not surprisingly, a
connective particle tends to be defined as a word that is
used to link, for example, a clause with another clause, a
phrase with another phrase or a sentence with another
clause or word (Fang and Hassan 1994). In the next

section, I will describe the structural use of ‘lagipun’.

6.2.1 Lagipun : Structure

Traditionally, ‘lagipun’ is defined as a ‘link word’
that joins a preceding sentence with another sentence or
another clause. It i1s used both in spoken and written
discourse. Syntactically, ‘lagipun’ :}.s always appended to

the second sentence or clause. For example,

(1)
[Dia tak sedih bila kucing dia mati,] lagipun [dia ada

banyak lagi kucing yvang lain.]
He no sad when cat he die, [cp]-lagipun he has many

more cat [rell]-vang other.
He didn’t feel sad when his cat died [lagipun] he has

many other cats.

The second segment of the sentence can also be used as a
separate sentence from the preceding sentence. For

example,

(2)
<tUn-> ala..doyan kan ker ubat domam
alah.. durian kan kah ubat demam.

[dm]-alah... durian [qp]-kan [qgpl]-kah
medicine fever

105



<tUn-> laa.aku nak aa cikit pun jadik aaa
lah.. aku nak lah sikit pun jadi lah
[dm]-1lah.. I want [dm]-lah little [cp]-pun
happen [dm]-lah
I want just a little (it doesn’t matter how
little)

<tUn-> lagipun aku dah baik laaaa
lagipun aku sudah baik lah.
[cp]-lagipun I already good [dm]-lah
(lagipun) I have recovered (from my fever)

(Appendix Extract 1: 1698-1702)

Nevertheless, 1n either structure, the function of the
connective is still perceived as linking the preceding
sentence with the second sentence or clause that it
introduces. However, I will show that the relationship
between the preceding segment and the segment introduced
by ‘lagipun’ is not only structural but also inferential.
~Nevertheless, this relationship is not included in the
current definition and therefore, needs to be extended
further. I will now turn to the discussion of ‘lagipun’

as an inferential connective in the ensuing section.

6.2.2 Strengthening Of Assumptions

Recall that according to Relevance Theory, every
utterance creates an expectation of relevance. A relevant

utterance is the one that will reward the hearer with some

contextual effects. For example,
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(3)
a. <Tulipz> ella, tolong ambik buku kite kat

alin..
ella, tolong ambil buku kita dekat

alin..
ella, help take book our at Alin

Ella, could yvou help me get my book

from Alin.
b. <ella® > alin dah pergi UK belajar
alin already go UK study.
Alin has gone to the UK to study.

C. <ella'> minggu lepas..
week past
Last week.

(Appendix B Extract 3:2360-2362)

We can say here that Ella’s indirect response forces

Tulipz to access assumption (4a) in order to derive (4C,).
At the same time, it explicitly informs Tulipz of her
reason why she cannot do so, that is, Alin is no longer in

Malaysia.

(4)
a. If Alin has gone to the UK to study, then Ella 1is

not able to get my book at Alin’s.
b. Alin has gone to the UK to study.

C; Ella is not able to get my book at Alin’s.

Ella’s indirect response here conveys two pieces of
information simultaneously. First, she provides the

answer requested by Tulipz by implying it in her utterance

and second, most importantly, she is able to support this
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answer (C;), with a proof or an evidence explicitly

conveyed by her utterance.

Next, she utters the following:

(3)
d. <ella' > kite ngan adoll pi1 airport antar..
kita dengan adoll pergli airport
hantar.

we with adoll go airport send
Adoll and I went to the airport to see

her off.

(Appendix B Extract 2:2363)

This utterance, on the other hand, provides an additional
support to her claim that Alin is not in Malaysia by
indicating that she went to see Alin off herself. The
assumption when processed in the context of (5b), will

derive C, as a conclusion. In other words, the proposition

of Ella’s utterance in the above also implies and supports

her assertion that she will not be able to get Tulipz’s

book at Alin’s.

(5)
a. Ella and Adoll went to the airport to see Alin off
to the UK.

b. If she has gone to the UK, then Ella will not be
able to get my book off her.

C.. Ella is not able to get my book off Alin’s.

Now, according to Sperber and Wilson (1995:112), a
conclusion will achieve further strengthening when two

sets of premises which independently imply it are combined
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together in an interpretation process. Therefore, if for
example, we use (4a-b) in the context of (5a-b), the

conclusion that we get, let say C;, should be even greater

in strength or as Blakemore (1987) says, will be ‘better-

evidenced’ than C; or C,. Thus, in a way, the degree of

confidence with which Tulipz entertains the truth of the
initial conclusion (C;) is even greater since 1t is now
supported by the extra evidence. Therefore, the extra
efforts spent in processing the indirect response and
also, the extra evidence given by Ella in (eld) are

compensated by the ‘stronger’ contextual effects that

_Tulipz achieves as a result.

6.2.3 Lagipun: An Additional Evidence

The example above demonstrates one of the ways how an
assumption can be strengthened. Another way, 1is by
constraining the contextual assumptions in such a way that
the intended strengthening of the initial conclusion 1is
definitely achieved. This can be done with the use of a
connective particle ‘lagipun’ which I will briefly
describe in this section.

The inferential function of ‘lagipun’ 1s better

demonstrated by the following example of ‘lagipun’ 1in (6):

(6)

a. Aserk: nanti aku..belanja hang kenny

roger. .nak?..
later I..pay [dl]-you kenny

roger..want?..

109



I’‘l]l take you out for Kenny Roger
later, i1f you want?

b. zaliYani: tak nak aku serkk
tak nak aku Aserk.

no want I Aserk.

I don’t want to, Aserk.
C. zalYanil: lagipun aku tak suka makanan barat.

[cp]-lagipun I no like food west
I don’t like western food.

(Appendix B Extract 3: 95-97)

In this example, the intended assumption of Zaiyani'’s

utterance is explicitly communicated and represented as C;

below:

(7)

C; Zaivani does not want to go Kenny Roger’s.

Following her reply of refusal, Zaiyani provides a
premise, prefaced by ‘lagipun’, which seems to be offered
as an evidence for her refusal. However, I will show here
and elsewhere in the chapter that the premise should not
be treated as an assumption that directly affects her
decision, but only as an additional assumption used to
support or back up her decision. This 1s because
Zaiyani’s refusal is not directly caused by her dislikes

of western food but because of some other reasons which

she has chosen not to make explicit here. Therefore, to

say it does means to equate ‘lagipun’ with another

connective particle, ‘sebab’ in Malay. For example,
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(8)

a. Zaiyani tak nak pergi ke Kenny Roger’s sebab dia
tak suka makanan barat.
Zaiyani no want go to Kenny Roger’s because she no
like food western.
Zaiyani does not want to Kenny Roger’s because she

does not like western food.

‘Sebab’ here shows a causal relationship between the first
segment of the utterance with the second. Here, the fact
that she does not like western food is offered as a
premise oOr eviden:::e that directly contribute to her
decision not to take Aserk’s offer to take her to Kenny
Roger’s. This interpretation, however, is not implied by

the example with ‘lagipun’. Now, consider another example

(9) :

(9)
a. <Andaga> Hang drive malam tak?
You drive night no?
Do you drive at night?

b. <PedanG> dak lah..
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