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Abstract 

The recent growth of new renewable energy sources has necessitated fresh avenues 

for research that searches for new methods to optimise the electrical network and reduce 

power losses. As this issue represents a combinational problem, the larger electrical 

systems present more complexity – the reason why this problem remains unsolved. 

This research aims to develop an algorithm that suggests a set of configurations in 

large offshore wind power clusters to maintain harmonics at levels that let the clusters 

operate without operational problems caused by harmonics. 

The major case studies of harmonics in offshore wind farms are focused on the 

importance of harmonic analysis for obtaining better performance from the design of the 

components. The interactions between the components of the system affect harmonic 

performance, which, in turn, may yield adverse effects such as resonances that can cause 

instability and operational problems that could shut off one or more wind turbines, causing 

a significant fault if not controlled promptly. Consequently, it is essential to reduce these 

adverse effects, and it is in this context that this study locates the proposed algorithm. 

This research pays attention to harmonic minimisation in combination with power 

losses minimisation, thus implementing an evolutionary algorithm to be applied to offshore 

wind power clusters. The project is divided into two primary goals: 

First, developing the objective functions to calculate power flow and harmonic 

propagation. Second, implementing the objective functions to develop a multi-objective 

evolutionary algorithm that can minimise harmonic propagation and power losses between 

the different components of a grid. Once it is obtained a set of better configurations of the 

offshore wind farm, data is used and helps to the designer to make recommendations for 

possible control strategies in large offshore wind farm projects that will deliver the 

offshore capacity generated into the onshore AC grid. 
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111   Introduction 

1.1 Background 

As interactions between elements of the network can generate harmonic distortions 

and resonances that can affect the elements of the network, it is necessary to optimise the 

network to reduce the effects of the harmonic propagation. It is imperative to reduce the 

adverse effects caused by harmonics to avoid the overheating or destruction of the 

elements. The complexity of this issue requires efficient algorithms to be implemented in 

large wind power parks. In the field of wind farm optimisation research, it is considered 

the study of harmonic propagation, but it is not included as the main issue. To solve this 

problem, there are different algorithms, several focused on decreasing power losses and 

harmonic distortion, among the implemented algorithms there are some heuristics that 

allow solving network design and optimization problems [1]. On this basis, the question 

can be posed: Is it possible to reduce the problem of harmonics propagation by changing 

the configuration of the offshore wind power clusters and how does it affect the onshore 

AC grid?  

1.1.1 Algorithms to design and optimise offshore wind farms 

Increasing the number and size of the offshore wind turbines has complicated the 

network design problem, and the design of offshore power plants can become more 

complicated if harmonic propagation is included in the optimisation problem constraints. 

The design and optimisation of wind farms is a very complex problem, because it has 

different objectives, modelling assumptions, constraints and numerical solution methods. 

As the issue is a combinational problem, the complexity is high in large electrical systems 

[2]. This complexity is the reason for this issue still being an unsolved problem [3], [4]. 

The use of several different components in the offshore wind power plants generates 

problems such as the following: stability, voltage distortion, resonances and so on. These 

problems complicate the designs in which offshore wind farms are integrated with the 

mainland. The design and optimisation of offshore wind farms begin with the guidelines 

and international standards. To solve the problem of design and to optimise offshore wind 
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farms several numerical solution methods are used, and these methods cover the various 

multidisciplinary ways of solving this problem [5]. 

In [6], an exhaustive review of the design and optimisation problem is presented. 

This review covers the following: site selection, wind turbine wakes, wind turbine 

infrastructure, environmental impacts (wildlife and biodiversity, visual impact, noise, 

electromagnetic interference), uncertainty and risk management, wind turbine technology 

(type, size, capacity and control), number of wind turbines, electrical interconnection 

layout, type and length of power lines, power collection systems (transformer number, type, 

size, capacity), and other electric devices. The available technology constrains variables in 

electrical devices. The size and number of wind turbines are constrained electrically by the 

actual power system capacity and the expected demand from the energy consumers. 

Furthermore, the review focuses on electrical power losses while considering the amount 

of reactive power generation, transmission line length, and transmission voltage. However, 

there are no references of harmonic propagation in the network.  

Several optimisation algorithms are focused on the best placement of the turbines 

for offshore wind farms. Those algorithms use wake effect, wind direction, wind power 

energy production, power losses, component failures, initial investment, maintenance and 

installation cost as main functions. Heuristic optimisation algorithms are based on certain 

techniques such as the following [7], [8]: multi-objective evolutionary algorithms (MOEA) 

[9]–[14], genetic algorithms [15]–[25], particle swarm [26], [27], greedy algorithm [28], 

[29], coral reefs algorithm [30], ant colony algorithm [31], virus-based optimisation 

algorithm [32], Monte Carlo simulation, [33], Benders’ method  [34], [35],  local search 

algorithm [36], and minimum spanning tree (MST) [37], [38].  

In [39], factors to optimise the design of offshore wind farms are analysed, using 

the cable of minimum size that is capable of carrying the wind farm output safely. In [40], 

a control structure to transfer the power of offshore wind farms to the DC side and into the 

grid is analysed, emphasising on the optimised position of the DC-DC converter and using 

reactive power as an objective function. 

An algorithm based on geometric programming is used in [41], and the purpose is 

to design the layout of wind farms. The objective function is the total cost, considering 

power loss and system reliability. Cable connections are considered to plan connections of 

large offshore wind farms in Denmark. Simulation studies were of the Horns Rev B wind 

farm connection. Reactive compensation is required in order to reduce adverse effects in 
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long high voltage alternating current (HVAC) lines. This study considers harmonic 

impedance. 

In [42], a wind farm cluster has been modelled to study the operability of groups of 

1 to 5 paralleled wind turbines. The results of modelling the system with a single machine, 

two machines and five machines highlight the presence of the 6th harmonic because of 

interactions between the harmonics produced by adjacent machines, introducing lower 

harmonic components. In [43], an entire transmission network model was used to calculate 

harmonic impedance, and a reduced model is proposed, in order to reduce the amount of 

data. 

In [44], a decision support model is presented. This model covers the three factors 

that characterise the design of AC electric power systems of offshore wind farms: 

investment cost of the components, system efficiency and system reliability, in addition to 

the stochasticity of wind speed and reliability of the primary system components. The 

model is useful for basic engineering design. 

When the network is designed, it is essential to consider all possible distortions and 

resonances caused by harmonics in order to optimise the connections of the future wind 

farms to the grid. An option to optimise networks is the use of evolutionary algorithms 

because those algorithms are easy to implement and the evolutionary algorithms explore 

different possibilities, avoiding fall into a local solution [1], [45].  

1.1.2 Algorithms focused on minimising power losses in large wind farms 

In the power flow problem, both load powers and generator powers are given or 

fixed and can be represented in mathematical terms as a set of non-linear equations. The 

number of equations is equal to double the number of nodes. With the new large power 

systems, this problem increases in its complexity, because the number of combinations 

increases the number of equations to solve. Furthermore, to solve the complexity of the 

harmonic propagation and power flow for large power systems, many algorithms have 

been developed [1], [46]. 

The network configuration with minimum line losses is a problem that has been 

studied since 1975 when Merlin and Back proposed a non-linear optimisation algorithm to 

solve a network configuration with minimum line losses. The problem was solved with a 

heuristic approach aimed at obtaining a global minimum of losses using a branch-and-

bound method. That algorithm was improved using another heuristic algorithm that worked 



Chapter 1  Introduction 

University of Strathclyde   4 

by opening the switches of the lines with the lowest current determined by the optimal 

flow pattern [47], [48]. After these solutions, several algorithms have been proposed.  

In [2], there is a review, in chronological order, of some of the papers relative to the 

network configuration with minimum power losses. In [49] and [50], with a two-stage 

solution methodology and a modified simulated annealing technique, an algorithm was 

developed. The algorithm allows for the identification of the most effective operations for 

a network reconfiguration problem which is a constrained, multi-objective, non-

differentiable optimisation problem. 

In [51], an approach was presented to obtain the minimum loss configuration of the 

distribution system using a refined genetic algorithm with a radiation distribution network 

to calculate the load flow. In [52], another approach is implemented to obtain minimum 

loss configuration using a refined genetic algorithm, and the manner in which the 

application of minimal loss reconfiguration can help evaluate online reconfiguration 

benefits is analysed. 

In [53], two different algorithms are presented, one resorting to a genetic algorithm 

and the other solving a typical mixed-integer linear problem to examine the method. The 

genetic algorithm is based on a heuristic strategy, and the solution starts with a meshed 

system obtained by closing all the tie switches, and then, lines are opened successively 

based on minimum power loss increase, determined by a power flow. In [54], a branch 

exchange procedure was applied in the neighbourhoods of the open line switches to 

improve the solution.  

In [55], a review of techniques for the optimisation of power distribution systems is 

presented, which are used to solve problems with different and limited objectives and 

constraints. 

From the preceding section, it can be seen that the optimisation of large electrical 

networks in order to obtain the best configuration to minimise power losses, cost, increase 

power capacity, get the best location of the wind turbines and other constraints is a very 

complex problem [1], [46]. With the large offshore wind farms planned around the world 

in the near future, the problem will increase in its complexity. 

From another perspective, imitating nature has led to the development of 

evolutionary algorithms to solve complex problems. In order to minimise the adverse 

effects of the interactions between the components of the network, it is essential the 
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configuration of the network to reduce distortions caused by harmonics. These distortions 

can be reduced in the planning stage of the network configuration.  

1.1.3 Harmonic distortion in wind power parks 

With the growth of the grid and the integration of renewable resources into the 

power system, several problems are emerging in the grid. One of these problems is that of 

the harmonic currents. Harmonic currents are generated in the electrical network by all 

devices that contain power converters. By their nature of the operation, these types of 

devices generate harmonic currents in the electrical network. Under these circumstances, 

the presence of resonance conditions is possible and operational condition depends on the 

network topology, connected generation devices and connected reactive power devices. 

When a power system is designed, planners seek to ensure that the connected equipment 

does not inject harmonics into the power system. The designs must comply with the 

standards of the grid codes, such as not exceeding the total harmonic distortion (THD) of 

the voltage waveform and limits on the distortion due to specific harmonics [56], [57]. 

One of the challenges for the designers is to improve the capability, controllability 

and reliability of electric systems [58], [59]. From the viewpoint of the system, there are 

still several questions regarding the operation, modelling and analysis of these controllers 

who need to be addressed, as harmonic instabilities and resonance problems within the 

system may arise as a result of unexpected interactions [60]. 

The extensive cable network associated with offshore wind farms will bring new 

technical challenges, as the harmonics associated with wind turbine converters and 

possible resonance effects may be a potential cause of concern [61]. 

Issues mainly associated with offshore wind farms include the possibility of the 

magnification of low order harmonic voltages from the main grid due to the large 

capacitance of long AC cables [62], [63]. 

Harmonic propagation and power flow study are essential tools to analyse the 

power system in normal steady-state operation in the development of wind farms. Power 

flow studies are fundamental to determine the best operation of existing and future systems 

that contain multiple load centres. Also, the study of harmonic propagation is critical to 

avoid operation problems caused by resonances and to assess the level of harmonic 

emission from the wind farms into the point of common coupling (PCC) [64].  
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Having a lot of different devices working in the wind farms, the interconnection 

between the wind farms with a long subsea cable could generate great harmonic resonance 

problems affecting the function of the electrical network. The resonance is the reason that 

the study of the harmonic propagation is essential in the actual wind farms in order of 

improving the design of the future offshore wind power clusters that are projected for the 

North Sea [65], [66]. 

Until 2018, only a few papers have been published on harmonic analysis for wind 

power plants, and in the technical literature, harmonic analysis for wind power plants have 

not been widely discussed [67]. 

The severity of the harmonics injected by wind turbines depends on the turbine 

technology, and, a significant challenge is to eliminate harmonics at the source or to design 

filters to ensure that the distortion of the waveform by harmonics remains within 

acceptable limits. Nonetheless, a minimal voltage distortion can cause large harmonic 

currents at a resonance condition [68], [69]. Resonance conditions can be generated by the 

long distances that connect offshore wind farms to the onshore grid, power station 

transformers, conventional reactive power compensation, and so on [70]. Devices for 

harmonic correction can be costly, but a capacitor bank as part of the electrical network 

can provide reactive compensation and harmonic detuning as a single unit [71]–[73].  

Different aspects of the power system harmonic analysis in wind power plants are 

discussed in [74], and practical simulation cases are discussed in [75]. In [76], a modelling 

approach for a doubly fed induction generator (DFIG) and a full power converter (FPC) 

fed generator for harmonic penetration studies is presented. In this paper, the maximum 

distance proposed is 50 km and the wind farm is divided into two groups of 20 wind 

turbines. 

In [77], Kocewiak developed a study of measurement data processing focused on 

harmonic analysis. Although variable-speed wind turbines are grid-friendly machines in 

most power quality aspects, it has been observed that the different origin of harmonics can 

affect the results of the network. In [78], a methodology is developed to conduct harmonic 

studies for wind farms that are in the process of being designed, and results are simulated 

for the London Array offshore wind farm. London Array is located around 20 km from the 

shore. 

In [79], an algorithm applying voltage-source converters-high-voltage direct current 

(VSC-HVDC) is proposed to solve problems of harmonics, voltage fluctuation, flickering 
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and long-distance transmission caused by large offshore wind farms. Also, in [80], an 

efficiency study is used to evaluate the power loss distribution after a reduced capacitor 

bank makes redistribution of harmonic and reactive currents in a line-commutated 

converter-high-voltage direct current (LCC-HVDC) connection of offshore wind farms. 

In [81], harmonic distortion emission limits for the connection of an offshore wind 

farm are considered when the wind farm is connected to the same node with other 

connections. Also, this includes a harmonic filter to comply with emission limits.  

In [82], an analysis of harmonic compensation using hybrid filters is presented. The 

purpose of the analysis is to avoid the harmful effects of harmonics in offshore wind power 

plants. In [83], harmonic emission from a large offshore wind farm is addressed to avoid 

the fact that harmonic emissions from individual turbines at higher frequencies do not 

reach the harmonic limits. 

In [84], total harmonic distortion and the harmonic ratio of the current of a wind 

farm are calculated by the summation of multi-harmonic sources and the simulation of the 

suppression of harmonics by filters. In [85], a technique to analyse harmonic resonance 

issues in megawatt wind farms that use DFIGs is used. Wind farms are connected to the 

grid. 

A Monte Carlo simulation is implemented in [86], and the purpose is to study the 

aggregation of the harmonic emission from individual turbines to the public grid. In [87], 

an approach for the harmonic penetration of the DFIG and the resonance mitigation study 

for an offshore wind farm that uses DFIGs is developed. 

In [88], the first experiences of some phenomena with harmonic interactions in 

BorWin1, which is the first HVDC system connected between an offshore wind farm and a 

small isolated offshore AC grid, are presented. In [89], harmonic propagation and the 

interaction between a small scale wind farm and non-linear load in the distribution grid is 

studied. 

Despite many research related to the study of harmonics, the study of harmonics in 

offshore wind farms remains of vital importance because with the offshore wind farms 

planned in the next years it is imperative to consider the harmonic propagation to avoid 

resonances that could create instability in the system. Different algorithms can be 

implemented in the design and optimisation of offshore wind farms using different 

objective functions and parameters. 
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1.2 Motivation of research 

In reviewing the literature about the design and optimisation of the offshore wind 

farms, it is seen that there is a high percentage that refers to the engineering construction, 

and the electrical, mechanical, design, and ecological aspects. Also, with the review of the 

literature, it is possible to verify that the problem is multidisciplinary and involves different 

points of view (physical, ecological, health, and so on), to understand the general problem 

and to propose a particular solution. 

About the electrical design, there is technical bibliography to design wind turbines, 

to improve the performance of power generation, to eliminate harmonics and to reduce the 

cost of maintenance and construction. Furthermore, there is technical information available 

to optimise a wind farm. There are many methods and algorithms available to place the 

wind turbines in the best location to achieve the best power performance. 

From the harmonic propagation, there are precedents for the optimisation and 

design of the wind farms to integrate the generated power to the grid. Most of the research 

about harmonic propagation was conducted after the electrical network was designed and 

the harmonic analysis is focused on the use of filters to eliminate the harmonics in the 

power grid. 

The optimisation of offshore projects is one of the most challenging tasks in 

developing sizeable offshore wind power clusters with hundreds of variations to be 

managed, documented, and benchmarked. The harmonic propagation is an ongoing 

problem despite a large amount of research related to this topic. 

Harmonic generation and resonance conditions could create instabilities in the 

network. These network instabilities can cause the turbines to remain out of service, or 

even worse; it can cause a cascading effect in other turbines that may overheat and damage 

the equipment.  

In the case of power systems that will increase with the new wind farms planned, 

the use of a method to study the harmonic propagation is essential. Implementing a 

conventional method for power flow and then using the current injection method facilitates 

the study in calculating the harmonic propagation. 

By implementing the harmonic propagation in an evolutionary algorithm, it is 

possible to optimise the large electrical networks planned in the next years. 
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1.3 Description and problem statement 

As described in the previous section, some of the areas of power research directly 

involved with wind power parks are power flow, transient stability, power quality, and 

harmonic analysis. The configuration of a power network involves optimisation 

techniques, and typical applications are cost reduction, power losses reduction, and power 

capacity. The optimisation of power flow has received considerable attention in research 

[58], [90]. 

Also, as far as renewable energy issues and power quality are concerned, custom 

power and VSC-HVDC stations have been studied from the viewpoint of technological 

application. Even though these new technologies inevitably generate harmonic frequencies, 

very little research has been conducted on harmonic analysis. One possible reason is that 

low order harmonic frequencies are not generated by pulse width modulation (PWM) 

converters, and it may be argued that the high harmonic frequencies generated by them 

should not cause significant problems in the distribution and transmission system if a fixed 

high-frequency harmonic filter is used [91]. 

However, a more careful analysis of the operation of fixed harmonic filters and 

these electronics-based controllers indicates that they might interact with elements of the 

transmission and distribution system such as power generators, transformers, capacitor 

banks, and other switching stations. Such interactions are undesirable since they may cause 

stability problems, over-voltages, frequency oscillations, harmonic instabilities, and, in 

general, abnormal device operation [92]. 

Despite a large number of existing studies regarding harmonics in electrical 

networks, the harmonic propagation remains an ongoing problem due to large offshore 

wind farms planned in the near future, and also, another kind of renewable energies that 

will be integrated to the grid.  

Therefore, the first goal of this project is to implement an algorithm to calculate 

harmonic propagation and power flow in order to determine the objective functions and 

minimise harmonic distortion and power losses. The data obtained from the functions 

implemented will help propose actions to optimise the network. Specifically, this research 

proposes an evolutionary algorithm combined with a genetic algorithm to obtain the best 

configurations in order to minimise harmonic propagation and power losses. The proposed 

algorithm is applied to projected offshore wind parks in the North Sea. 
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1.4 Novelty and research contributions 

The primary case studies of harmonics in the offshore wind farms are focused on 

the importance of harmonic analysis in order to obtain a better performance of the design 

of the wind turbine and other components of the wind farm. The interactions between these 

system components can increase the harmonic distortion in the system. Therefore, 

minimising harmonic distortion is key to reducing adverse effects such as resonance 

problems that could cause instability and operating problems, and this is the context where 

the method for network configuration proposed in this research stands to minimise the 

harmonic propagation using the network configuration and reduce the problem by 

changing the configuration of the offshore wind power clusters and, as a consequence, 

minimise adverse effects in the onshore AC grid [2], [4], [61], [93], [94]. 

This research seeks not only the techniques available for network configuration but 

also the research pays attention to the minimisation of harmonic propagation, and even a 

combination with power losses reduction to be applied to offshore wind power networks in 

order to use data obtained to make recommendations for possible control strategies in the 

large projects and incorporate generated power to the main grid. For the above, this 

research is focused on the following: 

 The minimisation of harmonic propagation in the design of the connection 

of the wind farms power clusters using an evolutionary algorithm combined 

with a genetic algorithm. 

  Implementing an evolutionary algorithm combined with a genetic 

algorithm will improve the performance of the algorithm to obtain the best 

configuration using the THD and the power losses as the main functions and 

the distance of the cable and number of lines as ancillary functions. 

 The evolutionary algorithm approximates the solution to the best 

configuration eliminating lines to minimise subsea cable and with the best 

chromosomes starts the genetic algorithm to obtain the best configuration. 

The advantage of using evolutionary and genetic algorithms is that there are the 

possibilities of finding the best solutions by evaluating more options. Combining the 

method of power flow and harmonic propagation with evolutionary and genetic algorithms 

will help to obtain a better configuration to optimise the electrical networks minimising the 

THD and power losses. 
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1.5 Thesis organisation 

This work is divided into seven chapters. Chapter 1 presents reviews of different 

papers regarding the harmonic propagation and power flow, minimisation of power losses 

and harmonic distortion in wind power parks. Other topics presented in this chapter are the 

evolutionary programming focusing on research regarding the design and optimisation of 

offshore wind farms and different optimisation algorithms to solve network configurations. 

Also, the research problem is described, and a solution is proposed. Finally, the motivation 

and novelty of the research are described. 

Chapter 2 describes general considerations regarding wind farm technologies. It 

presents an introduction of the different technologies of wind turbines and a brief 

introduction to the offshore wind farms and substations. Furthermore, it presents a brief 

explanation of the cables and the calculation of parameters. 

In Chapter 3 an introduction to networks design and optimisation is presented. Also, 

an introduction to different multi-objective optimisation (MOO) algorithms to design and 

optimise networks is presented. There is a brief description of the differences between 

evolutionary and genetic algorithms. The chapter contains the basic description of a 

genetic algorithm. Also, the encoding, parameters, selection, crossover and mutation of the 

chromosomes are described. Finally, there are some recommendations concerning 

implementing genetic algorithms. 

Chapter 4 presents a brief introduction of the harmonics generated in electrical 

systems. There is a compilation of different studies regarding solution techniques of 

harmonic power flow analysis. Also, it presents a basic introduction to harmonic 

propagation and power flow in large offshore wind farms and models for harmonic studies 

of different wind farm components. The power flow problem is formulated, and an 

algorithm is implemented for harmonic power propagation analysis based on the current 

injection method. Also, the DPI is described. With the algorithm implemented, the 

objective functions of the MOEA to minimise harmonic propagation and power losses are 

obtained. 

Chapter 5 describes the algorithm proposed. From Chapter 3, an evolutionary 

algorithm and the objective functions to calculate THD and power losses are implemented. 

These are developed upon in Chapter 4 and are implemented in an MOEA to minimise 

harmonic propagation and power losses. The theory to eliminate isolated nodes based on 

the depth-first search (DFS) is described, and an algorithm is implemented. Also, an 
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algorithm based on the haversine formula to calculate the distance between two points and 

obtain the parameters of the lines is implemented. Finally, there are comparisons of the 

number of chromosomes generated and the elapsed generation time.  

Chapter 6 presents the results of the application for case studies. Finally, in Chapter 

7, the general conclusions, the contribution of this work, and outlines for future research 

are stated. 

Furthermore, Appendices A to G contain the description of the programs developed, 

and Appendix H demonstrates results generated by the developed algorithm for Scenarios 

1, 2 and 3. Network data and reports are not attached because if the generation data, 

network voltages and loads data, lines and transformers data, harmonic current injection 

data, power flow report, line power flow report, and harmonic propagation report for each 

configuration is included, it will amount to too much information. 
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222   A general review of wind farms 

2.1 Introduction 

Over the last decade, wind energy generation has evolved into offshore installations, 

mainly due to restrictions to building onshore (e.g. the UK). Up to 2017, thirteen new 

offshore wind farms were completed, increasing the total capacity of offshore wind power 

farms installed in Europe to 15.8 GW [95]. 

Large numbers of offshore wind farms are to be built in the next years. According 

to the European Commission communication ‘Offshore Wind Energy: Action needed to 

deliver on the Energy Policy Objectives for 2020 and beyond’ the offshore wind potential 

exploitable by 2020 is likely to be some 30-40 times the installed capacity of 2012, and in 

the 2030 time horizon, the figure could reach up to 150 GW, yielding some 575 TWh. 

These are in line with WindEurope’s scenarios of 40 GW installed capacity by 2020 and 

150 GW by 2030, with clusters of wind farms appearing at favourable locations, such as 

the German Bight and Dogger Bank, both in the North Sea [96]–[102]. 

Additionally, existing concepts and proposed designs for Europe’s offshore grids 

anticipate the use of hybrid networks (LCC-HVDC and VSC-HVDC) and combinations of 

AC and DC offshore transmission schemes. It is envisaged that the control requirements 

and dynamic performance of these future offshore wind power systems, with such a variety 

of technology and complex network arrangements, may be significantly different from 

conventional and comparatively more straightforward than existing power networks. In the 

case of actual offshore network planning, control and operation practices may no longer be 

required [61], [62], [64], [103]–[105]. 

 Hence intensive research is required in different areas to gain knowledge and an 

understanding on how future offshore wind power systems should be designed, controlled, 

and operated to ensure, technically and economically, the security of the power supply. An 

aspect of the power system which becomes quite relevant in these multi-technology 

offshore wind power networks is the aspect of harmonics, bearing in mind the dominant 
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presence of power electronic components in most elements involved, namely the wind 

turbine, compensation equipment, and transmission link [61], [62], [64], [103]–[105]. 

Studies of harmonic propagation in offshore wind farms imply all the components 

as are wind turbines, transformers, power electronics converters, smoothing capacitors, 

subsea cables, and so on. The subsea cables have complicated structures consisting of 

many different layers (conductor, insulation, sheath, and armour), and the distance between 

the nodes is very important for the study. The interactions between these system 

components can increase the harmonic distortion in the system [2], [4], [61], [93], [94]. 

The configuration of the network is key to reducing adverse effects, and it is the 

context in which this work is placed. However, obtaining the best configuration is 

necessary to have a brief idea regarding the necessary components of the network. 

2.2 Wind turbines 

The first element in wind generation is the wind turbine. At first, wind turbines 

tended to use Fixed Speed Induction Generators (FSIG), which consume reactive power 

and have limited real power control. Because network connection codes impose technical 

requirements, wind turbine manufacturers have developed new systems such as DFIGs and 

Full Range Converters (FRCs), which meet the grid code requirements, for example, the 

ability to control the failure of network outages, or the ability to control active and reactive 

power [103], [106].  

Wind turbine technology has evolved quickly over the past three decades. Wind 

turbines have seen an increase in the diameter of the rotor and have implemented the use of 

sophisticated power electronics components to allow the operation of variable speed 

generators [103], [106]. 

With the different kind of technologies of wind turbines, each wind turbine injects 

different levels of harmonics. Hence, the importance of developing efficient mathematical 

models to study the harmonic performance of wind farms and their connection with the 

grid becomes apparent [103], [107]. 

As technology has evolved, also the size of the turbines has increased dramatically 

over the past three decades, growing from 10 meter-diameter turbines to 164 meter-

diameter turbines. In Figure 2.1, there is a comparison of the evolution of the wind turbines 

[4], [108], [109]. 
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Figure 2.2 shows the wind turbine components [103]. 

 
Figure 2.2. Inside the wind turbine. 

Source: Coriolis Energy Ltd. 2012 

2.2.2 Wind turbine generators 

Wind turbine generators (WTGs) are classified into four basic types, known as 

Type 1 or Type A through Type 4 or Type D [113]. Generators used for wind turbines 

include the FSIG (Type A). If the rotor resistance of the FSIG is controlled with a slip 

control, then, the generator is transferred to a variable speed induction generator (Type B), 

or if it is used a power electronic frequency converter between the generator and the grid to 

get variable speed operation, synchronous or asynchronous generators are used. They can 

be a DFIG (Type C) or full power converter (FPC, Type D), with these being the most 

used DFIG wind turbines [103], [107]. Modern wind turbines, especially those with 

variable-speed concepts, are grid-friendly and minimise electrical emissions. However, the 

harmonic emissions are still a problem, so it is essential to study the different 

configurations of the wind turbines [114]–[116]. 

 

2.2.3 Fixed speed induction wind turbine generator  

Type A, (FSIG) requires reactive power from the grid, and it is compensated with 

capacitor banks at the wind turbine and the PCC. However, with inadequate reactive power 

compensation, the voltage can collapse, or the power system can become unstable, 

especially in a weak grid [117], [118]. 

Hub 

Gearbox 
Pitch system 

Generator 

Yaw system 

Blade 

Tower 
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The rotor speed stability of a wind farm based on FSIG is the capability to maintain 

a fixed mechanical speed 

system frequency, even if the power system has a disturbance 

The configuration for a

Figure 2.3. A basic configuration of a 

2.2.4 Variable speed induction wind turbine generator

Variable speed operation increases efficiency and can be achieved by controlli

the rotor resistance of the fixed 

Figure 2.4. A basic configuration of a variable 

In Type A and Type B 

the soft starter installed in the turbine to reduce the in

harmonic current is low in m

Additionally, a transformer’s 

order harmonics, and the DC component can be part of the harmonic content. Another 

source of harmonics in a power transformer is magnetic saturation, which is an undesired 

operating condition. Odd harmonics are associated with overexcited transformers 

[115]. 
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tor speed stability of a wind farm based on FSIG is the capability to maintain 

a fixed mechanical speed that is close to the speed corresponding to the actual power 

even if the power system has a disturbance [117], [118]

onfiguration for an FSIG wind turbine is shown in Figure 2

asic configuration of a fixed speed wind turbine generator, Type A

 

Variable speed induction wind turbine generator 

Variable speed operation increases efficiency and can be achieved by controlli

the rotor resistance of the fixed speed WTG, Type B, as it is shown in Figure 

asic configuration of a variable slip wind turbine generator, Type B

In Type A and Type B WTGs, harmonic current generation primarily comes from 

the soft starter installed in the turbine to reduce the in-rush current during start

harmonic current is low in magnitude and brief. 

, a transformer’s energisation can cause a considerable amount of 

harmonics, and the DC component can be part of the harmonic content. Another 

source of harmonics in a power transformer is magnetic saturation, which is an undesired 

rating condition. Odd harmonics are associated with overexcited transformers 

A general review of wind farms 

 17 

tor speed stability of a wind farm based on FSIG is the capability to maintain 

to the speed corresponding to the actual power 

[117], [118]. 

2.3 [4], [106]. 

 
peed wind turbine generator, Type A. 

Variable speed operation increases efficiency and can be achieved by controlling 

Figure 2.4.  

 

slip wind turbine generator, Type B. 

harmonic current generation primarily comes from 

rush current during start-up. This 

ation can cause a considerable amount of low 

harmonics, and the DC component can be part of the harmonic content. Another 

source of harmonics in a power transformer is magnetic saturation, which is an undesired 

rating condition. Odd harmonics are associated with overexcited transformers [4], [106], 
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2.2.5 Doubly fed induction wind turbine

Type C, a typical configuration of a DFIG wind turbine system is shown 

schematically in Figure 2.5

Figure 2.5. A basi

The DFIG is constructed from a wound rotor asynchronous machine. Variable 

speed operation is obtained by injecting a variable voltage into the rotor at slip frequency. 

The injected rotor voltage is obtained using two 

based VSCs, linked by a DC

For harmonic analysis DFIG converters can be considered as two harmonic voltage 

sources: one connected to the rotor and the other connected to the stator

Therefore the harmonic frequencies depend on the switching technique used to 

switch the converter and the harmonic frequencies always are an integer (an odd value 

other than a triple) multiple of 

[107], [119]. However, the interaction between the 

generate additional harmonics and interharmonics 

As the fundamental frequency of the rotor converter is the slip frequency, the 

harmonics produced by the rotor converter 

form, kth harmonic component on the rotor produces a stator current at a frequency given in 

Table 2.1, where f is the grid frequency

Table 2.1. Harmonic frequencies on the stator due to the rotor harmonics.

 

Positive sequence harmonic 

components 

Negative sequence harmonic 

components 
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Doubly fed induction wind turbine generator 

typical configuration of a DFIG wind turbine system is shown 

5. 

asic configuration of a DFIG wind turbine generator, Type C

 

The DFIG is constructed from a wound rotor asynchronous machine. Variable 

speed operation is obtained by injecting a variable voltage into the rotor at slip frequency. 

The injected rotor voltage is obtained using two AC-DC insulated-gate bipolar transistor

DC bus. The converter ratings determine the variable speed range. 

For harmonic analysis DFIG converters can be considered as two harmonic voltage 

one connected to the rotor and the other connected to the stator 

Therefore the harmonic frequencies depend on the switching technique used to 

switch the converter and the harmonic frequencies always are an integer (an odd value 

other than a triple) multiple of the fundamental frequency, 50 Hz or 60 Hz

the interaction between the rotor-side converter

generate additional harmonics and interharmonics [120]. 

As the fundamental frequency of the rotor converter is the slip frequency, the 

harmonics produced by the rotor converter are a multiple of slip frequency. In the general 

onent on the rotor produces a stator current at a frequency given in 

is the grid frequency [76], [103], [107], [119]. 

Harmonic frequencies on the stator due to the rotor harmonics.

Super-synchronous 

speeds 

Sub-synchronous 

speeds 
Positive sequence harmonic [-(k + 1)s  + 1] f [(k - 1)s  + 1] 

Negative sequence harmonic [-(k - 1)s  - 1] f [(k + 1)s  - 
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typical configuration of a DFIG wind turbine system is shown 

 
generator, Type C. 

The DFIG is constructed from a wound rotor asynchronous machine. Variable 

speed operation is obtained by injecting a variable voltage into the rotor at slip frequency. 

gate bipolar transistor-

bus. The converter ratings determine the variable speed range. 

For harmonic analysis DFIG converters can be considered as two harmonic voltage 

 [4], [106].  

Therefore the harmonic frequencies depend on the switching technique used to 

switch the converter and the harmonic frequencies always are an integer (an odd value 

0 Hz or 60 Hz [76], [103], 

side converter and the rotor can 

As the fundamental frequency of the rotor converter is the slip frequency, the 

a multiple of slip frequency. In the general 

onent on the rotor produces a stator current at a frequency given in 

Harmonic frequencies on the stator due to the rotor harmonics. 

synchronous 

 

+ 1] f 

 1] f 
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For the harmonic penetration studies of a power system with a wind farm 

connection, superposition is

the network [76]. 

In [76], the magnitude and frequency of the stator current sources at different 

torques for harmonic components

presented. These values can be obtained by running a detailed DFIG model under different 

mechanical torques which represents the wind speed and then 

frequency injected, and the 

triangle PWM switching strategy with 

present at the output are 13

In Type C WTGs, harmonics can be generated by power converters 

the study presented in [123]

Predominantly low order harmonics are present (5

these low order harmonics are introduced because of the interaction of a 

with the source power system, 

include the 39th and 41st. 

2.2.6 Full power converter wind turbines

In the FPC wind turbine know

power PWM converter which directly fe

wind turbine is shown in Figure 

Figure 2.6. A basic configuration of a

Type C and Type D 

electronic converters, and they may produce harmonics to the grid

distortion from wind power farms could interact with pre

distortion and cause several issues if some of the harmonic frequenc

resonance point [74]. 
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For the harmonic penetration studies of a power system with a wind farm 

is used to discover the harmonic currents in a particular part of 

the magnitude and frequency of the stator current sources at different 

torques for harmonic components produced by the rotor side PWM converter

. These values can be obtained by running a detailed DFIG model under different 

mechanical torques which represents the wind speed and then finding

and the voltage required. For example, according to 

triangle PWM switching strategy with a modulation index of 15, the harmonic components 

present at the output are 13th, 17th, 29th, 31st, and so on. 

, harmonics can be generated by power converters 

[123], relatively high harmonic levels are shown for Type C WTGs. 

harmonics are present (5th, 7th, 11th, and 13th). According to 

harmonics are introduced because of the interaction of a 

ith the source power system, and the most significant components reported by 

Full power converter wind turbines 

wind turbine known as Type D, the harmonics are produced by the full 

power PWM converter which directly feeds into the grid. The configuration of a

Figure 2.6 [106], [124]. 

asic configuration of an FPC wind turbine generator, Type D
 

Type C and Type D WTGs are equipped with controlled back

electronic converters, and they may produce harmonics to the grid

distortion from wind power farms could interact with pre-existing harmonic network 

distortion and cause several issues if some of the harmonic frequencies involve excit
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For the harmonic penetration studies of a power system with a wind farm 

the harmonic currents in a particular part of 

the magnitude and frequency of the stator current sources at different 

produced by the rotor side PWM converter are 

. These values can be obtained by running a detailed DFIG model under different 

ing the fundamental 

For example, according to [76], for sine-

modulation index of 15, the harmonic components 

, harmonics can be generated by power converters [121], [122]. In 

, relatively high harmonic levels are shown for Type C WTGs. 

). According to [75], 

harmonics are introduced because of the interaction of a wind power plant 

the most significant components reported by [75] 

as Type D, the harmonics are produced by the full 

onfiguration of an FPC 

 
generator, Type D. 

are equipped with controlled back-to-back power 

electronic converters, and they may produce harmonics to the grid [74]. Harmonic 

existing harmonic network 

ies involve exciting a 
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2.3 Offshore substation 

The purpose of an offshore substation is to minimise transmission losses by 

transforming the voltage of the electricity generated at the wind turbine to a higher voltage 

suitable for transmission to shore. The substation is sized with the appropriate power rating 

for the project capacity and steps up the line voltage from the collection system voltage to 

a higher voltage level, usually the voltage of the point of interconnection. Higher voltage 

lines will minimise line losses and increase the overall efficiency of the system [125], 

[126]. 

All offshore wind farms require substations, but not all substations are located 

offshore. The need for offshore substations depends upon the electrical power generated 

and the distance to the mainland, which determines the tradeoffs between capital 

expenditures and transmission losses. Among other things, the compensation equipment 

and other power electronic-based components are located in the offshore substation [125], 

[126]. 

2.4 Cables 

HVAC subsea transmission schemes are commonly used by offshore wind farms 

(e.g. Horns Rev, Denmark). However, the distances over which AC transmission systems 

can be used are limited, mainly because of their charging current requirements. HVDC 

schemes offer an alternative method for subsea transmission. Different methods for 

interconnecting offshore wind generation farms and onshore utility transmission systems 

are addresses in [127]. 

An initial approach might be to examine cable models provided in commercially 

available packages, such as PSCAD/EMTDC [128], which is a commercially available 

computer-based simulation tool, providing a powerful analysis of multilayer cable models. 

However, there are limitations with the cable models used by such commercial software 

packages. 

For example, it is a common feature which models only nonmagnetic material 

layers are considered. Only the outermost conducting layers are bonded to ground, and 

limited cable arrangements with often only single-core cable models are available for 

simulation purposes [127]. 

The aim of [129] was to study the steady-state harmonic behaviour of a long-

distance VSC-HVDC system when accurate harmonic models for the cables are used. This 
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reference also examines the effects of different subsea cables upon the performance of a 

VSC-HVDC system. The results presented show harmonic resonances in the waveforms 

for different operating conditions (e.g. different switching functions, capacitor bank size, 

cable materials, and transmission methods-monopolar and bipolar arrangements). 

Cables can be modelled as π equivalents, and usually, this representation is enough 

for short cable lengths, but the length of the main high voltage submarine cable to shore is 

longer, so it could be solved by subdividing the cable and representing it as a series of π 

sections, which provides reasonable accuracy for frequencies up to a few kHz. To 

represent frequencies that differ from the fundamental frequency can be used distributed 

models of the cable that are suitable for load flow analysis [76], [130], [131]. 

In cable transmission line, the capacitive effect is considerable, and the capacitive 

reactive power increases with the voltage and length of the cable. Cable overheating can be 

avoided limiting the current capability limited by the capacitive charging current. The 

reactive power of the cable depends not only on the capacitive component of the cable, as 

the inductive component has influence over the voltage, for compensating the reactive 

power are used shunt reactor as inductive components [61], [132]. 

A subsea power cable has a multilayered structure, and it is generally heavily 

armoured as is shown in Figure 2.7 [133]. 

 
Figure 2.7. DC subsea cable cross-section. 

Source: NSW. 2014 
 

Figure 2.8 demonstrates components of a subsea cable line. For DC subsea cables, 

the insulation is usually designed to withstand higher voltage strengths compared to an 

equivalent AC subsea cable, just because of the voltage stress requirements [129]. 
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Figure 

Figure 2.9 shows the 

150kV export cable on the substation at Horns Rev.

Figure 2.9. Armouring hang
the substation at Horns Rev
Source: Offshore Energy, Denmark, 2012

 

2.4.1 Calculation of the electrical parameters of the 

As the offshore wind farms 

it is necessary to know the 

network connections. In the power system analysis, a 

system is used, because quan

per-unit system is especially

is large. The per-unit system absorbs large differences in absolute values, 

values more uniform. Units provided are for power, voltage, current, impedance

admittance [134]. 
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Figure 2.8. Components of DC subsea cable line. 

 

the armouring hang-off of the five inter-array 33kV cables and 

150kV export cable on the substation at Horns Rev. 

 
Armouring hang-off of the five inter-array 33kV cables and the 
the substation at Horns Rev.  

Offshore Energy, Denmark, 2012 

Calculation of the electrical parameters of the subsea cable

As the offshore wind farms projected are located several kilometres

know the electrical parameters to mitigate the possible probl

network connections. In the power system analysis, a simplified calculation of a 

because quantities do not change on the two sides of a transformer. Th

especially helpful in a power system where the number of transformers 

unit system absorbs large differences in absolute values, 

values more uniform. Units provided are for power, voltage, current, impedance
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array 33kV cables and the 

 
the 150kV export cable on 

cable 

kilometres from the shore, 

parameters to mitigate the possible problems in the 

simplified calculation of a per-unit 

of a transformer. The 

number of transformers 

unit system absorbs large differences in absolute values, making unit 

values more uniform. Units provided are for power, voltage, current, impedance, and 
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To calculate the parameters for subsea cables, the usual base values are power and 

voltage, and they are labelled as per-unit (pu) [135]. Electrical data depends on each subsea 

cable, and it is essential to obtain it in order to calculate the performance of the cable in the 

grid [136]–[138]. 

2.5 Offshore wind power clusters 

In the past, wind turbines were grouped into wind farms, but with the evolution of 

wind energy management, wind farms are being grouped into wind power clusters to allow 

the transmission system operators to manage wind energy more like a conventional power 

plant [115]. 

The International Offshore Wind Market to 2020 Report predicts that by the end of 

2020, the global offshore wind farm capacity will be around 55 GW, but there are projects 

in Europe and the entire world to generate more power using offshore wind farms.  

Offshore wind power farms are required to provide energy with constant voltage, 

frequency, and low harmonic emission to ensure the reliability and stability of the power 

system network. As more offshore wind farms have been integrated into the main grid, 

harmonic distortion issues have increased [65], [66], [103]. 

Since October 2008 the UK has been the world leader in offshore wind power, with 

as much capacity already installed as the rest of the world combined, with 24 projects and 

1,184 turbines installed with an offshore capacity of 4,049 MW [96]. 

The sector has been developed with a series of licensing ‘Rounds’ co-ordinated by 

the Crown Estate, the landlord and owner of the seabed [96], [97], [104]. 

Round 3, released in 2010, is the largest so far and features nine zones across the 

UK. 

The largest, Dogger Bank, has the potential to generate up to 13 GW of power, and 

it is one of the most significant energy projects anywhere in the world [5], [98], [139]–

[141]. 

Figure 2.10 shows an example of the connection of offshore wind power clusters in 

the North Sea for Round 3 [65], [66], [103], [142]. 
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Figure 2.10. Connection of offshore wind power clusters in Europe

Hence, it is essential

These elements include the wind 

transmission network components

wind farm with the main components

suitable location to satisfy the operati

It is important to remark that because 

turbines, and the interaction of different compon

and even more, interaction between different offshore wind power farms, could 

generated harmonic problems

Even more, with the long distances between offshore wind power farms, the subsea 

cables could generate addi

main AC grid [106], [115]. 
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onnection of offshore wind power clusters in Europe for Round
 

essential to consider the main elements when modelling wind farms

hese elements include the wind turbine technology, subsea cables, transformers, and 

transmission network components. Figure 2.11 shows the diagram of a

wind farm with the main components [76]. These elements are interconnected in the 

suitable location to satisfy the operational requirements of the AC grid.  

It is important to remark that because of a large number of cables to connect wind 

and the interaction of different components of the offshore wind power farms, 

interaction between different offshore wind power farms, could 

harmonic problems. 

with the long distances between offshore wind power farms, the subsea 

cables could generate additional resonance effects that may cause instabilities within the 
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ound 3. 

main elements when modelling wind farms. 

turbine technology, subsea cables, transformers, and 

shows the diagram of an example offshore 

hese elements are interconnected in the most 

 

large number of cables to connect wind 

offshore wind power farms, 

interaction between different offshore wind power farms, could be 

with the long distances between offshore wind power farms, the subsea 

tional resonance effects that may cause instabilities within the 
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Figure 

2.6 Modelling and simulations

Before installing high

electrical systems using computer software with the purpose of 

scenarios from the steady-state to transient behaviour of the electrical system

Time and costs of development can be reduced considerably, and 

without exposing physical prototype

instance. Thus, computer simulations are a very cost

research before a prototype is exposed to real and full

However, the quality of computer simulation can only be as good as the quality of 

the built-in models and that 

the purpose of the computer simulations

model and data quality are sufficiently

simulations will provide adequate results

unreliable [56], [107].  

2.7 Summary 

This chapter provides

offshore wind farm, including 

related to cable layout. 

A brief review of the evolution of the size of wind turbines in three decades 

for the observation of the quick development of the offshore wind power clusters 

their capacity in the future.

could emerge due to harmonic propagation and the need to avoid harmonics.
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Figure 2.11. Diagram of an example offshore wind farm. 
 

Modelling and simulations 

high-voltage electrical equipment, it is necessary to model their 

computer software with the purpose of analys

state to transient behaviour of the electrical system

ime and costs of development can be reduced considerably, and compone

without exposing physical prototypes to the influence of destructive full

ance. Thus, computer simulations are a very cost-effective way to perform thorough 

research before a prototype is exposed to real and full-scale tests [56], [107]

However, the quality of computer simulation can only be as good as the quality of 

that of the applied data. Therefore, it is strongly recommended t

the purpose of the computer simulations be clearly defined in order to 

model and data quality are sufficiently accurate for the problem in question and that the

simulations will provide adequate results. Otherwise, the results may be insufficient and 

provides a general description of the electrical 

offshore wind farm, including the components of the offshore substation

A brief review of the evolution of the size of wind turbines in three decades 

the quick development of the offshore wind power clusters 

. Also, projects provide an idea of the significant

harmonic propagation and the need to avoid harmonics.
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voltage electrical equipment, it is necessary to model their 

analysing different 

state to transient behaviour of the electrical system [103], [104]. 

components can be tested 

to the influence of destructive full-scale tests, for 

effective way to perform thorough 

[56], [107]. 

However, the quality of computer simulation can only be as good as the quality of 

it is strongly recommended that 

in order to ensure that the 

for the problem in question and that the 

therwise, the results may be insufficient and 

a general description of the electrical components of an 

offshore substation and the problems 

A brief review of the evolution of the size of wind turbines in three decades allows 

the quick development of the offshore wind power clusters regarding 

significant problems that 

harmonic propagation and the need to avoid harmonics. 
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It is essential to know the necessary components in order to implement data and 

obtain a better execution of the algorithm proposed to optimise the network previously 

mentioned.  

Assuming that an offshore wind power cluster is integrated by offshore wind 

turbines that could be of different technologies, an offshore substation or substations, 

depending on the capacity of the offshore wind farm, medium voltage cables that connect 

the offshore wind turbines to the offshore substation, it is possible that the generation of 

harmonics could be present in the network.  

Harmonics generated could be treated as one unit to be connected to other offshore 

wind farms to create a large offshore wind power cluster that will interact with other 

offshore wind power clusters as well. 

The interaction of different offshore wind power clusters will generate harmonics, 

and with the long distances between offshore wind power clusters, the subsea cables could 

generate resonances that may cause instabilities when generated power is connected to the 

grid. Instability could shut off one or more wind turbines, causing a significant fault if not 

controlled quickly. 

As was demonstrated in this chapter, large offshore wind farms are a reality. At 

present, power electronics and long cable lines are the core of the wind farms. In this sense, 

the problem of harmonics can easily present itself in the wind farms in the AC 

interconnection grid. These are good reasons to optimise the connection between offshore 

wind power clusters in order to minimise harmonic propagation and avoid resonance 

problems, using only the configuration of the wind power clusters. 
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333   Evolutionary programming to design 

and optimise networks 

3.1 Introduction 

There are several areas of research examining new optimisation methods to 

reconfigure the network system in order to reduce the power losses. In this chapter, the 

evolutionary programming and the advantage of using it to design, reconfigure, and 

optimise electrical power systems is introduced [1], [46], [143]. 

The power network reconfiguration problem consists of identifying a new network 

topology, and this is an important tool in the design of electric power systems. One of the 

main goals in the electrical power system reconfiguration problem is to minimise power 

losses. All the electrical system constraints must be satisfied [1], [45], [46], [51], [144], 

[145]. 

The problem can be generalised by attaching different objectives to the original 

power flow problem. As long as the power flow model remains without changes, more 

variables depending on the objective can be considered. Experience shows that the 

performance of solution methods in the power system analysis area is dominated on the 

nature of the system model, on the type of non-linearities, on the type of constraints, and 

the number of constraints [1], [46], [94], [143].  

From the foregoing, it can be seen that the optimisation of large electrical networks 

in order to obtain the best configuration to minimize power losses, cost, increase power 

capacity, get the best location of the wind turbines and other constraints, is a very complex 

problem [1], [46]. With the large offshore wind farms planned around the world the 

problem will increase its complexity. It is very important consider all possible distortions 

and resonances caused by harmonics to optimise the connections of the future wind farms 

to the grid. To minimize negative effects of the interactions between the components of the 

network, configuration is important to reduce distortions caused by harmonics. These 

distortions can be reduced using an evolutionary algorithm to propose the network 

configuration [1], [46]. 
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3.2 Evolutionary algorithms to optimise power flow in large wind farms 

Since 1975, several algorithms based on heuristic methods to optimise power flow 

have been proposed. In [146], it is proposed a method based on artificial neural networks 

to evaluate the distribution system reliability. In [147], it is presented a heuristic-based 

two-stage solution approach in which weights were assigned to multi-objective functions. 

In [148], it was developed a heuristic method suitable for real-time applications 

based on optimality condition using a fast load flow solution technique with new and 

efficient algorithms for the inspections of the network elements. In [149], another method 

combined with heuristic rules was proposed to determine the configuration with minimum 

energy loss for a given period. In [150], it was proposed a heuristic approach for 

reconfiguration, which reduced operating cost over a specified time period. In [151], a 

constructive heuristic method that started with all switches open, and at each step, the 

switch that resulted in the least increase in the objective function is closed. 

In [152], a multi-objective evolutionary programming method for feeder 

reconfiguration in a practical system is proposed, in this algorithm an interactive fuzzy 

algorithm has been used for obtaining a solution. In [153], it is proposed another method 

based on genetic algorithms that is formulated as a fuzzy multi-objective problem, the 

algorithm takes normal conditions and contingencies and a vertex encoding is used for 

encoding the strings. In [154], a method based on heuristic rules and fuzzy multi-objective 

approach is presented. Heuristic rules are incorporated to the algorithm for minimizing the 

number of tie-switch operations. 

In [155], it is used a genetic algorithm, the searching space is reduced when a new 

codification strategy is gotten, also there are accentuated crossover and directed mutation 

operators, this strategy reduce drastically the computational time. In [156], an improved 

search algorithm is presented as an efficient meta-heuristic searching algorithm where a 

mutation operation is introduced in the algorithm to weaken the dependence of global 

search ability. Also, the candidate neighbourhood is designed to improve local search 

efficiency saving a large amount of computational time. 

In [157], a heuristic technique based on the direction of the branch power flows, 

despite of its simplicity, has good effectiveness. In [158], a new fuzzy multi-criteria 

decision making algorithm is proposed for the proper processing of the information sources 

available at the utilities in the context of distribution network reconfiguration. 
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In [159], a genetic algorithm is used for reconfiguration of radial distribution 

systems; a forward and backward algorithm is used to calculate load flows in unbalanced 

distribution systems, this process simulate the survival of the fittest elements among the 

strings, and performing crossover and mutation helps to obtain the optimum string.  

In [160], a meta-heuristic algorithm to minimize active power loss based on 

modified honey-bee-mating optimisation is presented, heuristic functions with a higher 

contribution in solution improvement will be used in the next process, limiting unnecessary 

objective function evaluation. In [161], it is presented an algorithm based on simple 

heuristic rules where an effective switch status configuration for maximizing the line 

maximum load ability of the system is identified. Then a profile calculation of the best 

switching combination is found by load flow solution. In [162], a heuristic algorithm based 

on the branch-and-bound strategy, the search tree is obtained by subdividing the feasible 

set using the branch exchange technique. 

In [163], it is introduced a genetic algorithm that uses the edge-window-decoder-

encoding technique for network representation and building up spanning trees, using 

efficient operators in order to explore the search space. In [164], it was developed a 

method that combines reliability and efficiency to minimize active energy losses using a 

non-sequential Monte Carlo simulation based on the branch reliability and a genetic 

algorithm makes the optimisation that has been discussed.  

As can be noted, the complexity of the power systems implies more than one 

objective, and this is the reason for the necessity of using the multi-objective algorithms to 

optimise a network considering power losses and harmonic propagation [1], [46], [94], 

[143]. 

3.3 Multi-objective optimisation 

The MOO problem has two or more objectives that involve many decisions 

concerning variables and constraints. Usually, optimisation problems involve n objective 

functions  [1], [45], [46], 

f(x) = (f1(x), f2(x),…, fn(x)),     (3.1) 

subject to l inequality constraints and m equality constraints: 

gi(x)≤ 0 i  = 1, 2, …, l    (3.2) 

hi(x)= 0 i  = 1, 2, …, m    (3.3) 
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Multi-objective problems can be solved using mathematical programming 

techniques or using metaheuristic methods

of Pareto optimality is used to obtain the best possible solution among all the objectives

Given an initial allocation of

allocation to a different allocation

making any other individual worse off is called Pareto optimality or Pareto improvement. 

The option x is Pareto optimal if there exists no feasible vector of 

the universe which would decrease some criterion without causing a simultaneous increase 

in at least one other criterion. This concept 

optimal set or Pareto front [1], [46], [143]

Figure 3.1 presents

options are compared. To minimis

Dominant and is part of the Pareto front. If both conditions are not met, then 

Dominant option and is eliminated 

3.4 Evolutionary algorithms 

Of the many metaheuristic algorithms ava

become popular because of their ease of implementation and high effectiveness. 

Evolutionary algorithms are inspired by Darwin

emulation of the natural selection mechanism. The beginning of the use of evolutionary 

strategies in solving these problems dates back to 1960 when John Holland proposed the 

possibility of incorporating natural selection mechanisms to solve problems of Artificial 

Intelligence (AI). The simulation of 
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problems can be solved using mathematical programming 

techniques or using metaheuristic methods. However, in both cases, normally, the concept 

of Pareto optimality is used to obtain the best possible solution among all the objectives

cation of resources among a set of individuals, a shift from the initial 

to a different allocation that makes at least one individual

making any other individual worse off is called Pareto optimality or Pareto improvement. 

is Pareto optimal if there exists no feasible vector of the decision variable

the universe which would decrease some criterion without causing a simultaneous increase 

in at least one other criterion. This concept provides a set of solutions c

[1], [46], [143].  

presents a Pareto front. All options are compared 

minimise, if f1(a)<f1(c) and f2(a)<f2(c), then the option 

and is part of the Pareto front. If both conditions are not met, then 

option and is eliminated [46], [143], [165], [166]. 

Figure 3.1. Pareto front. 
 

Evolutionary algorithms  

Of the many metaheuristic algorithms available, evolutionary algorithms have 

become popular because of their ease of implementation and high effectiveness. 

Evolutionary algorithms are inspired by Darwin’s theory regarding evolution, based on an 

emulation of the natural selection mechanism. The beginning of the use of evolutionary 

trategies in solving these problems dates back to 1960 when John Holland proposed the 

possibility of incorporating natural selection mechanisms to solve problems of Artificial 

. The simulation of the processes of the natural evolution of s
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problems can be solved using mathematical programming 

, in both cases, normally, the concept 

of Pareto optimality is used to obtain the best possible solution among all the objectives. 

shift from the initial 

that makes at least one individual better off without 

making any other individual worse off is called Pareto optimality or Pareto improvement. 

decision variables of 

the universe which would decrease some criterion without causing a simultaneous increase 

a set of solutions called the Pareto 

a Pareto front. All options are compared individually. Two 

then the option f(a) is No 

and is part of the Pareto front. If both conditions are not met, then it is a 

 

lable, evolutionary algorithms have 

become popular because of their ease of implementation and high effectiveness. 

evolution, based on an 

emulation of the natural selection mechanism. The beginning of the use of evolutionary 

trategies in solving these problems dates back to 1960 when John Holland proposed the 

possibility of incorporating natural selection mechanisms to solve problems of Artificial 

natural evolution of species results 
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in a stochastic optimisation technique that was later referred to as evolutionary algorithms, 

which were framed as non-conventional optimisation techniques to address real-world 

problems [46], [143], [165].  

From the creation of these evolutionary strategies emerged other types of research 

such as the following: genetic algorithms (Goldberg), genetic programming (Koza), 

evolutionary programming (Fogel) and evolution strategies (Rechenberg / Schwefel), 

where the strategies of evolution best known are genetic algorithms [46], [143], [165]. 

3.4.1 Multi-objective evolutionary algorithm 

In 1989, Goldberg proposed a ranking scheme based on Pareto optimality. Such a 

mechanism, which was called Pareto ranking, would soon become standard within modern 

MOEAs. 

The basic idea of Pareto ranking is to find the set of individuals in the population 

that are Pareto no dominant concerning the rest of the population. These individuals are 

then assigned the highest rank and eliminated from further contention. Another set of 

individuals that are no dominant concerning the remainder of the population is then 

determined, and these individuals are assigned the next highest rank. This process 

continues until the population is suitably ranked. 

The first generation of MOEAs was based on non-dominated solutions. Modern 

MOEAs consider the method of elitism multi-objective evolutionary search. Elitism in a 

single-objective evolutionary algorithm consists of retaining the best individual from the 

current generation and passing it intact to the following generation. 

In MOO, elitism is not straightforward, since all the Pareto optimal solutions are 

equally viable and, in theory, all of them should be retained. There are different types of 

MOEAs, and the non-dominated sorting algorithm is described below [46], [143], [165]. 

3.4.1.1 Non-dominated sorting genetic algorithm 

NSGA is based on several layers of classifications of the individuals. Before the 

selection is performed, the population is ranked by the non-dominated individuals. All non-

dominated individuals are classified into one category (with a dummy fitness value, which 

is proportional to the population size, to provide equal reproductive potential for these 

individuals). To maintain the diversity of the population, fitness sharing is applied to these 

classified individuals using their dummy fitness values. Then, this group of classified 

individuals is ignored, and another layer of non-dominated individuals is considered. 
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The process continues until all individuals in the population are classified. 

Stochastic remainder proportional selection is adopted for this technique. Since individuals 

in the first front have the maximum fitness value, they always get more copies than the rest 

of the population [46], [143], [165]. 

3.5 Genetic algorithms  

Genetic algorithms are a powerful search and optimisation technique with a highly 

parallel behaviour, inspired by the Darwinian principle of natural selection and genetic 

reproduction. With this principle of selection, fittest individuals have a higher probability 

of reproduction, and the offspring of these individuals have a higher chance of transmitting 

their genetic codes to future generations. Solutions to a problem solved by genetic 

algorithms have evolved because many optimisation problems are complicated to solve 

using traditional techniques [46], [143], [165]. 

3.5.1 Basic description of a genetic algorithm 

Genetic algorithms are an adaptive heuristic search algorithm based on the 

evolutionary ideas of natural selection and genetics. 

Genetic algorithms operate regarding a population of individuals. Each is a 

potential solution to a given problem, and each is typically encoded as a fixed-length 

binary string, which is analogous to an actual chromosome.  

An algorithm starts with a set of solutions that are called population (represented 

by chromosomes). Solutions from one population are taken and used to form a new 

population. The solution is motivated by hope, that the new population will be better than 

the old one. 

At each step, the genetic algorithm selects individuals from the current population 

to be parents and uses them to produce the children for the next generation. 

After an initial population is randomly or heuristically generated, the algorithm 

evolves the population through a sequential and iterative application of three operators: 

selection, crossover, and mutation. 

Selection is applied to create an intermediate population, and then, crossover and 

mutation are applied to the intermediate population to create the next generation of 

potential solutions.  
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Solutions that are selected to form new solutions (offspring) are selected according 

to their fitness - the more suitable they are, the more chances they have to reproduce. This 

is repeated until some condition (for example, the number of populations or improvement 

of the best solution) is satisfied [1], [46], [145], [167], [168].  

The diagram of a genetic algorithm is shown in Figure 3.2  [1], [46], [145], [167], 

[168].  

 
Figure 3.2. Diagram of a genetic algorithm. 
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3.5.2 Encoding of a chromosome 

The encoding of chromosomes is one of the issues that emerge while starting solve 

problems with genetic algorithms, and encoding depends on the solution expected. The 

chromosome should, in some way, contain information about the solution that it represents.  

Each chromosome has one string, and each part in this string can represent some 

characteristic of the solution, or the whole string can represent a number. 

Of course, there are many ways of encoding, and this depends mainly on the solved 

problem. Each chromosome can directly encode integers or real numbers, and sometimes, 

it is useful to encode some permutations and so on. There are different kinds of encoding 

that have already been used with some success [1], [165]. 

3.5.2.1 Binary encoding 

Binary encoding is the most common, mainly because several works regarding 

genetic algorithm used this type of encoding. In binary encoding, every chromosome is a 

string of bits, 0 or 1. Each bit of the string can represent a characteristic of the solution, or 

the whole string can represent the solution. 

Examples of chromosomes with binary encoding are shown in Figure 3.3. 

Chromosome A 101100101100101011100101 

Chromosome B 111111100000110000011111 

Figure 3.3. Pair of chromosomes encoded as a binary string. 
 

Binary encoding provides many possible chromosomes, even with a small number 

of alleles. 

On the other hand, this encoding is often not natural for many problems, and 

sometimes, corrections must be made after crossover and mutation [1], [165]. 

3.5.2.2 Tree encoding 

Tree encoding is used mainly for evolving programs or expressions for genetic 

programming. In tree encoding, every chromosome is a tree of some objects, such as 

functions or commands in a programming language. 

In Figure 3.4 an example of chromosomes with tree encoding is shown. 
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Chromosome A

( + 

Tree encoding is apt

often used for this because programs in LISP can be easily parsed as a tree, so the 

crossover and mutation can be done 

3.5.3 Selection of a chromosome

Chromosomes are selected from the population to crossover and be parents. The 

problem is about the select

evolution, the best ones should survive and create new offspring. There are many methods 

to select the best chromosomes, for example

selection, tournament selection, rank selection, steady

3.5.3.1 Rank selection 

Roulette wheel selection 

Rank selection first ranks the population

from this ranking. The worst will have fitness

will have fitness N that is the 

Figure 3.6 demonstrate how the situation changes after changing fitness to order by 

number. 

Figure 
 

Figure 3.

  Evolutionary programming to design and optimise networks

  

Chromosome A Chromosome B 
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Figure 3.4. Chromosomes with tree encoding. 
 

apt for evolving programs. The programming language LISP is 

this because programs in LISP can be easily parsed as a tree, so the 

crossover and mutation can be done in a relatively easy manner [1], [165]

Selection of a chromosome 

Chromosomes are selected from the population to crossover and be parents. The 

selection of these chromosomes. According to Darwin

the best ones should survive and create new offspring. There are many methods 

to select the best chromosomes, for example, roulette wheel selection, 

ction, rank selection, steady-state selection and so

selection could have problems when the fitness differs too much. 

Rank selection first ranks the population, and then, every chromosome receives fitness 

from this ranking. The worst will have fitness 1, second worst 2, and so on

that is the number of chromosomes in the population. 

how the situation changes after changing fitness to order by 

Figure 3.5. Situation before ranking (graph of fitness). 

.6. Situation after ranking (graph of ordered numbers). 
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rogramming language LISP is 

this because programs in LISP can be easily parsed as a tree, so the 

[1], [165]. 

Chromosomes are selected from the population to crossover and be parents. The 

these chromosomes. According to Darwin’s theory of 

the best ones should survive and create new offspring. There are many methods 

roulette wheel selection, entropy-Boltzmann 

state selection and so on [1], [165]. 

have problems when the fitness differs too much. 

every chromosome receives fitness 
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how the situation changes after changing fitness to order by 
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After this, all the chromosomes have a chance to be selected. However, this method 

can lead to slower convergence because the best chromosomes do not differ so much from 

other ones [1], [165]. 

3.5.3.2 Elitism 

When a new population is created by crossover and mutation, there is a high 

possibility of losing the best chromosome. The elitism method first copies the best 

chromosome (or a few best chromosomes) to the new population. The rest is done using 

any other method. Elitism can very quickly increase the performance of the genetic 

algorithm because it prevents the loss of the best solution found [1], [165]. 

3.5.4 Parameters of genetic algorithms 

There are two basic parameters of genetic algorithms: crossover probability and 

mutation probability. The performance of genetic algorithms depends on them. After the 

decision is made regarding the type of encoding that will be used, the step to crossover can 

be made. 

Crossover probability states how often the crossover will be performed. If there is 

no crossover, the offspring is an exact copy of the parents. If there is a crossover, the 

offspring is made from parts of the chromosome of the parents. If the crossover probability 

is 100%, then all of the offspring are made by crossover. If it is 0%, a whole new 

generation is made from exact copies of the chromosomes from the old population, but this 

does not mean that the new generation is the same. The crossover is made in the hope that 

the new chromosomes will contain the beneficial parts of the old chromosomes, and maybe, 

the new chromosomes will be better. However, it is appropriate to leave some parts of the 

population to survive for the next generation. 

Mutation probability denotes how often the parts of the chromosome will be 

mutated. If there is no mutation, the offspring is taken after crossover without any change. 

If a mutation is induced, part of the chromosome is changed. If the mutation probability is 

100%, the whole chromosome is changed, and if it is 0%, nothing is changed. Mutation is 

conducted to prevent genetic algorithms from falling into a local extreme, but it should not 

occur very often, because then, the genetic algorithms will change to random search. 

There also exist some other parameters of genetic algorithms. An important 

parameter is population size.  
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Population size states

generation. If there are too few chromosomes, 

to perform a crossover, and only a small part of 

hand, if there are too many chromosomes, 

shows that after some limit, which depends mainly on encoding and the problem, it is not 

useful to increase the population size because it does not 

process [1], [165]. 

3.5.5 Crossover 

The method of crossover selects genes from parent chromosomes and creates a new 

offspring. The type and imp

on the type of the problem. There are many ways to 

point crossover, two-point crossover, uniform crossover, and arithmetic crossover.

3.5.5.1 Tree crossover 

When trees are used, 

divided at this point, and they 

offspring. This is shown in 

3.5.6 Mutation 

After a crossover is performed, mutation takes place

population from falling into a local optimum of solved problem

changes the new offspring. For binary encoding

from 1 to 0 or from 0 to 1. 

The mutation depends on the encoding as well as the crossover. For example

permutations are being encoded, 
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states how many chromosomes are in a population in one 

generation. If there are too few chromosomes, genetic algorithms have few

and only a small part of the search space is explored. On the other 

ny chromosomes, the genetic algorithms will slow down. Research 

shows that after some limit, which depends mainly on encoding and the problem, it is not 

population size because it does not speed up the problem

rossover selects genes from parent chromosomes and creates a new 

ype and implementation of operators depend on encoding and also 

of the problem. There are many ways to conduct crossover, for example

point crossover, uniform crossover, and arithmetic crossover.

When trees are used, in both parents, one crossover point is selected

they exchange parts below the crossover point to produce 

his is shown in Figure 3.7 [1], [165]. 

Figure 3.7. Tree crossover example. 

After a crossover is performed, mutation takes place to prevent 

into a local optimum of solved problems. Mutation randomly 

the new offspring. For binary encoding, it can switch a few randomly chosen bits 

 

The mutation depends on the encoding as well as the crossover. For example

permutations are being encoded, the mutation could be exchanging two genes

Evolutionary programming to design and optimise networks  

 37 

how many chromosomes are in a population in one 

have fewer possibilities 

search space is explored. On the other 

slow down. Research 

shows that after some limit, which depends mainly on encoding and the problem, it is not 

speed up the problem-solving 

rossover selects genes from parent chromosomes and creates a new 

on encoding and also depends 

crossover, for example, single 

point crossover, uniform crossover, and arithmetic crossover. 

one crossover point is selected. Parents are 

crossover point to produce a new 

 

to prevent the solutions in 

. Mutation randomly 

it can switch a few randomly chosen bits 

The mutation depends on the encoding as well as the crossover. For example, when 

mutation could be exchanging two genes [1], [165]. 
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3.5.6.1 Tree mutation 

When trees are used, an operator or number can be changed, and the selected nodes 

are changed [1], [165]. 

 

3.5.7 Recommendations 

Recommendations are often the results of some empiric studies of genetic 

algorithms, which were often performed only regarding binary encoding. 

 The crossover rate should generally be high, about 80% - 95%. However, some 

results show that for some problems, the crossover rate of about 60% is the best. 

 Mutation rate, on the other hand, should be meager. The best rates reported are 

about 0.5% - 1%. 

 Population size. It may be surprising, that a considerable population size 

usually does not improve the performance of genetic algorithms, regarding the speed of 

finding a solution. Good population size is about 10 - 30 times the number of variables. 

However, sometimes, sizes of 50 - 100 are reported as being the best. Some research also 

demonstrates the fact that the best population size depends on the size of the encoded 

string. If a chromosome has 16 bits, the population should be two times more. 

 Selection. A basic roulette wheel selection can be used, but sometimes rank 

selection can be used as well. Some other sophisticated methods change the parameters of 

selection in genetic algorithms. Elitism could be used if there is no use of another method 

in saving the best solution found. Also a steady-state selection can be used. 

 Encoding depends on the problem and of the size of the problem. 

 The types of crossover and mutation operators depend on encoding and the 

problem. 

 The number of generations recommended is about ten times the number of 

generated chromosomes, but this can be programmed to stop after a certain number of 

generations without change [1], [46], [145], [167], [168]. 

3.6 Summary 

Evolutionary algorithms are different from the conventional optimisation methods 

and converge to the global optimum solutions because of their parallelism. Genetic 

algorithms travel in a search space with more individuals, so they are less likely to be stuck 
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in a local extreme as in other methods. Genetic algorithms are also easy to implement but, 

on the other hand, choosing an encoding and fitness function can be quite tricky. However, 

if the functions and encoding are identified and defined, genetic algorithms generate highly 

efficient results. 

It is complicated to consider all the possible variables in the optimisation of 

electrical networks, and because evolutionary algorithms are generally used to solve 

specific problems, the implementation of a genetic algorithm was proposed. Pareto optimal 

solutions can be handy to the design of electrical networks.  In the case of the optimisation 

of an electric network, when harmonic distortion and power losses are used as functions, 

the problem is not linear, and it could be solved with evolutionary algorithms.  

After the review of the literature, the conclusion is that the best genetic algorithm 

that could be implemented to solve the task is the Non-Dominated Sorting Genetic 

Algorithm (NSGA). The NSGA is selected because for the nature of the problem is the 

best option to implement the chromosomes in the algorithm proposed. To represent 

chromosomes, it is better to use a binary tree encoding and to create offspring; it is better 

to choose the methods of tree crossover and tree mutation. To select chromosomes, it is 

better to use the elitism selection combined with rank selection. The reason to use NSGA is 

because it was easier to implement and provided the classification rank it is needed, it is 

possible to classify Pareto fronts, and although this algorithm adopts a stochastic remainder 

of proportional selection, it is possible to get more copies of the first front because its 

chromosomes are the strongest and most capable of overcoming the first front. Some other 

evolutionary algorithms do extra work that it is considered not necessary to obtain the 

results of this problem decreasing computational time and getting the same results. 

Furthermore, it is possible to explore other possibilities with weaker chromosomes to avoid 

falling into a local optimum solution. 
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444   Harmonic propagation in wind power 

parks 

4.1 Introduction 

Power flow and harmonic propagation studies are essential for planning future 

offshore wind power clusters as well as in determining the best operation of existing 

systems and the integration of offshore power generation into the existing grid [169]. 

Power flow analysis is the basis on which harmonic propagation in large electrical 

networks is carried out on [170].  

The impedance of the long transmission cable generates the harmonic impedance 

that causes the parallel resonances to have a frequency shift depending on the number of 

array cables connected. When the number of array cables is reduced, there is a shift to 

lower frequencies. Additionally, a longer submarine cable would produce parallel 

resonances at lower frequencies, and it can cause a situation when a parallel resonance 

occurs at the same frequency as one of the harmonics produced by the wind turbines, in 

which harmonics have a frequency shift according to the wind speed and the number of 

turbines, and cables in operation [76]. It is essential to know the harmonic content at the 

PCC of the offshore wind farm in order to ensure acceptable harmonic voltages at this 

point and also to assess possible resonance conditions and improve solutions to these 

issues [171]. 

4.1.1 International standards associated with harmonics levels 

There are numerous international standards available to guide the system operators, 

transmission owners, and wind farm developers. These standards are associated with the 

control, mitigation and monitoring of harmonic distortion, about shifts in resonances 

within the host network, the modification of existing harmonic distortion, and the 

propagation of injected harmonics into the network and through cables and substations. 

Some of the international standards are UK ER G5/4-1, IEEE 519, EN 50160 and IEC 

61000-3-6 [74], [75], [103], [172]–[184]. 
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4.2 Harmonic propagation methods review 

Harmonics in power systems could cause an increase in the heating in the 

conductors and equipment, misfiring in variable speed drives, and torque pulsations in 

motors. The increase in the proportion of the non-linear loads has prompted more stringent 

recommendations in international standards and stricter limits imposed by public utilities. 

Incidences of harmonic-related problems are low, but an awareness of harmonic issues can 

help improve the reliability of plant power systems. On the rare occasions that harmonic 

distortions are a problem, these are either due to the magnitude of the harmonics produced 

or due to the power system resonance [185]. 

The work on harmonic power flow analysis solution techniques was pioneered by D. 

Xia and G. T. Heydt [186], [187] where the conventional Newton-Raphson power flow 

method was reformulated to include the harmonic current flows and to solve fundamental 

frequency parameters and harmonics simultaneously using Newton’s method. In [188], the 

method was extended to include unbalanced systems, and in [189] a converter model was 

included in the algorithm. 

In the methods presented in [190]–[192] the concentrated linear loads, for which 

their active and reactive powers are assumed to be known, are represented by an equivalent 

admittance at harmonic frequencies. The disadvantage of this representation is that many 

types of equivalent circuits exist, with their very different responses at high harmonic 

frequencies. In the case of an unknown non-linear load, an injected current or harmonic 

voltage source usually is used. According to [192], a further characteristic of most of these 

methods is that the addition of a new electronic-based controller requires its analytical 

representation and an ensuing non-straightforward reformulation of the Jacobian matrix.  

In [170], a harmonic power flow methodology is implemented based on the 

instantaneous power flow balance concept, the harmonic domain, and the Newton-Raphson 

method. The method is based on the instantaneous power balance as opposed to the active 

and reactive power balance, followed by traditional harmonic power flow methods. The 

power system is modelled entirely in the harmonic domain. 

With different methods to calculate harmonic propagation and power flow, it is 

essential to select one that can quickly obtain a solution. Choose a quickly method is 

important, because with the large electrical networks, there are many components to be 

analysed, and in consequence, there are several possible combinations of connections. 
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Another method is the harmonic power flow. A difficult task associated with this 

method is that its analytical expressions must represent each non-linear load type and 

included in the Jacobian matrix. Also, it is reported that this method takes a few iterations 

to reach convergence in the presence of non-linear loads [193].  

In electrical networks, there are different methods to study harmonic propagation. 

One such method is the injection method, which is the simplest and most used in large 

electrical networks. This method allows a linear approach to representing, by a current or 

voltage source at different frequencies, the non-linear elements, and this simplification 

reduces the harmonic propagation problem to the solution of a set of linear equations 

solved at each harmonic frequency of interest [192], [193]. 

In this chapter, the harmonic current injection method is explained, and it is also 

used in this thesis. The harmonic current injection method is chosen because the 

information for each node can be proposed to represent the non-linear elements reducing 

the solution to a set of linear equations. 

The harmonic current injection method, for harmonic propagation studies, requires 

an operation point based on the power flow study. The power flow formulation is 

explained in the following section. 

4.3 Power flow analysis 

The power flow analysis is carry on at fundamental frequency and steady state. The 

formulation of the problem is as follows.  

In a transmission line, as shown in Figure 4.1, power S12 is given by the following: 
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Figure 4.1. Transferred power between two buses. 
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Separating S12 from Equation 

power is obtained: 

)Re( 1212  SP

)Im( 1212  SQ

And as (δ1- δ2) is very small, then 

following: 
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A more realistic system 
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from Equation (4.1) in real and imaginary parts, 
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here is a strong dependence between P and δ, and because δ is related to frequency, then 

an excess of generated MW tends to increment the frequency. Also

and |V| and an excess of reactive power (

. It must be observed that while f is a global variable and any change affects 

is a variable of local effect, and as a consequence,

and these changes are more significant on buses with more excess of 

system is shown in Figure 4.2, where a transmission line is 

the reactance. The electric system has two buses, and each bus has a 

generator that injects power, respectively, an SG1 and SG2 power and a load that demands a

both buses are connected by a π circuit [1], [57], [170]

Figure 4.2. Two buses transmission line. 
 

ransmission line model represented by the π equivalent is shown 
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 active and reactive 

         (4.2) 

         (4.3) 

, reactive power is given by the 

         (4.4) 

the basic powers flowing in a transmission line. 

is related to frequency, then 

Also, there is a strong 

reactive power (MVAR) tends to 

is a global variable and any change affects 

, its changes are not 

es with more excess of Q. 

, where a transmission line is 

has two buses, and each bus has a 

power and a load that demands an 

[57], [170]. 

 

equivalent is shown in Figure 4.3. 
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Figure 4

In Figure 4.4 total injection power

by the following: 

111 DG SSS 

222 DG SSS 

Figure 4.4

The real part is the generator active power

This means that generated power is equal to demand plus losses and the balance is 

maintained because the freq

The imaginary part is reactive power

to keep the voltage constant in each bus at 

In the general form 

of an electrical network is obtained by

 iDiGi SSS

From Equation (4.

demanded power SDi in node 

i towards the nodes of the rest of the network through the

(4.8) is used to obtain these power flows in the electrical network.

  Harmonic propagation in 

  

4.3. Two buses transmission line including Zser and Ysh. 
 

total injection power at each bus is shown and it is given for each bus 

)()(
1111 DGDG QQjPP     

)()(
22222 DGDG QQjPP     

4. Two buses transmission line with total power injection.
 

eal part is the generator active power, and it complies with power balance

s that generated power is equal to demand plus losses and the balance is 

the frequency is constant. 

maginary part is reactive power, and it is maintained by the 

the voltage constant in each bus at a predetermined level [1], [57], [170]

 [1], [57], [170], the active and reactive power injected in node 

is obtained by the following, 





n

k
iki S

1

     

.7) it must be noted that the generated power 

in node i, must be equal to the sum of the powers that flow from node 

towards the nodes of the rest of the network through the n transmission

is used to obtain these power flows in the electrical network. 
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and it is given for each bus 

         (4.5) 

         (4.6) 

 
Two buses transmission line with total power injection. 

and it complies with power balance. 

s that generated power is equal to demand plus losses and the balance is 

the generator current 

[1], [57], [170]. 

the active and reactive power injected in node i 

         (4.7) 

it must be noted that the generated power SGi and the 

, must be equal to the sum of the powers that flow from node 

transmission lines. Equation 
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 iii jQPS

Equation (4.7) represents the equation of power balance in all the nodes of the 

network, and it is the primary equation of the power flow study

be met for all nodes. The solution is

4.3.1 Formulation of the power flow problem

Electrical power systems are modelled as a network of electrical nodes (buses) 

are interconnected by admittances (branches) that represent transmission lines, cables, 

transformers, and similar power system equipment. Buses are referenced by 

index iN, while branches are referenced as arcs between nodes (

[1], [194].  

The network in Figure 

sets as follows: 

N = {1, 2, 3, 4, 5} 

L = {(1, 2), (1, 3), (2, 4), (3, 4), (3, 5), (4, 5)}.

Figure 

 

In conventional power flow, all system buses are assigned to one of three bus types:

Slack bus: At the slack bus, the voltage magnitude and angle are fixed

power injections are free. There is only one slack bus in a power system.

Load bus:  At a load bus, or 

magnitude and angle are free. There are 

  Harmonic propagation in 

  





n

k
kiki VYV

1

*     

represents the equation of power balance in all the nodes of the 

and it is the primary equation of the power flow study, and furthermore, 

The solution is explained in the following section. 

Formulation of the power flow problem 

Electrical power systems are modelled as a network of electrical nodes (buses) 

interconnected by admittances (branches) that represent transmission lines, cables, 

rs, and similar power system equipment. Buses are referenced by 

, while branches are referenced as arcs between nodes (i, k)

Figure 4.5 has N = 5 buses and L = 6 branches, with corresponding 

= {(1, 2), (1, 3), (2, 4), (3, 4), (3, 5), (4, 5)}. 

Figure 4.5. Buses and branches in a 5-bus electrical network. 

In conventional power flow, all system buses are assigned to one of three bus types:

Slack bus: At the slack bus, the voltage magnitude and angle are fixed

There is only one slack bus in a power system.

Load bus:  At a load bus, or PQ bus, the power injections are fixed while the voltage 

magnitude and angle are free. There are M PQ buses in the system. 
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         (4.8) 

represents the equation of power balance in all the nodes of the 

furthermore, it must 

 

Electrical power systems are modelled as a network of electrical nodes (buses) and 

interconnected by admittances (branches) that represent transmission lines, cables, 

rs, and similar power system equipment. Buses are referenced by the nodes with 

)L, where i, kN 

= 6 branches, with corresponding 

 

In conventional power flow, all system buses are assigned to one of three bus types: 

Slack bus: At the slack bus, the voltage magnitude and angle are fixed, and the 

There is only one slack bus in a power system. 

bus, the power injections are fixed while the voltage 
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Voltage controlled bus:  At a voltage controlled bus, or PG bus, the real power 

injection and voltage magnitude are fixed, while the reactive power injection and the 

voltage angle are free. This corresponds to allowing a local source of reactive power to 

regulate the voltage to the desired set point. There are N−M−1 PG buses in the system. 

Assigning buses in this manner establishes an equal number of equations and 

unknown quantities. Table 4.1 summarizes the three bus types [1], [194]. 

TABLE 4.1. BUS TYPES AND CHARACTERISTICS FOR CONVENTIONAL POWER FLOW 

Bus type Slack PQ PG 
Number of buses in the system 1 M N-M-1 
Known quantities δ, V P, Q P, V 
Unknown quantities P, Q δ, V δ, Q 
Number of equations 0 2 2 

 

The goal of a power flow study is to obtain the nodal voltages of the network, 

active and reactive power generated by the generator, power flowing in the power lines, 

power losses, and more conditions obtained to fulfil a steady-state operating condition of 

the network. Due to the non-linear nature of this problem, numerical methods are 

employed to obtain a solution that is within an acceptable tolerance [1], [194]–[196]. 

The basic equations to be used are power balance equations, which can be written 

for the real and reactive power for each bus. The real power balance equation is the 

following [1], [194]: 

   kikikiki

N

k
kii BGVVVP  sincos||||,0

1

 


      (4.9) 

where: 

Pi  is the net power injected at bus i, Gik  is the real part, and Bik  is the 

imaginary part of the element in the admittance matrix corresponding to the ith row and kth 

column. 

δik  is the difference in voltage angle between the ith and kth buses (δik = δi - δk). 

In the same way, the reactive power balance equation is the following: 

   kikikiki

N

k
kii BGVVVQ  cossin|||||,0

1

 


            (4.10) 

where: 

 Qi is the net reactive power injected at bus i. 
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Equations (4.9) and (4.10)  include real and reactive power balance equations for 

each load bus and real power balance equations for each generator bus. Only a real power 

balance equation is written for a generator bus, because the net reactive power injected is 

not assumed to be known, and therefore, to include a reactive power balance equation 

would result in an additional unknown variable. For similar reasons, there are no equations 

written for the slack bus [1], [194]. 

There are different methods to solve the power flow problem. The majority of 

current methods are based on the Newton-Raphson method. The convergence rate is 

typically fast, but it may sometimes fail because of the inherent problems of fractality in 

the basins of attraction of the underlying iterative map [1]. 

4.3.2 Newton-Raphson method 

This method begins with initial guesses of all unknown variables (voltage 

magnitude and angles at load buses, and voltage angles at generator buses). 

Next, a first-order Taylor series approximation regarding the current estimate V and 

δ and the values are written, with the higher order terms ignored, for each of the power 

balance equations included in the system of equations. The result is a linear system of 

equations that can be expressed as the following [170], [192], [197]: 
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Where J is a matrix of partial derivatives known as a Jacobian: 
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From (4.12) and (4.13) 
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Where ΔP and ΔQ are called mismatch equations. At each iteration, mismatches in 

the power flow equations are as follows: 

 kikikiki

N

k
kiii BGVVPP  sincos||||
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         (4.15) 

 kikikiki
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      (4.16) 

The method consists of iteratively solving (4.14) for the Δδ and ΔV required to 

correct the mismatch in the power flow equations computed from (4.15) and (4.16). This 

method is locally quadratically convergent. Therefore, given a sufficiently appropriate 

starting point, the method reliably finds the correct solution to the power flow equations 

[170], [192], [197]. 

The linearised system of equations is solved to determine the next guess (m + 1) of 

voltage magnitude and angles based on the following: 

δm+1=δm+Δδ            (4.17) 

|V|m+1=|V|m+Δ|V|            (4.18) 

The process continues until a stopping condition is met. A common stopping 

condition is to terminate if the norm of the mismatch equations is below a specified 

tolerance [1], [57], [170].  

4.3.3 Calculation of power losses 

When the system converges to a solution, then it is possible to calculate power flow 

and power losses in each transmission line. As a consequence, it is possible to calculate 

power losses in the whole network. The power flow of each branch is obtained by 

subtracting active and reactive power values of each node of the line in both ways. That 

means from node A to B and from node B to A. And with data obtained for each branch, it 

is possible to calculate total power losses by subtracting demanded power from generated 

power as is given by the following: 

DemandedGeneratedLosses PPP              (4.19) 

4.4 Harmonic propagation using current injection method 

The harmonic propagation problem in electrical networks is a problem in steady 

state. Under normal operation conditions, voltages and currents are periodical balanced 

non-sinusoidal signals. In this sense, the Fourier series of a periodic signal is the basis of 



Chapter 4  Harmonic propagation in wind power parks 

University of Strathclyde   49 

the harmonic analysis in electrical networks. Harmonics should not be confused with 

spikes, dips, impulses, oscillations or other forms of transients [72], [185]. An index that 

describes the harmonic distortion of a signal is the THD. 

 Voltage THD (THDv) is defined as the following: 

%100
1

2

2






V

V
THD n n

V

 
      (4.20) 

where: 

 V1 is the rms or peak value of the fundamental component of voltage. 

Vn is the rms or peak value of the nth harmonic component of voltage. 

4.4.1 Nodal harmonic voltage calculation 

The harmonic studies aim is to quantify harmonic voltage distortion at points of 

interest in the system, determine the existence of dangerous resonance conditions and 

verify violations within the limits of harmonics allowed. A harmonic study consists of the 

following steps [170], [192], [197]: 

• Definition of a harmonic generator device. 

• Determination of the models to represent system components including external 

networks. 

• Simulation of the system for different scenarios. 

In practice, a large number of problems related to harmonics involve small systems 

with relatively low distortion and, often, a single dominant harmonic source. In these cases, 

the simplified calculations of the resonance frequency can be manually performed, and 

distortion calculations can be made using a spreadsheet [170], [192], [197].  

For large systems and multiple harmonic generating loads, analysis methods of 

harmonic propagation are necessary. 

Mathematically, the method of harmonic injection current or the linear harmonic 

propagation method involves solving simultaneous equations. The nodal harmonic voltage 

in an electrical network can be obtained from the solution of Equation (4.21) for each 

specific harmonic h [170], [192], [197]: 
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    (4.21) 

and in a compact form 

 [Ih] = [Yh] [Vh]

    

 (4.22) 

where 

N is the number of nodes of the network. 

[Ih] is the vector of the nodal harmonic current injections of each bus of the 

network by harmonic h. 

[Vh] is the vector of the resulting harmonic voltages for each harmonic h. 

[Yh] is the network admittance matrix at harmonic h and it is easily obtained 

from network data and network configuration. 

The harmonic injection current vector is obtained from all the harmonic sources 

which are represented by their typical harmonic content. In the case of harmonics emerging 

from wind turbines in an offshore wind farm, they could be represented by the harmonic 

content. 

The formulation of the admittance matrix of the network is a standard power 

system analysis practice, using characteristic equations for all network elements 

(transmission lines, transformers, rotating machines, capacitor banks, magnetic non-

linearity, and FACTS devices). All these elements change with the frequency of operation, 

and in this sense, the admittance matrix changes for every harmonic h [170], [192], [197]. 

4.4.2 Power system element models for harmonic analysis 

In order to solve Equation (4.21), the admittance matrix of the network [Yh] needs 

to be obtained. This admittance matrix is obtained with all the models, for harmonic 

analysis, of the electric components, mainly. 

• Generator. 

• Transmission line. 

• Transformer. 

• Capacitor banks. 
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• Wind generators. 

• Loads. 

These models are described below.

networks, it is assumed that 

elements. Linear elements have a resistive

impedance. Both, inductive a

In this way, the impedance of an element at 

)( jXRhZ 

With this concept, the modelling of other 

represented by linear elements that depend on

[199]. 

4.4.2.1 Collector cable and lines

Cables and lines can be represented by their equivalent 

frequencies, considering the 

the lines. The π circuit must be used

kilometres in length and those 

In Figure 4.6 the π model for 

resonance studies because distances 

this model considers the capacitive effect

This model is described mathematically by

hZhZ
sinh

)()(' 

and 
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These models are described below. When linear elements are modelled in electrical 

networks, it is assumed that a frequency-dependent equivalent circuit represents those 

have a resistive and a reactive part, and this feature

inductive and capacitive reactance, depend on frequency.

impedance of an element at h harmonic is given by

)(hjX      

With this concept, the modelling of other elements starts from an equivalent model 

y linear elements that depend on the frequency [106], [191], [192], [198], 

Collector cable and lines 

Cables and lines can be represented by their equivalent π 

the effects caused by length, transposition, and

must be used only in lines that are less than several hundreds of 

those with a low harmonic order. 

model for the power cable is shown. This model is 

because distances between nodes are relatively short

capacitive effect [106], [191], [199]. 

 
Figure 4.6. π model for a power cable. 

 

model is described mathematically by the following: 

lh

lh

)(

)(sinh


      
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When linear elements are modelled in electrical 

dependent equivalent circuit represents those 

this feature is known as 

depend on frequency. 

harmonic is given by the following: 

         (4.23) 

elements starts from an equivalent model 

], [191], [192], [198], 

 circuit at different 

and by imbalance in 

several hundreds of 

his model is adequate for 

between nodes are relatively short, and furthermore, 

        (4.24) 
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where Z’(h) and Y’(h) are the series impedance and shunt admittance for the π 

model. Z(h) and Y(h) are given by the following: 

lhjXhrhZ L ))()(()(              (4.26) 

lhjBhY C )()(              (4.27) 

where 

XL(h)=h2πfL            (4.28) 

BC(h)=h2πfC            (4.29) 

and  if  h<2.35f then, 

r(h)=r      (4.30) 

or else if h≥2.35f, then 

 )532.0187.0()( hrhr             (4.31) 

Resistance r(h) includes a correction factor to approximate the value of skin effect 

[191], and this factor is given by the following: 

   )()()()( hjBhjXhrh CL            (4.32) 

where 

r is cable resistance in ohms per unit length. 

L is cable inductance in henries per unit length. 

C is cable capacitance in farads per unit length. 

f is the system frequency. 

l is the cable length in unit length. 

4.4.2.2 Transformers 

Transformers are considered as linear elements, and their harmonic impedances are 

obtained as passive elements. The basic transformer model is represented by the equivalent 

circuit and it is shown in Figure 4.7. This model includes transformer leakage reactance, 

Xt, and total equivalent resistance, Rt. 
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Transformer harmonic impedance is given by the following:

hRh tt )()(Z 

where 

Rt determines transformer power losses and

Xt is the transformer short circuit reactance.

The connection of the transformer must be used if there are harmonics of sequence 

zero. The transformer saturation effect can be represented by a harmonic current injection 

source [106], [191], [199]. 

4.4.2.3 Synchronous generator

Generators are considered linear elements in cases where harmonic impedance can 

be represented as passive elements. An equivalent circuit of a synchronous generator is 

shown in Figure 4.8. The harmonic impedance model is given by

hRh )()(Z gg 

where  

Rg is the generator resistance and

Xd” is the inductive reactance that includes generator power losses and sub

transient reactance [106], [116], [191], [199]

Figure 

4.4.2.4 Load models 

Each load can be represented by a passive load model and 

be used [190], [199]. Figure 

model. For CIGRE load model type 1, harmonic i

and (4.36) and for CIGRE load model type 2
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Figure 4.7. Transformer equivalent circuit. 

 

Transformer harmonic impedance is given by the following: 

hjXhRhjX ttt )(     

determines transformer power losses and 

is the transformer short circuit reactance. 

The connection of the transformer must be used if there are harmonics of sequence 

zero. The transformer saturation effect can be represented by a harmonic current injection 

 

Synchronous generator 

Generators are considered linear elements in cases where harmonic impedance can 

e elements. An equivalent circuit of a synchronous generator is 

armonic impedance model is given by the following:

hjXhRhjX d ")() gg     

is the generator resistance and 

is the inductive reactance that includes generator power losses and sub

[106], [116], [191], [199]. 

 
Figure 4.8. Synchronous generator equivalent circuit. 

Each load can be represented by a passive load model and CIGRE 

Figure 4.9 shows the conventional CIGRE model: 

For CIGRE load model type 1, harmonic impedance is given by Equations 

and for CIGRE load model type 2, by Equation (4.37) and (4.
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  (4.33) 

The connection of the transformer must be used if there are harmonics of sequence 

zero. The transformer saturation effect can be represented by a harmonic current injection 

Generators are considered linear elements in cases where harmonic impedance can 

e elements. An equivalent circuit of a synchronous generator is 

the following: 

  (4.34) 

is the inductive reactance that includes generator power losses and sub-

CIGRE models can 

: parallel R-XL load 

mpedance is given by Equations (4.35) 

.38): 
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where 

 XL is the load inductive reactance 

R is the load resistance 

VLL is the load voltage (line to line) 

Q is the demanded reactive power by the load 

P is the demanded active power by the load 

 
Figure 4.9. Conventional CIGRE load model. 

 

Figure 4.10 shows the CIGRE load model type 3: R-Xs series XL parallel. This 

model was obtained by experimentation [199], and harmonic impedance is given by the 

following: 
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Figure 4.10. CIGRE load model type 3. 

 
 

4.4.2.5 DFIG wind turbine model 

In Figure 4.11 an equivalent electrical circuit of a DFIG wind turbine model for 

harmonic analysis is shown. This model is represented by its equivalent circuit at harmonic 

frequencies and an injection current source. 

 
Figure 4.11. DFIG wind turbine equivalent circuit. 

 

Where Xr(h), Xs(h), and Xm(h) are rotor, stator, and magnetizing reactances at 

harmonic h, and these parameters are calculated by the following: 

Xr(h)=hXr      (4.42) 

Xs(h)=hXs      (4.43) 

Xm(h)=hXm      (4.44) 

 Rr and Rs are rotor and stator resistance, and sh is the apparent slip at harmonic 

frequencies, and it is calculated by the following: 
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h h
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where ωr and ωs are the rotor and stator angular velocities, and symbol ± is for 

positive and negative harmonic sequences, and I(h) are the harmonics injected to the 

network due to the power electronic converter of the DFIG. These harmonics are in 

percentage of the fundamental voltage of the DFIG [106], [191]. 

4.4.2.6 Harmonic injection current source 

In the implemented algorithm only two non-linear elements are considered that 

generate harmonics. Non-linear loads and wind power clusters. 

The non-linear loads are represented by its injection current as a percentage of the 

fundamental frequency. 

And the wind power clusters are represented by the model described in Figure 4.11. 

4.4.2.7 Driving point impedance 

With all these element models for harmonic analysis, the admittance matrix of the 

network [Yh] can be obtained in order to solve Equation (4.22) which is the harmonic 

propagation problem. 

The inverse of the admittance matrix, [Yh], is equal to the impedance matrix, [Zh] 

and is given by the following:

  
][][ 1 hh YZ       (4.46) 

Inverting [Yh] yields the network harmonic impedance matrix [Zh]. Its diagonal 

elements Zh
j,j are the harmonic self-impedances of the respective buses, in this case bus j. 

The non-diagonal elements Zh
i,j are transferred impedances, related to the effect on 

the voltage of bus i when a harmonic current is injected at bus j [170], [192], [197]. 
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         (4.47) 

where impedance jj
hZ ,  is known as the Thévenin impedance seen by the node j at 

the harmonic h, and Thévenin impedance seen by the node j at a range of harmonic 

frequencies, as h = 1, 2, ..., 50 is known as the driving point impedance (DPI) of the node j 

at the harmonic frequencies [170], [192], [197].  The DPI is obtained from the passive 

network through the impedance matrix [Zh].  
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Calculating [Zh] for varying frequencies fh=hf1 is obtained the DPI. 

A frequency scan or impedance scan is presented as a graph of a DPI or Thévenin 

impedance on a system bus versus frequency [192]. DPI reveals possible harmonic 

resonance conditions of self or transfer impedances. 

The DPI shows the impedance vs. frequency graph, where impedance peaks 

indicate parallel resonance and impedance valleys indicate series resonances that can help 

to design the network [200].  

In much commercial software, the DPI is obtained by injecting a current of one per 

unit at an appropriate frequency in the bus of interest, where other currents are set to zero, 

and the equation of current injection is solved to find the nodal voltages that are equal to 

the nodal impedance. The calculation is repeated in the range of the harmonic frequency of 

interest. Typically, a scan is performed for networks of positive and zero sequences in the 

case of three-phase networks [170], [192], [197]. 

4.5 Harmonic propagation and power flow algorithm 

The power flow and harmonic algorithm implemented to obtain the results in this 

research are a traditional Newton-Raphson and harmonic current injection method. The 

methods to calculate power flow and harmonic propagation, described in section 4.3 and 

4.4, were implemented. 

It is important to remark that in the developed algorithm, both, conventional 

generation and wind power clusters are PG nodes as described in Table 4.1, but the wind 

power clusters include an injection harmonic current in order to conform [Ih] in Equation 

(4.22). 

All data is introduced to let the program know the conditions of the system. With 

all the data, the algorithm uses the Newton-Raphson method to calculate the power flow 

and to obtain the harmonic propagation. 

The study of harmonic propagation is calculated using the current injection method. 

Table 4.2 shows the different elements, described before, used in the networks and the 

models used to calculate power flow and harmonic propagation. 
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TABLE 4.2. 

Element Power flow model

Generator 

Load 

Wind power 
cluster 

Collector 
cable and 
lines 

Transformer 

Formulation [ΔP

  Harmonic propagation in 

  

 MODELS USED FOR POWER FLOW AND HARMONIC PROPAGATION

Power flow model Harmonic propagation model

P, V 

 
 

 
 

P, Q 

 
 

          
 
 

P, V 

 
 

 
 

 
 

 
 
 

idem

 
 

 
 
 

idem

 
ΔP] = [J] [ΔV] 

 
[Vh] = [Zh
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OPAGATION 

Harmonic propagation model 

 

 

 

idem 

idem 

h] [Ih] 
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The algorithm calculates the number of lines and transformers, nodes of generation 

(conventional and wind power clusters), nodes of load, the total number of nodes, number 

of elements in derivation, load nodes with harmonic injected, number of harmonics to be 

considered, and the processing time of the study. 

For each node, the final voltage, as well as active and reactive power for demand 

and for generation, is shown. 

The report generated by the algorithm includes the following: number of iterations 

to find the solution, calculated error, generated and demanded power, total power losses 

including harmonics, and power losses only by harmonics. 

The report shows that for each line, the complex current flows in both directions, 

and with the sum of both, the power losses are calculated.  

The harmonic propagation report shows the voltage and angle in each node, the 

voltage rms and the THD. Also, the harmonic voltages and angle for each harmonic 

calculated are shown. 

With the THD of each node, a logarithm average of the THD is calculated. The 

purpose of using a logarithm average instead of an arithmetic average is to consider a 

greater weighing for the higher harmonic distortion. 

The algorithm automatically generates the report. Additionally, the report shows the 

DPI of the system and the harmonic voltage for each node. 

Finally, the report shows the front panel of the virtual instrument developed. The 

front panel includes all input and output data. 

The data of power flow, harmonic propagation, power generation and power losses 

that the algorithm returns will be used in a genetic algorithm as objective functions. 

Figure 4.12 shows the diagram of the algorithm implemented. The harmonic 

propagation and power flow algorithm is detailed in Appendix A. 
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Figure 4.12. Diagram of power flow and harmonic propagation algorithm. 
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4.5.1 5 -bus network 

A test system of the

shows the 5-bus network used

Table 4.3 shows the 

elements in derivation, load nodes with harmonics injected

considered. Table 4.4 shows nodes with shunt elements and the impedance of the 

generators. Table 4.5 shows the current injection data, nodes with injected harmonics

the percentage of injected harmonics in each node.

TABLE 4.3. INPUT DATA TO CALCULATE POWER FLOW AND

nl: number of lines and transformers
ng: generation nodes 
nc: load nodes 
ned: number of elements in derivation
ni: load nodes with harmonics injected
na: number of harmonics to be considered
H: highest harmonic 
dH: increase of h for DPI frequency response

tn: node type, S: slack, V: voltage, C: load
Pm: load model CIGRE, U
Pg: generation active power
Qg: generation reactive power
Pd: demand active power 
Qd: demand reactive power
V: initial nodal voltages 
D: angles of initial nodal voltages
Type of element L-line, T
n1: output node 
n2: input node 
rl: resistance between n1 and n2
xl: inductance between n1 and n2
b2l: susceptance between n1 and n2
tap: taps of transformer 

TABLE 4.4. REQUEST

n10: connection nodes
shr: shunt resistance
shl: shunt inductive reactance, XL=wL
shc: shunt inductive reactance, Xc=1/wC

nng: generator node connection
rg: generator resistance
xg: generator sub

  Harmonic propagation in 

  

the 5-bus network will be used to probe the algorithm

bus network used. 

 
Figure 4.13. 5-Bus example. 

the number of lines, transformers, generation and load nodes, 

elements in derivation, load nodes with harmonics injected, and harmonics to be 

shows nodes with shunt elements and the impedance of the 

shows the current injection data, nodes with injected harmonics

percentage of injected harmonics in each node. 

ULATE POWER FLOW AND HARMONIC PROPAGATION, REQUEST
AND ALL THE NETWORK CONNECTIONS. 

Type of nodes and load 
nl: number of lines and transformers 5 

2 
3 

ned: number of elements in derivation 0 
load nodes with harmonics injected 2 
number of harmonics to be considered 6 

50 
for DPI frequency response 0.1 

Lines and transformers data 
S: slack, V: voltage, C: load S C C 

CIGRE, U-1 D-2 T-3 U U U 
Pg: generation active power 0 0 0 
Qg: generation reactive power 0 0 0 

 0 0.45 0.51 
Qd: demand reactive power 0 .35 .4 

1 1 1 
nodal voltages 0 0 0 
line, T-transformer L L L 

1 2 3 
2 3 4 

rl: resistance between n1 and n2 .02 .04 .02 
xl: inductance between n1 and n2 .04 .2 .04 

between n1 and n2 .02 .02 .02 
1 1 1 

 

EQUESTED NODES WITH SHUNT ELEMENTS AND GENERATOR IMPEDANCES
Shunt elements data, RLC-series branch 
nodes - - - - - 

shr: shunt resistance - - - - - 
shl: shunt inductive reactance, XL=wL - - - - - 
shc: shunt inductive reactance, Xc=1/wC - - - - - 

Generator impedances 
nng: generator node connection 1 4    
rg: generator resistance .0001 .0001    

generator sub-transient reactance .001 .001    
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will be used to probe the algorithm. Figure 4.13 

 

number of lines, transformers, generation and load nodes, 

and harmonics to be 

shows nodes with shunt elements and the impedance of the 

shows the current injection data, nodes with injected harmonics, and 

REQUESTED NUMBER OF NODES 

V C 
U U 

0.8 0 
0 0 
0 .3 
0 .25 

1.01 1 
0 0 
L L 
2 4 
4 5 

.04 .04 
.2 .2 

.02 .02 
1 1 

IMPEDANCES. 
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TABLE 4.5. REQUESTED NODES WITH INJECTION OF HARMONICS. 
Current injection data 

Nfi: 2 3     
Ari: injected harmonics 3 5 7 11 13 15 
Mari: percentage of injected harmonics 1/3 -1/5 1/7 -1/11 1/13 -1/15 

1/15 1/5 1/7 1/9 1/11 1/13 
Aari: angle of injected harmonic in degrees 0 0 0 0 0 0 

15 0 0 0 25 0 

 
With data introduced, power flow results are shown in Figure 4.14. For each node, the 

following is calculated: voltage, active and reactive power generated, and active and 

reactive power demanded. Also, the number of iterations, errors, total power generated, 

total power demanded, and power losses including harmonics and only by harmonics is 

calculated. 

 
Figure 4.14. Power flow for 5-Bus example. 

Figure 4.15 shows the report of the power flow in each line. 

 
Figure 4.15. Lines power flow report for 5-Bus example. 

Figure 4.16 shows the harmonic propagation report, with voltage rms and THD for each 

node. There is a logarithm average of THD to determine the effect of the harmonics in the 

network. 

 
Figure 4.16. Nodal voltages for 5-Bus example. 
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Figure 4.17 shows the harmonic voltages and angles for harmonics 3rd, 5th, 7th, 11th, 13th, 

and 25th. 

 
Figure 4.17. Harmonic voltages for 5-Bus example. 

 

Figure 4.18 shows the graphic of the DPI of the system. The DPI compares the 

magnitude of the impedance for each node. 

 
Figure 4.18. 5-Bus driving point impedance. 

 

Figure 4.19 shows the harmonic voltage for each node. The graph is scaled to show the 

harmonics in detail, and this is the reason that the fundamental is not fully shown. 

   
Figure 4.19. 5-Bus harmonic response. 
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4.5.2 30 -bus IEEE network

Figure 4.20 shows a network of 

network, is known as the 30

of the algorithm. 

 
Given below is the data network for 

generation data is shown in 

the capacitance bank. Voltages and 

shows the data of the lines and transformers. 

transformers and Table 4.11

  Harmonic propagation in 

  

bus IEEE network 

shows a network of the American Power Service Corporation,

30-Bus IEEE. This network data is used as the 

Figure 4.20. 30-Bus IEEE network. 

elow is the data network for the 30-bus IEEE. The base is 100 MW. 

n Table 4.6. Table 4.7 shows the data of the 

capacitance bank. Voltages and loads of the network are shown in Table 

lines and transformers. Table 4.10 shows the 

11 shows data of the harmonic current injection.
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American Power Service Corporation, and this 

Bus IEEE. This network data is used as the fundamental data 

 

ase is 100 MW. The 

the reactive power of 

Table 4.8. Table 4.9 

the data of the taps of 

shows data of the harmonic current injection. 
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TABLE 4.6. GENERATION DATA 

Node Pg 
(MW) 

V 
(pu) 

Xg 
(pu) 

Rg 
(pu) 

1 0 1.06 0.001 0.0001 
2 40 1.043 0.001 0.0001 
 5 0 1.010 0.001 0.0001 
8 0 1.010 0.001 0.0001 
11 0 1.082 0.001 0.0001 
13 0 1.071 0.001 0.0001 

 

TABLE 4.7. REACTIVE POWER OF CAPACITANCE BANK 

N MVAr V (pu) 
10 19 1.0 
24 4.3 1.0 

 

TABLE 4.8. NETWORK VOLTAGES AND LOADS 

Node Type Magnitude Angle MW MVAr 
1 Slack 1.06 0 0 0 
2 Voltage 1.043 0 21.7 12.7 
3 Load 1 0 2.4 1.2 
4 Load 1 0 7.6 1.6 
5 Voltage 1.01 0 94.2 19 
6 Load 1 0 0 0 
7 Load 1 0 22.8 10.9 
8 Voltage 1.01 0 30 30 
9 Load 1 0 0 0 
10 Load 1 0 5.8 2 
11 Voltage 1.082 0 0 0 
12 Load 1 0 11.2 7.5 
13 Voltage 1.071 0 0 0 
14 Load 1 0 6.2 1.6 
15 Load 1 0 8.2 2.5 

16 Load 1 0 3.5 1.8 
17 Load 1 0 9 5.8 
18 Load 1 0 3.2 0.9 
19 Load 1 0 9.5 3.4 
20 Load 1 0 2.2 0.7 
21 Load 1 0 17.5 11.2 
22 Load 1 0 0 0 
23 Load 1 0 3.2 1.6 
24 Load 1 0 8.7 6.7 
25 Load 1 0 0 0 
26 Load 1 0 3.5 2.3 
27 Load 1 0 0 0 
28 Load 1 0 0 0 
29 Load 1 0 2.4 0.9 
30 Load 1 0 10.6 1.9 

 

TABLE 4.9. LINES AND TRANSFORMERS DATA 

N1 N2 R X B/2 
1 2 0.0192 0.0575 0.02640 
1 3 0.0452 0.1852 0.02040 
2 4 0.0570 0.1737 0.01840 
3 4 0.0132 0.0379 0.00420 
2 5 0.0472 0.1983 0.02090 
2 6 0.0581 0.1763 0.01870 
4 6 0.0119 0.0414 0.00450 
5 7 0.0460 0.1160 0.01020 
6 7 0.0267 0.0820 0.00850 
6 8 0.0120 0.0420 0.00450 
6 9 0 0.2080 0 
6 10 0 0.5560 0 
9 11 0 0.2080 0 
9 10 0 0.1100 0 
4 12 0 0.2560 0 

12 13 0 0.1400 0 
12 14 0.1231 0.2559 0 
12 15 0.0662 0.1304 0 
12 16 0.0945 0.1987 0 
14 15 0.2210 0.1997 0 
16 17 0.0824 0.1923 0 

15 18 0.1073 0.2185 0 
18 19 0.0639 0.1292 0 
19 20 0.0340 0.0680 0 
10 20 0.0936 0.2090 0 
10 17 0.0324 0.0845 0 
10 21 0.0348 0.0749 0 
10 22 0.0727 0.1499 0 
21 22 0.0116 0.0236 0 
15 23 0.1000 0.2020 0 
22 24 0.1150 0.1790 0 
23 24 0.1320 0.2700 0 
24 25 0.1885 0.3292 0 
25 26 0.2544 0.3800 0 
25 27 0.1093 0.2087 0 
27 28 0 0.3960 0 
27 29 0.2198 0.4153 0 
27 30 0.3202 0.6027 0 
29 30 0.2399 0.4533 0 
8 28 0.0636 0.2000 0.0214 
6 28 0.0169 0.0599 0.065 
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TABLE 4.10. TAPS OF TRANSFORMERS 

Connection Nodes Tap (pu) 
6-9 0.978 
6-10 0.969 
9-11 1 
9-10 1 
4-12 0.932 

12-13 1 
28-27 0.968 

 

TABLE 4.11. HARMONIC CURRENT INJECTION DATA 

 Node 14 Node 15 Node 30 
Harmonic Magnitude 

 % 
Angle 

(grades) 
Magnitude 

 % 
Angle 

(grades) 
Magnitude 

 % 
Angle 

(grades) 
3 20% 15 0% -15 0% 30 
5 15% 25 25% 45 17% 45 
7 10% -40 18% 10 12% 18 
11 4% 20 10% 65 9% -32 
13 0% 0 7% -12 6% 18 
17 0% 0 0% 0 5% 14 
19 0% 0 0% 0 2% 10 

 
The algorithm calculates harmonic propagation and power flow and generates the 

report of results.  

*** Results *** 
Number of lines and Transformers: 41 
Generation Nodes: 6 
Load Nodes: 24 
Total Nodes: 30 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 3 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study: 0.083000 seconds 
 

Table 4.12 shows the power flow report. For each node, the final voltage and angle, 

active and reactive power for demand, and active and reactive power for generation are 

shown. 

TABLE 4.12. POWER FLOW REPORT 

 

Final 
Voltage, 

Vf 

Final 
Angle, 

Af 

Demand 
Active 
Power 

Pd 

Demand 
Reactive 
Power 

Qd 

Generation 
Active 
Power 

Pg 

Generation 
Reactive 
Power 

Qg 

1 1.0600 0.0000 0.0000 0.0000 0.0134 0.3744 

2 1.0430 0.2704 0.2170 0.1270 0.2170 0.0342 

3 1.0394 0.2685 0.0240 0.0120 0.0240 0.0120 

4 1.0343 0.3678 0.0760 0.0160 0.0760 0.0160 

5 1.0100 0.7616 0.9420 0.1900 0.9420 -0.1152 

6 1.0293 0.4298 0.0000 0.0000 0.0000 0.0000 

7 1.0222 0.5292 0.2280 0.1090 0.2280 0.1090 

8 1.0100 0.7412 0.3000 0.3000 0.3000 -0.3010 

9 1.0813 0.3902 0.0000 0.0000 0.0000 0.0000 

10 1.0959 0.3700 0.0580 0.0200 0.0580 0.0200 
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11 1.0820 0.3902 0.0000 0.0000 0.0000 0.0038 

12 1.0926 0.3838 0.1120 0.0750 0.1120 0.0750 

13 1.0710 0.3838 0.0000 0.0000 0.0000 -0.1649 

14 1.0958 0.3278 0.0620 0.0160 0.0620 0.0160 

15 1.0985 0.2073 0.0820 0.0250 0.0820 0.0250 

16 1.0939 0.3758 0.0350 0.0180 0.0350 0.0180 

17 1.0953 0.3709 0.0900 0.0580 0.0900 0.0580 

18 1.0976 0.2649 0.0320 0.0090 0.0320 0.0090 

19 1.0970 0.2991 0.0950 0.0340 0.0950 0.0340 

20 1.0967 0.3173 0.0220 0.0070 0.0220 0.0070 

21 1.1019 0.2198 0.1750 0.1120 0.1750 0.1120 

22 1.1038 0.1701 0.0000 0.0000 0.0000 0.0000 

23 1.1110 -0.1531 0.0320 0.0160 0.0320 0.0160 

24 1.1278 -0.6169 0.0870 0.0670 0.0870 0.0670 

25 1.1065 0.0006 0.0000 0.0000 0.0000 0.0000 

26 1.1065 0.0006 0.0350 0.0230 0.0350 0.0230 

27 1.0930 0.3699 0.0000 0.0000 0.0000 0.0000 

28 1.0320 0.3761 0.0000 0.0000 0.0000 0.0000 

29 1.0930 0.3699 0.0240 0.0090 0.0240 0.0090 

30 1.0930 0.3699 0.1060 0.0190 0.1060 0.0190 

Table 4.13 shows the nodal report that demonstrates for each line, the complex 

current flow from node 1 to node 2 and the complex current flow from node 2 to node 1.  

Number of iterations: 4 
Error: 1.993842E-7 
Generation: 2.847384 p.u. 
Demand: 2.834000 p.u. 
Power Losses without harmonics: 0.013384 p.u. 
Power Losses with harmonics: 0.0227 p.u. 
Power Losses by harmonics: 0.0093 p.u. 

TABLE 4.13. LINES POWER FLOW REPORT 

N1 - N2 
Flow 1 -2 

(P, Q) 
Flow 2 – 1 

(P, Q) 

1 - 2 0.013 0.280 -0.011 -0.333 

1 - 3 0.001 0.095 -0.000 -0.137 

2 - 4 0.006 0.031 -0.006 -0.070 

3 - 4 0.000 0.137 0.000 -0.146 

2 - 5 -0.004 0.152 0.005 -0.190 

2 - 6 0.009 0.058 -0.009 -0.097 

4 - 6 0.007 0.117 -0.007 -0.126 

5 - 7 -0.005 -0.115 0.006 0.095 

6 - 7 0.006 0.078 -0.006 -0.095 

6 - 8 0.001 0.468 0.002 -0.469 

6 - 9 0.004 -0.257 -0.004 0.270 

6 - 10 0.002 -0.123 -0.002 0.131 

9 - 11 0.000 -0.004 0.000 0.004 

9 - 10 0.004 -0.143 -0.004 0.145 

4 - 12 -0.001 -0.236 0.001 0.249 

12 - 13 0.000 0.168 0.000 -0.165 
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12 - 14 -0.002 -0.013 0.002 0.013 

12 - 15 0.003 -0.051 -0.002 0.051 

12 - 16 -0.002 -0.007 0.002 0.007 

14 - 15 -0.002 -0.013 0.002 0.013 

16 - 17 -0.002 -0.007 0.002 0.007 

15 - 18 -0.003 0.006 0.003 -0.006 

18 - 19 -0.003 0.006 0.003 -0.006 

19 - 20 -0.003 0.006 0.003 -0.006 

10 - 20 0.003 -0.006 -0.003 0.006 

10 - 17 0.002 0.007 -0.002 -0.007 

10 - 21 0.001 -0.089 -0.001 0.089 

10 - 22 0.000 -0.058 0.000 0.058 

21 - 22 0.001 -0.089 -0.001 0.089 

15 - 23 0.003 -0.070 -0.003 0.071 

22 - 24 0.000 -0.148 0.002 0.151 

23 - 24 0.003 -0.071 -0.003 0.072 

24 - 25 0.001 0.073 -0.000 -0.072 

25 - 26 0.000 0.000 0.000 0.000 

25 - 27 0.000 0.072 0.000 -0.071 

28 - 27 0.000 -0.159 -0.000 0.168 

27 - 29 0.000 0.000 0.000 0.000 

27 - 30 0.000 0.000 0.000 0.000 

29 - 30 0.000 0.000 0.000 0.000 

8 - 28 -0.002 -0.132 0.003 0.090 

6 - 28 0.003 -0.117 -0.003 -0.021 

 
The harmonic propagation report is shown in Table 4.14. It shows the voltage and 

current in each node, the voltage rms and the THD. Furthermore, the harmonic voltage and 

angle for each harmonic calculated, and 3rd, 5th, 7th, 11th, 13th, 17th, and 19th are shown.  

TABLE 4.14. HARMONIC PROPAGATION REPORT 

     Nodal Voltages ----- Harmonic Voltages Magnitude --- Harmonic Voltage Angle 

 
V A Vrms THD 1 3 5 7 11 13 17 19 1 3 5 7 11 13 17 19 

1 1.060 0.000 1.060 0.003 1.060 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 125.820 89.246 166.897 173.954 -157.421 72.226 90.627 

2 1.043 0.270 1.043 0.008 1.043 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.270 125.233 86.569 159.626 157.710 -157.647 76.136 93.308 

3 1.039 0.268 1.039 0.588 1.039 0.000 0.002 0.001 0.000 0.005 0.002 0.001 0.268 124.447 89.103 167.327 175.688 -156.885 72.678 91.147 

4 1.034 0.368 1.034 0.626 1.034 0.001 0.002 0.001 0.000 0.006 0.002 0.001 0.368 124.306 89.199 167.565 176.109 -156.396 73.305 91.857 

5 1.010 0.762 1.010 0.004 1.010 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.762 120.580 79.987 144.667 146.564 -163.860 73.735 89.577 

6 1.029 0.430 1.029 0.767 1.029 0.000 0.003 0.001 0.001 0.007 0.002 0.000 0.430 119.537 82.184 148.389 151.860 -158.206 79.891 95.976 

7 1.022 0.529 1.022 0.491 1.022 0.000 0.002 0.000 0.001 0.005 0.001 0.000 0.529 116.598 78.358 143.880 146.638 -163.601 74.199 90.072 

8 1.010 0.741 1.010 0.027 1.010 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.741 120.601 86.214 146.560 149.370 -158.445 87.843 99.571 

9 1.081 0.390 1.081 0.920 1.081 0.001 0.009 0.001 0.001 0.004 0.002 0.000 0.390 122.304 68.328 19.549 -69.924 -156.073 21.856 -39.872 

10 1.096 0.370 1.096 1.635 1.096 0.002 0.017 0.001 0.002 0.004 0.004 0.001 0.370 122.579 67.174 6.588 -56.901 -154.211 12.357 -52.117 

11 1.082 0.390 1.082 0.004 1.082 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.390 119.016 65.780 17.395 -71.643 -157.654 20.473 -41.180 

12 1.093 0.384 1.093 0.860 1.093 0.003 0.006 0.004 0.004 0.003 0.001 0.000 0.384 133.571 114.065 -169.690 -45.000 -106.000 26.699 16.820 

13 1.071 0.384 1.071 0.006 1.071 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.384 130.290 111.522 -171.839 -46.715 -107.577 25.320 15.515 

14 1.096 0.328 1.096 1.808 1.096 0.008 0.011 0.010 0.009 0.005 0.001 0.000 0.328 131.741 140.601 175.352 -56.095 -89.714 18.885 -10.813 

15 1.098 0.207 1.099 1.631 1.098 0.004 0.009 0.009 0.009 0.007 0.001 0.000 0.207 130.938 121.071 -160.654 -37.358 -80.383 17.206 -25.428 

16 1.094 0.376 1.094 1.007 1.094 0.002 0.009 0.002 0.003 0.003 0.002 0.000 0.376 128.770 79.476 -169.374 -49.869 -131.834 12.784 -48.879 
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17 1.095 0.371 1.095 1.408 1.095 0.002 0.014 0.000 0.002 0.004 0.003 0.001 0.371 123.976 68.361 -2.321 -55.598 -150.512 10.775 -53.229 

18 1.098 0.265 1.098 1.322 1.098 0.004 0.010 0.005 0.006 0.004 0.002 0.000 0.265 126.084 89.399 -163.283 -43.657 -101.635 7.830 -53.915 

19 1.097 0.299 1.097 1.307 1.097 0.003 0.012 0.003 0.005 0.004 0.002 0.000 0.299 123.263 76.815 -165.076 -48.830 -121.089 6.791 -56.112 

20 1.097 0.317 1.097 1.356 1.097 0.003 0.013 0.002 0.004 0.004 0.003 0.001 0.317 122.950 73.433 -163.967 -50.182 -130.404 8.391 -54.967 

21 1.102 0.220 1.102 2.063 1.102 0.002 0.022 0.003 0.002 0.003 0.003 0.001 0.220 120.375 65.062 6.360 -56.939 -158.808 10.896 -53.696 

22 1.104 0.170 1.104 2.220 1.104 0.002 0.024 0.004 0.001 0.003 0.003 0.001 0.170 120.350 65.423 7.262 -55.515 -159.575 11.661 -53.048 

23 1.111 -0.153 1.111 2.182 1.111 0.004 0.023 0.001 0.005 0.003 0.000 0.000 -0.153 125.439 74.998 -119.944 -37.267 -70.236 32.144 63.334 

24 1.128 -0.617 1.129 4.213 1.128 0.003 0.046 0.010 0.000 0.002 0.000 0.000 -0.617 117.739 65.130 8.553 14.990 44.137 138.319 111.094 

25 1.106 0.001 1.107 3.250 1.106 0.002 0.031 0.006 0.010 0.011 0.006 0.003 0.001 114.405 82.602 114.669 145.635 -152.303 -101.249 -79.103 

26 1.106 0.001 1.107 3.149 1.106 0.002 0.031 0.006 0.010 0.010 0.006 0.002 0.001 112.512 79.810 111.256 141.713 -156.239 -104.988 -82.694 

27 1.093 0.370 1.094 3.688 1.093 0.002 0.026 0.013 0.018 0.019 0.010 0.005 0.370 111.403 104.516 144.150 147.543 -150.041 -98.978 -77.782 

28 1.032 0.376 1.032 1.829 1.032 0.000 0.005 0.002 0.005 0.017 0.002 0.001 0.376 114.159 93.777 143.316 146.944 -157.800 115.140 115.006 

29 1.093 0.370 1.095 5.466 1.093 0.002 0.033 0.025 0.028 0.026 0.019 0.008 0.370 104.159 119.606 147.794 146.447 -148.220 -98.215 -78.468 

30 1.093 0.370 1.096 7.781 1.093 0.002 0.043 0.038 0.042 0.035 0.030 0.013 0.370 99.055 131.948 151.725 148.817 -144.071 -95.461 -76.389 

 
With the THD of each node, a logarithm average that is 7.6328% is calculated. 

In Figure 4.21, the DPI of the system is shown. Figure 4.22 shows the harmonic 

voltage for each node including the fundamental and Figure 4.23 shows only scaled 

harmonic voltages. 

 
Figure 4.21. 30-Bus IEEE DPI. 

 

 
Figure 4.22. 30-Bus IEEE harmonic voltages on network nodes including fundamental. 

 

 
Figure 4.23. 30-Bus IEEE harmonic voltages on network nodes. 
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4.5.3 33 -bus network with three Wind Turbines 

Figure 4.24 shows a network modified from the 30-bus of IEEE to include three 

non-linear loads to represent wind turbines, each of 10 MW, and this network is used to 

connect all the nodes generated by the algorithm. With the three wind turbines, the entire 

network is affected, mainly around nodes 14, 15, and 30. The power generation and 

demand is increased, but power losses are increased too, mainly due to resonances caused 

by the 15th harmonic generated by the three new nodes. 

 
Figure 4.24. IEEE 30-Bus network with three wind turbines. 

 

 
All data network and the complete report are shown in Appendix H, Section H.1. 

Given below are the power flow report, nodal report, and harmonic propagation report 

generated by the algorithm.  
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Table 4.15 shows the power flow report. For each node, the final voltage and angle, 

active and reactive power for demand, and active and reactive power for generation are 

shown. 

TABLE 4.15. POWER FLOW REPORT FOR IEEE 30-BUS NETWORK WITH THREE WIND TURBINES 

 

Final 
Voltage, 

Vf 

Final 
Angle, 

Af 

Demand 
Active 
Power 

Pd 

Demand 
Reactive 
Power 

Qd 

Generation 
Active 
Power 

Pg 

Generation 
Reactive 
Power 

Qg 

1 1.0600 0.0000 0.0000 0.0000 2.7178 -0.1640 

2 1.0430 -5.7406 0.2170 0.1270 0.4000 0.5697 

3 1.0167 -8.3051 0.0240 0.0120 0.0000 0.0000 

4 1.0072 -10.0330 0.0760 0.0160 0.0000 0.0000 

5 1.0100 -14.8209 0.9420 0.1900 0.0000 0.3871 

6 1.0068 -11.9180 0.0000 0.0000 0.0000 0.0000 

7 1.0003 -13.6390 0.2280 0.1090 0.0000 0.0000 

8 1.0100 -12.7126 0.3000 0.3000 0.0000 0.4551 

9 1.0308 -15.9065 0.0000 0.0000 0.0000 0.0000 

10 1.0062 -18.0632 0.0580 0.0200 0.0000 0.0000 

11 1.0820 -15.9065 0.0000 0.0000 0.0000 0.2662 

12 1.0427 -15.7777 0.1120 0.0750 0.0000 0.0000 

13 1.0710 -15.7777 0.0000 0.0000 0.0000 0.2165 

14 1.0184 -15.5009 0.0620 0.0160 0.0000 0.0000 

15 1.0140 -16.4226 0.0820 0.0250 0.0000 0.0000 

16 1.0193 -16.9968 0.0350 0.0180 0.0000 0.0000 

17 1.0045 -17.9545 0.0900 0.0580 0.0000 0.0000 

18 0.9985 -17.7272 0.0320 0.0090 0.0000 0.0000 

19 0.9926 -18.3091 0.0950 0.0340 0.0000 0.0000 

20 0.9951 -18.3086 0.0220 0.0070 0.0000 0.0000 

21 0.9779 -18.8932 0.1750 0.1120 0.0000 0.0000 

22 0.9736 -18.9843 0.3500 0.2500 0.0000 0.0000 

23 0.9961 -17.3943 0.0320 0.0160 0.0000 0.0000 

24 0.9812 -18.3574 0.0870 0.0670 0.0000 0.0000 

25 0.9995 -16.9780 0.0000 0.0000 0.0000 0.0000 

26 0.9815 -17.4131 0.0350 0.0230 0.0000 0.0000 

27 1.0195 -15.8592 0.0000 0.0000 0.0000 0.0000 

28 1.0067 -12.5245 0.0000 0.0000 0.0000 0.0000 

29 1.0110 -16.3129 0.0240 0.0090 0.0000 0.0000 

30 1.0115 -16.3235 0.1060 0.0190 0.0000 0.0000 

31 1.0100 -15.0438 0.0100 0.0075 0.1000 -0.2254 

32 1.0100 -16.0333 0.0100 0.0075 0.1000 -0.1515 

33 1.0100 -15.9733 0.0100 0.0075 0.1000 -0.1092 

Table 4.16 shows the nodal report that shows, for each line, the complex current 

flow from node 1 to node 2 and the complex current flow from node 2 to node 1. There is 

an increase of power losses, 0.203821 p.u. 
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TABLE 4.16. LINES POWER FLOW REPORT FOR IEEE 30-BUS NETWORK WITH THREE WIND TURBINES 

N1 - N2 
Flow 1 -2 

(P, Q) 
Flow 2 – 1 

(P, Q) 

1 - 2 1.853 -0.239 -1.794 0.358 

1 - 3 0.864 0.075 -0.834 0.006 

2 - 4 0.477 0.055 -0.465 -0.057 

3 - 4 0.810 -0.018 -0.802 0.033 

2 - 5 0.848 0.016 -0.816 0.071 

2 - 6 0.652 0.013 -0.629 0.016 

4 - 6 0.750 -0.198 -0.743 0.213 

5 - 7 -0.126 0.126 0.127 -0.142 

6 - 7 0.359 -0.040 -0.355 0.033 

6 - 8 0.291 -0.162 -0.290 0.157 

6 - 9 0.347 -0.104 -0.347 0.131 

6 - 10 0.195 0.012 -0.195 0.009 

9 - 11 0.000 -0.254 0.000 0.266 

9 - 10 0.355 0.237 -0.355 -0.218 

4 - 12 0.411 -0.119 -0.411 0.165 

12 - 13 0.000 -0.211 0.000 0.217 

12 - 14 0.022 0.088 -0.021 -0.086 

12 - 15 0.165 0.146 -0.162 -0.140 

12 - 16 0.141 0.057 -0.139 -0.053 

14 - 15 0.049 -0.031 -0.048 0.032 

16 - 17 0.104 0.035 -0.103 -0.032 

15 - 18 0.114 0.017 -0.113 -0.015 

18 - 19 0.081 0.006 -0.080 -0.005 

19 - 20 -0.015 -0.029 0.015 0.029 

10 - 20 0.037 0.037 -0.037 -0.036 

10 - 17 -0.013 0.026 0.013 -0.026 

10 - 21 0.303 0.242 -0.297 -0.230 

10 - 22 0.171 0.137 -0.168 -0.130 

21 - 22 0.122 0.118 -0.122 -0.118 

15 - 23 0.104 0.039 -0.103 -0.037 

22 - 24 -0.060 -0.002 0.060 0.003 

23 - 24 0.071 0.021 -0.070 -0.019 

24 - 25 -0.077 -0.009 0.078 0.012 

25 - 26 0.035 0.024 -0.035 -0.023 

25 - 27 -0.114 -0.035 0.115 0.038 

28 - 27 0.151 -0.028 -0.151 0.037 

27 - 29 0.024 0.008 -0.024 -0.008 

27 - 30 0.016 0.005 -0.016 -0.005 

29 - 30 -0.000 -0.001 0.000 0.001 

8 - 28 -0.010 -0.002 0.010 -0.042 

6 - 28 0.167 -0.110 -0.166 -0.020 

14 - 31 -0.089 0.101 0.090 -0.233 

15 - 32 -0.090 0.027 0.090 -0.159 

30 - 33 -0.090 -0.015 0.090 -0.117 
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The harmonic propagation report is shown in Table 4.17. It shows the voltage and 

current in each node, the voltage rms, and the THD. Also, the harmonic voltage and angle 

for each harmonic calculated, 3rd, 5th, 7th, 11th, 13th, and 17th are shown.  

TABLE 4.17. HARMONIC PROPAGATION REPORT FOR IEEE 30-BUS NETWORK WITH THREE WIND TURBINES 

     Nodal Voltages ----- Harmonic Voltages Magnitude --- Harmonic Voltage Angle 

 
V A Vrms THD 1 3 5 7 11 13 17 1 3 5 7 11 13 17 

1 1.060 0.000 1.060 0.000 1.060 0.000 0.000 0.000 0.000 0.000 0.000 0.000 174.449 15.789 -63.816 148.470 159.762 -63.153 

2 1.043 -5.741 1.043 0.000 1.043 0.000 0.000 0.000 0.000 0.000 0.000 -5.741 172.536 11.072 -70.667 147.022 171.230 -45.622 

3 1.017 -8.305 1.017 0.003 1.017 0.000 0.000 0.000 0.000 0.000 0.000 -8.305 174.267 16.139 -63.140 149.052 159.788 -63.065 

4 1.007 -10.033 1.007 0.003 1.007 0.000 0.000 0.000 0.000 0.000 0.000 -10.033 174.373 16.390 -62.705 149.556 160.359 -62.422 

5 1.010 -14.821 1.010 0.000 1.010 0.000 0.000 0.000 0.000 0.000 0.000 -14.821 165.451 0.451 -89.645 139.189 172.468 -28.377 

6 1.007 -11.918 1.007 0.003 1.007 0.000 0.000 0.000 0.000 0.000 0.000 -11.918 167.778 4.413 -84.333 145.024 178.635 -21.819 

7 1.000 -13.639 1.000 0.002 1.000 0.000 0.000 0.000 0.000 0.000 0.000 -13.639 163.803 -0.274 -89.754 139.427 172.897 -27.714 

8 1.010 -12.713 1.010 0.000 1.010 0.000 0.000 0.000 0.000 0.000 0.000 -12.713 169.730 7.063 -77.237 144.908 -176.895 -10.741 

9 1.031 -15.906 1.031 0.002 1.031 0.000 0.000 0.000 0.000 0.000 0.000 -15.906 158.795 -11.824 147.582 -16.850 122.475 -28.644 

10 1.006 -18.063 1.006 0.005 1.006 0.000 0.000 0.000 0.000 0.000 0.000 -18.063 157.907 -13.176 145.187 -22.653 98.464 162.598 

11 1.082 -15.906 1.082 0.000 1.082 0.000 0.000 0.000 0.000 0.000 0.000 -15.906 156.247 -13.978 145.863 -18.431 121.003 -30.027 

12 1.043 -15.778 1.043 0.011 1.043 0.000 0.000 0.000 0.000 0.000 0.000 -15.778 -173.609 39.163 -44.789 174.077 35.031 -105.222 

13 1.071 -15.778 1.071 0.000 1.071 0.000 0.000 0.000 0.000 0.000 0.000 -15.778 -176.152 37.014 -46.503 172.500 33.562 -106.601 

14 1.018 -15.501 1.018 0.031 1.018 0.000 0.000 0.000 0.000 0.000 0.000 -15.501 -167.848 53.455 -38.805 -178.787 39.420 -105.226 

15 1.014 -16.423 1.014 0.020 1.014 0.000 0.000 0.000 0.000 0.000 0.000 -16.423 -173.398 43.703 -45.861 172.387 25.678 -105.831 

16 1.019 -16.997 1.019 0.006 1.019 0.000 0.000 0.000 0.000 0.000 0.000 -16.997 172.329 8.244 -75.197 -155.468 48.486 -109.576 

17 1.005 -17.954 1.005 0.004 1.005 0.000 0.000 0.000 0.000 0.000 0.000 -17.954 160.695 -10.085 144.960 -29.475 78.859 -126.367 

18 0.998 -17.727 0.998 0.012 0.998 0.000 0.000 0.000 0.000 0.000 0.000 -17.727 174.882 20.388 -53.098 173.878 28.196 -111.031 

19 0.993 -18.309 0.993 0.008 0.993 0.000 0.000 0.000 0.000 0.000 0.000 -18.309 167.215 5.039 -78.371 -174.909 34.449 -116.450 

20 0.995 -18.309 0.995 0.006 0.995 0.000 0.000 0.000 0.000 0.000 0.000 -18.309 164.939 -0.340 -165.110 -101.119 43.790 -118.742 

21 0.978 -18.893 0.978 0.004 0.978 0.000 0.000 0.000 0.000 0.000 0.000 -18.893 154.685 -16.560 145.576 -8.950 -110.814 60.097 

22 0.974 -18.984 0.974 0.005 0.974 0.000 0.000 0.000 0.000 0.000 0.000 -18.984 154.845 -16.248 147.800 12.338 -101.978 56.861 

23 0.996 -17.394 0.996 0.010 0.996 0.000 0.000 0.000 0.000 0.000 0.000 -17.394 178.013 25.095 -54.755 154.521 -57.190 -86.497 

24 0.981 -18.357 0.981 0.021 0.981 0.000 0.000 0.000 0.000 0.000 0.000 -18.357 165.656 1.062 -80.858 136.642 -91.015 54.496 

25 0.999 -16.978 0.999 0.013 0.999 0.000 0.000 0.000 0.000 0.000 0.000 -16.978 173.580 16.120 -63.894 144.880 -78.077 124.513 

26 0.981 -17.413 0.981 0.012 0.981 0.000 0.000 0.000 0.000 0.000 0.000 -17.413 170.052 11.824 -68.797 139.974 -82.880 119.872 

27 1.019 -15.859 1.019 0.016 1.019 0.000 0.000 0.000 0.000 0.000 0.000 -15.859 -179.307 30.388 -56.463 152.341 -39.739 159.663 

28 1.007 -12.524 1.007 0.007 1.007 0.000 0.000 0.000 0.000 0.000 0.000 -12.524 172.771 14.882 -67.321 145.718 -167.333 17.066 

29 1.011 -16.313 1.011 0.028 1.011 0.000 0.000 0.000 0.000 0.000 0.000 -16.313 -176.964 38.725 -54.420 157.469 2.817 168.465 

30 1.012 -16.323 1.012 0.046 1.012 0.000 0.000 0.000 0.000 0.000 0.000 -16.323 -172.525 47.489 -49.870 165.414 18.349 174.272 

31 1.010 -15.044 1.010 0.010 1.010 0.000 0.000 0.000 0.000 0.000 0.000 -15.044 -163.651 60.240 -32.149 -168.852 53.913 -87.234 

32 1.010 -16.033 1.010 0.010 1.010 0.000 0.000 0.000 0.000 0.000 0.000 -16.033 -168.606 53.236 -42.743 178.739 39.775 -98.946 

33 1.010 -15.973 1.010 0.010 1.010 0.000 0.000 0.000 0.000 0.000 0.000 -15.973 -168.315 53.729 -42.512 178.407 38.491 -126.265 

 
With the THD of each node, a logarithm average of harmonic distortion that is 

0.0107% is calculated. 

In Figure 4.25, the DPI of the system is shown, and Figure 4.26 shows the 

harmonic voltage for each node including fundamental frequency. Adding three wind 

turbines appears the 15th harmonics that causes resonances in the network, increasing the 

power losses. 
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Figure 4.25. 30-Bus IEEE with three wind turbines DPI. 

 

  
Figure 4.26. Harmonic voltages on nodes of the 30-Bus IEEE with three wind turbines network. 

 

4.6 Summary 

A brief description of harmonics was presented. Furthermore, the international 

standards to mitigate harmonic effects help to understand and provide a basis of the 

solution to the problem accurately. Power flow at fundamental frequency, based on the 

Newton-Raphson method, and the current injection method were presented, and also, the 

frequency response of linear elements was introduced. 

The algorithm can be modified to include different elements as the wind power 

clusters, and the algorithm can be implemented in any computer language. A network 

modified, where three wind turbines of 10 MW are included, is affected in the all the nodes, 

mainly around the nodes where the wind power clusters are connected. Depending of he 

connection, could appear some resonances generated by the harmonics generated.  

Algorithms will be developed and programmed to obtain power flow and harmonic 

propagation. Additionally, data will be used in objective functions in an MOEA. 

The next stage involves implementing the function as a subroutine of the genetic 

algorithm in order to obtain the desired results. 
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555   Multi-objective evolutionary algorithm 

to minimise harmonic propagation and 

power losses 

5.1 Introduction 

Interactions between network components affect the harmonic performance. Hence, 

it is essential to reduce the adverse effects of the harmonics in the network. Adverse effects, 

such as resonances that can cause instability and operating problems that could shut off one 

or more wind turbines, can cause a significant fault if they are not controlled quickly, and it 

is in this context that the proposed algorithm stands. The MOEA proposed to solve this 

problem consists of different stages. 

 The algorithm starts with a network where the nodes and lines are fixed and 

will not be changed, as shown in Section 5.2.1. New nodes are proposed, with 

the restrictions to be connected only to specific nodes of the network, as shown 

in Section 5.2.3. 

 First, it is necessary to develop the algorithm to calculate harmonic propagation 

and power flow in order to obtain the THD on each node and power losses on 

each line, as shown in Section 4.5. This stage is fundamental, because each 

generated chromosome must be evaluated. Once it is evaluated, different 

parameters are obtained. The THD of each node is used to obtain an average 

THD of the network configuration for each chromosome. The average THD and 

power losses are the main parameters considered and implemented in the 

algorithm. 

 The next stage is to generate an initial population of chromosomes, after 

checking that these are valid chromosomes, as shown in Section 5.2.4. The 

criteria employed are that there are no isolated nodes, as shown in Section 

5.2.2, and that the method to calculate power flow and harmonic propagation 

converges to a solution. In the case that a criterion is not satisfied, the 

chromosome is eliminated and a new one is generated. In Section 5.2.4.2, it is 
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assumed that the cable is fixed only to one size. Different sizes of cable can be 

implemented, but the algorithm must be modified to implement other sizes of 

cable. Also, the algorithm can be modified to choose the best cable according to 

the power flow in each line. 

 Once the initial population is generated, results are shown, as shown in Section 

5.2.5, and the next stage begins with an algorithm to reduce the number of lines, 

and consequently, the total distance of the cable, as shown in Section 5.2.6. 

This part of the algorithm checks for the longest distance between nodes and 

eliminates it. If the new average THD is higher than the previous or the new 

configuration result with an isolated node, then the eliminated line is restored, 

and it continues with the next longest line. This is repeated until the criterion is 

satisfied. In this case, the criterion is that all lines greater than a value of x 

kilometres will be eliminated. This x value allows multiple connections to 

nodes, mainly nodes that are closer or separated by a few kilometres. When x is 

zero, the algorithm obtains only one branch configuration. 

 With the number of lines minimised, the average THD of the population 

changes. These chromosomes are ordered to obtain the best chromosomes using 

the Pareto front, as shown in Section 5.2.7. 

 The final stage is a genetic algorithm as is proposed in Section 3.5.1. With the 

best individuals, obtained from the Pareto front, it generates a new population, 

as shown in Section 5.2.8. If the new Pareto front has at least one chromosome 

that is better, or if the maximum number of generations is not reached, then the 

algorithm creates another generation. Otherwise the algorithm stops and 

generates the final report, as shown in Section 5.2.9. 

5.2 MOEA to minimise harmonic propagation and power losses in 
offshore wind power clusters 

The algorithms described in Sections 3.5.1 and 4.5 are part of the evolutionary 

algorithm proposed in this section to solve the problem of minimising harmonic 

propagation and power losses in offshore wind power clusters. 

The algorithms presented were complemented by the data necessary to obtain the 

objective functions and implemented to develop an MOEA in order to obtain the desired 

results. 
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The first objective function is the logarithmic average of THD that is calculated 

using the harmonic voltage vector, represented by Equation (4.22).  The purpose of using a 

logarithm average instead of an arithmetic average is to consider a greater weight for the 

higher harmonic distortion. The THD index is calculated by the harmonic content of a 

specific node as follows: 

%100
1

2

2





V

V

THD

H

h
h

V
    (5.1) 

where the Vh is obtained from the solution of Equation (4.20). 

 

The logarithmic average of THD can be represented as the following: 

𝐻்ு஽ =  𝑙𝑜𝑔


N

i 1

10௏೅ಹವ೔      (5.2) 

And the function to minimise the logarithmic average of voltage THD can be 

represented as the following: 

Min 𝐻்ு஽ =  𝑙𝑜𝑔


N

i 1

10௏೅ಹವ೔      (5.3) 

Such that 

hhh IZV       

           

 (5.4) 

𝑉 ு஽௜ ௠௜௡ ≤ 𝑉 ு஽௜ ≤ 𝑉 ு஽௜ ௠௔௫    (5.5) 

𝐻்ு஽௜ ௠௜௡ ≤ 𝐻்ு஽௜ ≤ 𝐻்ு஽௜ ௠௔௫     (5.6) 

where 

Vh is the vector of nodal voltages for each harmonic h 

Zn is the nodal impedance matrix 

Ih is the vector of the injected harmonic current by harmonic h 

N is the number of nodes of the network 

“min” and “max” are the lower and upper limits of the constraints 

For Equation (5.2), subject to the penalty factor for constraint violations, the 

following is applicable 

W௏೅ಹವಾ೔
= VTHDi - VTHDi max ≤ 0      (5.7) 
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W௏೅ಹವಿ೔
= VTHDi - VTHDi min ≥ 0      (5.8) 

Wு೅ಹವಾ೔
= HTHDi - HTHDi max ≤ 0      (5.9) 

Wு೅ಹವಿ೔
= HTHDi - HTHDi min ≥ 0    (5.10) 

A new objective function with penalty factors is obtained when constraints are 

introduced into the objective function. The function for the logarithmic average of THD 

represented by Equation (5.2) is transformed in the following: 

H= 𝐻்ு஽ + 


N

i 1

𝑟ூ௜ 𝑊ூ௜
ଶ +  



N

i 1

𝑟ு௜ 𝑊ு௜
ଶ    (5.11) 

where 

H is the function for the logarithmic average of THD 

WIi includes all constraints related to harmonic current vector 

WHi includes all constraints related to the logarithmic average of THD 

rIi is the penalty factor for violated constraints related to the harmonic current 

vector 

rHi is the penalty factor for violated constraints related to the logarithmic 

average of THD 

N is the total number of nodes 

The second objective function is power losses. To obtain the function, the power 

flow problem with real and reactive power variables is used, and it can be represented as 

the following: 

Min 𝑃௅ =  


N

i 1

𝑃௜(௉ಸ೔)     (5.12) 

Such that 

𝑃௜(𝑉, 𝛿) = 𝑃 ௜ − 𝑃஽௜     (5.13) 

𝑄௜(𝑉, 𝛿) = 𝑄ீ௜ − 𝑄஽௜     (5.14) 

𝑃 ௜ ௠௜௡ ≤ 𝑃 ௜(𝑉, 𝛿) ≤ 𝑃 ௜ ௠௔௫    (5.15) 

 𝑄ீ௜ ௠௜௡ ≤ 𝑄ீ௜(𝑉, 𝛿) ≤ 𝑄ீ௜ ௠௔௫     (5.16) 

  𝑉௜ ௠௜௡ ≤ 𝑉௜ ≤ 𝑉௜ ௠௔௫      (5.17) 
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where 

PGi is the real power output of the generator connecting to bus i 

QGi is the reactive power output of the generator connecting to bus i 

PDi is the real power load connecting to bus i 

QDi is the reactive power load connecting to bus i 

Pi is the real power injection at bus i 

Qi is the reactive power injection at bus i 

Vi is the voltage magnitude at bus i 

Pi is the generator power flow function 

“min” and “max” are the lower and upper limits of the constraints 

Equations (5.13) and (5.14) are the power flow equations and can be written as the 

following: 

   kikikiki

N

k
kii BGVVVP  sincos,

1

 
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 (5.18) 

   kikikiki

N

k
kii BGVVVQ  cossin,

1

 
   

  (5.19) 

Substituting in Equation (5.12), it is then represented in terms of 𝑉 and 𝜃 as the 

following: 

Min 𝑃௅(𝑉, 𝛿)      (5.20) 

subject to 

WPi= Vi


N

j 1

Vj൫Gij cos δij+ Bij sin δij൯ −  PGi+ PDi=0  (5.21) 

WQi= Vi


N

j 1

Vj൫Gij sin δij −  Bij cos δij൯- QGi+ QDi=0  (5.22) 

WPMi= Vi


N

j 1

Vj൫Gij cos δij+ Bij sin δij൯ −  PGi max ≤ 0  (5.23) 

WPNi= Vi


N

j 1

Vj൫Gij cos δij+ Bij sin δij൯ −  PGi min ≥ 0  (5.24) 
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WQMi= Vi


N

j 1

Vj൫Gij sin δij −  Bij cos δij൯ −  QGi max ≤ 0  (5.25) 

WQNi= Vi


N

j 1

Vj൫Gij sin δij −  Bij cos δij൯ −  QGi min ≥ 0  (5.26) 

WVMi= Vi  −  Vi max ≤ 0     (5.27) 

WVNi= Vi  −  Vi min ≥ 0     (5.28) 

A new objective function with penalty factors is obtained when constraints are 

introduced into the objective function. The function for power losses represented by 

Equation (5.20) is transformed in the following: 

L(X)= 𝑃௅(X) + 


N

i 1

𝑟௉௜ 𝑊௉௜
ଶ (𝑋) +  



N

i 1

𝑟ொ௜  𝑊ொ௜
ଶ (𝑋) +  



N

i 1

𝑟௏௜ 𝑊௏௜
ଶ (𝑋) (5.29) 

where 

X is the vector that depends on 𝑉 𝑎𝑛𝑑 𝛿 

WPi includes all constraints related to real power variables 

WQi includes all constraints related to reactive power variables 

WVi includes all constraints related to voltage variables 

rPi is the penalty factor for violated constraints related to real power variables 

rQi is the penalty factor for violated constraints related to reactive power 

variables 

rVi is the penalty factor for violated constraints related to voltage 

N is the total number of buses 

The data is introduced to the objective function to calculate the power flow and the 

harmonic propagation. 

The data requested are the highest harmonic and number of harmonics to consider, 

increase for the DPI frequency response, all the data of lines and transformers, the data for 

shut elements and impedances of the generators and nodes with harmonics injected, and 

the harmonics injected. 

If there are no constraint violations, the penalty factors are zero, and the problem 

becomes an unconstrained optimisation problem.  
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The algorithm checks whether all constraints are met. If yes, then the results are 

saved. Otherwise the result is not considered. 

With this information, the algorithm returns the information to evaluate the 

chromosomes. 

The diagram of the proposed MOEA is shown in Figure 5.1. The developed MOEA 

is detailed in Appendix G. 

 
Figure 5.1. Diagram of the multi-objective evolutionary algorithm. 

 

5.2.1 Basic network data 

The proposed algorithm considers the existence of two electrical networks: one is a 

fixed grid which cannot change in its configuration (onshore AC grid), and the other is a 

network (offshore wind parks) in which the only factors known are the generation points 
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but not the interconnection between them and the onshore AC grid. The objective is to find 

the best grid that interconnects the offshore wind power clusters with the onshore AC grid, 

optimising the energy losses and THD within a steady operation point of the 

interconnected networks. The algorithm created starts using a basic network data with 

nodes and lines fixed, and this data will not change when the algorithm is running. A part 

of the initial data constants for the basic 30 nodes network used is shown in Figure 5.2.  

  
Figure 5.2. Initial data for 30-Bus IEEE network 
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The variables n1 and n2 are used to encode the chromosome using value encoding. 

These variables indicate the connection between nodes. Each connection represents a line 

between two nodes. Subsequently, for this problem, the length of each chromosome could 

be different. 

The 5-bus network generated chromosome of Section 4.5.1 has five lines, and it is 

shown in Figure 5.3. 

 
Figure 5.3.  Lines of the 5-bus network. 

 

The 30-bus IEEE network generated chromosome of Section 4.5.2 has 41 lines, and 

it is shown in Figure 5.4.  

 
Figure 5.4.  Lines of 30-bus IEEE network. 

 

With the information of output and input nodes, a matrix of N by N is created, 

where N is the number of nodes. The matrix formed connects each node with one or more 

nodes. Furthermore, the possibility also exists that a node does not connect with any other 

node. 

The 5x5 matrix formed for the 5-bus network shown before is presented in Figure 

5.5. The fact that matrix connections are an identity matrix must be validated in order to 

check isolated nodes using the DFS algorithm.   

 
Figure 5.5.  Matrix formed for a network of five nodes. 

 

The 41x41 matrix formed for the 30-bus IEEE network shown before is in Figure 

5.6. Furthermore, the fact that matrix connections are an identity matrix must be validated 

in order to check isolated nodes using the DFS algorithm.   
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Figure 5.6.  Matrix formed for a network of 30 nodes. 

 

Each connection has associated variables, and these variables must be associated 

with the respective line to avoid calculation errors. Also, if there is a change in any line, a 

new parameter must be calculated to incorporate new data into the new configuration. 

5.2.2 Elimination of isolated nodes 

The offshore wind parks cannot contain isolated nodes. If the algorithm detects an 

isolated node, then this configuration is eliminated. The algorithm used to detect isolated 

nodes is DFS. DFS is a systematic algorithm to find all the vertices reachable from a 

source vertex. It traverses a connected component of a given graph and defines a spanning 

tree. The basic idea of the DFS is to explore every edge methodically. The DFS selects a 

source vertex s in the graph and marks it as “visited”. Then, the vertex s becomes the 



Chapter 5  Multi-objective evolutionary algorithm to minimise harmonic propagation and power losses 

University of Strathclyde   85 

current vertex. Subsequently, it traverses the graph by considering an arbitrary edge (u, v) 

from the current vertex u. If the edge (u, v) leads to a marked vertex v, then it backs down 

to the vertex u. On the other hand, if the edge (u, v) leads to an unmarked vertex, then the 

vertex v is marked, and it is made the current vertex, and the process above is repeated 

until all the edges from the current vertex u lead to marked vertices. 

To exit this process, the algorithm backs down along the edge that brought it to 

vertex u, and it returns to a previously marked vertex v. Again, this makes the vertex v the 

current vertex, and the aforementioned process is repeated for any edge that was missed 

earlier. If all of v’s edges take to marked vertices, then again, it backs down to the vertex it 

came from to get to vertex v, and the search is repeated at that vertex [201]–[209]. 

Thus, it continues to go back down the path that it has traced until it finds a vertex 

that has unexplored edges, at which point, it takes one edge and continues exploring. When 

the DFS has backtracked all the way back to the source vertex, s, it has built a DFS tree of 

all the vertices reachable from that source. 

If there are still undiscovered vertices in the graph, then it selects one of them as the 

source for another DFS tree. The result is a forest of DFS trees. The DFS algorithm 

consists of two parts: the first part marks all the nodes as False and then begins to analyse 

every node, and the second part is the recursive algorithm that is repeated until the last 

edge of the node is analysed [201]–[209].  The algorithm is shown below: 

DFS(graph G) 
   For every vertice u ∈ V[G] Do 
      state[u] ← NO_VISITED 
      father[u] ← NULL 
   For every vertice u ∈ V[G] Do 
      If state[u] = NO_VISITED Then 
         DFS_Visited(u) 
 
 
DFS_Visited(node u) 
   state[u] ← VISITED 
   For every v ∈ Edges[u] Do 
      If state[v] = NO_VISITED Then 
         father[v] ← u 
         DFS_Visited(v) 
      state[u] ← FINISHED 
 

Note that the edges that lead to new vertices are called discovery or tree edges, and 

the edges that lead to already visited (marked) vertices are called back edges. Figure 5.7 

shows the diagram of the DFS algorithm [201]–[209]. 
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Figure 5.7. Diagram of the depth-first search algorithm. 

 

This algorithm was implemented to locate the isolated nodes and eliminate them to 

ensure that all the nodes are connected to the network and to avoid configurations that have 

isolated nodes or islands. The algorithm requests the number of nodes and the network 

connections and returns a Boolean vector to know if the configuration has or does not have 

isolated nodes. The developed algorithm gives the final configuration of the network. The 

algorithm generates the matrix with all the nodes, and if all the components of the matrix 

are true, it means that all the nodes are connected to the network, and then, a graph is 

generated with the configuration. The algorithm implemented to eliminate isolated nodes is 

detailed in Appendix B. 

5.2.3 Selection of nodes and lines used 

With the network data, the algorithm creates new chromosomes. With Boolean 

constants, the algorithm determines which nodes will be used, which will be connected 

randomly, which will be connected to the main onshore AC grid, and which lines will be 

fixed. Figure 5.8 (a) shows the Boolean flags before the algorithm begins, (b) the constants 

used, and (c) the Boolean flags, after the algorithm begins. 

False 

 

True 

Begin 

Move to the next 
node on the 

adjacency list 

End 

Print into the first 
entry in the nodes of 

the adjacency list 

True 

 

False 
Perform this algorithm 
with this node as the 

first node 

Has the node 
already been 

visited? 

Is the end of 
the adjacency 

list? 

Visit and mark the 
first node of the graph 



Chapter 5  Multi-objective evolutionary algorithm to minimise harmonic propagation and power losses 

University of Strathclyde   87 

    
(a)  (b)  (c) 

Figure 5.8.  Boolean constants to determine elements to be used. 
 

The Boolean constant “Used” determines all the nodes to be used, the Boolean 

constant “Main” determines which nodes are of the fixed network, and the Boolean 

constant “Flag Node” determines which nodes of the fixed network are allowed to connect 

to the proposed configuration. Additionally, “Flag Line” determines the lines of the 

network that are fixed and cannot be changed. 
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 Figure 5.9 shows the total number of nodes captured and saved in a constant with 

latitude and longitude. The location on a map is shown in Figure 5.10. The selected nodes 

for the configuration generated are shown in Figure 5.11, and the location is shown in 

Figure 5.12. 

 
Figure 5.9.  Total number of nodes captured that could be used. 
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Figure 5.10.  Nodes located in the map. 
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Figure 5.11.  Selected nodes. 

 
Figure 5.12.  Selected nodes located in the map. 
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The haversine of the central angle for any two points is given by 

     havhav 21 coscos
  

harmonic propagation and power losses 

 91 

n with vectors of 

the number of lines generated 

to avoid isolated nodes, 

and a new element is generated 

then the power flow and harmonic propagation 

. If there is no solution, the chromosome 

he program creates a matrix with the data obtained, 

(onshore AC grid). The 

latitude and longitude of 

haversine formula. 

f these points are on the surface 

calculate the distance between the 

and the opposite angle is C. The 

that uses latitudes and longitudes to calculate distances 

atitudes and longitudes are given in radians. The 

is derived from the 

hav(C).   

 

 the following: 

  
(5.30)

 



Chapter 5  Multi-objective evolutionary algorithm to minimise harmonic propagation and power losses 

University of Strathclyde   92 

where hav is the haversine function and is given by the following: 
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where:  

d is the distance between points A and B 

r is the radius of the sphere 

Δφ, is the difference of the latitudes of point A and B, in radians (φ2-φ1) 

Δ λ, is the difference of the longitudes of point A and B, in radians (λ 2- λ 1) 
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Applying inverse sine function, the following is arrived at:  
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Finally, the equation implemented in the algorithm is the following:  
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(5.35) 

The radius of the Earth varies from 6,356.75 km at the poles to 6,378.16 km at the 

equator. The Earth’s radius used in the algorithm is 6,372.8 km instead of the mean Earth 

radius of 6,371 km recommended by the International Union of Geodesy and Geophysics 

(IUGG). The reason for this is because it obtains more accurate results in calculating 

distances [210]–[213].  

5.2.4.2 Calculating Resistance, Reactance, and Susceptance 

With the distance between the nodes, the parameters of the line are calculated. 

These parameters are necessary to calculate power flow and harmonic propagation. 
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Resistance, reactance and susceptance for a typical line of a HVDC 115 kV, and 

100 MW are calculated below. 

kV LL = 115 kV and MVA base = 100 MVA   (5.36) 

The base impedance is calculated by the following: 
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(5.37) 

The resistance, inductance, and capacitance of a typical cable are as follows: 

 Rkm = 0.0679 Ω/km 

Lkm = 2.4217 mH/km 

Ckm = 0.4764 µF/km 

Considering a frequency 

 f = 50 Hz 

The resistance, inductance and susceptance values per unit are as follows: 
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These values were implemented in the algorithm to obtain the data of the lines. The 

resistance, inductance, and susceptance values per kilometre are as follows: 

R = Rpu * km      (5.41) 

XL = XL pu * km     (5.42) 

B/2 = B/2pu * km     (5.43) 

 

With the distance calculated it is possible to obtain the values of the cable by 

kilometre in order to obtain the resistance, reactance, and susceptance for the different 

connections in the generated configurations of the offshore wind power clusters [134], 

[136]–[138]. 

The algorithm implemented to calculate the distance and impedance of the line is 

detailed in Appendix D. 
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All the chromosomes are evaluated with the objective function. Figure 5.14 shows a 

result that the function returns for just one chromosome. The function returns power losses 

and an average of THD as a result for each chromosome. Also, the function returns the 

number of lines, maximum distance and the total distance of the cable. With this data can 

be implemented a function of cost according to the cable, but it is necessary add 

information of the cost of the cables, depending their own characteristics. 

 
Figure 5.14  Example of the evaluation for each chromosome. 

 

Figure 5.15 shows a generated chromosome with information regarding the THD 

and power losses. These parameters can be used to compare all chromosomes and make 
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decisions to obtain the best configurations. The connections for each node are generated 

randomly. 

 
Figure 5.15  Random network generated for one chromosome. 

 

The algorithm implemented to show the connections of the nodes on the map is 

detailed in Appendix C, and the algorithm implemented to generate and evaluate 

chromosomes randomly is detailed in Appendix E. 

5.2.5 Randomly generated population 

When all of the population is without isolated nodes, the algorithm returns for each 

chromosome, an average of THD as a function and power losses as another function. 

Furthermore, there are graphs shown for the number of lines, maximum distance, and the 

total distance of the cable. In Section 5.3, there is a comparison of generation times for 

different numbers of chromosomes. 

 Figure 5.16 shows an example of 1,500 chromosomes randomly generated in 31 

minutes, 31.431 seconds. Figure 5.16(a) shows an XY graph with an average of THD in x-
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axis and power losses in the y-axis. Figure 5.16(b) shows the number of lines of the 

network in the z-axis. Figure 5.16(c) shows the maximum distance of the generated nodes 

in the z-axis. Figure 5.16(d) shows the total length of the cable in the generated nodes in 

the z-axis. 

Report: 
Total of Chromosomes Generated in the First Generation: 1,500 
Maximum Distance: 45 km 
Pareto Fronts Considered: 30 
Generation time: 00:31:31.431 = 1,891.431 seconds 

 

 
(a)    (b) 

 
(c)    (d) 

Figure 5.16.  1,500 random chromosomes generated. 
 

5.2.6 Eliminating lines of the generated population 

In the next stage, the algorithm checks for the longest distance between the nodes 

and eliminates it. If the new average THD is higher than the previous or the new 

configuration results with an isolated node, then the eliminated line is restored, and the 

algorithm continues with the next longest line. This is repeated until the criterion is 
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satisfied. In this case, the criterion is that all lines greater than a value of x kilometres will 

be eliminated. This x value allows multiple connections to nodes, mainly in the case of 

nodes that are closer. When x is zero, the algorithm obtains only a configuration of one 

branch. Figure 5.17 shows graphs for the 1,500 chromosomes generated after the number 

of lines is reduced by obtaining minimum distance tree for each chromosome and 

eliminating invalid chromosomes with a maximum distance of 45 km. 

 In Figure 5.17(a), it can be seen that when the number of lines decreases, the 

average THD decreases significantly but power losses increase at a lower rate. 

Additionally, in Figure 5.17(b), (c), and (d), it can be noted that the number of lines and 

max distance of the lines decrease significantly, consequently, the total length of the 

offshore network decrease too. 

 
(a)    (b) 

 
(c)    (d) 

Figure 5.17.  1,500 random chromosomes generated after eliminating lines. 
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Figure 5.18 shows the configuration of a chromosome after the number of lines is 

reduced by obtaining minimum distance tree. This minimisation of lines is done for each 

generated chromosome. 

   
Figure 5.18  Network generated after eliminating lines. 

It must be noted that the new chromosomes are very different from the initial 

population and the parameters are different as well. This is the first generation after the 

population was generated randomly, and with this generation, the process to obtain the best 

individuals will begin. 

5.2.7 Obtaining the best individuals 

With the number of lines minimised, the average THD of the population changes. 

These chromosomes are ordered from highest to lowest, and the best individuals are 

obtained using the Pareto front. This is the first generation of the best chromosomes. Each 
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chromosome is selected according to its fitness that is the comparison of the two functions 

to obtain the Pareto front. Figure 5.19 (a) and (b) shows 30 Pareto fronts, where only nine 

chromosomes are the best individuals of the first Pareto front. From Figure 5.19 (c), (d) 

and (e) other parameters can be evaluated to determine the best configuration using only 

the first Pareto front. Table 5.1 shows the data obtained for the first generation. 

Generation of chromosomes number 1 

  
(a)    (b) 

 
(c)  (d)  (e) 

Figure 5.19. Pareto front is used to obtain the best individuals of first generation. 

TABLE 5.1. DATA OBTAINED FOR THE FIRST GENERATION 

 
THD 
(%) 

Power 
losses  
(p.u.) 

Number 
of lines 

Maximun 
distance 

(km) 

Total cable 
length (km) 

1 0.0478 0.3456 51 44.3771 604.6877 
2 0.0489 0.3206 51 38.3902 609.1143 
3 0.0496 0.2831 51 48.2967 590.0782 
4 0.0506 0.2477 51 51.8084 603.3974 
5 0.0526 0.2313 51 38.3902 594.8625 
6 0.0539 0.2295 51 51.8084 667.8253 
7 0.0547 0.2282 52 49.2254 677.8848 
8 0.0561 0.2260 52 48.2967 688.7059 
9 0.0621 0.2239 51 72.8199 731.8561 
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5.2.8 Generating new offspring with a genetic algorithm 

The genetic algorithm proposed in Section 3.5.1 is implemented. With the best 

individuals obtained from all the Pareto fronts, a new population is generated. Each 

chromosome is selected according to its fitness, and the more suitable it is, the more 

chances it has to reproduce. Usually, a few chromosomes are the best, so all the 

chromosomes of the Pareto fronts are selected in pairs, and crossovers create two new 

individuals from each combination. These crossovers generate new offspring that will be 

part of the new generation. 

After a crossover is conducted a mutation takes place to prevent the solutions from 

falling into a local optimum. The new offspring generated is processed to eliminate the 

longest lines according to the maximum distance allowed and, also to eliminate 

chromosomes that have isolated nodes or that which do not converge to a solution. 

Figure 5.20 (a)-(e) shows the second generation of chromosomes. Table 5.2 shows 

the data obtained for the second generation of chromosomes. 

Generation of chromosomes number 2 

  
(a)    (b) 

 
(c)  (d)  (e) 

Figure 5.20.  Use of Pareto front to obtain the best individuals of the second generation. 
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TABLE 5.2. DATA OBTAINED FOR THE SECOND GENERATION 

 

THD 
(%) 

Power 
losses  
(p.u.) 

Number 
of lines 

Maximun 
distance 

(km) 

Total 
cable 
length 
(km) 

1 0.0478 0.3456 51 44.3771 604.6877 
2 0.0489 0.3206 51 38.3902 609.1143 
3 0.0496 0.2831 51 48.2967 590.0782 
4 0.0501 0.2831 51 38.3902 618.2004 
5 0.0504 0.2774 51 49.2254 617.7762 
6 0.0506 0.2477 51 51.8084 603.3974 
7 0.0518 0.2328 51 49.2254 623.0257 
8 0.0526 0.2313 51 38.3902 594.8625 
9 0.0539 0.2295 51 51.8084 667.8253 
10 0.0547 0.2282 52 49.2254 677.8848 
11 0.0561 0.2260 52 48.2967 688.7059 
12 0.0621 0.2239 51 72.8199 731.8561 

 
In the example, the second generation does not eliminate any individuals but 

obtains three new individuals that are integrated into the Pareto front. These new 

individuals (4, 5, and 7) are located in the middle part of the Pareto front. It is in this part 

of the algorithm that the analyst can use the data to make recommendations. 

5.2.9 Report of the process 

If the new Pareto front has at least one chromosome that is better, or if the required 

number of generations is not reached, then the algorithm creates another generation. 

Otherwise the algorithm stops and generates the final report in HTML, which could be 

exported to other formats. Another option to finish the process is when there is no new 

chromosome in a determined number of generations. 

In this example, there are only two generations. The report includes the total 

processing time, data of the networks, data of the power flow and harmonic propagation, 

the DPI graph, harmonic voltages graph, and the configuration map for each chromosome. 

In this case, the process to generate 1,500 chromosomes and evaluate and obtain the 

best individuals takes 13 hours and 20 minutes and this generates only two generations 

with 12 chromosomes or configurations as the best. 

Total processing data time 
13:20:37.361 = 48,037.361 seconds 
12 chromosomes generated as the best options after 2 generations.  
 

The report includes information for each configuration or chromosome that is 

included in the Pareto front. This information includes all data input of the network 

generated: generation data, network voltage and loads, reactive power, data for lines and 

transformers, shut elements, generator impedances, nodes with an injection of harmonics, 
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and percentage and angle of harmonics injected. In addition, the data output is included: 

power flow report, lines power flow, generation, demand and losses, and the harmonic 

propagation report. 

In this example, only the DPI graph, harmonic voltages graph, and configuration 

map of the first and twelfth chromosomes are shown. Figure 5.21 shows the DPI graph and 

Figure 5.22 shows harmonic voltages on the network nodes including the fundamental 

frequency. Figure 5.23 shows only the harmonic graph without fundamental frequency and 

Figure 5.24 shows the network proposed for Configuration 1. 

*** Results *** Configuration 1 
Base: 10,000,000 
Number of lines and Transformers: 51 
Generation Nodes: 16 
Load Nodes: 24 
Total Nodes: 40 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 8 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:0.939 = 0.939 seconds 
 

 
Figure 5.21.  DPI graph for Configuration 1. 

 

 
Figure 5.22.  Harmonic graph including the fundamental frequency for Configuration 1. 

 

 
Figure 5.23.  Harmonic graph for Configuration 1. 
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Map of the North Sea with connection option 1 

 
Figure 5.24.  Configuration 1. 

Number of iterations: 4 
Error : 9.543471E-6 
Generation : 2.779562 p.u. 
Demand : 2.434000 p.u. 
Power Losses: 0.345570 p.u.. 
 

Figure 5.25 shows the DPI graph. Figure 5.26 shows the harmonic graph without 

the fundamental frequency. Figure 5.27 shows the network proposed for Configuration 12. 

*** Results *** Configuration 12 
Base: 10000000 
Number of lines and Transformers: 51 
Generation Nodes: 16 
Load Nodes: 24 
Total Nodes: 40 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 8 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:1.001 = 1.001 seconds 
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Figure 5.25.  DPI graph for Configuration 12. 

 

 
Figure 5.26.  Harmonic graph for Configuration 12. 

 
Map of the North Sea with connection option 12 

 
Figure 5.27.  Configuration 12. 
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Number of iterations: 4 
Error: 1.065607E-6 
Generation: 2.657905 p.u. 
Demand: 2.434000 p.u. 
Power Losses: 0.223906 p.u. 
 

5.3 Processing time to generate an initial population 

The algorithm calculates and compares the average voltage THD and power losses 

of the complete network, and for the offshore wind power cluster, the maximum number of 

new lines, the maximum distance between wind power clusters, interconnections with the 

onshore grid, and total new cable length are calculated and compared. With this 

information, the algorithm will suggest the best configuration for the offshore network 

interconnected with the onshore AC grid. The processing time to obtain harmonic 

propagation and power flow depends on the number of nodes and lines generated. 

Furthermore, the processing time depends on the number of chromosomes generated in the 

initial population. 

The number of chromosomes generated in the initial population is important 

because the algorithm could consume much time in eliminating lines to generate the first 

generation of chromosomes. If the number of the initial population is high, the algorithm 

will take too much time in the process, but if the number is low, the results could not be 

optimal.  

5.3.1 Time to generate one chromosome 

The next examples compare the time taken to generate a chromosome with different 

maximum distances. The algorithm runs under Windows 10, 64 bits, using an Acer Aspire 

R14, with a processor Intel Celeron 3205U, 1.5GHz, 5.92 GB RAM. 

To generate 1 chromosome when maximum distance is 300 km, the generation time 

is 1.559 seconds. If the maximum distance is 250 km, then the generation time increases to 

5.027 seconds and when the maximum distance is 200 km, the generation time increases to 

47.782 seconds. 

The time to generate each chromosome will depend on the distance allowed to 

connect the nodes. If the distance is too short, generating random chromosomes will be 

more difficult, because options for the random combination of nodes will be reduced 

drastically, and the consequence is that the generation of the population will take more 

time. It is better to allow a longer distance and then eliminate lines because the process to 
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eliminate lines takes almost the same time for each chromosome but is lower than the 

generation time with shorter lines. 

It must be noted that if the distance allowed is shorter than the shorter line, the 

algorithm will not find a feasible configuration.  

5.3.2 Time comparison in the generation of chromosomes 

Time comparison is made in order to contrast the time between different numbers 

of chromosomes generated for the initial population when maximum distance is set to 45 

km. Generating 10 chromosomes takes 14.573 seconds; 100 chromosomes takes 2 minutes, 

30.401 seconds; 1,000 chromosomes takes 24 minutes, 22.411 seconds; and 31,536 

chromosomes takes 15 hours, 55 minutes, and 7.558 seconds.  

5.3.3 Time comparison with the elimination of lines 

The process to eliminate lines will improve the overall process by avoiding a waste 

of time in the generation of the initial population when maximum distance is set to 45 km. 

Generating 10 chromosomes after eliminating the longest lines takes 4 minutes, 51.536 

seconds; 100 chromosomes takes 46 minutes, 26.356 seconds; and 1,000 chromosomes 

take 7 hours, 41 minutes, and 47.67 seconds.  

In the next Chapter there is the comparison when the algorithm is used as a mono-

objective function and as a multi-objective function and how the use of multi-objective 

function improved the results. 

5.4 Summary 

In this chapter, an algorithm to reduce the adverse effects of the harmonic 

propagation in the network has been developed, specifically in the grid proposed for the 

North Sea wind power clusters. The algorithm developed was implemented to create an 

MOEA in order to obtain the desired results. 

The implementation of the Newton-Raphson method to calculate power flow is the 

essential stage to obtain the functions that are to be implemented. 

The chromosomes must be validated first in order to obtain reliable results. If the 

algorithm that calculates harmonic propagation and power flow does not converge to a 

valid solution, the chromosome must be eliminated. If there is at least one isolated node, 

the chromosome must be eliminated, because the algorithm to calculate power flow will 

not converge to a valid solution. 
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The chromosomes generated used fixed nodes to integrate the energy into the 

mainland. The nodes are located on a map, and each node is represented on the fixed 

network. The data of each line in the fixed network does not change, but, in the case of 

offshore wind power clusters, the proposed length and parameters of the cable are essential, 

because the data line changes depending on the nodes that are connected. 

It is important to remark that in the proposed algorithm the study is done using 

wind power clusters, but could be implemented any type of power system. 

Latitude and longitude are also necessary to calculate the distance between nodes. 

The parameters of the line can be calculated if the distance is known to generate the 

network and to obtain power flow and harmonic propagation. To calculate the distance 

between two points on a sphere the haversine formula is implemented. The haversine 

formula calculates an accurate result.  

If the cable diameter changes, the harmonics will be affected, thicker diameters 

would decrease the harmonic propagation, but the cost will be increased considerably, in 

that way it is important to define the best cable diameter to reduce the cost, but this 

function it is not implemented in the algorithm. Also, it is not implemented the possibility 

to have two or more connection between two nodes, this option could reduce the cost of 

the cable and the harmonic propagation. To implement a subroutine to determine the best 

cable diameter it is necessary the information of the cable.  

Time comparison it is done to select the best distance to connect each node. The 

processing time depends on the number of nodes and lines generated. Also, it depends on 

the number of chromosomes generated in the initial population. If the number of the initial 

population is high, the algorithm will take too much time to process, but if the number is 

low, the results could be less than optimal. To improve the performance of the algorithm, 

the initial population should not have restrictions on the number and length of lines.  

After the initial population is generated, the algorithm eliminates the number of 

lines according to the restrictions of length. This stage improves the evolutionary algorithm 

to start the genetic algorithm having improved the first generation. 

Pareto fronts help to minimise the number of chromosomes, eliminating all the 

chromosomes that do not comply with parameters according to the constraints 

implemented in the algorithm. The best chromosomes are kept for the next generation. 
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The crossover is done by pairs between all the chromosomes of the Pareto fronts 

selected. This is because, in this specific problem, the Pareto front does not generate too 

many valid chromosomes. Furthermore, many chromosomes are eliminated because there 

are isolated nodes, or the solution does not converge to any valid parameters. With the 

number of chromosomes, in the next generation, the probability of finding a better solution 

is low. Usually, only a few chromosomes are generated in this second generation. 

The consequences of eliminating lines are the: decrease in the total length of the 

cable. In addition, the average THD decreases, but power losses increase. 

The algorithm automatically generates the report to compare different options and 

has the possibility of suggesting the best configuration. These reports can be used to make 

recommendations for possible control strategies of wind power clusters planned for the 

near future in the North Sea. Also, the algorithm can be implemented in other locations for 

a variety of projects. 

The MOEA developed performs well in reconfiguring the network proposed. 

Comparisons of time processing suggest that it is better to use all the possible connections 

and then go onto eliminating the most extended lines. This procedure efficiently improves 

processing time.  
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666   Case studies, results, and discussion 

Different scenarios were proposed, and each scenario had a different number of 

wind power clusters located at different locations within an area. Latitudes and longitudes 

of each wind power cluster were used to calculate the distances and impedances of the 

lines. An onshore fixed 30 nodes AC grid was considered, and the 30 nodes grid is the 

IEEE-30 nodes modified in this research for harmonic analysis. The onshore and offshore 

grids are considered to be placed in the North Sea. Nodes for Scenario 1 are shown in 

Figure 6.1. 

 
Figure 6.1.  Nodes used for Scenario 1. 
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Scenario 1: This scenario has two nodes that can be connected to 8 offshore wind 

power clusters, each one of 1.2 GW. The whole network consists of 40 nodes; the first 30 

nodes correspond to the onshore AC grid. Node 31 is connected to node 14 and node 32 is 

connected to node 15. The offshore wind power clusters are located near the Dogger Bank, 

ranging from 125 km to 290 km of the shore.  

Scenario 2: This scenario has eight offshore wind power clusters corresponding to 4 

of the Dogger Bank and 4 of the Hornsea. The whole network is of 38 nodes, and as per 

Scenario 1, the first 30 nodes correspond to the onshore AC grid. Nodes 12, 13, 14, and 15 

can be connected to the offshore wind power clusters. The eight offshore wind power 

clusters are the following: Creyke Beck A and B and Teeside A and B, each one of 1.2 GW, 

Hornsea project One of 1.2 GW, Hornsea project Two of 1.8 GW, Hornsea project Three 

of 2 GW, and Hornsea project Four of 1 GW. Nodes for Scenario 2 are shown in Figure 

6.2. 

 
Figure 6.2.  Nodes used for Scenario 2. 
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Scenario 3: This scenario has 15 offshore wind power clusters located at Dogger 

Bank, Hornsea, and Seagreen, The whole network is of 45 nodes, the first 30 nodes 

correspond to the onshore AC grid. Wind power clusters can be connected to nodes 3, 4, 

12, 13, 14, and 15. The 15 offshore wind power clusters are the following: Creyke Beck A 

and B and Teeside A and B, each one of 1.2 GW, Hornsea project One of 1.2 GW, 

Hornsea project Two of 1.8 GW, Hornsea project Three of 2 GW and Hornsea project Four 

of 1 GW, Seagreen Alpha and Bravo of 525 MW, Charlie of 610 MW, Delta and Echo of 

605 MW, Foxtrot of 565 MW, and Golf of 225 MW. Nodes for Scenario 3 are shown in 

Figure 6.3. 

 
Figure 6.3.  Nodes used for Scenario 3. 

Scenario 1 is compared with 50, 100, 1,000, and 2,000 chromosomes generated. 

The purpose of comparing different numbers of generated chromosomes is to show that 

with 100 chromosomes, the results are adequate. 
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6.1 Time elapsed in generating chromosomes using Scenario 1 

Using Scenario 1, the total time to generate and process 50 chromosomes is 30 

minutes; 100 chromosomes is 46 minutes; 1,000 chromosomes is 8 hours 41 minutes, and 

2,000 chromosomes is 17 hours 34 minutes. To compare the time elapsed, there are only 

two generations. 

6.1.1 Scenario 1, time of chromosomes generated 

To generate 100 chromosomes the time elapsed is 1 minute and 55 seconds, in 

comparison with 20 minutes and 53 seconds taken to generate 1,000 chromosomes and 43 

minutes and 36 seconds to generate 2,000 chromosomes for Scenario 1. 

The results are similar to the results obtained after processing chromosomes when 

1,000 and 2,000 chromosomes are generated, but the generation time decreases 

significantly. Graphs are obtained automatically from the report generated by the algorithm. 

In Figure 6.4 graphs of chromosomes after the longest lines are eliminated are shown, and 

a minimal tree for each configuration is obtained. The graphs are for 100 chromosomes 

generated. In the XY graph, most of the chromosomes are between 0.225 and 0.3 per unit 

in the power losses in axe y and between 0.05 to 0.1 percent of average THD in axe x. 

Some chromosomes are excluded from this area.  

It can be observed that power losses have increased, but the average THD has 

decreased, similar to in the generation of 1,000 and 2,000 chromosomes. To obtain 

minimum distance trees, the time elapsed is 44 minutes in comparison with the time 

elapsed of 8 hours 34 minutes taken to generate 1,000 and the time elapsed of 17 hours 10 

minutes taken to generate 2,000 chromosomes. 

  
Figure 6.4.  Longest lines eliminated of the 100 chromosomes generated. 
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Figure 6.5 shows the best chromosomes of the second generation after the 

crossover and mutation process. There are 5 Pareto fronts of the functions of average THD 

and power losses shown. To generate 100 chromosomes, to eliminate the longest distances, 

to eliminate chromosomes that do not converge to a solution, to obtain the best 

chromosomes using the Pareto front, and to use the best chromosomes to crossover and 

mutate to obtain a second generation, it entails an elapsed time of 46 minutes and 40 

seconds that can be compared with 8 hours 41 minutes taken to generate 1,000 

chromosomes and 17 hours 34 minutes taken to generate 2,000 chromosomes. After two 

generations, the algorithm generates 9 chromosomes or configurations as the best options. 

  
Figure 6.5.  Pareto front obtained in the second generation of 100 chromosomes generated. 

 

Table 6.1 shows the data obtained for the best chromosomes of the second 

generation after the crossover and mutation process. It must be noted that there is not 

necessarily a coincidence between the best options with the number of lines, the longest 

distance, or the total length of the cable. 

TABLE 6.1. DATA OBTAINED FOR THE SECOND GENERATION OF 100 CHROMOSOMES 

 

THD 
(%) 

Power 
losses  
(p.u.) 

Number 
of lines 

Maximun 
distance 

(km) 

Total 
cable 
length 
(km) 

1 0.0496 0.3311 51 72.8199 616.8069 
2 0.0505 0.3228 51 56.7809 578.9156 
3 0.0520 0.2465 51 56.7809 637.9391 
4 0.0521 0.2424 52 51.8084 656.7756 
5 0.0525 0.2356 52 44.3771 637.3500 
6 0.0572 0.2298 53 48.2967 716.0741 
7 0.0578 0.2283 52 72.8199 631.7711 
8 0.0702 0.2280 51 44.3771 631.9523 
9 0.0939 0.2251 53 48.2967 772.0124 
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6.1.2 Different number of chromosomes for Scenario 1 

Figure 6.6 shows the Pareto front’s comparison with the different number of 

chromosomes generated: 50, 100, 1,000, and 2,000 chromosomes. Figure 6.6 (a) shows the 

full range, and Figure 6.6 (b) shows a zoomed-in version of the results in a range of 0.049 

to 0.066 of the average THD and 0.223 to 0.25 of power losses. Results indicate that the 

configurations of the network approach the average THD to 0.05 percent and power losses 

to 0.223 per unit as the best configuration of the network. This approach is independent of 

the number of chromosomes generated as part of the first generation. This criterion can be 

used to suggest a configuration for the offshore wind power clusters. 

The time to generate only 100 chromosomes decreases significantly, and the results 

in comparison with a larger number of generated chromosomes are similar. So, it is a good 

approximation to start the first generation with ten times the nodes that are changing 

connections and then generate ten times the number of initially generated chromosomes. 

  
 (a)    (b) 

Figure 6.6.  Comparison of results with a different number of chromosomes for Scenario 1. 

 

6.2 Mono and multi-objective functions 

An algorithm is used to create 500 chromosomes in order to compare results when 

only one function is used to obtain results and when multiple functions are used. For this 

purpose, Scenario 1 was used to obtain data. 
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6.2.1 Using mono-objective function 

On first generation, 500 chromosomes are generated, and after 1,000 generations, 

241 chromosomes are generated. Figure 6.7 shows the results ordered by the logarithmic 

average of THD, and the values are from 0.0478 to 0.1383 %.  

 

Figure 6.7.  Functions ordered by logarithmic average of THD: 0.0478 % - 0.1383 %. 

 

Table 6.2 shows the data ordered by the logarithmic average of THD. It is found 

that the logarithmic average of THD values are increasing, but all the other variables do 

not have a sequence. This could result in a low logarithmic average of THD, but the 

corresponding power losses are too high. The same results emerge for the other variables. 

Only the first ten chromosomes are shown. 

 
TABLE 6.2. DATA ORDERED BY LOGARITHMIC AVERAGE OF THD 

 

THD 
(%) 

Power 
losses  
(p.u.) 

Number 
of lines 

Maximun 
distance 

(km) 

Total 
cable 
length 
(km) 

1 0.0478 0.3287 51 167.1298 591.8186 
2 0.0478 0.3293 51 167.1298 627.7066 
3 0.0485 0.3304 51 167.1298 591.8186 
4 0.0497 0.3228 51 167.1298 612.9728 
5 0.0498 0.3290 51 167.1298 591.9106 
6 0.0501 0.3267 51 167.1298 625.3344 
7 0.0506 0.2487 51 167.1298 571.4340 
8 0.0506 0.2490 51 167.1298 607.3220 
9 0.0509 0.3252 51 167.1298 607.9495 
10 0.0509 0.2832 51 153.8767 631.0162 
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Figure 6.8 shows the values ordered by power losses, with values from 0.2251 to 

0.3354 p.u. The results are similar, as power losses are increasing, but the corresponding 

values of the logarithmic average of THD do not have a sequence similar to other functions. 

  
Figure 6.8.  Functions ordered by power losses: 0.2251 p.u. – 0.3354 p.u. 

 

Table 6.3 shows data ordered by power losses. It is found that power losses values 

are increasing, but all the other variables do not have a sequence. Only the first ten 

chromosomes are shown. 

TABLE 6.3. DATA ORDERED BY POWER LOSSES 

 

THD 
(%) 

Power 
losses  
(p.u.) 

Number 
of lines 

Maximun 
distance 

(km) 

Total 
cable 
length 
(km) 

1 0.1218 0.2251 53 153.8767 724.7720 
2 0.0682 0.2253 53 153.8767 732.7091 
3 0.0770 0.2258 53 153.8767 789.8820 
4 0.0548 0.2266 52 153.8767 628.6891 
5 0.1007 0.2267 53 153.8767 683.9423 
6 0.0692 0.2267 54 153.8767 785.5422 
7 0.0555 0.2269 52 153.8767 636.6262 
8 0.0704 0.2277 52 153.8767 637.2424 
9 0.1383 0.2278 51 153.8767 636.0743 
10 0.0992 0.2279 53 153.8767 693.3438 

 

6.2.2 Using multi-objective function 

The same 500 generated chromosomes are used to compare results when the multi-

objective algorithm is used, the maximum distance is 45 km, and 5 Pareto fronts are 

considered. The maximum distance of 45 km is considered to avoid distances too large, but 

the algorithm is allowed to interconnect with more than one line to each node. Figure 6.9 
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shows the chromosomes after the longest lines were eliminated. An XY graph with the 

logarithmic average of THD and power losses is shown. The time elapsed to obtain 

minimum distance trees and eliminate invalid chromosomes is 4 hours and 5 minutes. 

  
Figure 6.9.  Longest lines eliminated of the 500 chromosomes generated. 

Figure 6.10 shows the best 7 chromosomes after the crossover and mutation process. 

  
Figure 6.10.  Pareto front obtained after 1,000 generations with the first generation of 500 chromosomes. 

Table 6.4 shows the data of the best 7 chromosomes after 1,000 generations. First, 

the fifth and seventh chromosomes are highlighted to compare the results with the mono-

objective function. 

TABLE 6.4. DATA OBTAINED FOR 500 CHROMOSOMES GENERATED AFTER 1,000 GENERATIONS 

 

THD 
(%) 

Power 
losses  
(p.u.) 

Number 
of lines 

Maximun 
distance 

(km) 

Total 
cable 
length 
(km) 

1 0.0478 0.3287 51 167.1298 591.8186 
2 0.0497 0.3228 51 167.1298 612.9728 
3 0.0506 0.2487 51 167.1298 571.4340 
4 0.0519 0.2324 51 153.8767 625.0930 
5 0.0548 0.2266 52 153.8767 628.6891 
6 0.0682 0.2253 53 153.8767 732.7091 
7 0.1218 0.2251 53 153.8767 724.7720 
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From Table 6.2, the best chromosome generated for the logarithmic average of 

THD is the first option in Table 6.4 that shows results when it is used in the multi-objective 

algorithm. The logarithmic average of THD is 0.0478%, and the power losses value is 

0.3287 p.u. Furthermore, using additional information, this configuration has 51 lines, and 

the total cable length is 591.81 km. Figure 6.11 shows the first configuration proposed by 

the algorithm. 

 
Figure 6.11.  Configuration 1 for Scenario 1. 

 

From Table 6.3, the best chromosome generated for power losses is the last option 

in Table 6.4 that shows results when it is used the multi-objective algorithm. The 

logarithmic average of THD is higher than the first option at 0.1218%, and the power 

losses value is lower at 0.2251 p.u. Also, using additional information, this configuration 
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has two more lines, 53 lines, and the total cable length is longer at 724.77 km. Figure 6.12 

shows the last configuration proposed by the algorithm. 

 
Figure 6.12.  Configuration 7 for Scenario 1. 

 

Choosing the fifth chromosome from Table 6.4, there is an interaction between the 

two objective functions. The logarithmic average of THD is higher than the first option, 

but it is lower than last option at 0.0548%, and the power losses value is also lower than 

the first option but higher than last option at 0.2266 p.u. Also, using additional information, 
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this configuration has 52 lines, and the total cable length is 628.68 km. Figure 6.13 shows 

the fifth configuration proposed by the algorithm. 

 
Figure 6.13.  Configuration 5 for Scenario 1. 

The total processing time for data is 49 hours, 23 minutes, and 14.322 seconds and 

after 1000 generations, seven chromosomes are generated as the best options. The number 

of lines and transformers is 52, with 16 generation nodes and 24 load nodes, and with a 

total of 40 nodes. There are eight load nodes with harmonics injected, and seven harmonics 

are considered. The processing time for the power flow and harmonic propagation study 

for this configuration is  0.904 seconds in 4 iterations. 
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In Figure 6.14, the DPI of the system nodes is shown, and Figure 6.15 shows the 

harmonic voltages on the network for the proposed configuration, Configuration 5.  

 
Figure 6.14.  DPI graph for Configuration 5. 

 
 

 
Figure 6.15.  Harmonic voltages graph. 

6.3 Results for Scenario 1 

Scenario 1 has 32 fixed nodes and eight nodes that are randomly connected. Node 

31 is connected to node 14 and node 32 is connected to node 15. The eight nodes generated 

represent offshore wind power clusters of 1.2 GW each, and these can be connected 

between them or to nodes 31 and 32.  

For Scenario 1, to generate 100 chromosomes the time elapsed is 2 minutes and 25 

seconds. In the XY graph, most of the chromosomes are between 0.16 and 0.24 per unit in 

the power losses in axe y and between 0.1 to 2 percent of the average THD in axe x. 

The data shown is solely for comparison with the data obtained when the longest 

lines are eliminated, and a minimal tree is obtained for each configuration. Graphs are 

obtained from the report generated by the algorithm. 

In Figure 6.16, graphs of chromosomes are shown after the longest lines are 

eliminated, and a minimal tree for each configuration is obtained. 
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The graphs are for 100 chromosomes generated. In the XY graph, most of the 

chromosomes are between 0.22 and 0.34 per unit in the power losses in axe y and between 

0.05 to 0.16 percent of average THD in axe x. Some chromosomes are excluded from this 

area. It can be observed that power losses have decreased significantly and that the average 

THD has decreased too. 

  
Figure 6.16.  Longest lines eliminated of the 100 chromosomes generated, Scenario 1. 

 

Figure 6.17 shows the best chromosomes of the first generation after the crossover 

and mutation process. The Pareto fronts of the functions of average THD and power losses 

are shown.  

To generate 100 chromosomes, to eliminate the longest distances, to eliminate 

chromosomes that do not converge to a solution, to obtain the best chromosomes using the 

Pareto front, and to use the best chromosomes to crossover and mutate to obtain the first 

generation it was involved an elapsed time of 50 minutes. 

  
Figure 6.17.  Pareto front obtained in the first generation of 100 chromosomes generated, Scenario 1. 
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Figure 6.18 shows the best chromosomes after 1,000 generations and after the 

crossover and mutation process. To generate 1,000 generations, the time elapsed is 19 

hours, 32 minutes, and the algorithm generates eight chromosomes or configurations as the 

best options.  

  
Figure 6.18.  Pareto front obtained after 1,000 generations for Scenario 1. 

 

Table 6.5 shows the data obtained for the best chromosomes. It must be noted that 

there is not necessarily a coincidence between the best options with the number of lines, 

the longest distance, or the total length of the cable. 

TABLE 6.5. DATA OBTAINED AFTER 1,000 GENERATIONS FOR SCENARIO 1 

 

THD 
(%) 

Power 
losses  
(p.u.) 

Number 
of lines 

Maximun 
distance 

(km) 

Total 
cable 
length 
(km) 

1 0.0485 0.3229 51 167.1298 588.5649 
2 0.0517 0.2762 51 153.8767 616.6151 
3 0.0535 0.2398 52 153.8767 665.8188 
4 0.0560 0.2300 52 153.8767 744.8725 
5 0.0653 0.2291 54 153.8767 745.2685 
6 0.0832 0.2279 53 153.8767 716.6702 
7 0.0833 0.2278 53 153.8767 711.6977 
8 0.1252 0.2276 53 153.8767 687.8610 

 
The results indicate that the configurations of the network approach the average 

THD to 0.056 percent and power losses to 0.23 per unit as the best configuration of the 

network. This criterion can be used to suggest a configuration of the offshore wind power 

clusters. A complete report is available on Appendix H, Section H.2. 
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6.4 Results for Scenario 2 

Scenario 2 has eight offshore wind power clusters corresponding to 4 clusters of the 

Dogger Bank and 4 clusters of the Hornsea. Nodes 12, 13, 14 and 15 can be connected to 

the offshore wind power clusters. The eight offshore wind power clusters are the 

following: Creyke Beck A and B and Teeside A and B, each one of 1.2 GW, Hornsea 

project One of 1.2 GW, Hornsea project Two of 1.8 GW, Hornsea project Three of 2 GW, 

and Hornsea project Four of 1 GW.  

For Scenario 2, to generate 100 chromosomes, the time elapsed is 17 minutes and 

36 seconds. In the XY graph, most of the chromosomes are between 3 and 13 per unit in 

the power losses in axe y and between 0.2 to 2 percent of the average THD in axe x. 

The data shown is solely for comparison with the data obtained when the longest 

lines are eliminated, and a minimal tree for each configuration is obtained. The graphs are 

obtained from the report generated by the algorithm. 

In Figure 6.19, graphs of chromosomes after the longest lines are eliminated are 

shown, and a minimal tree for each configuration is obtained. 

The graphs are for 100 chromosomes generated. In the XY graph, most of the 

chromosomes are between 0.22 and 0.65 per unit in the power losses in axe y and between 

0.04 to 0.12 percent of the average THD in axe x. Some chromosomes are excluded from 

this area. It can be observed that the power losses have decreased significantly and the 

average THD has decreased as well. 

  
Figure 6.19.  Longest lines eliminated of the 100 chromosomes generated, Scenario 2 

 

Figure 6.20 shows the best chromosomes of the first generation after the crossover 

and mutation process. The Pareto fronts of the functions of the average THD and power 

losses are shown.  
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To generate 100 chromosomes, to eliminate the longest distances, to eliminate 

chromosomes that do not converge to a solution, to obtain the best chromosomes using the 

Pareto front and, to use the best chromosomes to crossover and mutate to obtain the first 

generation it was involved an elapsed time of 1 hour and 24 minutes. 

  
Figure 6.20.  Pareto front obtained in the first generation, Scenario 2. 

 

Figure 6.21 shows the best chromosomes after 1,000 generations and after the 

crossover and mutation process. To generate 1,000 generations, the time elapsed is 35 

hours and 7 minutes, and the algorithm generates 13 chromosomes or configurations as the 

best options.  

  
Figure 6.21.  Pareto front obtained after 1,000 generations for Scenario 2. 

 

Table 6.6 shows the data obtained for the best chromosomes. It must be noted that 

as in the first generation, there is not necessarily a coincidence between the best options 

with the number of lines, the longest distance, or the total length of the cable. 
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TABLE 6.6. DATA OBTAINED AFTER 1,000 GENERATIONS FOR SCENARIO 2 

 

THD 
(%) 

Power 
losses  
(p.u.) 

Number 
of lines 

Maximun 
distance 

(km) 

Total 
cable 
length 
(km) 

1 0.0447 0.3722 49 111.7604 418.4618 
2 0.0461 0.3597 49 111.7604 401.8721 
3 0.0463 0.3515 50 111.7604 424.0210 
4 0.0466 0.2893 49 111.7604 440.0372 
5 0.0496 0.2811 50 111.7604 432.7067 
6 0.0515 0.2772 50 111.7604 398.1801 
7 0.0517 0.2731 49 133.9574 499.9185 
8 0.0525 0.2700 49 113.0968 438.5422 
9 0.0526 0.2693 49 113.0968 454.3281 
10 0.0536 0.2674 49 113.0968 433.9902 
11 0.0565 0.2653 50 111.7604 467.6053 
12 0.0607 0.2609 49 133.9574 534.8170 
13 0.0616 0.2589 49 113.0968 503.4154 

 
The results indicate that the configurations of the network approach the average 

THD to 0.055 percent and power losses to 0.26 per unit as the best configuration of the 

network. This criterion can be used to suggest a configuration of the offshore wind power 

clusters. A complete report is provided in Appendix H, Section H.3. 

6.5 Results for Scenario 3 

Scenario 3 has 15 offshore wind power clusters located at the Dogger Bank, 

Hornsea, and Seagreen. Wind power clusters can be connected to nodes 3, 4, 12, 13, 14, 

and 15. The 15 offshore wind power clusters are as follows: Creyke Beck A and B and 

Teeside A and B, each one of 1.2 GW, Hornsea project One of 1.2 GW, Hornsea project 

Two of 1.8 GW, Hornsea project Three of 2 GW and Hornsea project Four of 1 GW, 

Seagreen Alpha and Bravo of 525 MW, Charlie of 610 MW, Delta and Echo of 605 MW, 

Foxtrot of 565 MW, and Golf of 225 MW. 

For Scenario 3, to generate 150 chromosomes, the time elapsed is 5 minutes and 42 

seconds. In the XY graph, only one chromosome is shown, because, with the long 

distances, the algorithm does not converge to a solution. The chromosomes are generated 

to be processed and to eliminate the longest lines in order to obtain a solution. For only one 

generated chromosome, power losses in axe y are 18 per unit, and the average THD in axe 

x is 0.87 percent. 

The data shown is solely for comparison with the data obtained when the longest 

lines are eliminated, and a minimal tree for each configuration is obtained. The graphs are 

obtained from the report generated by the algorithm. 
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In Figure 6.22, chromosomes, after the longest lines are eliminated, are shown, and 

a minimal tree for each configuration is obtained. The graphs are for 100 chromosomes 

generated. In the XY graph, most of the chromosomes are between 0.25 and 0.55 per unit 

in the power losses in axe y and between 0.06 to 0.12 percent of the average THD in axe x. 

Some chromosomes are excluded from this area. It can be observed that power losses have 

decreased significantly compared with the only chromosome shown in the first generation, 

and also, the average THD has decreased. 

  
Figure 6.22.  Chromosomes after longest lines are eliminated of the 150 chromosomes, Scenario 3. 

 
Figure 6.23 shows the best chromosomes of the first generation after the crossover 

and mutation process. It is the Pareto front of the functions of the average THD and power 

losses. To generate 150 chromosomes, to eliminate the longest distances, to eliminate 

chromosomes that do not converge to a solution, to obtain the best chromosomes using the 

Pareto front, and to use the best chromosomes to crossover and mutate to obtain the first 

generation it was involved an elapsed time of 9 hours and 23 minutes. 

  
Figure 6.23.  Pareto front obtained in the first generation of 150 chromosomes generated, Scenario 3. 
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Figure 6.24 shows the best chromosomes after 500 generations and after the 

crossover and mutation process. To generate 500 generations, the time elapsed is 61 hours, 

and the algorithm generates eight chromosomes or configurations as the best options.  

  
Figure 6.24.  Pareto front obtained after 500 generations for Scenario 3. 

 

Table 6.7 shows the data obtained for the best chromosomes. It must be noted that 

as in the first generation, there is not necessarily a coincidence between the best options 

with the number of lines, the longest distance, or the total length of the cable. 

TABLE 6.7. DATA OBTAINED AFTER 500 GENERATIONS FOR SCENARIO 3 

 

THD 
(%) 

Power 
losses  
(p.u.) 

Number 
of lines 

Maximun 
distance 

(km) 

Total 
cable 
length 
(km) 

1 0.0605 0.3655 60 115.3429 761.8323 
2 0.0609 0.3440 57 111.7604 614.8928 
3 0.0610 0.2753 57 111.7604 645.4751 
4 0.0617 0.2694 57 111.7604 611.6694 
5 0.0629 0.2669 60 113.0968 681.3083 
6 0.0722 0.2655 77 411.0729 4456.0700 
7 0.0965 0.2650 75 385.0543 3666.7357 
8 0.1043 0.2639 79 411.0729 5082.5616 

 
The results indicate that the configurations of the network approach the average 

THD to 0.0629 percent and power losses to 0.2699 per unit as the best configuration of the 

network. 

This criterion can be used to suggest a configuration of the offshore wind power 

clusters. A complete report is on Appendix H, Section H.4. 
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6.6 Summary 

As an example and explanation, three scenarios were proposed as case studies to 

prove the performance of the algorithm.  

Scenario 1 was proposed regarding Dogger Bank with eight offshore wind power 

clusters generating 9.6 GW. The distances between offshore wind power clusters and the 

shore range from 125 km to 290 km. Furthermore, two nodes were proposed near the shore 

to connect the offshore wind power clusters. The purpose of this scenario is to show the 

algorithm results, with distances between nodes that show the different configurations in 

detail. 

Scenario 2 was proposed using the Dogger Bank and Hornsea offshore wind power 

projects with a total capacity of 10.8 GW. 

Scenario 3 was proposed by adding to Scenario 2 with the Seagreen offshore wind 

power project, adding 3.66 GW, generating a total of 14.46 GW. 

All of this offshore capacity will be delivered to the mainland, so the study of the 

potential impact that the integration of this energy could cause is required.   

In the case of Scenario 3, the distances of the lines are very long, so the algorithm 

that calculates the power flow and harmonic propagation does not converge to a valid 

solution, and as a consequence, only a few valid chromosomes are generated. In this 

scenario, the algorithm does not eliminate the generated chromosomes. The chromosomes 

are processed, and then, the longest lines are eliminated, with this process, the algorithm 

converges to a valid solution, and then, the information can be used. 

The MOEA performs well in reconfiguring and demonstrating different solutions. 

The comparisons of time processing suggest that when processing between 50 and 100 

chromosomes, the algorithm converges to reasonable solutions and improves time.  

Additionally, comparing process time using only one objective function, it is seen 

that it is very similar to the time required in using multi-objective functions, and the result 

is improved using at least two functions.  

It should be noted that the topology affects power losses and harmonics. If the 

topology is defined based on a single objective, other parameters may become worse, but it 

is possible to obtain solutions that satisfy two or more objectives that can be considered in 

the process of design. 
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With the implementation of the algorithm, it is possible to suggest the best 

configuration in large offshore power clusters to maintain harmonics at levels that let the 

offshore wind power clusters work without problems of operation and avoid instabilities in 

the network. This suggestion must be considered with other parameters to obtain the best 

configuration to integrate the energy into the mainland successfully. 
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777   Conclusion and future work 

7.1 Conclusions 

It was found that the interaction of different offshore wind power clusters will 

generate harmonics, and with the long distances between offshore wind power clusters, the 

subsea cables could generate resonances that may cause instabilities when generated power 

is connected to the grid. Such instability could shut off one or more wind turbines, causing 

a significant fault if not controlled quickly. 

This research helps determine that it is possible to reduce the harmonics 

propagation by changing the configuration of the offshore wind power clusters, decreasing 

the adverse effects into the onshore AC grid 

The research is focused on developing an MOEA applied to harmonic propagation 

studies and the optimisation of large offshore wind power clusters considered in the future 

projects that will take place in the North Sea. This is the main reason to understand the 

context of the problem of harmonic propagation and a general description of the electrical 

components of an offshore wind farm. It is essential to include the components of the 

offshore substation or substations, and furthermore, the problems related to cable layout is 

necessary to avoid resonance problems. 

It is essential to know the necessary components in order to implement data and 

obtain a better execution of the algorithm proposed to optimise the network because it is 

possible that the generation of harmonics could be present in the network, as previously 

mentioned, the network includes different components.  

Comprehensive research work on power flow, harmonic propagation, and methods 

to solve them has been carried out, and it was noted that the harmonics generated in a wind 

farm could be treated as one unit to connect with other offshore wind farms in order to 

create a sole sizeable offshore wind power cluster that will interact with other offshore 

wind power clusters as well. 
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These are appropriate reasons to optimise the connection between offshore wind 

power clusters in order to minimise harmonic propagation and avoid resonance problems 

using only the configuration of the wind power clusters. 

Based on the general review, a suitable power flow method was chosen. The 

algorithm to obtain power flow is based on the Newton-Raphson method that allows for 

the solving of the mismatched equations. The algorithm can be implemented in any 

language, and it can work with optimal results. 

Furthermore, the theory to obtain harmonic propagation has been presented, and it 

was found that the current injection method used for harmonic propagation study and it 

facilitates the implementation of any device that generates distortion by harmonics. Such 

devices could be a single turbine, a wind farm, or a wind power cluster. Subsequently, this 

is the main reason to implement the current injection method in the power flow algorithm 

in order to calculate harmonic propagation. 

Based on what was mentioned above, the algorithm was developed and 

programmed in order to obtain power flow and harmonic propagation, and the data was 

also used in the objective functions in the MOEA developed. 

Another topic that was reviewed was the evolutionary algorithms theory. A 

comprehensive overview of recent research of this topic has been carried out, and it was 

found that evolutionary algorithms are different from the conventional optimisation 

methods and converge to the global optimum solutions. 

Additionally, it was found that an advantage of genetic algorithms is their 

parallelism because genetic algorithms travel in a search space with more individuals, so 

they are less likely to get stuck in a local extreme as in other methods. 

It is complicated to consider all the possible variables in the optimisation of 

electrical networks. When harmonic distortion and power losses are used as functions, the 

problem is not linear, and it could be solved with evolutionary algorithms. Because 

evolutionary algorithms are generally used to solve specific difficult problems and are 

quite easy to implement, a genetic algorithm was proposed to solve the problem. 

On the other hand, choosing encoding and fitness functions can be quite tricky. 

However, if the functions and encoding are identified and defined, the genetic algorithms 

generate highly effective results. 
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After the review of the literature, one can conclude that the best genetic algorithm 

to be implemented for the task is the NSGA. The reason for this is because it is possible to 

classify Pareto fronts, and although this algorithm adopts a stochastic remainder of 

proportional selection, it is possible to get more copies of the first front because its 

chromosomes are the strongest and most capable of overcoming it. Furthermore, it is 

possible to explore other possibilities with weaker chromosomes to avoid falling into a 

local optimum solution. 

Based on this, the work presents an MOEA to reconfigure electrical systems by 

minimising harmonics and power losses. The algorithm calculates the power flow and the 

harmonic propagation, and then, it uses an evolutionary algorithm to obtain the maximum 

current flow. Data is saved from each configuration, and with all the data compiled, the 

algorithm suggests the best configuration with less THD and fewer power losses. 

Finally, in this research, an algorithm to reduce the adverse effects of the 

propagation of harmonics in the network has been developed, specifically for the grid 

proposed for the North Sea wind power clusters. 

Extensive simulation results were presented to verify all the proposed algorithms. 

Simulations were carried out using LabVIEW software, and the results are included in this 

thesis. 

The proposed algorithm considers the fact that two electrical networks exist: one is 

a fixed grid which cannot change in its configuration (onshore AC grid), and the other is a 

network (offshore wind parks) in which the only factors known are the generation points 

but not the interconnection between them and the onshore AC grid. The onshore fixed 30 

nodes grid is based on the IEEE-30 nodes modified. As the algorithm starts with a network 

with fixed nodes and lines, it is critical to know the initial values to avoid mistakes when 

the power flow is calculated. 

In this research wind power cluster were implemented, but any type of power 

systems can be implemented in the algorithm. 

The chromosomes generated to use those fixed nodes to integrate their energy into 

mainland. The nodes are located on a map. The data of each line in the fixed network does 

not change but, in case of offshore wind power clusters, the proposed length and 

parameters of the cable are essential because the data line changes depending on the nodes 

that are connected. 
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Latitude and longitude are also necessary to calculate the distance between nodes. 

The parameters of the line can be calculated if the distance is known to generate the 

network and to obtain power flow and harmonic propagation. To calculate the distance 

between two points on a sphere, the haversine formula is implemented. The haversine 

formula calculates an accurate distance.  

The validation includes the use of DFS to check that there are no isolated nodes. If 

there is at least one isolated node, the chromosome must be eliminated, because the 

algorithm to calculate power flow will not converge to a valid solution. 

The processing time depends on the number of nodes and lines generated. In 

addition, it depends on the number of chromosomes generated in the initial population. If 

the number of the initial population is high, the algorithm will take too much time to 

process, but if the number is low, the results could not be the desired ones.  

The number of chromosomes generated in the initial population is important 

because the algorithm could consume much time in eliminating lines to create the first 

generation of chromosomes. To improve the performance of the algorithm, there are two 

different stages. 

The time that is taken to generate each chromosome will depend on the distance 

that is allowed to connect the nodes. If the distance is too short, generating random 

chromosomes will be more difficult, because options for the random combination of nodes 

will be reduced drastically, and the consequence is that that generation of the population 

will take more time.  

It is better that in the first stage, the initial population does not have restrictions on 

the number and length of lines. So, the algorithm allows a longer distance, and then, it 

eliminates lines. This is because the process to eliminate lines takes almost the same time 

for each chromosome but is lower than the generation time for shorter lines. 

It must be noted that if the distance allowed is shorter than the shorter line between 

nodes, the algorithm will not find a feasible configuration because isolated nodes will be 

generated. Comparisons in time processing suggest that it is better to use all the possible 

connections and then go further regarding eliminating long lines. This procedure efficiently 

improves processing time. 
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After the initial population is generated, a second stage starts. This stage eliminates 

the number of lines according to the restrictions of length. This stage improves the 

evolutionary algorithm to start the genetic algorithm having improved the first generation. 

It must be considered that a generated chromosome in the initial stage is entirely 

different from the same chromosome after eliminating the longest lines. This is the main 

reason to obtain the first Pareto front after eliminating the longest lines. 

The Pareto fronts help in minimising the number of chromosomes, eliminating all 

the chromosomes that do not adapt to the required parameters according to the constraints 

implemented in the algorithm. The best chromosomes are kept for the next generation. 

The crossover is by pairs between all the chromosomes of the Pareto fronts selected. 

This is because, in this specific problem, the Pareto front does not generate too many valid 

chromosomes. Also, many chromosomes are eliminated, because there are isolated nodes 

or the solution does not converge to any valid parameters. 

The consequence of eliminating lines is the decrease in the total length of the cable. 

In addition, the average THD decreases, but power losses increase, amongst other factors. 

With the THD of each node, a logarithmic average of THD is calculated. The 

reason for this is to avoid a low distortion value if there is only one high THD and the 

others THDs are low. This is important in order to obtain a better performance of the 

algorithm. 

Furthermore, the longer the length of lines, the higher the capacitive effect is, and 

power losses can be more significant too. Power losses depend on cable resistance and the 

current line. This is P=I2R, and the current depends on the voltage in the nodes of the line. 

This is why its behaviour cannot be predicted. 

In the thesis it is used a single type of cable, but the voltage of the cables is relevant 

for harmonic propagation. A change of the type of cable, affects the whole network. A 

function that can be implemented is the cost of the cable, information of each type of cable 

can be implemented, and furthermore, thicker diameter of cables will decrease the effect of 

the harmonic propagation, and power losses, but will increase the cost of the cable. With 

the cable information, a function that calculates the diameter of the cable and the 

relationship with the harmonic propagation and power losses can be implemented to 

minimise the total cost. If the power exceeds the cable capacity, the function can include 
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the possibility of redundancies between nodes, to connect a parallel line, or even more 

lines. 

The THD increases due to resonance phenomena and with the change in the 

configuration of the network, the response in the THD can be very drastic. Harmonic 

impedance generated by long transmission cable causes parallel resonances that have a 

frequency shift depending on the number of cables connected. 

When the number of cables is reduced, there is a shift to lower frequencies. Also, 

harmonics produced by the wind turbines have a frequency shift according to the wind 

speed, the number of turbines, and cables in operation. 

Additionally, when a parallel resonance occurs at the same frequency as one of the 

harmonics produced by the wind turbines, a situation can be presented in the grid, causing 

a major fault, as network instabilities can cause the turbines to remain out of service, or 

even worse, they can cause a cascading effect in other turbines that may overheat and 

damage the equipment. 

A high THD is mainly due to parallel resonance problems at this specific node of 

the network. 

Significant power losses are mainly due to very considerable differences in voltage 

between the end nodes of the lines and cables. 

The harmonic propagation and power flow algorithm were presented, developed 

and programmed, and they were used as objective functions in a genetic algorithm. The 

algorithm was implemented as a subroutine within the genetic algorithm. 

Also, an evolutionary algorithm has been developed, programmed, and 

implemented. Algorithms developed were implemented, and an MOEA was created in 

order to obtain the desired results. 

Topology affects power losses and harmonics. If the topology is defined based on a 

single objective, other parameters may become worse, but it is possible to obtain solutions 

that satisfy two or more objectives that can be considered in the process of design. 

The MOEA developed performs well in reconfiguring and minimising power losses 

and THD in the network proposed. The polymorphism of LabVIEW was very useful to 

obtain the results that are necessary to implement the algorithm and use it within another 

algorithm. 
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The algorithm that was implemented is quite simple and easy, and it is also 

advantageous. This is the reason for nature using genetic algorithms, and although it takes 

a long time, nature has enough time to process such complex aspects and does so 

efficiently. However, when the same processes have to be carried out using a computer, the 

computer has to be forced to be faster to obtain the best results. 

7.2 Contributions 

This thesis contributes to developing an optimisation algorithm to minimising 

power losses and THD by implementing an MOEA to suggest the best interconnection 

options for the projects of the near future in the North Sea. 

The advantage of optimisation using an evolutionary algorithm is that it offers high-

performance global search ability. This means that chromosomes can find feasible 

solutions in all possible search areas. 

Therefore, an optimisation method based on an evolutionary and genetic algorithm 

is proposed to solve the optimal configuration problem in this research, using power flow 

and harmonic propagation as the primary functions. 

The algorithm automatically generates the report to compare different options and 

has the possibility of suggesting the best configuration. These reports can be used to make 

recommendations for possible control strategies of wind power clusters planned for the 

near future in the North Sea. 

Furthermore, the algorithm can be implemented in other locations with a variety of 

projects and scenarios. 

Using the average THD and power losses improves the configuration, but the total 

value of the length of the cable could be used to suggest a better configuration. Also, the 

DPI could help avoid a configuration with resonance or improve the network. 

7.3 Future work 

Further research is required to optimise some parts of the algorithm in order to 

improve processing time, as the use of subroutines to send and receive information and 

optimise the main algorithm is important. 

Also, different kinds of encoding, selection, crossover, and mutation could be 

implemented. 
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Instead of the Newton-Raphson method, another method could be implemented to 

calculate power flow and harmonic propagation and prove performance. 

The THD and the power losses are the primary objective functions, but other 

function can be implemented, and not only electrical, cost functions could also be 

implemented to minimise economic factors. 

The network can be increased to include all the nodes of the North Sea and for the 

future projects to deliver all generated energy to the main onshore AC grid. 

Each component can be modelled to use better approximations of data, specifically 

the harmonic models. 

Develop a function to let the connection of two or more lines between nodes with in 

order to minimise the cost of the cable using cables of less diameter. This function can 

optimise the cost of the cable, the harmonic propagation and the power losses. 

The algorithm could be implemented with different type of elements to be used 

with multi-technology offshore wind turbines, only it is necessary to include the node with 

the harmonic injected currents of each element according to the harmonic model.   
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Appendices 

 The algorithms were implemented in LabVIEW and the virtual instruments 
developed are as follows:  

- 00 Main Genetic.vi (Main virtual instrument - Appendix G) 

- 1 PF and HP For Genetic.vi (Randomly generates chromosomes - Appendix F) 

- 1 PF and HP only calculate.vi (Evaluate chromosomes - Appendix E) 

- 2 Power Flow and Harmonic Propagation.vi (Calculate the harmonic propagation and 
power flow of the network - Appendix A) 

- 0 DFS Algorithm.vi (Implement the DFS algorithm - Appendix B) 

- 0 DFS VI Recursivity.vi (Calls the DFS algorithm to be used recursively - Appendix B) 

- 3 Graph.vi (Draw in the North Sea map the connections of the nodes - Appendix C) 

- 3 Zin.vi (Obtain distance and Impedance of the lines - Appendix D) 

- 4map768x1320tif.jpg (Map of the North Sea used to show the network) 
 

Because LabVIEW is a visual program, the algorithms can be extensive to be 

clearly displayed on an A4 sheet size, so for the algorithms “2 Power Flow and Harmonic 

Propagation.vi”, “1 PF and HP For Genetic.vi” and “00 Main Genetic.vi” an A1 sheet 

size is attached where the complete algorithm can be reviewed clearly. 

A.  Power flow and harmonic propagation. Program code. 

 Algorithm “2 Power Flow and Harmonic Propagation.vi” was implemented in 

LabVIEW to calculate the power flow and the harmonic propagation on an electrical 

network. The algorithm requests the data of network and returns a cluster containing all the 

information. The icon of the algorithm is shown in Figure A.1; it shows the input and 

output cluster data. 

 
Figure A.1. Icon of the power flow and harmonic propagation data in and out algorithm developed in LabVIEW. 

 
 

The front panel of the algorithm is shown in Figure A.2; the front panel shows all 

data that is necessary to calculate the power flow and harmonic propagation. The operation 

of this algorithm was explained in detail in Chapter 4 and examples were implemented in 

Chapter 5. 
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Figure A.2. Front panel of the harmonic propagation and power flow algorithm. 
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Figure A.19 shows the algorithm implemented; it is printed on an A1 sheet size on 

page 157. Figure A.19 (a) shows the input cluster and data is assigned to the input 

variables (b). The number of lines and transformers is obtained from n1, a vector of the 

output node. With the length of n10 is gotten the number of elements in derivation. Load 

nodes with harmonics injected are obtained from the length of nfi, load nodes containing 

harmonic injection. Ari has the injected harmonics, and its length is the number of 

harmonic to be considered. 

 In Figure A.19 (c) there is the initialisation of variables, and the vectors are 

synchronized to show the same element number for each vector. 

In Figure A.19 (d) is shown the process to obtain the number of generation and load 

nodes. tn has the information of node type: Slack node is S, and it is node 1, generation 

node is V, and load node is C. It is checked each element of tn. In (d1) is shown the default 

option, if there is a load node, C, then nc is increased. If there is a generation node or the 

slack node, then ng is increased, Figure A.3 (d2) and (d4). The result is the number of total 

nodes N. 

   
Figure A.3. Options for generation node and slack node. 

In Figure A.19 (e) starts the power flow study, first is the variable initialisation. In 

(f) it is created the nodal admittance matrix of the network, Ybus, for power flow study. In 

(g) elements in derivation are considered in Ybus, if there is an element in derivation, then 

it is added to Ybus, (g1). 

In Figure A.19 (h) it is calculated the total power and angles are initialised with 

zero in nodes PQ and PV. If the element is a load node, C, then is used the option in (h3). 

In case that element is a generation node then is used the function shown in Figure A.4 

(h2). 
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Figure A.4. Option to calculate total power when is a generation node. 

In Figure A.19 (i) it is calculated the active and reactive power using Ybus. Also, 

the Jacobian is initialised with 0s. The matrix is of NxN. The Jacobian is calculated in (j). 

To calculate the Jacobian, different options are depending on the output node type and the 

input node type. 

One option is that the output node is a load node, C, Figure A.19 (j2) and the input 

node be a load node too, C, (j2b). If the index of row and column are different then 

functions to calculate generation active power is in (j2b1a), demand active power in 

(j2b2a), reactive generation power in (j2b3a) and demand reactive power in (j2b4a). 

If the index of row and column are equal then functions to calculate generation 

active power is in Figure A.5 (j2b1b), demand active power in (j2b2b), reactive generation 

power in (j2b3b) and demand reactive power in (j2b4b). 

       

    
Figure A.5. Functions to calculate Jacobian if the index of column and row is equal. 
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A second option is that the output node is a load node, C, Figure A.19 (j2) and the 

input node be a generation node, V, Figure A.6 (j2c). If the index of row and column are 

different then only it is calculated demanded power and the functions to calculate active 

power demanded is in (j2c1a) and reactive power demanded in (j2c2a). 

 
Figure A.6. Functions for connection from load node to generation node. 

If the index of row and column are equal then functions to calculate active power 

demanded is in Figure A.7 (j2c1b) and reactive power demanded in (j2c2b). 

  
Figure A.7. Functions when index row and column are equal. 

A third option is that the output node is a generation node, V, Figure A.8 (j3) and 

the input node be a load node, C, (j3b). If the index of row and column are different then 

only is calculated demanded power, the functions to calculate active power demanded is in 

(j3b1a), and reactive power demanded in (j3b2a). 

 
Figure A.8. Functions for connection from generation node to load node. 
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If the index of row and column are equal then functions to calculate active power 

demanded is in Figure A.9 (j2c1b) and reactive power demanded in (j2c2b). 

  
Figure A.9. Functions when index row and column are equal. 

Moreover, last option is that the output node is a generation node, V, Figure A.8 

(j3) and the input node be a generation node too, V, Figure A.10 (j3c). If the index of row 

and column are different then only is calculated active demanded power with the function 

in (j3c1a). 

 
Figure A.10. Functions for connection from generation node to generation node. 

If the index of row and column are equal then functions to calculate active power 

demanded is in Figure A.11 (j3c1b). 

 
Figure A.11. Functions when index row and column are equal. 
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Finally, if node analyzed is not a load node, the function used is in Figure A.19 (k1), 

else is used the function of Figure A.12 (k2).  

 
Figure A.12. Function used when is not load node. 

Using the spare matrix, Zeros are eliminated from the Jacobian Figure A.19 (l). 

Then it is calculated deviation in power (m). If the node is load node the function used is in 

(m1), else the function used is in Figure A.13 (m2). 

 
Figure A.13. Function used for not load nodes. 

In Figure A.19 (n) deviation of voltage and angle are calculated finding the inverse 

matrix of the Jacobian and then multiplying by the deviation in power vector. Then it is 

updated voltage and angle (o). If the node is load node the function used is in (o1), else the 

function used is in Figure A.14 (o2). 

 
Figure A.14. Function used for not load nodes. 
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In Figure A.19 (p) is calculated power error between iterations. If one element is 

more significant than previous error, then this value is the new error (p1). Finally, in Figure 

A.19 (q) the algorithm checks if the error is smaller than 0.0001 or iterations are not higher 

than 20 to finish the loop. Iterations usually are less than 5, so if there are more than 20 the 

system does not converge to a solution. 

In Figure A.19 (r) power flow in lines, frequency response and harmonic voltages 

are calculated. 

In Figure A.19 (ra) it is calculated power flow in lines. In (r1) it is initialised active 

and reactive power generated. In (r2), it is checked all nodes, if any element is of 

generation, then is used the function (r2a). In (r3), it is calculated the power flow in lines 

using the load nodes angles and initial voltages. Finally, in (r4), it is calculated total 

demand, total generation and total losses. 

In Figure A.19 (s), it is calculated frequency response. In (s1), admittance and 

impedance matrices are initialised with 0s. In (s2) is compared the input, if the input is a 

transformer, T, then is used the function in (s2a), if input line, L, is used the function in 

Figure A.15. (s2b).  

 
Figure A.15. Function used if the input is a line. 

In Figure A.19 (s3) it is calculated admittance matrix. In (s4) generator impedances 

and in (s5), shunt elements are considered to calculate the admittance matrix, if at least one 

element is different of zero, then it is used the function in (s5a). 
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In Figure A.19 (s6), if active demand power is different from zero, then it is 

selected CIGRE load input, the default option is model One, U, (s6a1). Figure A.16 (s6a2) 

shows model Two, D, and (s6a3) shows model Three, T. 

  
Figure A.16. CIGRE load model Two and Three. 

In Figure A.19 (s7) it is calculated the impedance matrix using the complex inverse 

matrix function. In (s8), it is calculated the diagonal of the admittance matrix, and it is 

joined to the impedance matrix. In (s9), if it was calculated the highest harmonic for 

driving point impedance frequency response, then it is used the function to transpose 

impedance matrix. 

In Figure A.19 (t), it is calculated harmonic voltages. In (t1), it is created the 

injection vector at the fundamental frequency. In (t2), it is a loop with the number of 

harmonics to be considered. In (t3), it is created the injection vector at h harmonics. In (t4), 

it is a loop with the number of lines of the network. If the element is a transformer, T, then 

it is used the function in (t4a), if the element is a line, L, it is used function in Figure A.17 

(t4b). 

 
Figure A.17. Function used if the element is a line. 
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In Figure A.19 (t5), it is calculated admittance matrix including line and 

transformer inputs. In (t6), generator inputs and in (t7), shunt elements are considered, If at 

least one element is different from zero, then it is used the function in (t7a). 

In Figure A.19 (t6), if active demand power is different from zero, then it is 

selected CIGRE input load, the default option is model One, U, (t8a1). Figure A.18 (t8a2) 

shows model Two, D, and (t8a3) shows model Three, T. 

  
Figure A.18. CIGRE input load model Two and Three. 

In Figure A.19 (t9), it is calculated the harmonic line voltage finding the inverse 

matrix of the Admittance matrix and then multiplying by the line power flow. 

In Figure A.19 (u), power flow, line power flow and harmonic propagation reports 

are displayed. In (v), harmonic voltages are converted from complex to polar. In (w), total 

fundamental and harmonic voltages are calculated. In (x), the information is assigned to its 

respective output variable. 

In Figure A.19 (y), line power flow generated by harmonics is calculated. In (y1), it 

is initialised active and reactive power generated. In (y), it is checked all nodes; if any 

element is of generation, then it is used the function (y2a). In (y3), it is calculated the 

power flow in lines using the load nodes angles and initial voltages. Finally, in (y4), it is 

calculated total demand, total generation and total losses including harmonics. 

Finally, in Figure A.19 (z), all the information is transferred to the output cluster to 

be used in the evolutionary algorithm. 
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On the next page, there is attached the expanded diagram. 

 

 
Figure A.19. Algorithm to calculate power flow and harmonic propagation.  
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Figure A.19. Algorithm to calculate power flow and harmonic propagation.
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B.  Elimination of isolated nodes. Program code. 

Algorithms “0 DFS Algorithm.vi” and “0 DFS VI Recursivity.vi” were 

implemented in LabVIEW to locate the isolated nodes and eliminate them from being sure 

that all the nodes are connected to the network and avoid configurations that have isolated 

nodes or islands. The algorithm requests the number of nodes and the matrix of network 

connections and returns the matrix of connections and a Boolean vector to know if the 

configuration has or has not isolated nodes. The icon of DFS is shown in Figure B.1; it 

shows the input and output data.  

 

 
Figure B.1. Icon of DFS algorithm. 

 

The front panel of the algorithm is shown in Figure B.2, the front panel shows the 

number of nodes and starts with the vertex 1. The algorithm returns a TRUE if all the 

nodes are connected, else returns a FALSE. 

 
Figure B.2. DFS Front panel. 

 
Figure B.3 shows the DFS algorithm. The DFS algorithm consists of two parts; the 

first part read matrix and number of nodes, (a), marks all nodes with zero as is shown in (b) 

and then start to analyse every node. All the nodes are marked as not visited, and the 

algorithm starts with vertex 1. Then the algorithm starts the second part of the algorithm 

(c). Finally send the information of the matrix of connection to the output, (d). 
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Figure B.3. DFS algorithm. 

 
The second part it is the recursive algorithm used in DFS. Figure B.4 shows the 

icon of the recursive algorithm used for depth-first search. Input data are the matrix of 

reviewed nodes, number of vertex that is analyzed and the vector of visited vertices. 

 
Figure B.4. Icon of the recursive DFS algorithm. 

 
 

Figure B.5 shows the front panel of the recursive DFS, Front panel has the vertex 

number, neighbour list and the list of the visited neighbours. 

 
Figure B.5. Recursive DFS front panel. 

 

The recursive algorithm code is shown in Figure B.6. The algorithm starts with the 

initial input data, Figure B.6 (a). The algorithm checks the visited nodes that are marked 

with 1; if there is a 1 in the visited node, then it is marked the node as a neighbour, (b). 

If the list of neighbours is empty and the vertex is number 1, Figure B.6 (c), the 

algorithm restarts the number of visited nodes, Figure B.7 (d2), else the algorithm calls 

itself until the last edge of the node is analysed, Figure B.6 (d1) and (e).  
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The algorithm generates the matrix with all the nodes, and if all the components of 

the matrix are TRUE means that all the nodes are connected.  

 
 

 
Figure B.6. Recursive DFS algorithm. 

 

 
Figure B.7. Algorithm restores visited nodes. 
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C.  Graph nodes on the map. Program code. 

Algorithm “3 Graph.vi” was implemented in LabVIEW to locate the nodes in a 

map of the North Sea and graph the connections between nodes. The icon of the graph 

algorithm is shown in Figure C.1. Input data requested are the coordinates in the map, 

name of the node and colour of the text. Output data is the map with the nodes and 

connections. 

 
Figure C.1. Icon of the graph algorithm. 

 

Figure C.2 shows the front panel of the algorithm that is used to graph the nodes 

and lines. The map of the North Sea is gotten from the file “4map768x1320tif.jpg”. 

 
Figure C.2. Graph algorithm Front panel. 
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Figure C.3 show the algorithm to graph nodes and lines. In (a) the algorithm obtains 

the vector of coordinates to locate the node in the map, the name of the node and the colour 

of the text. In Figure C.3(b) is getting the picture of the map. In (c) there is a loop to draw 

the node and text of each node. Finally, (d) is a loop to draw the lines to connect the nodes 

from point A to point B according to the matrix of connections. 

 
 

 
Figure C.3. Graph algorithm. 
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D.  Calculate distance and impedance of the line. Program code. 

The algorithm “3 Zin.vi” was implemented in LabVIEW to obtain the distance 

between nodes and with the distance obtain data of resistance, reactance and susceptance 

of each line of the configuration. Figure D.1 shows the icon. Input data are latitude and 

longitude of the start point and end point; the other parameter is the cable type. Output data 

are resistance, reactance, susceptance and distance between the two points. 

 
Figure D.1. Icon of distance and impedance algorithm. 

 
Figure D.2 shows the front panel with the cable type and latitudes and longitudes as 

inputs and resistance, reactance, susceptance and distance as outputs. 

 
Figure D.2. Distance and Impedance front panel. 

 
In Figure D.3 is shown the algorithm to obtain data. (a) shows latitudes and 

longitudes that are converted to radians to implement the haversine formula in (b). With 

the distance between the two points, it is chosen the type of conductor. The default type is 

shown in (c1). Finally, (d) multiplies values per kilometre by the distance to obtain the data 

that will be used in the algorithm. 

 
Figure D.3. Distance and impedance algorithm. 
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Figure D.4 shows another five cable types that can be used in the algorithm 

implemented. The default type is the used for 50 Hz, 115 kV and 200 MW. 

 

 

 

 
Figure D.4. Different cables values. 
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E. Evaluate chromosomes. Program code. 

Algorithm “1 PF and HP only calculate.vi”, was implemented in LabVIEW to 

evaluate the chromosomes. This algorithm calculates the power flow and harmonic 

propagation on an electrical network. The algorithm requests a cluster with data of network 

and returns a cluster with all the information. The icon of the algorithm is shown in Figure 

E.1; it shows the input data cluster and output are three clusters. 

 
 Figure E.1. Icon of the algorithm to evaluate the chromosomes. 

 
The front panel is shown in Figure E.2; the front panel shows the cluster with all 

data that is necessary to calculate power flow and harmonic propagation. The output is 

power flow, line power flow and harmonic propagation reports. 

 
Figure E.2. Front panel of the algorithm to evaluate chromosomes. 
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Figure E.4 shows the algorithm implemented. Figure E.4 (a), it is shown the 

synchronization of the vector to show the same element calculated flows. 

In Figure E.4 (b), it is called sub-routine or sub-vi to calculate power flow and 

harmonic propagation. All information is shown in the front panel and also, it is sent to the 

output cluster. 

In Figure E.4 (c), it is shown the process to obtain the number of generation and 

load nodes. tn has the information of node type: Slack node is S, and it is node 1, 

generation node is V, and load node is C. It is checked each element of tn. In (c1), it is 

shown the default option, if there is a load node, C, then nc is increased. If there is a 

generation node or the slack node, then ng is increased, Figure E.3 (c2) and (c4). The result 

is the number of total nodes N. 

    
Figure E.3. Options for generation node and slack node. 

 
In Figure E.4 (d), it is calculated the logarithmic average of THD, and it is 

configured the graph to show harmonic voltages of the system in each node. 

In Figure E.4 (e), it is gotten the logarithm of the sum of each THD, to obtain a 

logarithmic average of THD. In (f), it is formed a cluster with the logarithmic average to be 

used in the main program. Finally, in Figure E.4 (g) the loop is finished. 

 



Appendix E   Evaluate chromosomes. Program code 

University of Strathclyde   167 

 
Figure E.4. Algorithm to evaluate chromosomes. 
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F.  Randomly generate and evaluate chromosomes. Program code. 

The algorithm “1 PF and HP For Genetic.vi”, was implemented in LabVIEW to 

generate the chromosomes. The algorithm requests the number of chromosomes to be 

generated, the maximum distance that will be allowed and scenario to be considered, and 

returns a cluster with all the information of power flow and harmonic propagation. The 

icon of the algorithm is shown in Figure F.1; it shows the input data cluster and output data. 

 
Figure F.1. Icon of the algorithm that generates initial population randomly. 

 
The front panel of the algorithm is shown in Figure F.2. 

 
Figure F.2. Front panel of the algorithm that generates an initial population randomly. 
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Figure F.9 shows the algorithm implemented; it is printed on an A1 sheet size on 

page 175. 

In Figure F.9 (a), it is the information of each node. First two columns are the 

location of the node in the map. The third column is the name of each node. Next two 

columns are the coordinates of each node on the earth, latitude and longitude are used to 

calculate the distance between nodes and obtain resistance, reactance and susceptance for 

each line. 

In Figure F.9 (b), it is shown data for different scenarios. In (b1) it is data for 

Scenario 1, that is the default scenario. 

Figure F.3 (b2) shows data for Scenario 2 and Figure F.4 (b3) shows data for 

Scenario 3. 

Boolean constant Used determines which node will be used.  

Constant Main will determine if the node is part of the fixed grid or if it is of the 

proposed nodes. 

Constant FlagNode determines if the node can be connected randomly to another 

node. 

Constant FlagLine determines if the line that connects two nodes can be eliminated. 

The other variables are data that will be used to calculate power flow and harmonic 

propagation. 

Variable nng determines which nodes are proposed as wind power cluster and 

variable Pg determines the generated power by each one. 

Variable Nfi indicates which nodes will inject harmonics. 

Variable Ari determines which harmonics will be injected. 

Variable Mari determines the percentage of the fundamental and angle that is 

injected. 
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Figure F.3. Data for Scenario 2. 
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Figure F.4. Data for Scenario 3. 
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In Figure F.9 (c), it is shown data of the fixed network. Data of the selected 

scenario is added to obtain the network that will be used. In (d), it is assigned vectors that 

indicate outline node and in line node. In (e) starts a loop to create a matrix to be analyzed 

by DFS. 

In Figure F.9 (f1), the coordinates of each node are assigned to a cluster. In (f2), it 

is a loop to select only nodes that are used in the scenario selected (g1). In (f3), it is 

checked the nodes to be used. If the element is TRUE, then it is calculated the number of 

generators and number of nodes (f3a); else in Figure F.5 (f3b), it is shown option to add a 

new node. 

 
Figure F.5. Add a new node. 

In Figure F.9 (g1), it is obtained node type, in (g1), it is a case of a Slack node, S. In 

Figure F.6 (g2), it is generation option, V, and (g3), it is load option, C. 

     
Figure F.6. Options for generator and load node. 

 

In Figure F.9 (f4), it is formed assigned the wind option according to constant 

MainNode. (f5) Initialise variables according to the number of nodes.  

In Figure F.9 (f5), it is created the connection matrix according to constant 

FlagNode. If the element is TRUE then in (f5a) it is selected an element from Constant 

Main, if the element is not of the fixed networks, then it is selected to form part of the 

network, if the random number is 1, then it is selected to be connected (f5b). If the new 

line was selected, then is gotten resistance, reactance and susceptance using latitude and 
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longitude of both nodes and if the line is not longer than the maximum distance then this 

line is selected (f5c). 

In Figure F.9 (f6), the algorithm ensures that the primary nodes are connected, and 

in (f7), it is created the identity matrix that will be used to check isolated nodes. In (f8), 

connection matrix is checked to verify that all nodes are connected. In (f9), are assigned all 

necessary parameters to use the line. 

In Figure F.9 (h) starts a loop to calculate power flow and harmonic propagation in 

each chromosome. In (h1), the vector is synchronized to show the same element. In (h2), it 

is calculated the number of generation and load nodes. tn has the information of node type: 

Slack node is S, and it is node 1, generation node is V, and load node is C. It is checked 

each element of tn. In (h2), it is shown the default option, if there is a load node, C, then nc 

is increased. If there is a generation node or the slack node, then ng is increased, Figure F.7. 

The result is the number of total nodes N. 

     
Figure F.7. Options for generation node and slack node. 

In Figure F.9 (h3), it is calculated voltage range, if it is out of range, (0.9-1.1p.u.), 

the chromosome is deleted. In (h4), it is calculated the logarithmic average of THD, and it 

is configured the graph to show harmonic voltages of the system in each node and in (h5) it 

is gotten the logarithm of the sum of each THD, in order to obtain a logarithmic average of 

THD. The equation used to obtain the logarithmic average of THD is: 

logarithmic average of THD =  log


N

i 1

10௏೅ಹವ೔    (F.1) 

In Figure F.8 (i1) starts the process to generate the report Print Report is TRUE. In 

(i2), there are loops to generate a string of nodes type, generation nodes and shunt elements 

nodes. Also, outline nodes and in line nodes are generated. In (i3), it is the process to 

generate an html file with all the information of each configuration generated. Finally, in 

Figure F.9 (j), it is shown the process to finish this algorithm. 
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Figure F.8. Process to generate a report. 
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On the next page, there is attached the expanded diagram. 
 

 
Figure F.9. Algorithm to randomly generate and evaluate initial population. 
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Figure F.9. Algorithm to generate initial population randomly.
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G. Evolutionary algorithm. Program code. 

A genetic algorithm, called “00 Main Genetic.vi”, was implemented in LabVIEW. 

This algorithm is the multi-objective evolutionary algorithm to minimise harmonics and 

reduce power losses in offshore wind farms. 

The icon of the algorithm is shown in Figure G.1; it does not have any input or 

output, because this is the main program used to generate all the process. 

 
Figure G.1  Icon of the evolutionary algorithm 

 

Figure G.2 shows the front panel of the algorithm. It shows the map where all the 

nodes of the network will be located. There are graphics to show the chromosomes 

generated and Pareto fronts, and there are comparisons with other functions. The front 

panel contains data from the nodes and lines of the networks and power flow and line flow 

reports. Also, it is shown the harmonic propagation report, DPI graph and harmonic 

voltages in each node. 

 
Figure G.2  Front panel of the evolutionary algorithm developed. 
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Figure G.9 shows the algorithm implemented; it is printed on an A1 sheet size on 

page 181. Before the algorithm starts, must be selected number of chromosomes that will 

be generated in the first generation, maximum distance allowed to connect between nodes, 

scenario, there are ten possible scenarios, a number of Pareto fronts to be considered and if 

a report of the process want to be generated, then Boolean variable Report must be TRUE. 

After select initial values, the algorithm can be started. 

Figure G.9 (a1) starts the time counter and (a2) shows variable initialisation. In (a3), 

it is a loop to generate the first generation of chromosomes. In (a4) starts the timer. In (a5), 

it is called the subroutine “1 PF and HP For Genetic.vi”, in order o generate the first 

generation of chromosomes according to the scenario selected. In (a6), it is reading the 

timer to obtain the generation time of each chromosome. In (a7), it is compared the number 

of chromosomes generated with the number to generate, if the number is equal, then the 

process finishes. In (a8) arrays with all the information for each configuration are formed. 

In (a9) the chromosomes generated are displayed. In (a10), it is gotten total generation time. 

In (a11), it is prepared the first stage of the report. 

Figure G.9 (b) shows the start of the evolutionary algorithm. In (c), it is a loop to 

eliminate the longest lines. In (c1), it is selected data for only one configuration. In (c2), it 

is calculated the total length of the network, without the length of the fixed network. 

In Figure G.9 (d1), it is gotten the maximum line length index. In (d2) the index is 

used to obtain data of the connection matrix. If it is Scenario 0, 1, 2 or 3 and there are not 

more lines, then the algorithm is not allowed to eliminate this connection, this is in order to 

generate chromosomes because on these scenarios there are very long lines and the power 

flow algorithm does not converge to a solution. In (d3), it is called subroutine “0 DFS 

Algorithm.vi”, if all nodes are connected, and maximum distance allowed is in range, then 

the connection is eliminated (e1), else the connection is restored, Figure G.3 (e2). Loop 

continues until there are not more lines that can be deleted. 

 
Figure G.3  Restore connection line. 
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In Figure G.9 (d4) data from deleted connections are eliminated. In (d5), it is 

calculated power flow and harmonic propagation. In (d6), if average THD in less than 

Average of the previous configuration then lines that were not deleted are restored. In (d7), 

there are displayed the nodes with lines in the map. In (d8) distance is multiplied by -1 to 

make the value negative and that for the next iteration the value does not be the longest. In 

(d9) data is saved in the vector. In (d10), it is checked if the loop is finished. In (d11), it is 

gotten total time to eliminate the longest lines. In (f) data is displayed. 

In Figure G.9 (g1) vectors are assigned with the elements of the last loop. In (g2) 

there is a loop to delete all nodes that were marked with zeros. If node selected contains a 

zero, then is deleted in (g3a), else a node counter is increased, Figure G.4  (g3b). 

 
Figure G.4  Increasing the number of nodes. 

 

In Figure G.9 (g4), it is prepared the information to generate the second stage of the 

report. In (g5) functions are initialised to obtain Pareto fronts. 

In Figure G.9 (h1) all variables used to obtain Pareto fronts are initialised. In (h2) 

starts a loop to obtain Pareto fronts, all variables used to obtain one Pareto front are 

initialised. In (h3), it is the process to obtain the non-dependant chromosomes that will be 

the Pareto front. In (h4), if the chromosome is non-dependant, then it is added to the Pareto 

front. In (h5) the chromosome is deleted from the population. In (h6) vectors are ordered 

from lowest to highest.  

In Figure G.9 (h7), it is a process to check that there are not two identical 

consecutive chromosomes. If it is TRUE then the chromosome is deleted, (i1), else it is 

increased a counter, Figure G.5 (i2). Finally, in Figure G.9 (h9), information is displayed, 

and variables are assigned to obtain the next Pareto front. 

 
Figure G.5  Counter of number of chromosomes. 
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In Figure G.9 (h10), it is shown the results of each chromosome; vectors are 

synchronized to show the same element. If another configuration is chosen, then the new 

configuration is displayed, and power flow and harmonic propagation are recalculated. In 

(h11), it is validated that there are not another possibilities of new better chromosomes. In 

(h12), it is prepared the information of the Pareto front to send to the report. In (h13), it is 

checked if another better option was or was not.  

If there is another possibility, then the genetic algorithm starts again, Figure G.9 

(j1). First in (j2), there is a crossover by pairs with all the chromosomes of the first front. 

In (j3) starts a mutation of all the chromosomes. In (j4) two elements are taken, and data is 

exchanged. In (j5) for each chromosome is generated a new one changing a line randomly. 

Reason to use all the chromosomes is that too many generated chromosomes are 

not valid. In Figure G.9 (j6), it is created the new data of the chromosomes. 

In Figure G.9 (j7), starts a loop to eliminate configurations with no connected nodes. 

In (j8), it is used the total number of nodes to create a matrix with 0s. In (j9), it is formed 

the connection matrix. In (j10), it is called the subroutine “0 DFS Algorithm.vi”, if it does 

not have isolated nodes then the configuration is added to the vector of valid elements, (k2), 

if it has at least one isolated node, then it is deleted, Figure G.6 (k1). 

 
Figure G.6  Chromosome is deleted from the vector. 

 

In Figure G.9 (j11), it is checked that there are not more elements to finish the loop. 

In (j12) starts a loop and data is displayed. In (j13), it is recalculated power flow and 
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harmonic propagation. In (j14), it is recalculated the total cable length. In (j15), it is 

displayed new output data. In (j16), it is formed a vector with all the information. In (j17), 

it is increased the number of generation. 

In Figure G.9 (l1), if Print Report is TRUE, then information is prepared to display 

report stage 4, else the report is closed, Figure G.7 (l2). 

 
Figure G.7  Report is closed without being generated. 

 

In Figure G.9 (m1), it is a loop to generate the final report. In (m2), it is calculated 

the power flow and harmonic propagation for each generated chromosome as the best, also, 

it is displayed the configuration in the map. 

In Figure G.9 (n), if variable Print Report is TRUE, then there are generated all 

string to show in the report (n1). There are generated strings node types, connection nodes 

with shut elements, generator connection nodes, connection type. The connection can be a 

line, L, or a transformer, T, Figure G.8. 

 
Figure G.8 Option when the connection is a transformer. 

 

In Figure G.9 (n2), the report is generated. Finally, in (n3), the report is sending to 

the internet explorer, and it is closed. 
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On the next page, there is attached the expanded diagram. 
 

Figure G.9  Evolutionary algorithm. 
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Figure G.9. Evolutionary algorithm.
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H. Results. 

This Appendix shows the results of the algorithm to calculate power flow and 

harmonic propagation for 33-bus network when 3 wind turbines are added as nodes 31, 32 

and 33, Section H.1. 

Also, results obtained by the evolutionary algorithm are presented. Results are from 

the report generated by the algorithm. Data of the power flow, line flow and harmonic 

propagation are not including because there is too much information. Results for Scenario 

1, Section H.2, results for Scenario 2, Section H.3 and results for Scenario 3, section H.4. 

 

H.1 33 -bus network with 3 Wind Turbines 

Figure H.1 shows a network modified from the 30-bus of IEEE to include 3 non-

linear loads to represent wind turbines. 

 
Figure H.1  IEEE 30-Bus network with three wind turbines. 
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Below is the data network. Base power is 100 MW. Generation data is shown in 

Table H.1. Table H.2 shows data of reactive power of capacitance bank. Voltages and 

loads of the network are shown in Table H.3. Table H.4 shows data of the lines and 

transformers. Table H.5 shows data of the taps of transformers and Table H.6 shows data 

of the harmonic current injection. 

TABLE H.1. GENERATION DATA 

Node Pg 
(MW) 

V 
(pu) 

Xg 
(pu) 

Rg 
(pu) 

1 0 1.06 0.001 0.0001 
2 40 1.043 0.001 0.0001 
 5 0 1.010 0.001 0.0001 
8 0 1.010 0.001 0.0001 
11 0 1.082 0.001 0.0001 
13 0 1.071 0.001 0.0001 
31 10 1.01 0.003 0.0003 
32 10 1.01 0.003 0.0003 
33 10 1.01 0.003 0.0003 

TABLE H.2. REACTIVE POWER OF CAPACITANCE BANK 

N MVAr V (pu) 
10 19 1.0 
24 4.3 1.0 

 

TABLE H.3. NETWORK VOLTAGES AND LOADS 

Node Type Magnitude Angle MW MVAr 
1 Slack 1.06 0 0 0 
2 Voltage 1.043 0 21.7 12.7 
3 Load 1 0 2.4 1.2 
4 Load 1 0 7.6 1.6 
5 Voltage 1.01 0 94.2 19 
6 Load 1 0 0 0 
7 Load 1 0 22.8 10.9 
8 Voltage 1.01 0 30 30 
9 Load 1 0 0 0 
10 Load 1 0 5.8 2 
11 Voltage 1.082 0 0 0 
12 Load 1 0 11.2 7.5 
13 Voltage 1.071 0 0 0 
14 Load 1 0 6.2 1.6 
15 Load 1 0 8.2 2.5 
16 Load 1 0 3.5 1.8 
17 Load 1 0 9 5.8 
18 Load 1 0 3.2 0.9 
19 Load 1 0 9.5 3.4 
20 Load 1 0 2.2 0.7 
21 Load 1 0 17.5 11.2 
22 Load 1 0 0 0 
23 Load 1 0 3.2 1.6 
24 Load 1 0 8.7 6.7 
25 Load 1 0 0 0 
26 Load 1 0 3.5 2.3 
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27 Load 1 0 0 0 
28 Load 1 0 0 0 
29 Load 1 0 2.4 0.9 
30 Load 1 0 10.6 1.9 
31 Voltage 1.01 0 1.0 0.75 
32 Voltage 1.01 0 1.0 0.75 
33 Voltage 1.01 0 1.0 0.75 

 

TABLE H.4. LINES AND TRANSFORMERS DATA 

N1 N2 R X B/2 
1 2 0.0192 0.0575 0.02640 
1 3 0.0452 0.1852 0.02040 
2 4 0.0570 0.1737 0.01840 
3 4 0.0132 0.0379 0.00420 
2 5 0.0472 0.1983 0.02090 
2 6 0.0581 0.1763 0.01870 
4 6 0.0119 0.0414 0.00450 
5 7 0.0460 0.1160 0.01020 
6 7 0.0267 0.0820 0.00850 
6 8 0.0120 0.0420 0.00450 
6 9 0 0.2080 0 
6 10 0 0.5560 0 
9 11 0 0.2080 0 
9 10 0 0.1100 0 
4 12 0 0.2560 0 

12 13 0 0.1400 0 
12 14 0.1231 0.2559 0 
12 15 0.0662 0.1304 0 
12 16 0.0945 0.1987 0 
14 15 0.2210 0.1997 0 
16 17 0.0824 0.1923 0 
15 18 0.1073 0.2185 0 
18 19 0.0639 0.1292 0 
19 20 0.0340 0.0680 0 
10 20 0.0936 0.2090 0 
10 17 0.0324 0.0845 0 
10 21 0.0348 0.0749 0 
10 22 0.0727 0.1499 0 
21 22 0.0116 0.0236 0 
15 23 0.1000 0.2020 0 
22 24 0.1150 0.1790 0 
23 24 0.1320 0.2700 0 
24 25 0.1885 0.3292 0 
25 26 0.2544 0.3800 0 
25 27 0.1093 0.2087 0 
28 27 0 0.3960 0 
27 29 0.2198 0.4153 0 
27 30 0.3202 0.6027 0 
29 30 0.2399 0.4533 0 
8 28 0.0636 0.2000 0.0214 
6 28 0.0169 0.0599 0.065 

14 31 0.0169 0.0599 0.065 
15 32 0.0169 0.0599 0.065 
30 33 0.0169 0.0599 0.065 
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TABLE H.5. TAPS OF TRANSFORMERS 

Connection Nodes Tap (pu) 
6-9 0.978 

6-10 0.969 
9-11 1 
9-10 1 
4-12 0.932 
12-13 1 
28-27 0.968 

TABLE H.6. CURRENT INJECTION DATA 

 Node 31 Node 32 Node 33 
harmonic Magnitude 

 % 
Angle 

(grades) 
Magnitude 

 % 
Angle 

(grades) 
Magnitude 

 % 
Angle 

(grades) 
3 20% 15 0% -15 0% 30 
5 15% 25 25% 45 17% 45 
7 10% -40 18% 10 12% 18 
11 4% 20 10% 65 9% -32 
13 0% 0 7% -12 6% 18 
17 0% 0 0% 0 5% 14 
19 0% 0 0% 0 2% 10 

 
Report of this example generated by the algorithm is shown below. 

Main Power Flow and Harmonics Propagation 
*** Input Data *** 
Voltage and Demand Power 
 
33 nodes with 3 wind turbines 

 
V, Voltage 
Magnitude 

D, 
Angle 

Demand Active 
Power Pd (MW) 

Demand 
Reactive 
Power Qd 

Generation Active 
Power Pg (MW) 

Generation 
Reactive Power 
Qg 

1 Slack 1.060 0.000 0.000 0.000 0.000 0.000 

2 Voltage 1.043 0.000 0.217 0.127 0.400 0.000 

3 Load 1.000 0.000 0.024 0.012 0.000 0.000 

4 Load 1.000 0.000 0.076 0.016 0.000 0.000 

5 Voltage 1.010 0.000 0.942 0.190 0.000 0.000 

6 Load 1.000 0.000 0.000 0.000 0.000 0.000 

7 Load 1.000 0.000 0.228 0.109 0.000 0.000 

8 Voltage 1.010 0.000 0.300 0.300 0.000 0.000 

9 Load 1.000 0.000 0.000 0.000 0.000 0.000 

10 Load 1.000 0.000 0.058 0.020 0.000 0.000 

11 Voltage 1.082 0.000 0.000 0.000 0.000 0.000 

12 Load 1.000 0.000 0.112 0.075 0.000 0.000 

13 Voltage 1.071 0.000 0.000 0.000 0.000 0.000 

14 Load 1.000 0.000 0.062 0.016 0.000 0.000 

15 Load 1.000 0.000 0.082 0.025 0.000 0.000 

16 Load 1.000 0.000 0.035 0.018 0.000 0.000 

17 Load 1.000 0.000 0.090 0.058 0.000 0.000 

18 Load 1.000 0.000 0.032 0.009 0.000 0.000 

19 Load 1.000 0.000 0.095 0.034 0.000 0.000 

20 Load 1.000 0.000 0.022 0.007 0.000 0.000 

21 Load 1.000 0.000 0.175 0.112 0.000 0.000 
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22 Load 1.000 0.000 0.350 0.250 0.000 0.000 

23 Load 1.000 0.000 0.032 0.016 0.000 0.000 

24 Load 1.000 0.000 0.087 0.067 0.000 0.000 

25 Load 1.000 0.000 0.000 0.000 0.000 0.000 

26 Load 1.000 0.000 0.035 0.023 0.000 0.000 

27 Load 1.000 0.000 0.000 0.000 0.000 0.000 

28 Load 1.000 0.000 0.000 0.000 0.000 0.000 

29 Load 1.000 0.000 0.024 0.009 0.000 0.000 

30 Load 1.000 0.000 0.106 0.019 0.000 0.000 

31 Voltage 1.010 0.000 0.010 0.007 0.100 0.000 

32 Voltage 1.010 0.000 0.010 0.007 0.100 0.000 

33 Voltage 1.010 0.000 0.010 0.007 0.100 0.000 

 
Generator Impedances 

 
Rg Xg 

1 0.0001 0.0010 

2 0.0001 0.0010 

5 0.0001 0.0010 

8 0.0001 0.0010 

11 0.0001 0.0010 

13 0.0001 0.0010 

31 0.0003 0.0030 

32 0.0003 0.0030 

33 0.0003 0.0030 

 
Shunt elements Data, RLC-series branch 

 
Shunt 
Resistance 

Shunt Inductive 
Reactance 

Shunt Capacitive 
Reactance 

10 0.0000 0.0000 5.2632 

24 0.0000 0.0000 23.2558 

 
Current Injection Data 
Injected Harmonics 

 
5 7 11 13 15 17 

31 0.2000 -0.1429 0.0909 -0.0769 0.0667 -0.0588 

32 0.2000 -0.1429 0.0909 -0.0769 0.0667 -0.0588 

33 0.2000 -0.1429 0.0909 -0.0769 0.0667 -0.0588 

 
Angle of Injected Harmonics 

 
5 7 11 13 15 17 

31 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

32 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

33 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

 
Lines and Transformers Data 

 

Line 
resistance 
n1-n2 

Line Inductance 
n1-n2 

Line susceptance 
n1-n2 

Taps of 
transformers 

Line - from 1 to 2 0.0192 0.0575 0.0264 1.0000 

Line - from 1 to 3 0.0452 0.1852 0.0204 1.0000 
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Line - from 2 to 4 0.0570 0.1737 0.0184 1.0000 

Line - from 3 to 4 0.0132 0.0379 0.0042 1.0000 

Line - from 2 to 5 0.0472 0.1983 0.0209 1.0000 

Line - from 2 to 6 0.0581 0.1763 0.0187 1.0000 

Line - from 4 to 6 0.0119 0.0414 0.0045 1.0000 

Line - from 5 to 7 0.0460 0.1160 0.0102 1.0000 

Line - from 6 to 7 0.0267 0.0820 0.0085 1.0000 

Line - from 6 to 8 0.0120 0.0420 0.0045 1.0000 

Transformer - from 6 to 9 0.0000 0.2080 0.0000 0.9780 

Transformer - from 6 to 10 0.0000 0.5560 0.0000 0.9690 

Transformer - from 9 to 11 0.0000 0.2080 0.0000 1.0000 

Transformer - from 9 to 10 0.0000 0.1100 0.0000 1.0000 

Transformer - from 4 to 12 0.0000 0.2560 0.0000 0.9320 

Transformer - from 12 to 13 0.0000 0.1400 0.0000 1.0000 

Line - from 12 to 14 0.1231 0.2559 0.0000 1.0000 

Line - from 12 to 15 0.0662 0.1304 0.0000 1.0000 

Line - from 12 to 16 0.0945 0.1987 0.0000 1.0000 

Line - from 14 to 15 0.2210 0.1997 0.0000 1.0000 

Line - from 16 to 17 0.0824 0.1923 0.0000 1.0000 

Line - from 15 to 18 0.1073 0.2185 0.0000 1.0000 

Line - from 18 to 19 0.0639 0.1292 0.0000 1.0000 

Line - from 19 to 20 0.0340 0.0680 0.0000 1.0000 

Line - from 10 to 20 0.0936 0.2090 0.0000 1.0000 

Line - from 10 to 17 0.0324 0.0845 0.0000 1.0000 

Line - from 10 to 21 0.0348 0.0749 0.0000 1.0000 

Line - from 10 to 22 0.0727 0.1499 0.0000 1.0000 

Line - from 21 to 22 0.0116 0.0236 0.0000 1.0000 

Line - from 15 to 23 0.1000 0.2020 0.0000 1.0000 

Line - from 22 to 24 0.1150 0.1790 0.0000 1.0000 

Line - from 23 to 24 0.1320 0.2700 0.0000 1.0000 

Line - from 24 to 25 0.1885 0.3292 0.0000 1.0000 

Line - from 25 to 26 0.2544 0.3800 0.0000 1.0000 

Line - from 25 to 27 0.1093 0.2087 0.0000 1.0000 

Transformer - from 28 to 27 0.0000 0.3960 0.0000 0.9680 

Line - from 27 to 29 0.2198 0.4153 0.0000 1.0000 

Line - from 27 to 30 0.3202 0.6027 0.0000 1.0000 

Line - from 29 to 30 0.2399 0.4533 0.0000 1.0000 

Line - from 8 to 28 0.0636 0.2000 0.0214 1.0000 

Line - from 6 to 28 0.0169 0.0599 0.0650 1.0000 

Line - from 14 to 31 0.0169 0.0599 0.0650 1.0000 

Line - from 15 to 32 0.0169 0.0599 0.0650 1.0000 

Line - from 30 to 33 0.0169 0.0599 0.0650 1.0000 

 
*** Results *** 
Number of lines and Transformers: 44 
Generation Nodes: 9 
Load Nodes: 24 
Total Nodes: 33 
Number of elements in derivation: 2 
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Load nodes with harmonics injected: 3 
Number of harmonics to be considered: 6 
Processing time of Power Flow and Harmonics Propagation Study: 0.079000 seconds 
Connected Nodes 

 
 
Power Flow Report 

 
Final 
Voltage, Vf 

Final 
Angle, Af 

Demand Active 
Power Pd (p.u.) 

Demand 
Reactive Power 
Qd 

Generation Active 
Power Pg (p.u.) 

Generation 
Reactive Power Qg 

1 1.0600 0.0000 0.0000 0.0000 2.7178 -0.1640 

2 1.0430 -5.7406 0.2170 0.1270 0.4000 0.5697 

3 1.0167 -8.3051 0.0240 0.0120 0.0000 0.0000 

4 1.0072 -10.0330 0.0760 0.0160 0.0000 0.0000 

5 1.0100 -14.8209 0.9420 0.1900 0.0000 0.3871 

6 1.0068 -11.9180 0.0000 0.0000 0.0000 0.0000 

7 1.0003 -13.6390 0.2280 0.1090 0.0000 0.0000 

8 1.0100 -12.7126 0.3000 0.3000 0.0000 0.4551 

9 1.0308 -15.9065 0.0000 0.0000 0.0000 0.0000 

10 1.0062 -18.0632 0.0580 0.0200 0.0000 0.0000 

11 1.0820 -15.9065 0.0000 0.0000 0.0000 0.2662 

12 1.0427 -15.7777 0.1120 0.0750 0.0000 0.0000 

13 1.0710 -15.7777 0.0000 0.0000 0.0000 0.2165 

14 1.0184 -15.5009 0.0620 0.0160 0.0000 0.0000 

15 1.0140 -16.4226 0.0820 0.0250 0.0000 0.0000 

16 1.0193 -16.9968 0.0350 0.0180 0.0000 0.0000 

17 1.0045 -17.9545 0.0900 0.0580 0.0000 0.0000 

18 0.9985 -17.7272 0.0320 0.0090 0.0000 0.0000 

19 0.9926 -18.3091 0.0950 0.0340 0.0000 0.0000 

20 0.9951 -18.3086 0.0220 0.0070 0.0000 0.0000 

21 0.9779 -18.8932 0.1750 0.1120 0.0000 0.0000 

22 0.9736 -18.9843 0.3500 0.2500 0.0000 0.0000 

23 0.9961 -17.3943 0.0320 0.0160 0.0000 0.0000 

24 0.9812 -18.3574 0.0870 0.0670 0.0000 0.0000 

25 0.9995 -16.9780 0.0000 0.0000 0.0000 0.0000 

26 0.9815 -17.4131 0.0350 0.0230 0.0000 0.0000 

27 1.0195 -15.8592 0.0000 0.0000 0.0000 0.0000 

28 1.0067 -12.5245 0.0000 0.0000 0.0000 0.0000 

29 1.0110 -16.3129 0.0240 0.0090 0.0000 0.0000 

30 1.0115 -16.3235 0.1060 0.0190 0.0000 0.0000 
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31 1.0100 -15.0438 0.0100 0.0075 0.1000 -0.2254 

32 1.0100 -16.0333 0.0100 0.0075 0.1000 -0.1515 

33 1.0100 -15.9733 0.0100 0.0075 0.1000 -0.1092 

 
Number of iterations: 4 
Error: 6.675232E-8 
Generation: 3.417821 p.u. 
Demand: 3.214000 p.u. 
Power Losses: 0.203821 p.u. 
 
Nodal Report 
Lines flow 

 
Flow 1 -2 

 
Flow 2 - 1 

1 - 2 1.853 -0.239 -1.794 0.358 

1 - 3 0.864 0.075 -0.834 0.006 

2 - 4 0.477 0.055 -0.465 -0.057 

3 - 4 0.810 -0.018 -0.802 0.033 

2 - 5 0.848 0.016 -0.816 0.071 

2 - 6 0.652 0.013 -0.629 0.016 

4 - 6 0.750 -0.198 -0.743 0.213 

5 - 7 -0.126 0.126 0.127 -0.142 

6 - 7 0.359 -0.040 -0.355 0.033 

6 - 8 0.291 -0.162 -0.290 0.157 

6 - 9 0.347 -0.104 -0.347 0.131 

6 - 10 0.195 0.012 -0.195 0.009 

9 - 11 0.000 -0.254 0.000 0.266 

9 - 10 0.355 0.237 -0.355 -0.218 

4 - 12 0.411 -0.119 -0.411 0.165 

12 - 13 0.000 -0.211 0.000 0.217 

12 - 14 0.022 0.088 -0.021 -0.086 

12 - 15 0.165 0.146 -0.162 -0.140 

12 - 16 0.141 0.057 -0.139 -0.053 

14 - 15 0.049 -0.031 -0.048 0.032 

16 - 17 0.104 0.035 -0.103 -0.032 

15 - 18 0.114 0.017 -0.113 -0.015 

18 - 19 0.081 0.006 -0.080 -0.005 

19 - 20 -0.015 -0.029 0.015 0.029 

10 - 20 0.037 0.037 -0.037 -0.036 

10 - 17 -0.013 0.026 0.013 -0.026 

10 - 21 0.303 0.242 -0.297 -0.230 

10 - 22 0.171 0.137 -0.168 -0.130 

21 - 22 0.122 0.118 -0.122 -0.118 

15 - 23 0.104 0.039 -0.103 -0.037 

22 - 24 -0.060 -0.002 0.060 0.003 

23 - 24 0.071 0.021 -0.070 -0.019 

24 - 25 -0.077 -0.009 0.078 0.012 

25 - 26 0.035 0.024 -0.035 -0.023 

25 - 27 -0.114 -0.035 0.115 0.038 

28 - 27 0.151 -0.028 -0.151 0.037 

27 - 29 0.024 0.008 -0.024 -0.008 
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27 - 30 0.016 0.005 -0.016 -0.005 

29 - 30 -0.000 -0.001 0.000 0.001 

8 - 28 -0.010 -0.002 0.010 -0.042 

6 - 28 0.167 -0.110 -0.166 -0.020 

14 - 31 -0.089 0.101 0.090 -0.233 

15 - 32 -0.090 0.027 0.090 -0.159 

30 - 33 -0.090 -0.015 0.090 -0.117 

Harmonic Propagation Report  
Nodal Voltages ----- Harmonic Magnitude Voltages ---------------- Harmonic Voltage Angle 

 
V A Vrms THD 1 5 7 11 13 15 17 1 5 7 11 13 15 17 

1 1.060 0.000 1.060 0.000 1.060 0.000 0.000 0.000 0.000 0.000 0.000 0.000 174.449 15.789 -63.816 148.470 159.762 -63.153 

2 1.043 -5.741 1.043 0.000 1.043 0.000 0.000 0.000 0.000 0.000 0.000 -5.741 172.536 11.072 -70.667 147.022 171.230 -45.622 

3 1.017 -8.305 1.017 0.003 1.017 0.000 0.000 0.000 0.000 0.000 0.000 -8.305 174.267 16.139 -63.140 149.052 159.788 -63.065 

4 1.007 -10.033 1.007 0.003 1.007 0.000 0.000 0.000 0.000 0.000 0.000 -10.033 174.373 16.390 -62.705 149.556 160.359 -62.422 

5 1.010 -14.821 1.010 0.000 1.010 0.000 0.000 0.000 0.000 0.000 0.000 -14.821 165.451 0.451 -89.645 139.189 172.468 -28.377 

6 1.007 -11.918 1.007 0.003 1.007 0.000 0.000 0.000 0.000 0.000 0.000 -11.918 167.778 4.413 -84.333 145.024 178.635 -21.819 

7 1.000 -13.639 1.000 0.002 1.000 0.000 0.000 0.000 0.000 0.000 0.000 -13.639 163.803 -0.274 -89.754 139.427 172.897 -27.714 

8 1.010 -12.713 1.010 0.000 1.010 0.000 0.000 0.000 0.000 0.000 0.000 -12.713 169.730 7.063 -77.237 144.908 -176.895 -10.741 

9 1.031 -15.906 1.031 0.002 1.031 0.000 0.000 0.000 0.000 0.000 0.000 -15.906 158.795 -11.824 147.582 -16.850 122.475 -28.644 

10 1.006 -18.063 1.006 0.005 1.006 0.000 0.000 0.000 0.000 0.000 0.000 -18.063 157.907 -13.176 145.187 -22.653 98.464 162.598 

11 1.082 -15.906 1.082 0.000 1.082 0.000 0.000 0.000 0.000 0.000 0.000 -15.906 156.247 -13.978 145.863 -18.431 121.003 -30.027 

12 1.043 -15.778 1.043 0.011 1.043 0.000 0.000 0.000 0.000 0.000 0.000 -15.778 -173.609 39.163 -44.789 174.077 35.031 -105.222 

13 1.071 -15.778 1.071 0.000 1.071 0.000 0.000 0.000 0.000 0.000 0.000 -15.778 -176.152 37.014 -46.503 172.500 33.562 -106.601 

14 1.018 -15.501 1.018 0.031 1.018 0.000 0.000 0.000 0.000 0.000 0.000 -15.501 -167.848 53.455 -38.805 -178.787 39.420 -105.226 

15 1.014 -16.423 1.014 0.020 1.014 0.000 0.000 0.000 0.000 0.000 0.000 -16.423 -173.398 43.703 -45.861 172.387 25.678 -105.831 

16 1.019 -16.997 1.019 0.006 1.019 0.000 0.000 0.000 0.000 0.000 0.000 -16.997 172.329 8.244 -75.197 -155.468 48.486 -109.576 

17 1.005 -17.954 1.005 0.004 1.005 0.000 0.000 0.000 0.000 0.000 0.000 -17.954 160.695 -10.085 144.960 -29.475 78.859 -126.367 

18 0.998 -17.727 0.998 0.012 0.998 0.000 0.000 0.000 0.000 0.000 0.000 -17.727 174.882 20.388 -53.098 173.878 28.196 -111.031 

19 0.993 -18.309 0.993 0.008 0.993 0.000 0.000 0.000 0.000 0.000 0.000 -18.309 167.215 5.039 -78.371 -174.909 34.449 -116.450 

20 0.995 -18.309 0.995 0.006 0.995 0.000 0.000 0.000 0.000 0.000 0.000 -18.309 164.939 -0.340 -165.110 -101.119 43.790 -118.742 

21 0.978 -18.893 0.978 0.004 0.978 0.000 0.000 0.000 0.000 0.000 0.000 -18.893 154.685 -16.560 145.576 -8.950 -110.814 60.097 

22 0.974 -18.984 0.974 0.005 0.974 0.000 0.000 0.000 0.000 0.000 0.000 -18.984 154.845 -16.248 147.800 12.338 -101.978 56.861 

23 0.996 -17.394 0.996 0.010 0.996 0.000 0.000 0.000 0.000 0.000 0.000 -17.394 178.013 25.095 -54.755 154.521 -57.190 -86.497 

24 0.981 -18.357 0.981 0.021 0.981 0.000 0.000 0.000 0.000 0.000 0.000 -18.357 165.656 1.062 -80.858 136.642 -91.015 54.496 

25 0.999 -16.978 0.999 0.013 0.999 0.000 0.000 0.000 0.000 0.000 0.000 -16.978 173.580 16.120 -63.894 144.880 -78.077 124.513 

26 0.981 -17.413 0.981 0.012 0.981 0.000 0.000 0.000 0.000 0.000 0.000 -17.413 170.052 11.824 -68.797 139.974 -82.880 119.872 

27 1.019 -15.859 1.019 0.016 1.019 0.000 0.000 0.000 0.000 0.000 0.000 -15.859 -179.307 30.388 -56.463 152.341 -39.739 159.663 

28 1.007 -12.524 1.007 0.007 1.007 0.000 0.000 0.000 0.000 0.000 0.000 -12.524 172.771 14.882 -67.321 145.718 -167.333 17.066 

29 1.011 -16.313 1.011 0.028 1.011 0.000 0.000 0.000 0.000 0.000 0.000 -16.313 -176.964 38.725 -54.420 157.469 2.817 168.465 

30 1.012 -16.323 1.012 0.046 1.012 0.000 0.000 0.000 0.000 0.000 0.000 -16.323 -172.525 47.489 -49.870 165.414 18.349 174.272 

31 1.010 -15.044 1.010 0.010 1.010 0.000 0.000 0.000 0.000 0.000 0.000 -15.044 -163.651 60.240 -32.149 -168.852 53.913 -87.234 

32 1.010 -16.033 1.010 0.010 1.010 0.000 0.000 0.000 0.000 0.000 0.000 -16.033 -168.606 53.236 -42.743 178.739 39.775 -98.946 

33 1.010 -15.973 1.010 0.010 1.010 0.000 0.000 0.000 0.000 0.000 0.000 -15.973 -168.315 53.729 -42.512 178.407 38.491 -126.265 
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H.2 Results for Scenario 1 

Results were obtained from the report generated by the algorithm, only are 

presented the Pareto front of the first and last generation and the best configurations that 

the algorithm generates. Network data and reports are not attached because reports include 

generation data, network voltages and loads, lines and transformers data, harmonic current 

injection data, power flow report, line power flow report and harmonic propagation report 

for each configuration, and it is much information to be presented in the appendix.  

For Scenario 1 were proposed 100 chromosomes as the first generation and were 

generated 1,000 offsprings.  

H.2.1 100 chromosomes 

*** Report *** 
Total of Chromosomes Generated for the Initial Population: 100 
Maximum Distance: 45 km 
Pareto Fronts Considered: 10 
Generation time: 00:02:25.058 = 145.058 seconds 

 

 
 
100 chromosomes generated after obtain minimum distance tree for each chromosome and 
eliminate not valid chromosomes. 00:50:14.837 = 3014.837 seconds 
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Generation of chromosomes number 1 
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THD 
(%) 

Power 
losses  
(p.u.) 

Number 
of lines 

Maximun 
distance 

(km) 

Total 
cable 
length 
(km) 

1 0.0485 0.3229 51 56.7809 588.5649 
2 0.0517 0.2762 51 49.2254 650.3220 
3 0.0536 0.2433 51 51.8084 604.5096 
4 0.0560 0.2300 52 51.8084 631.6790 
5 0.0832 0.2279 53 44.3771 716.6702 
6 0.0833 0.2278 53 44.3771 711.6977 

 
Generation of chromosomes number 1000 

 

 

 

THD 
(%) 

Power 
losses  
(p.u.) 

Number 
of lines 

Maximun 
distance 

(km) 

Total 
cable 
length 
(km) 

1 0.0485 0.3229 51 167.1298 588.5649 
2 0.0517 0.2762 51 153.8767 616.6151 
3 0.0535 0.2398 52 153.8767 665.8188 
4 0.0560 0.2300 59 153.8767 1144.8725 
5 0.0653 0.2291 54 153.8767 745.2685 
6 0.0832 0.2279 53 153.8767 716.6702 
7 0.0833 0.2278 53 153.8767 711.6977 
8 0.1252 0.2276 53 153.8767 687.8610 

 
Total processing data time 
19:32:1.644 = 70321.644 seconds 
8 chromosomes generated as the best options after 1000 generations.  
*** End of Graphs report *** 
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*** Results *** 
Base: 10000000 
Number of lines and Transformers: 51 
Generation Nodes: 16 
Load Nodes: 24 
Total Nodes: 40 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 8 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:0.845 = 0.845 seconds 
Map of the North Sea with connection option 1 

 
Number of iterations: 4 
Error : 7.131746E-6 
Generation : 2.756900 p.u. 
Demand : 2.434000 p.u. 
Power Losses: 0.322906 p.u. 
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*** Results *** 
Base: 10000000 
Number of lines and Transformers: 51 
Generation Nodes: 16 
Load Nodes: 24 
Total Nodes: 40 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 8 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:0.885 = 0.885 seconds 
Map of the North Sea with connection option 2 

 
Number of iterations: 4 
Error : 3.520948E-6 
Generation : 2.710215 p.u. 
Demand : 2.434000 p.u. 
Power Losses: 0.276218 p.u. 
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*** Results *** 
Base: 10000000 
Number of lines and Transformers: 52 
Generation Nodes: 16 
Load Nodes: 24 
Total Nodes: 40 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 8 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:0.891 = 0.891 seconds 
Map of the North Sea with connection option 3 

 
Number of iterations: 4 
Error : 1.331043E-6 
Generation : 2.673837 p.u. 
Demand : 2.434000 p.u. 
Power Losses: 0.239838 p.u. 
 

 

 



Appendix H  Results 

University of Strathclyde   198 

*** Results *** 
Base: 10000000 
Number of lines and Transformers: 52 
Generation Nodes: 16 
Load Nodes: 24 
Total Nodes: 40 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 8 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:0.89 = 0.89 seconds 
Map of the North Sea with connection option 4 

 
Number of iterations: 4 
Error : 1.151683E-6 
Generation : 2.664036 p.u. 
Demand : 2.434000 p.u. 
Power Losses: 0.230036 p.u. 
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*** Results *** 
Base: 10000000 
Number of lines and Transformers: 54 
Generation Nodes: 16 
Load Nodes: 24 
Total Nodes: 40 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 8 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:0.904 = 0.904 seconds 
Map of the North Sea with connection option 5 

 
Number of iterations: 4 
Error : 1.232946E-6 
Generation : 2.663142 p.u. 
Demand : 2.434000 p.u. 
Power Losses: 0.229143 p.u. 

 

 



Appendix H  Results 

University of Strathclyde   200 

*** Results *** 
Base: 10000000 
Number of lines and Transformers: 53 
Generation Nodes: 16 
Load Nodes: 24 
Total Nodes: 40 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 8 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:0.898 = 0.898 seconds 
Map of the North Sea with connection option 6 

 
Number of iterations: 4 
Error : 1.205781E-6 
Generation : 2.661854 p.u. 
Demand : 2.434000 p.u. 
Power Losses: 0.227855 p.u. 
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*** Results *** 
Base: 10000000 
Number of lines and Transformers: 53 
Generation Nodes: 16 
Load Nodes: 24 
Total Nodes: 40 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 8 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:0.931 = 0.931 seconds 
Map of the North Sea with connection option 7 

 
Number of iterations: 4 
Error : 1.185159E-6 
Generation : 2.661792 p.u. 
Demand : 2.434000 p.u. 
Power Losses: 0.227793 p.u. 
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*** Results *** 
Base: 10000000 
Number of lines and Transformers: 53 
Generation Nodes: 16 
Load Nodes: 24 
Total Nodes: 40 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 8 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:0.915 = 0.915 seconds 
Map of the North Sea with connection option 8 

 
Number of iterations: 4 
Error : 1.151016E-6 
Generation : 2.661590 p.u. 
Demand : 2.434000 p.u. 
Power Losses: 0.227591 p.u. 
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H.3 Results for Scenario 2 

As in Scenario 1, results were obtained from the report generated by the algorithm, 

only are presented the Pareto front of the first and last generation and the best 

configurations that the algorithm generates. Network data and reports are not attached 

because if it is included for each configuration, it is much information. 

For Scenario 2 were proposed 100 chromosomes as the first generation and were 

generated 1,000 offsprings. If new geneartions are generated, time is increased 

significantly. 

H.3.1 100 chromosomes 

*** Report *** 
Total of Chromosomes Generated for the Initial Population: 100 
Maximum Distance: 45 km 
Pareto Fronts Considered: 15 
Generation time: 00:17:36.239 = 1056.239 seconds 

 

 
 
100 chromosomes generated after obtain minimum distance tree for each chromosome and 
eliminate not valid chromosomes. 01:24:53.34 = 5093.34 seconds 
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Generation of chromosomes number 1 

 

 

 

THD 
(%) 

Power 
losses  
(p.u.) 

Number 
of lines 

Maximun 
distance 

(km) 

Total 
cable 
length 
(km) 

1 0.0456 0.3875 49 56.1914 438.8648 



Appendix H  Results 

University of Strathclyde   205 

2 0.0461 0.3597 49 40.4055 401.8721 
3 0.0463 0.3515 50 40.4055 424.0210 
4 0.0494 0.2967 49 40.4055 499.8752 
5 0.0497 0.2907 49 40.4055 441.3737 
6 0.0525 0.2700 49 65.7126 438.5422 
7 0.0526 0.2693 49 113.0968 451.0615 
8 0.0616 0.2589 49 40.4055 503.4154 

 
Generation of chromosomes number 1,000 

 

 
 

 

THD 
(%) 

Power 
losses  
(p.u.) 

Number 
of lines 

Maximun 
distance 

(km) 

Total 
cable 
length 
(km) 

1 0.0447 0.3722 49 111.7604 418.4618 
2 0.0461 0.3597 49 111.7604 401.8721 
3 0.0463 0.3515 50 111.7604 424.0210 
4 0.0466 0.2893 49 111.7604 440.0372 
5 0.0496 0.2811 50 111.7604 432.7067 
6 0.0515 0.2772 50 111.7604 398.1801 
7 0.0517 0.2731 49 133.9574 499.9185 
8 0.0525 0.2700 49 113.0968 438.5422 
9 0.0526 0.2693 49 113.0968 454.3281 
10 0.0536 0.2674 49 113.0968 433.9902 
11 0.0565 0.2653 50 111.7604 467.6053 
12 0.0607 0.2609 49 133.9574 534.8170 
13 0.0616 0.2589 49 113.0968 503.4154 

 
 
Total processing data time 
35:07:17.141 = 126437.141 seconds 
13 chromosomes generated as the best options after 1,000 generations. 
*** End of Graphs report *** 
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*** Results *** 
Base: 10000000 
Number of lines and Transformers: 49 
Generation Nodes: 14 
Load Nodes: 24 
Total Nodes: 38 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 8 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:0.791 = 0.791 seconds 
Map of the North Sea with connection option 1 

 
Number of iterations: 5 
Error : 1.573259E-5 
Generation : 2.886195 p.u. 
Demand : 2.514000 p.u. 
Power Losses: 0.372201 p.u. 
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*** Results *** 
Base: 10000000 
Number of lines and Transformers: 49 
Generation Nodes: 14 
Load Nodes: 24 
Total Nodes: 38 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 8 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:0.809 = 0.809 seconds 
Map of the North Sea with connection option 2 

 
Number of iterations: 5 
Error : 1.563636E-5 
Generation : 2.873681 p.u. 
Demand : 2.514000 p.u. 
Power Losses: 0.359686 p.u. 
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*** Results *** 
Base: 10000000 
Number of lines and Transformers: 50 
Generation Nodes: 14 
Load Nodes: 24 
Total Nodes: 38 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 8 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:0.81 = 0.81 seconds 
Map of the North Sea with connection option 3 

 
Number of iterations: 5 
Error : 1.565756E-5 
Generation : 2.865504 p.u. 
Demand : 2.514000 p.u. 
Power Losses: 0.351510 p.u. 
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*** Results *** 
Base: 10000000 
Number of lines and Transformers: 49 
Generation Nodes: 14 
Load Nodes: 24 
Total Nodes: 38 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 8 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:0.808 = 0.808 seconds 
Map of the North Sea with connection option 4 

 
Number of iterations: 5 
Error : 5.002647E-7 
Generation : 2.803282 p.u. 
Demand : 2.514000 p.u. 
Power Losses: 0.289282 p.u. 
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*** Results *** 
Base: 10000000 
Number of lines and Transformers: 50 
Generation Nodes: 14 
Load Nodes: 24 
Total Nodes: 38 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 8 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:0.844 = 0.844 seconds 
Map of the North Sea with connection option 5 

 
Number of iterations: 5 
Error : 5.078555E-7 
Generation : 2.795146 p.u. 
Demand : 2.514000 p.u. 
Power Losses: 0.281147 p.u. 
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*** Results *** 
Base: 10000000 
Number of lines and Transformers: 50 
Generation Nodes: 14 
Load Nodes: 24 
Total Nodes: 38 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 8 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:0.83 = 0.83 seconds 
Map of the North Sea with connection option 6 

 
Number of iterations: 5 
Error : 5.133731E-7 
Generation : 2.791186 p.u. 
Demand : 2.514000 p.u. 
Power Losses: 0.277186 p.u. 
 

 

 



Appendix H  Results 

University of Strathclyde   212 

*** Results *** 
Base: 10000000 
Number of lines and Transformers: 49 
Generation Nodes: 14 
Load Nodes: 24 
Total Nodes: 38 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 8 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:0.877 = 0.877 seconds 
Map of the North Sea with connection option 7 

 
Number of iterations: 5 
Error : 5.206746E-7 
Generation : 2.787107 p.u. 
Demand : 2.514000 p.u. 
Power Losses: 0.273107 p.u. 
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*** Results *** 
Base: 10000000 
Number of lines and Transformers: 49 
Generation Nodes: 14 
Load Nodes: 24 
Total Nodes: 38 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 8 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:0.808 = 0.808 seconds 
Map of the North Sea with connection option 8 

 
Number of iterations: 5 
Error : 5.271583E-7 
Generation : 2.783984 p.u. 
Demand : 2.514000 p.u. 
Power Losses: 0.269984 p.u. 
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*** Results *** 
Base: 10000000 
Number of lines and Transformers: 49 
Generation Nodes: 14 
Load Nodes: 24 
Total Nodes: 38 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 8 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:0.811 = 0.811 seconds 
Map of the North Sea with connection option 9 

 
Number of iterations: 5 
Error : 5.286706E-7 
Generation : 2.783313 p.u. 
Demand : 2.514000 p.u. 
Power Losses: 0.269313 p.u. 
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*** Results *** 
Base: 10000000 
Number of lines and Transformers: 49 
Generation Nodes: 14 
Load Nodes: 24 
Total Nodes: 38 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 8 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:0.832 = 0.832 seconds 
Map of the North Sea with connection option 10 

 
Number of iterations: 5 
Error : 5.331946E-7 
Generation : 2.781383 p.u. 
Demand : 2.514000 p.u. 
Power Losses: 0.267383 p.u. 
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*** Results *** 
Base: 10000000 
Number of lines and Transformers: 50 
Generation Nodes: 14 
Load Nodes: 24 
Total Nodes: 38 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 8 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:0.821 = 0.821 seconds 
Map of the North Sea with connection option 11 

 
Number of iterations: 5 
Error : 5.386987E-7 
Generation : 2.779285 p.u. 
Demand : 2.514000 p.u. 
Power Losses: 0.265285 p.u. 
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*** Results *** 
Base: 10000000 
Number of lines and Transformers: 49 
Generation Nodes: 14 
Load Nodes: 24 
Total Nodes: 38 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 8 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:0.815 = 0.815 seconds 
Map of the North Sea with connection option 12 

 
Number of iterations: 5 
Error : 5.516490E-7 
Generation : 2.774914 p.u. 
Demand : 2.514000 p.u. 
Power Losses: 0.260914 p.u. 
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*** Results *** 
Base: 10000000 
Number of lines and Transformers: 49 
Generation Nodes: 14 
Load Nodes: 24 
Total Nodes: 38 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 8 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:0.806 = 0.806 seconds 
Map of the North Sea with connection option 13 

 
Number of iterations: 5 
Error : 5.582700E-7 
Generation : 2.772923 p.u. 
Demand : 2.514000 p.u. 
Power Losses: 0.258923 p.u. 
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H.4 Results for Scenario 3 

As in Scenarios 1 and 2, results were obtained from the report generated by the 

algorithm, only are presented the Pareto front of the first and last generation and the best 

configurations that the algorithm generates. Network data and reports are not attached 

because if it is included for each configuration, it is much information.  

For Scenario 3 were proposed 150 chromosomes as the first generation because 15 

nodes can be interconnected, with this number of nodes were generated 500 offsprings 

because time was increased and new generations did not create new better chromosomes. 

H.4.1 150 chromosomes 

*** Report *** 
Total of Chromosomes Generated for the Initial Population: 150 
Maximum Distance: 45 km 
Pareto Fronts Considered: 15 
Generation time: 00:05:42.215 = 342.215 seconds 

 

 
 
150 chromosomes generated after obtain minimum distance tree for each chromosome and 
eliminate not valid chromosomes. 09:23:46.931 = 33826.931 seconds 
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Generation of chromosomes number 1 
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THD 
(%) 

Power 
losses  
(p.u.) 

Number 
of lines 

Maximun 
distance 

(km) 

Total 
cable 
length 
(km) 

1 0.0605 0.3655 60 43.5368 761.8323 
2 0.0609 0.3440 57 45.8963 614.8928 
3 0.0625 0.2728 60 65.7126 715.1140 
4 0.0689 0.2721 62 56.1914 796.6288 
5 0.0722 0.2655 60 40.4055 839.4981 
6 0.0965 0.2650 59 57.0326 784.0425 
7 0.1043 0.2639 61 39.2933 928.6563 

Generation of chromosomes number 102 

 

 

 

THD 
(%) 

Power 
losses  
(p.u.) 

Number 
of lines 

Maximun 
distance 

(km) 

Total 
cable 
length 
(km) 

1 0.0605 0.3655 60 115.3429 761.8323 
2 0.0609 0.3440 57 111.7604 614.8928 
3 0.0610 0.2753 57 111.7604 645.4751 
4 0.0617 0.2694 57 111.7604 611.6694 
5 0.0629 0.2669 60 113.0968 681.3083 
6 0.0722 0.2655 77 411.0729 4456.0700 
7 0.0965 0.2650 75 385.0543 3666.7357 
8 0.1043 0.2639 79 411.0729 5082.5616 

Total processing data time 
61:00:31.083 = 219,631.083 seconds 
8 chromosomes generated as the best options after 500 generations.  
*** End of Graphs report *** 
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*** Results *** 
Base: 10000000 
Number of lines and Transformers: 60 
Generation Nodes: 21 
Load Nodes: 24 
Total Nodes: 45 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 15 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:1.189 = 1.189 seconds 
Map of the North Sea with connection option 1 

 
Number of iterations: 5 
Error : 1.658474E-5 
Generation : 2.599476 p.u. 
Demand : 2.234000 p.u. 
Power Losses: 0.365482 p.u. 
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*** Results *** 
Base: 10000000 
Number of lines and Transformers: 57 
Generation Nodes: 21 
Load Nodes: 24 
Total Nodes: 45 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 15 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:1.243 = 1.243 seconds 
Map of the North Sea with connection option 2 

 
Number of iterations: 5 
Error : 1.633949E-5 
Generation : 2.578006 p.u. 
Demand : 2.234000 p.u. 
Power Losses: 0.344012 p.u. 
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*** Results *** 
Base: 10000000 
Number of lines and Transformers: 57 
Generation Nodes: 21 
Load Nodes: 24 
Total Nodes: 45 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 15 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:1.242 = 1.242 seconds 
Map of the North Sea with connection option 3 

 
Number of iterations: 5 
Error : 5.613597E-7 
Generation : 2.509265 p.u. 
Demand : 2.234000 p.u. 
Power Losses: 0.275265 p.u. 
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*** Results *** 
Base: 10000000 
Number of lines and Transformers: 57 
Generation Nodes: 21 
Load Nodes: 24 
Total Nodes: 45 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 15 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:1.198 = 1.198 seconds 
Map of the North Sea with connection option 4 

 
Number of iterations: 5 
Error : 5.656639E-7 
Generation : 2.503418 p.u. 
Demand : 2.234000 p.u. 
Power Losses: 0.269418 p.u. 
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*** Results *** 
Base: 10000000 
Number of lines and Transformers: 60 
Generation Nodes: 21 
Load Nodes: 24 
Total Nodes: 45 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 15 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:1.267 = 1.267 seconds 
Map of the North Sea with connection option 5 

 
Number of iterations: 5 
Error : 5.700629E-7 
Generation : 2.500920 p.u. 
Demand : 2.234000 p.u. 
Power Losses: 0.266920 p.u. 
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*** Results *** 
Base: 10000000 
Number of lines and Transformers: 60 
Generation Nodes: 21 
Load Nodes: 24 
Total Nodes: 45 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 15 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:1.244 = 1.244 seconds 
Map of the North Sea with connection option 6 

 
Number of iterations: 5 
Error : 5.857226E-7 
Generation : 2.499542 p.u. 
Demand : 2.234000 p.u. 
Power Losses: 0.265542 p.u. 
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*** Results *** 
Base: 10000000 
Number of lines and Transformers: 59 
Generation Nodes: 21 
Load Nodes: 24 
Total Nodes: 45 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 15 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:1.212 = 1.212 seconds 
Map of the North Sea with connection option 7 

 
Number of iterations: 5 
Error : 5.768252E-7 
Generation : 2.498968 p.u. 
Demand : 2.234000 p.u. 
Power Losses: 0.264969 p.u. 
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*** Results *** 
Base: 10000000 
Number of lines and Transformers: 61 
Generation Nodes: 21 
Load Nodes: 24 
Total Nodes: 45 
Number of elements in derivation: 2 
Load nodes with harmonics injected: 15 
Number of harmonics to be considered: 7 
Processing time of Power Flow and Harmonic Propagation Study : 00:00:1.229 = 1.229 seconds 
Map of the North Sea with connection option 8 

 
Number of iterations: 5 
Error : 5.779442E-7 
Generation : 2.497892 p.u. 
Demand : 2.234000 p.u. 
Power Losses: 0.263892 p.u. 
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