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Abstract 

Diffuse correlation spectroscopy (DCS) is a powerful tool for investigating microvascular 

dynamics in deep tissues. It has been used for non-invasive blood flow assessment at the 

bedside. This study first provides a thorough literature review on system setups (continuous-

wave, frequency-domain, and time-domain) and derive corresponding theoretical models. I 

then present an innovative deep learning algorithm, DCS-NET, which is easy and robust to 

train, fast, and insensitive to measurement noise for data processing. The absolute blood flow 

index (BFi) at different depths with/without measurement noise was calculated, followed by a 

relative blood flow calculation. I then calculated the intrinsic sensitivity, and calculated BFi 

with varied optical properties and scalp/skull thicknesses finally.  

 

Compared with the semi-infinite, and three-layer fitting methods, I show that the DCS-NET is 

approximately 17,000 times faster than the traditional three-layer model and 32 times faster 

than the semi-infinite model, respectively. It provides increased inherent sensitivity to deep 

tissues compared to fitting methods. DCS-NET demonstrates remarkable noise resilience and 

is minimally affected by variations in μa and μs'. Additionally, we have shown that DCS-NET 

can extract relative blood flow index (rBFi) with a substantially lower error of 8.35%. In 

comparison, the semi-infinite and three-layer fitting models produce considerable errors in 

rBFi, amounting to 43.76% and 19.66%, respectively. 

 

Additionally, a DCS prototype is developed by integrating an advanced CMOS single-photon 

avalanche diode array, which employing a parallel light detection scheme, exhibits exceptional 

photon-counting throughput. The system tested on a milk phantom, showing SNR gain with 

the entire sensor is improved nearly 160-fold compared with a single pixel. An in vivo blood 

occlusion test was also performed. In conclusion, our system works well, and this research can 

offer peers effective guidance to embark on DCS research.     



iii 

 

Acknowledgements 

The duration dedicated to working on this dissertation has been marked by positive experiences, 

during which I experienced intellectual and personal growth. I would like to thanks to all those 

who played a role in the success of my research and the fulfilment of this thesis. 

 

I would like to thank my supervisor Dr David Li for his patience and support in advising me 

through this research project. David always inspires me to create new ideas, that is the process 

of viewing a particular problem every imaginable angle, drawing connections to related 

problems, and then weeding the abundance of ideas down to a few that warrant further pursuit. 

I hope that I have acquired this ability from David as well as the critical thinking and excitement 

with which he approaches scientific projects. I also want to thank my second supervisor Dr Yu 

Chen for her support. I am deeply indebted to David and Yu for their guidance. I hope to utilize 

the skills and knowledge that they have passed to me and pursue a healthy scientific career. 

 

I am grateful to my colleagues and friend for their direct and indirect support throughout the 

course of my research. I am happy to have had the opportunity to work through so many 

challenges with them. I am grateful to have had various interactions with Dr Haochang Chen, 

who provided me guidance in operating the SPAD systems in both the firmware and software. 

I am particularly grateful to Dr Dong Xiao, who was generous enough to spend so much time 

via zoom and share his hard-earned expertise in artificial intelligence (AI) design. I also extend 

my gratitude to the research group led by Professor Robert K. Henderson at the University of 

Edinburgh for supporting me with their QuantiCAM SPAD sensor for my PhD and the QuantiC 

Smart DCS projects. Thank you also to Mingliang Pan for his help with some of the figures 

that appear in this dissertation. I would also like to thank you the other group members 

including Dr Wujun Xie, Dr Ziao Jiao, Yuanzhe Zhang, Yu Wang, Zhenya Zang, Xi Chen, and 

XingDa Li. At the same time, I fondly reminisce about the time I worked with Dr Natakorn 

Sapermsap on the development of flow cytometry devices. 

 

I extend my heartfelt gratitude to Professor Stefan A. Carp, Massachusette General Hospital, 

Harvard Medical School, for his invaluable guidance on Monte Carlo simulations using MCX. 

Additionally, I am deeply appreciative of the insightful discussions with Dr Saeed Samaei and 

Professor Mamadou Diop from the Department of Medical and Biophysics at the University of 

Western Ontario, Canada, as well as Professor Johannes D. Johansson from Linköping 



iv 

 

University, Linköping, Sweden. Special thanks are also due to Professor Roarke Horstmeyer, 

Dr Melissa Wu, Dr Lucas Kreiss and Dr Wenhui Liu from the Department of Biomedical 

Engineering at Durham, North Carolina, United States. Thanks to their patience, as I repeatedly 

posed questions to them through emails, they tirelessly provided me with answers and guidance.  

 

Last, but not least, a heartfelt thank you to my father, Xuewen Wang and my mother, Zhuhua 

Fang, for letting me indulge my academic curiosity for far too long. I highly appreciate the 

encouragements from them during the ups and downs of this Ph.D. journey. Simultaneously, I 

express gratitude to my sister, Xin Wang for her continual care and support in my life. I dedicate 

this thesis to all of them, and I am eternally thankful for their love and support! 

 

This work is supported by the EPSRC (EP/T00097X/1): the Quantum Technology Hub in 

Quantum Imaging (QuantiC), and the University of Strathclyde. I would like to thank EPSRC 

and the University for providing me with the opportunity to undertake this research project, 

and without their financial support it would not be possible for me to continue to the research.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



v 

 

 

Contents 

 
Abstract ...................................................................................................................................... ii 

Acknowledgements .................................................................................................................. iii 

List of Figures ........................................................................................................................... ix 

List of Tables ........................................................................................................................... xvi 

List of Abbreviations.............................................................................................................. xvii 

List of Main Symbols.............................................................................................................. xix 

List of Publications .................................................................................................................. xx 

Chapter 1 Introduction ............................................................................................................... 1 

1.1 Motivation .................................................................................................................. 1 

1.2 Project Aims ............................................................................................................... 2 

1.3 Main Achievements ................................................................................................... 4 

1.4 Thesis Outline ............................................................................................................ 5 

Chapter 2 Literature Review ...................................................................................................... 7 

2.1 Overview of Blood Flow Measurement Modalities ................................................... 7 

2.2 Non-Optical Methods................................................................................................. 9 

2.2.1 Thermal Diffusion .............................................................................................. 9 

2.2.2 X-ray Techniques ............................................................................................... 9 

2.2.3 Intravascular Measurements ............................................................................ 10 

2.2.4 Nuclear Medicine ............................................................................................. 11 

2.2.5 Magnetic Resonance Imaging .......................................................................... 11 

2.2.6 Ultrasound Techniques ..................................................................................... 12 

2.3 Optical Methods ....................................................................................................... 13 

2.4 Diffuse Correlation Spectroscopy ............................................................................ 14 

2.4.1 DCS Instrumentation ....................................................................................... 17 



vi 

 

2.4.2 Lasers ............................................................................................................... 18 

2.4.3 Source and Detection Fibres ............................................................................ 20 

2.4.4 Sensors ............................................................................................................. 21 

2.4.5 Correlators (Incl. on-FPGA Correlators) ......................................................... 26 

2.4.6 Comparison Between CW-, TD- and FD-DCS ................................................ 27 

2.5 Data Processing ........................................................................................................ 31 

2.6 Other Approaches Used in DCS .............................................................................. 33 

2.6.1 Long Wavelength Approaches ......................................................................... 33 

2.6.2 Heterodyne/Interferometric Approaches .......................................................... 34 

2.6.3 Improved Analytical Models ............................................................................ 35 

2.7 Applications ............................................................................................................. 35 

2.7.1 Animals ............................................................................................................ 36 

2.7.2 Pediatrics .......................................................................................................... 39 

2.7.3 Adults ............................................................................................................... 42 

2.8 Simulation Tool Related to DCS .............................................................................. 47 

2.9 Summary .................................................................................................................. 47 

Chapter 3 Theoretical Frameworks .......................................................................................... 48 

3.1 Introduction .............................................................................................................. 48 

3.2 Basical Theoretical Background .............................................................................. 48 

3.2.1 Scattering and Absorption ................................................................................ 48 

3.2.2 Speckle Fluctuations and Light Scattering Dynamics ..................................... 49 

3.2.3 Diffuse Wave Spectroscopy (DWS) ................................................................. 53 

3.3 Diffuse Correlation Spectroscopy ............................................................................ 55 

3.3.1 CW Semi-infinite (One Layer) Model ............................................................. 55 

3.3.2 CW Two-layer Model ...................................................................................... 59 

3.3.3 CW Three-layer Model .................................................................................... 60 

3.3.4 TD Semi-infinite (One Layer) Model .............................................................. 64 



vii 

 

3.3.5 TD Two-layer Model ....................................................................................... 65 

3.3.6 TD Three-layer Model ..................................................................................... 66 

3.3.7 Frequency Domain Semi-infinite Model ......................................................... 67 

3.3.8 Noise Model ..................................................................................................... 68 

3.4 Summary .................................................................................................................. 70 

Chapter 4 Deep Learning (DL) in DCS ................................................................................... 71 

4.1 Introduction .............................................................................................................. 71 

4.2 Deep Learning Overview ......................................................................................... 72 

4.2.1 What is Deep Learning .................................................................................... 72 

4.2.2 How is DL Implemented? ................................................................................ 73 

4.3 Existing DL Methods Used in DCS ......................................................................... 74 

4.3.1 Recurrent Neural Network (RNN) and LSTM ................................................ 74 

4.3.2 Convolutional Neural Network (CNN) ............................................................ 75 

4.3.3 Gated Recurrent Unit ConvGRU ..................................................................... 76 

4.4 1DCNN Design ........................................................................................................ 77 

4.5 Training Dataset Preparation ................................................................................... 78 

4.6 Monte Carlo Simulations ......................................................................................... 79 

4.7 Intrinsic Sensitivity Estimation ................................................................................ 80 

4.8 Results ...................................................................................................................... 81 

4.8.1 Absolute BFi Recovery vs. Detection Depths ................................................. 81 

4.8.2 Absolute BFi Recovery with Noise ................................................................. 83 

4.8.3 Relative Blood Flow ........................................................................................ 86 

4.8.4 Intrinsic Sensitivity .......................................................................................... 87 

4.8.5 BFi Extraction with Varied Optical Properties and Scalp/Skull Thicknesses .. 88 

4.8.6 BFi Inference Time .......................................................................................... 94 

4.9 Summary .................................................................................................................. 95 

Chapter 5 DCS Prototype ........................................................................................................ 97 



viii 

 

5.1 Introduction .............................................................................................................. 97 

5.2 SPAD Sensor ............................................................................................................ 97 

5.2.1 192 × 128 SPAD Array ........................................................................................ 97 

5.3 TCSPC and Photon Counting Mode ........................................................................ 98 

5.3.1 TCSPC Model .................................................................................................. 98 

5.3.2 Photon Counting Mode .................................................................................... 99 

5.4 DCS System Using a 192 × 128 SPAD.................................................................. 100 

5.4.1 Laser Coupling ............................................................................................... 100 

5.4.2 DCS Data Collection Software ...................................................................... 101 

5.4.3 Off-line Analysis Tool (Software) Design ..................................................... 102 

5.4.4 DCS System Description ............................................................................... 103 

5.5 Data Analysis ......................................................................................................... 105 

5.5.1 DCS Simulation (Monte Carlo Simulations) ................................................. 105 

5.5.2 Defect and Hot Pixel Removal ...................................................................... 106 

5.5.3 g2 (τ) Calculation ........................................................................................... 107 

5.5.4 Milk Phantom Tests ....................................................................................... 111 

5.5.5 In Vivo Experiments ....................................................................................... 113 

5.6 Summary ................................................................................................................ 116 

Chapter 6 Conclusions and Future Work ............................................................................... 118 

6.1 Thesis Summary..................................................................................................... 118 

6.2 Future Work ........................................................................................................... 119 

Bibliography .......................................................................................................................... 121 

 

 

 

 

 

 



ix 

 

List of Figures 

Figure 2.1 Optics-based blood flow monitoring modalities, including laser speckle contrast 

imaging (LSCI), laser doppler flowmetry (LDF), diffuse correlation spectroscopy (DCS), 

diffuse speckle contrast analysis (DSCA)/speckle contrast optical spectroscopy (SCOS). .... 14 

Figure 2.2 (a) The roadmap of DCS historical development; (b) The number of published DCS 

papers based on PUBMED (*value for 2024 extrapolated as of the date of writing); (c) Blood 

flow sampling rate vs. measurement depths. PDCS: parallelized DCS, iDCS: interferometric 

DCS. ......................................................................................................................................... 16 

Figure 2.3 The DCS principle for blood flow measurements. (a) The schematic of DCS 

measurements in the semi-infinite geometry. Highly coherent laser light is used to illuminate 

the sample via optical fibers. The source and detector fibers are placed on the tissue surface 

within a distance ρ; (b) the scattered light intensity fluctuates due to moving scatterers (e.g., 

red blood cells); (c) two intensity autocorrelation curves (g2(τ)) showing different flow rates. 

(d) Photons scattered from moving particles travel along “banana-shaped” paths between 

source and detection fibers; (e) Autocorrelation functions for different ρ. .............................. 17 

Figure 2.4 (a) Sunwoo et al.’s CW-DCS system; the figure adopted from Ref. [90]; (b) 

Tamborini et al.’s TD-DCS system; the figure adopted from Ref. [91]; (c) Block diagram of 

Sadhu et al. FD-DCS system; the figure adopted from Ref. [92]; (d) Zavriyev et al.’s [93] 

Hybrid DCS system; the figure adopted from https://iss.com/biomedical/metaox. ................ 18 

Figure 2.5 different mode optical fiber: (a) single-mode fiber (SMF), (b) few-mode fiber, (3) 

multi-mode fiber. ...................................................................................................................... 21 

Figure 2.6 SNR-vs-pixels plot adopted from Wayne et al. [113], with different SPAD sensors 

employed in DCS systems. ...................................................................................................... 22 

Figure 2.7 A schematic layout of the SPAD array with representative raw data of temporal light 

intensity fluctuations from single pixels and the corresponding intensity autocorrelation curves. 

The blue and red lines in the rightmost figure represent the autocorrelation curves of a single 

pixel and the whole SPAD array (1024 pixels), respectively. Data and plots are adopted from 

Liu et. al. [40]........................................................................................................................... 23 

Figure 2.8 (a) DCS data collected at different ρ to improve depth sensitivity, (b) measurement 

principle for TD-DCS, (c) measurement using FD-DCS. ........................................................ 29 

Figure 2.9 The existing deep learning model applied in DCS, including RNN [163], 2DCNN 

[38], LSTM [164], ConvGRU [165] and DCS-NET. All the graphs are re-printed from the 

published literatures. ................................................................................................................ 33 



x 

 

Figure 2.10 (a) Detailed schematics of measurements on sheep, featuring the instrument and 

its thin fiber optic probe, images adopted from Ref. [184]; (b) The setup for pig experiments. 

The shaded areas on the pig indicate burns of various depths. Figures were reproduced from 

Ref. [35]; (c) The non-contact scanning system set-up for mice. (black lines: outline of the 

bones; red lines: outline of the graft). Figures were reproduced from Ref. [188]; (d) Experiment 

setup with the placement of optical fibers and pressure sensor as well as the catheter on the 

exposed skull of monkey. The traces at the right show an example of changes in cerebral blood 

flow (∆CBF) and ICP. Figures were reproduced from Ref. [187]. .......................................... 39 

Figure 2.11 (a) DCS sensor was attached to the infant’s head for blood flow monitoring, figures 

adopted from Ref. [90]; (b) The high-density EEG cap and optical probe (NIRS-DCS) and 

schematic representation of the location of the EEG and optical probes on a child’s head. Figure 

was reproduced from Nourhashemi et al. [199]. (c) The hybrid DCS system for neonatal blood 

flow monitoring, figures reproduced from Ref. [201]. ............................................................ 42 

Figure 2.12 (a) Hybrid DCS system applied to human forehead, image taken from Ref. [3]; (b) 

Experimental configuration with contactless probe, figures adopted from Ref. [222]; (c) 

Schematic of hybrid instrument, hybrid Imagent/DCS instrument for simultaneous 

measurement of tumour oxygenation and blood flow during chemoradiation therapy, images 

adopted from Ref. [223]; (d) Drawing of a subject cycling on a stationary bicycle with a 

frequency-domain (FD) multi-distance near-infrared spectroscopy (FDNIRS)-diffuse 

correlation spectroscopy (DCS) probe attached to the right superficial rectus femoris. Figure 

was adopted from Ref. [93]; (e) Hybrid DCS/NIRS device for muscle measurement. Figures 

were adopted from Ref. [219]; (f) Diagram of DCS working on a breast, figures adopted from 

Ref. [79]. .................................................................................................................................. 46 

Figure 3.1 (a) Experiment schematic for DLS, with the detector positioned at angle θ. (b) 

Experiment schematic for DWS, with the detector positioned in reflectance geometry. ........ 52 

Figure 3.2(a) The homogenous semi-infinite analytical model, (b) Two-layer analytical model, 

(c) Three-layer analytical model. All of the geometric schemes including the position of the 

source and detector, each layer has its own thickness ∆(1,2,3) and characterized by the absorption 

coefficient μa(1,2,3) and reduced scattering coefficient μ’s(1,2,3). ................................................ 55 

Figure 3.3 Illustration of semi-infinite geometry with boundary condition. ........................... 57 

Figure 3.4 Assuming µa = 0.013 mm-1, µs’ = 0.86 mm-1. (a) Autocorrelation functions for DB = 

1×10-8 mm2/s for different ρ, (b) Autocorrelation functions for ρ = 30 mm for different DB, (c) 

Autocorrelation functions for DB = 1×10-8 mm2/s, and ρ=30 mm for different β. .................. 58 



xi 

 

Figure 3.5 (a) Representative g1(τ) simulated from a sample with ρ = 10 mm (blue solid line) 

and ρ = 30 mm (green solid line), varying DB from 1 × 10-6 mm2/s to 1 × 10-8 mm2/s (blue and 

green dot lines), µa = 0.013 mm-1, µs’= 0.86 mm-1, λ = 785 nm. (b) Representative g1(τ) 

simulated from a sample with ρ = 10 mm (blue solid line) and ρ = 30 mm (green solid line), 

characterized with µa
(1) = 0.013 mm-1, µs’(1) = 0.86 mm-1, Δ1 = 10 mm, DB

(1) = 1 × 10-6 mm2/s, 

(parameters for the top layer); µa
(2) = 0.018 mm-1, µs’(2) = 1.11 mm-1, varying DB

(2) from 1 × 

10-6 mm2/s to 1 × 10-8 mm2/s (parameters for the bottom layer; blue and green dot lines); (c) 

Representative g1(τ) data simulated from a sample with ρ = 10 mm (blue solid line) and ρ = 30 

mm (green solid line) characterized with µa
(1) = 0.013 mm-1, µs’(1) = 0.86 mm-1, Δ1 = 5 mm, 

DB
(1) = 1 × 10-8 mm2/s (Parameters for the first layer); ........................................................... 63 

Figure 3.6 Simulated g1(τ) with Eq. (3.34) and g2(τ) with (3.36), with ρ = 10 mm, DB = 1.09 × 

10-8 mm2/s, µa = 0.013 mm-1, µs’= 0.86 mm-1, λ = 785 nm, s =135 mm (ToF = 450 ps, data 

provided by Samaei); (b) Simulated g1(τ) from Eqs. (3.42) and (3.43) with µa
(1) = 0.013 mm-1, 

µs’(1) = 0.86 mm-1, Δ1 = 10 mm, DB
(1) = 1 × 10-6 mm2/s; µa

(2) = 0.018 mm-1, µs’(2) = 1.11 mm-1, 

DB
(2) = 1 × 10-6 mm2/s, q ∈ (0 30), w ∈ (0 20] Hz  and  t = 4.67 × 10-10 s and t = 9.34 × 10-10 s. 

We adopted these parameters from Ref. [254]. (c) Simulated g1(τ) with µa
(1) = 0.013 mm-1, µs’(1) 

= 0.86 mm-1, DB
(1) = 1 × 10-6 mm2/s, Δ1 = 2 mm; µa

(2) = 0.018 mm-1, µs’(2) = 1.11 mm-1, DB
(2)  

= 1 × 10-7 mm2/s, Δ2 = 5 mm-1; µa
(3) = 0.03 mm-1, µs’(3) = 1.19 mm-1, DB

(3) = 1 × 10-6 mm2/s, q 

∈ (0 30) mm-1, w ∈ (0 20) Hz, and t = 4.67 × 10-10 s and t = 1.40 × 10-9 s. The settings are the 

same with Ref. [254]. ............................................................................................................... 67 

Figure 3.7 Numerical simulated FD g1(ρ, ω, τ) at ρ = 25 mm with various modulation frequency. 

Image adopted from Ref. [6]. ................................................................................................... 68 

Figure 3.8 Simulated g2(τ) curves with ρ = 30 mm on a homogeneous sample with µa = 0.01 

mm-1, µs’ = 1.2 mm-1, λ = 785 nm, β = 0.5,  and Tint = 1 s (green line) and Tint = 10 s (blue line), 

and DB = 2 × 10-9 mm2/s, noise free (red solid line) and with Eq. (3.49) considered added 

assuming a  8.05 kcps at 785 nm. ............................................................................................ 69 

Figure 4.1 Flow chart of the proposed analysis. Step 1 generates the autocorrelation function 

g2(τ) from MCX at different source-detection distances (5mm, 10mm, 15mm, 20mm, 25mm 

and 30mm), optical properties (µa1,2,3, µ’s1,2,3), scalp/skull thicknesses (Δ1, Δ2), and different 

noise levels using the three-layer brain effective model. Step 2 obtains training datasets 

containing noise. The datasets are generated using a semi-infinite diffusion model with µa ∈ 

(0.01, 1) mm-1, µs’∈ (0.5, 1.6) mm-1, β∈ (0, 1], and BFi ∈ [10-8, 10-5] mm2/s.  Then, the 

simulated data from Step 1 is analyzed by the pre-trained model to predict β and BFi. Step 3 



xii 

 

fits the simulated data from Step 1 with semi-infinite and three-layer models with 

known/assumed optical properties/thicknesses to extract β and BFi. Step 4 assesses BFi and β 

estimations and concludes the intrinsic sensitivity and errors in terms of the variations in µa, 

µs’, Δ1, and Δ2. ......................................................................................................................... 72 

Figure 4.2 Deep learning uses learned features and predictors in an “end-to-end” deep neural 

network. ................................................................................................................................... 73 

Figure 4.3 (a) RNN training regression model [163]. The network model is a linear model with 

input dimension of 1, output dimension of 1, minimum mean square error of 1.0 × 10-8 and 

minimum gradient of 1.0 × 10-20, and the training epochs are 5000. (b) The structure of 

proposed LSTM architecture by Li et al. [164] The images of models are reused permission 

are taken from the authors [163,164]. ...................................................................................... 75 

Figure 4.4 The structure of the deep learning 2D convolution neural network (2D CNN). The 

measured g2(τ) data with the size of 1 × 128 as the input, then reshape into a 32 × 4 matrix. 

Convolutional Neural network (CNN) is used to map the matrix into a 32 × 32 image before 

passed into MobileNetV2. The output is β and BFi with size of 2 × 1 as output. The structure 

of the model reprinted from Ref. [38]. ..................................................................................... 76 

Figure 4.5 The structure of the ConvGRU model. Reprinted from Ref. [165]. ....................... 77 

Figure 4.6 The proposed DCS-NET includes a convolution neural network (CNN), batch 

normalization and sigmoid activation layers. The convolution layer parameters are the filter 

number × the kernel size × the stride. ...................................................................................... 78 

Figure 4.7 Evaluation of the convolution neural network. (a) Training and validation losses of 

DCS-NET. (b) g2 (τ) with noise-free (blue), and with realistic noise added, assuming an 8.05 

kcps at 785 nm at different noise levels with Tint = 1, 10, and 30 s. ........................................ 79 

Figure 4.8 A large slab from MCX representing a human brain consisting of three layers of the 

scalp (5 mm), skull (7 mm), and brain (50 mm). ..................................................................... 80 

Figure 4.9 MCX-generated (scattered stars) and fitted (red solid lines) g2 curves using semi-

infinite and three-layer fitting methods. (a-i - a-iv, respectively) noisy MCX simulated data 

(scattered star-shaped) at different noise levels fitted with the semi-infinite homogeneous 

model; (b-i - b-iv) noisy MCX-generated data fitted with the for the three-layer fitting 

procedure. The corresponding Residual δ and Resnorm ϵ curves are also included. .............. 84 

Figure 4.10 (a) The estimated β by DCS-NET, semi-infinite, and three-layer fitting methods at 

different noise levels (Tint =1, 10, 30 s). The bar height means the average value for estimated 

BFi or β, the error bar means the standard deviations σ; (b) The estimated BFi by the three 



xiii 

 

methods at different noise levels. The red dot line stands for the ground truth. (All the average 

values were obtained over 100 trials). ..................................................................................... 85 

Figure 4.11 rBFi calculated by DCS-NET, the semi-infinite, and three-layer fitting methods on 

noiseless data for ρ = 30 mm for αDb(w) = [1 + 0.05 × (w-1)] × 10-6 mm2/s, w = 1, 2…21. rBFi 

= BFi/BFi0, we define the estimated BFi as BFi0 when w = 1. ................................................ 86 

Figure 4.12  (a) Intrinsic sensitivity on noiseless data. (b-d) are the sensitivities for noise with 

Tint = 30 s, Tint = 10 s, Tint = 1s, respectively. η is the intrinsic sensitivity that defined in Eq. 

(4.3), and ζ is the perturbation level in Layer 3 (brain). Red, blue, and dark lines present ηD, ηT 

and ηS, respectively. ................................................................................................................. 88 

Figure 4.13 (a) Estimated BFi vs. µa, the green and purple dashed line are for BFim at µa = 

0.019 mm-1 in Layer 3 (brain), the red solid line and the black dashed line are the BFiGT and 

BFiD, respectively, and the red and blue dashed lines are for BFiGT using the three-layer and 

semi-infinite fitting methods. (b) Estimated BFi vs. µs’, the green and purple dashed line are 

for the BFim at µs’ = 1.10 mm-1 in Layer 3 (brain), the red solid line and the black dashed line 

are the BFiGT and BFiD, respectively, and the red and blue dashed lines are for BFiGT using the 

three-layer and semi-infinite fitting methods. .......................................................................... 90 

Figure 4.14 BFi error (in %) vs. errors in the µa and µs’ variation (in %) among DCS-NET, 

semi-infinite, and three-layer fitting methods. ......................................................................... 91 

Figure 4.15 (a) BFi’s mean value and standard deviation vs. ∆1, and the rightmost bar group 

represents the results obtained with ∆1 = 5 mm. (b) BFi’s mean value and standard deviation 

vs. ∆2, and the rightmost bar group represents the results obtained with ∆2 = 7 mm. Each bar in 

the plot represents the average BFi over 100 trials calculated using three different methods, 

whereas the error bar stands for the standard deviation of BFi over 100 trials. ...................... 93 

Figure 4.16 BFi error (in %) vs. errors in Δ1 and Δ2 (in %) between DCS-NET and three-layer 

fitting methods. ........................................................................................................................ 94 

Figure 5.1 (a) SPAD sensor module, front view of QuantICAM with the SPAD chip integrated. 

(b) Data processing module, back view of QuantICAM, including the Opal Kelly XEM6310 

FPGA board. ............................................................................................................................ 98 

Figure 5.2 illustrates the reverse start-stop principle using a basic laser-ranging setup. A pulsed 

laser beam, passing through a diffuser, illuminates surfaces A and B. The scattered photons are 

collected by the QuantICAM. We also depict the process timing: the laser period is tI, and 

photons are detected later. In forward start-stop, photon timestamps from surface A (tAf) are 

lower than those from B(tBf). Conversely, in reverse start-stop, photon detection initiates timing, 

with timestamps for surface A(tAr) higher than those for B(tBr). This method ensures counting 



xiv 

 

electronics are active only upon photon detection, reducing electronics usage compared to 

forward start-stop where timing starts with the synchronization signal and ends with photon 

detection. This minimizes readout dead time, lowers power consumption, and reduces heat 

dissipation. ............................................................................................................................... 99 

Figure 5.3 illustrates photon counting mode, where the frame clock (a) sets the maximum frame 

rate, showing a single pixel for simplicity. Each frame begins with a brief deadtime (shown in 

red), during which incoming photons are not counted. After this deadtime, each pixel can count 

multiple photons. The sequence of detecting a photon (b), incrementing the counter (c), and 

resetting the SPAD repeats until the frame ends and the next frame clock pulse transfers data 

to the readout stage (d). To prevent data wrap-around, a sufficiently short frame time is 

necessary. The camera's "frame to add" setting allows for digital summation of multiple frames 

to increase the maximum count value as needed. .................................................................. 100 

Figure 5.4 (a) Simulation of fiber coupling using Opticalstudio. (b) Donut beam profile 

obtained at a certain input angle. (c) Near-Gaussian beam profile obtained at 0° input angle 

(normal to the fiber face). (d) The fiber used in our setup. (e) Skew ray propagation 

corresponding to donut profile. (f) Meridional ray propagation corresponding to the near-

gaussian output profile. .......................................................................................................... 101 

Figure 5.5 Main UI for DCS data collection. ......................................................................... 102 

Figure 5.6 The flow chart about calling AI model in MATLAB. .......................................... 103 

Figure 5.7 Main UI of the DCS offline analysis software. .................................................... 103 

Figure 5.8 Schematic of our DCS system using SPAD camera QuantiCAM. MMF = multimode 

fiber. ....................................................................................................................................... 104 

Figure 5.9 (a) Schematic of our DCS system using the SPAD camera; (b) Overview of the 

QuantiCAM camera. A printed circuit daughter board integrates the SPAD chip and the Opal 

Kelly XEM6310 FPGA board. ............................................................................................... 105 

Figure 5.10 Simulation results of the scattered light traveling through a “banana shape” in 

tissues. The simulation carried out in Matlab based on mcxyz model developed by Jacques and 

Li [284]. ................................................................................................................................. 106 

Figure 5.11 Characterizing bad pixels in SPAD camera. (a)-(e) and (i)-(l) intensity image under 

different exposure time of SPAD camera in room light on, and (e)-(h) and (f)-(k) corresponds 

to distribution of the photon counts across all pixels. ............................................................ 107 

Figure 5.12 The processing pipeline of our system shows a significant SNR improvement by 

increasing N. (a) Raw data from our SPAD sensor along the time axis. (b) The temporal light 

intensity fluctuation from one SPAD pixel. (c) Auto-correlation curves for N = 1 (blue), 25, 



xv 

 

1024, 4096, 22500, and 24576 pixels. (d) The milk flow index (αDb) obtained by fitting 

methods as a function of N. ................................................................................................... 110 

Figure 5.13 (a) SNR ofg2(τ) for N = 1, 25, 100, 225, 625, 1024, 4096, 10000, and 22500. (b) 

SNR gain ofg2(τ) (τ=1 μs) as a function of N from 1 to 22500. The SNR gain measured over 

the integration period (red dots) increases as 𝑁 (blue line). (c) The measured (blue dot) and 

fitted ACF (orange line) on the milk phantom. (d) The estimated β. ..................................... 111 

Figure 5.14 Intensity autocorrelation function (g2(τ)) measurements at ρ = 10 mm (blue line) 

and ρ = 25 mm (red line) on milk phantom. .......................................................................... 112 

Figure 5.15 Intensity autocorrelation function (g2(τ)) measurements at ρ = 10 mm (blue line) 

and ρ = 25 mm (red line) on milk phantom. .......................................................................... 112 

Figure 5.16 Autocorrelation traces in the cuff occlusion experiments (blue line – at baseline; 

red line – during cuff occlusion; yellow line – immediately post-occlusion) acquired using 

hardware correlator. ............................................................................................................... 113 

Figure 5.17 BFi measured on the volar forearm during the blood occlusion testing at ρ = 10 

mm. After 60 s baseline measurement, the blood flow is occluded with a pressure cuff, and the 

cuff releases after 60 s and 60 s reperfusion. (a) An example of DCS probe placement on the 

forearm. (b) rBFi vs time. ...................................................................................................... 114 

Figure 5.18 (a) An example of DCS probe placement on the forehead. (b) Representative 

autocorrelation curve (blue) and its best exponential function fit (red). (c) BFi along time axis.

................................................................................................................................................ 115 

 



xvi 

 

List of Tables 

Table 2.1 Main properties of current technique to measure cerebral blood flow based on Ref. 

[8] ............................................................................................................................................... 8 

Table 2.2 Parameters of laser source used in TD-DCS, adopted from Samaei, et al. [101], Ozana, 

et al.[104] and Tamborini et al.[91]. ........................................................................................ 20 

Table 2.3 Existing DCS systems using SPAD arrays and other representative sensors. ......... 25 

Table 2.4 Existing commercial correlator ................................................................................ 26 

Table 2.5 Representative existing time-domain DCS systems ................................................ 30 

Table 2.6 Comparison of Existing AI methods for BFi estimation .......................................... 33 

Table 2.7 Table of classification of DCS application on animals. ........................................... 38 

Table 2.8 Existing software tools related to DCS. ................................................................... 47 

Table 4.1 Physiological and optical parameters [277] at 785 nm in the human head model ... 79 

Table 4.2 BFi in the brain estimated using DCS-NET, homogeneous semi-infinite and three-

layer fitting models. ................................................................................................................. 82 

Table 4.3 Varying optical properties and scalp (∆1) and skull (∆2) thicknesses ....................... 89 

Table 4.4 The inference time for BFi extraction (with Matlab parfor for semi-infinite and three-

layer fitting models) ................................................................................................................. 95 

Table 5.1 Comparison between PF32 and SPAD 192 × 128 ................................................... 98 

 



xvii 

 

List of Abbreviations  

DCS Diffuse correlation spectroscopy 

DCT Diffuse correlation tomography 

SPAD Single-photon avalanche diode  

APD Avalanche photon diode 

PMT Photomultiplier 

SNSPD Superconducting nanowire single-photon detector 

DL Deep learning 

BF Blood flow 

BFi Blood flow index 

CBF Cerebral blood flow 

PET Positron emission tomograph 

SPECT Single photon emission computed tomograph 

XeCT Xenon-enhanced computed tomography 

MRI Magnetic resonance imaging 

DSC-MRI Dynamic susceptibility contrast magnetic resonance imaging 

LDF Laser Doppler flowmetry 

NIR Near-infrared 

NIRS Near-infrared spectroscopy 

DOS Diffuse optical spectroscopy 

CBV cerebral blood volume 

FCS Fluorescence correlation spectroscopy 

DLS Dynamic light scattering 

QELS Quasi-elastic light 

DWS Diffusing wave spectroscopy 

CHS Coherent hemodynamics spectroscopy 

RBC Red blood cells 

AI Artificial intelligence 

CMOS Complementary metal-oxide-semiconductor 

CW Continuous wave  

TD Time domain 

FD Frequency domain 

RTE Radiative transfer equation 

PDE Photon detection efficiency of detectors 

CTE Correlation transport equation 

CDE Correlation diffusion equation 

MRI-ASL MRI-based arterial spin labelling 

RF Radio-frequency 

ANSI American National Standards Institute 

MPE Maximal permissible exposure  

PDE Photon detection efficiency 

LSCA Laser Speckle Contrast Analysis 

LSCI Laser Speckle Contrast Imaging 

DSCA Diffuse speckle contrast analysis  

DWS Diffusing wave spectroscopy  

DUS Doppler ultrasound 

PDT Photodynamic therapy 

TCD Transcranial Doppler ultrasound 

pO2 Oxygen partial pressure  

CMRO2 Cerebral metabolic rate of oxygen  

FPGA Field Programmable Gate Arrays  



xviii 

 

SNR Signal to noise ratio 

SVR Support vector regression  

EEG electroencephalogram 

ECG electrocardiogram 

2DCNN 2-dimentional convolution neural networks 

 



xix 

 

List of Main Symbols 

D Core diameter of multimode fiber  

d Speckle diameter 

SNR Signal to noise ratio 

g Anisotropy factor 

𝜇𝑠 Scattering coefficient  

𝜇𝑠
′  Reduced scattering coefficient 

〈∆𝑟2(𝜏)〉 mean square displacement of moving scatterers 

𝐷𝐵 Effective diffusion coefficient for moving particles 

𝑉2 mean square velocity 

𝑟1 Distance between the detector and an approximated positive isotropic 

imaging source for a semi-infinite geometry 

𝑟2 Distance between the detector and an approximated negative isotropic 

imaging source for a semi-infinite geometry 

𝐺1/𝑔1 Unnormalized/normalized electric field autocorrelation function 

𝐺2/𝑔2 Unnormalized/normalized intensity autocorrelation function 

𝜆 Wavelength 

𝑘0 Wavenumber in the medium 

n Refraction index 

𝛼 Fraction of scattering events due to dynamic 

𝛽 Coherent factor 

𝜏 Correlation delay time 

𝑅𝑒𝑓𝑓 Effective reflection coefficient 

𝜌 Distance between source and detection fibers 

𝐽0 The zeros order Bessel function of the first kind 

𝑠0 Point-like monochromatic light source 

𝑙𝑐 Coherence length 

Δ𝜆  The optical bandwidth 

w frequency corresponding to time in Fourier domain  

𝑞 The radial spatial frequency  

p Layer number of tissues 

𝜔 The source modulation frequency  

T The correlator bin time interval  

𝑇𝑖𝑛𝑡 Integration time (measurement duration) or the measurement time window 

𝜏𝑐 Decay constant 

〈𝑀〉 Average number of photons within bin time T 

I Detected photon count 

𝑚 Bin index 

s Photon pathlength  

ToF Time-of-flight  

𝑡 Photon time-of-flight 

NL Nth-order 

 



xx 

 

List of Publications 

 

Peer-Reviewed Journal Articles  

 

1. Quan Wang, Mingliang Pan, Zhenya Zang, and David Day-Uei Li, "Quantification of 

the blood flow index in Diffuse Correlation Spectroscopy (DCS) using a robust deep 

learning method", J. Biomed. Opt., 29(1) 2024. 

2. Quan Wang, Mingliang Pan, Lucas Kreiss, Saeed Samaei, Stefan A. Carp, Johannes 

D. Johansson, Yuanzhe Zhang, Melissa Wu, Roarke Horstmeyer, Mamadou Diop, and 

David Day-Uei Li, "A comprehensive overview of diffuse correlation spectroscopy: 

theoretical framework, recent advances in hardware, analysis, and applications" to 

appeal in NeuroImage 2024.  

3. Quan Wang, Mingliang Pan, Haochang Chen, Ziao Jiao, Francescopaolo Mattioli 

Della Rocca, Robert K. Henderson, and David Day-Uei Li, "High-throughput 

multispeckle diffuse correlation spectroscopy using a 192 × 128 SPAD camera" to 

appear in Appl. Phys. Lett. 2024. 

4. Quan Wang, Yahui Li, Dong Xiao, Zhenya Zang, Yu Chen, and David Day-Uei Li, 

"Simple and Robust Deep Learning Approach for Fast Fluorescence Lifetime Imaging", 

Sensors, 22, 7293, 2022. 

5. Zhenya Zang, Quan Wang, and David Day-Uei Li, “Towards high-performance deep 

learning architecture and hardware accelerator design for robust analysis in diffuse 

correlation spectroscopy” to appear in Comput. Meth. Prog. Bio. 2024. 

6. Dong Xiao, Zhenya Zang, Natakorn Sapermsap, Quan Wang, Wujun Xie, Yu Chen, 

and David Day-Uei Li, "Dynamic fluorescence lifetime sensing with CMOS single-

photon avalanche diode arrays and deep learning processors", Biomed. Opt. Express, 

12(6), 3450-3462, 2021.  

7. Zhenya Zang, Dong Xiao, Quan Wang, Zinuo Li, Wujun Xie, Yu Chen, and David 

Day-Uei Li, "Fast analysis of time‐ domain fluorescence lifetime imaging via extreme 

learning machine", Sensors, 22(10), 3758, 2022. 

8. Zhenya Zang, Dong Xiao, Quan Wang, Ziao Jiao, Yu Chen, and David Day-Uei Li, 

"Compact and robust deep learning architecture for fluorescence lifetime imaging and 

FPGA implementation", Methods Appl. Fluoresc. 11, 025002 2023. 



xxi 

 

9. Ziao Jiao, Zhenya Zang, Quan Wang, Yu Chen, Dong Xiao, and David Day-Uei Li, 

"PAIM (πM): portable AI-enhanced fluorescence microscope for real-time target 

detection", Optics and Laser Technology, 163, 109356 2023. 

 

Paper in Preparation 

 

10. Mingliang Pan, Quan Wang, and David Day-Uei Li, “Deep learning techniques for 

diffuse correlation spectroscopy: A Review” manuscript under revisions. 

11. Mingliang Pan, Quan Wang, and David Day-Uei Li, “Investigation of variables impact 

on diffuse correlation spectroscopy measurements of cerebral blood flow with 

continuous-wave analytical models” to be submitted to Biomed. Opt. Express.  

 

Conference Papers 

 

12. Dong Xiao, Zhenya Zang, Quan Wang, Ziao Jiao, Francescopaolo Mattioli Della 

Rocca, Yu Chen, and David Day-Uei Li, "Smart Wide-Field Fluorescence Lifetime 

Imaging System with CMOS Single-Photon Avalanche Diode Arrays", 44th Annual 

International Conference of the IEEE Engineering in Medicine & Biology Society 

(EMBC 2022), Glasgow, UK. 

13. Zhenya Zang, Dong Xiao, Quan Wang, Ziao Jiao, Zinuo Li, Yu Chen, and David Day-

Uei Li, "Hardware Inspired Neural Network for Efficient Time-Resolved Biomedical 

Imaging", 44th Annual International Conference of the IEEE Engineering in Medicine 

& Biology Society (EMBC 2022), Glasgow, UK. 



1 

 

1 Chapter 1 Introduction  

1.1 Motivation 

Blood flow (BF) in a healthy person ensures stable delivery of oxygen and energy substrates 

(such as glucose) to and timely removal of metabolic waste products from organs [1]. 

Specifically, well-regulated cerebral blood flow (CBF) ensures healthy brain functions [2,3], 

brain metabolism [4,5] and metabolic responses to functional stimuli [6,7]. The average CBF 

for an adult human is around 50 ml/(100 g min) [8] and around 10-30 ml/(100 g min) for a 

newborn [9]. Insufficient CBF, even for a brief period, can result in irreversible brain damage, 

ischemic stroke, and death [10]. On the other hand, excessive CBF has the potential to harm 

the blood-brain barrier, leading to seizures, headaches, encephalopathy, and stroke [11]. 

Therefore, monitoring CBF is crucial in unconscious or anesthetized patients. In addition, CBF 

measurements can also be employed to differentiate between hypoxia and ischaemia, prevent 

hyperperfusion injury, characterize various hypoxic conditions and neurophysiology, 

specifically neurovascular coupling, in healthy patients for applications in neuroscience. 

Ultimately, CBF monitoring also finds applications in noninvasive brain-computer interfaces 

[12,13]. 

In fact, the motivation to assess local microvascular blood flow (BF) extends beyond the human 

brain. Blood flow abnormalities are seen in a wide range of medical conditions affecting 

various tissues and organs within the human body. Measurements of blood flow have shown to 

be beneficial from paediatrics to adults in conditions such as cancer and peripheral arterial 

diseases, as well as in monitoring muscle diseases and understanding normal exercise 

physiology. Example applications are: 

• Perinatal care [14,15]  

• Neonate cardio-cerebral vascular diseases [16,17] 

• Neonate brain development [18] 

• Children brain health evaluation [19] 

• Cardio-cerebrovascular diseases [20] 

• Skeletal muscle and exercise physiology [21] 

• Tumor diagnosis and therapy evaluation (including human breast [22], prostate [23], 

head, and neck tumor [24])  
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Among these applications, breast cancer stands as the most commonly diagnosed and the 

leading cause of cancer-related deaths in women [25]. As a result, even slight enhancements in 

detecting breast cancer could significantly impact the identification of this disease. Prior 

research indicates that blood flow in cancerous tissues is higher compared to normal tissues 

[26,27]. 

1.2 Project Aims 

Usually, pulse oximeters, cerebral tissue oximeters or Doppler-based ultrasound scanners 

employed in modern medical diagnostics, allowing for the continuous, non-invasive 

monitoring of patients’ vital parameters and helping in the early detection and treatment of 

potentially life-threatening. But Oximeters are primarily designed to measure oxygen 

saturation levels in the blood instead of blood flow. Ultrasound Doppler devices require a 

trained and skilled operator at the bedside and patients need to receive anaesthesia. However, 

the toxicity of anaesthetic drugs can post threats on immature neural systems. There are others 

CBF measurement technique, including positron emission tomography (PET) [28] single 

photon emission computed tomography (SPECT) [29], xenon-enhanced computed tomography 

(XeCT) [30], dynamic susceptibility contrasts magnetic resonance imaging (DSC-MRI) [31], 

and arterial spin labeling MRI (ASL-MRI) [32]. However, they only provide ‘snapshot’ 

observations and cannot provide continuous monitoring. In practical scenarios, there is only a 

short gold period within 6-24 hours from the first attack that newborns should receive timely 

treatment. In addition, these imaging modalities are often limited by practical and technological 

hurdles. For example, while intended for use throughout a patient’s hospitalization, these 

devices are costly and not portable. Furthermore, MRI, PET, and CT techniques require a 

supine scan and cannot offer continuous BF measurements for clinically unstable patients. 

Notably, PET and SPECT entail additional risks of radiation exposure. Laser Doppler 

flowmetry (LDF) [33] can only observe superficial tissue blood flow, and tissue samples need 

to be thin to ensure a detectable power level. For a thorough comparison of these modalities, 

readers are encouraged to refer to the reviews [3,8,34]. 

  

Hence, there is a need for an affordable, continuous, noninvasive, portable, bedside, and 

nonionzing imaging/sensing modality tailored for CBF measurements. In the following 
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paragraph, I present a detailed description of the necessary specifications for an idealized CBF 

measurement. Ideally this measurement should have the following characteristics: 

• Providing a centimeter penetration to effectively distinguish regional flow 

variations across the entire brain. 

• The measurement would be acquired using a non-ionizing, non-invasive, and 

portable instrument that complies with all applicable safety standards. 

• Resilient to motion artifacts and ambient light, factors that support effective and 

continuous long-term monitoring in a clinical environment. 

• Instrumentation and per-measurement expenses should be low, and the 

measurement technique should be suitable for patients of all age groups. 

• High sensitivity on the smallest physical scale. 

• Operating in real-time with a temporal resolution in the millisecond range in 

vivo sample dynamics measurement. 

 

Diffuse correlation spectroscopy (DCS), also known as diffusing wave spectroscopy (DWS), 

initially pioneered by Boas et al. in the 1990s [35], is a noninvasive technique for real-time 

CBF measurements [36]. Nevertheless, DCS faces several challenges: 1) there is a trade-off 

between SNR and the detection depth, as deeper detection requires a greater source-detector 

separation, reducing SNR and photon detection. It is well known that the detection depth ranges 

approximately one-third to one-half of the source-detector separation (𝜌). 2) a single source-

detector pair cannot discriminate photon paths, leading to potential contamination from 

extracerebral tissues [37]; 3) Traditional fitting methods to extract BFi are computationally 

intensive and less accurate at lower SNR levels [38].  

 

To overcome the above limitations, several techniques have been investigated, including 

multispeckle detection strategies [12,39,40], time-domain DCS (TD-DCS) [41,42], 

interferometric approaches [43–45], improved analytical modelling [46,47], and longer 

wavelength approach [48]. Motivated by these strategies, I summarized a theoretical 

framework and conducted an extensive literature review. Subsequently, I introduced a deep DL 

technique for analyzing DCS data and assembled a DCS prototype with a 192 × 128 SPAD 

sensor.  
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To investigate the viability and potential benefits of DCS-NET and DCS prototype with 192 × 

128 SPAD arrays, the following primary research goals were pursued in this thesis: 

1. Develop the DCS-NET model; 

2. Derive and validate a continuous-wave three-layer analytical model; 

3. Compare the DCS-NET model with semi-infinite and three-layer analytical models 

in terms of BFi estimation time, relative BFi, errors in BFi estimation induced by 

optical properties and geometry parameters (e.g., thickness of scalp and skull), and 

BFi estimation varying source-detection separation; 

4. Demonstrate the intrinsic sensitivity and SNR benefits of using SPAD arrays.  

1.3 Main Achievements  

The thesis yields the following summary of contributions to knowledge: 

 

1. I conducted a thorough literature review to provide peers with valuable guidance for 

initiating research in DCS. Given that newcomers to the DCS field might feel 

overwhelmed by its complex theoretical framework and the array of component options 

and system architectures, this review servers as a comprehensive introduction. The 

thesis presents an in-depth overview of DCS, covering system setups (continuous-wave, 

frequency-domain, and time-domain) and deriving corresponding theoretical models. 

Additionally, considering the widespread use of deep learning (DL) techniques in data 

analysis, we review both recent advancements and our contributions in applying DL to 

DCS. The exploration concludes by highlighting potential applications in medical 

diagnosis.  

 

2. I have adopted a simple DL method to address the challenge of complex DCS data 

analysis. This algorithm offers unparalleled advantages, encompassing an efficient 

architecture with reduced parameters, quicker training times, accelerated analysis 

speeds, and a robust capability to address noisy DCS data. In contrast to traditional 

fitting approaches, the proposed algorithm improves computational speed by more than 

17,000 times and 32 times over three-layer and semi-infinite models, respectively. It 

also improves the accuracy of rBFi estimation (see Chapter 4).   
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3. I have developed a prototype DCS with the aim of improving SNR. Our configuration 

incorporates a parallel light detection strategy using the cutting-edge CMOS 192 × 128 

SPAD array. The system was validated on a milk phantom and the results showed that 

the SNR gain of the entire sensor is improved by nearly 160 times compared to a single 

pixel (see Chapter 5).    

1.4 Thesis Outline 

In Chapter 2, I provided the literature review pertinent to cerebral blood flow (CBF) 

measurements techniques, including non-optical and optical methods, with an emphasis on 

DCS. DCS is ideal for deep tissue analysis, offering continuous, noninvasive, and real-time 

CBF measurement, but its depth penetration and spatial resolution are limited by the properties 

of diffuse optics. I review the various approaches that have been used to overcome these 

limitations. 

In Chapter 3, I presented the theoretical basis of DCS and derived analytical models (semi-

infinite, two-, and three-layer models) for CW-DCS, TD-DCS, and FD-DCS (only for semi-

infinite model). This chapter also includes analytical simulations based on these derivations 

and a summary of the noise DCS model with corresponding simulations.  

In Chapter 4, I proposed a deep learning model, DCS-NET, for analyzing DCS data, 

addressing research goals 1–4 in this chapter. The model’s performance was validated using 

simulation 𝑔2(𝜏)  from Monte Carlo simulations. Traditionally, BFi is derived through 

nonlinear least-square fitting of the measured intensity autocorrelation function (ACF), which 

is computationally demanding and sensitive to measurement noise and variations in optical 

properties (absorption coefficient 𝜇𝑎 and reduced scattering coefficient 𝜇𝑠′) and scalp and skull 

thicknesses. I assessed the impact of these variables on BFi and β estimations using DCS-NET 

and traditional fitting methods across various conditions, including different source-detector 

distances. I also describe potential barriers and limitations of the DL technique.  

Chapter 5 focuses on the research goal 5, where I demonstrated the DCS prototype and tested 

it on a milk phantom. Quantitative analysis showed an approximately 5-fold enhancement in 

the SNR gain over a previously reported 32 × 32 multispeckle DCS system.     
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In Chapter 6, I conclude my research by providing a summary of the thesis and outlining the 

contribution to knowledge it contains. Additionally, I examine the implications of my findings 

in comparison to similar work by other researchers, discuss the limitations of the research, and 

suggest future avenues for extending the investigations presented in this thesis. 
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2 Chapter 2 Literature Review  

2.1 Overview of Blood Flow Measurement Modalities 

The ideal blood flow measurement would accurately capture data from both macro- and micro-

vasculatures with millisecond temporal resolution. These measurements should be continuous, 

noninvasive, and safe for subjects, ideally extending into deep tissues. Regrettably, there is 

currently no existing modality that meets all of these ideal criteria [49]. To date, several imaging 

techniques are available to assess CBF, each possessing unique strengths and weaknesses. 

These modalities can be broadly categorized according to the criteria outlined in Table 2.1. 
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Table 2.1 Main properties of current technique to measure cerebral blood flow based on Ref. [8] 

Method Technique Invasiveness Spatial extent Absolute or relative 
Snapshot or 

continuous 

Intravascular 

measurements 

N2O inhalation ✓ Global Absolute Snapshot 

Thermodilution ✓ Global Absolute Continuous 

Nuclear 

medicine 

133Xe, 85Kr ✓ Regional Absolute Snapshot 

SPECT 
Minimally 

invasive 
Local Relative Snapshot 

PET 
Minimally 

invasive 
Local Absolute Snapshot 

X-ray 

imaging 

Xe-CT  Local Absolute Snapshot 

Perfusion CT 
Minimally 

invasive 
Local 

Absolute 

Or Relative 
Snapshot 

Magnetic 

resonance 

imaging 

DSC-MRI 
Minimally 

invasive 
Local 

Absolute 

Or Relative 
Snapshot 

ASL  Local Absolute 
Snapshot 

(repeatable) 

Ultrasound 

TCD  Regional Relative Continuous 

Transit-time 

ultrasonic flowmetry 
✓ Regional Relative Continuous 

Thermal 

diffusion 
TDF ✓ Regional/local Absolute Continuous 

 

Biomedical 

optics 

LDF ✓ Regional/local Relative Continuous 

DCS  Regional/local Relative Continuous 

Qualitative NIRS  Regional/local Relative Continuous 

Quantitative NIRS 
Minimally 

invasive 
Regional/local Absolute Snapshot 

CHS  Regional/local Absolute Continuous 

 

In this chapter, there is a brief overview and evaluative analysis of methods for measuring CBF. 

The chapter is divided into sections discussing non-optical methods, optical methods, and 

hybrid approaches. We then focus on DCS, including an overview of instrumentation and 

applications. Non-optical methods are reviewed at the beginning of the chapter. These methods 

typically do not excel in providing continuous, noninvasive, and portable monitoring of CBF.   
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2.2 Non-Optical Methods 

Except for transcranial Doppler ultrasound (TCD), all the non-optical methods outlined in this 

section have certain limitations. These drawbacks include invasive measurement procedures, 

impracticality for bedside use due to non-portable equipment and the need for patient 

transportation, single measurements instead of continuous monitoring, and high associated 

costs involving both the instrument and the time required to perform it. 

2.2.1 Thermal Diffusion 

Thermal diffusion flowmetry (TDF), also known as the heat or thermal clearance method, 

quantifies the absolute blood flow in the cerebral cortex or in the white matter [50]. This 

method has the capability to assess a spherical volume approximately ranging from 20 to 30 

mm3 surrounding the probe. TDF offers continuous bedside monitoring of local CBF with an 

excellent temporal resolution, but in a notably invasive manner. TDF operates on the principles 

of thermal transfer facilitated by the conductive characteristics of brain tissues and the 

convective influences of BF. Temperature measurement is achieved using a thermistor, which 

detects changes in electrical resistance. The TDF probe comprises two thermistors – a passive 

one for monitoring brain temperature, kept at a constant temperature (neutral plate), and an 

active one maintained at a slightly elevated temperature (heated plate). However, to ensure 

safety, TDF is refrained from use in patients with a high fever to prevent additional heating of 

the tissue. Additionally, the reliability of the technique may be influenced if the probe is 

positioned near large vessels [51]. If the probe is incorrectly positioned or undergoes 

displacement, the validity of the assumption that the heat-conducting properties of tissue 

remain constant becomes invalid [8]. 

2.2.2 X-ray Techniques 

Xenon computed tomography (Xe-CT) includes obtaining an initial computed tomography (CT) 

scan of the patient’s brain, inhaling a stable mixture of xenon gas, conducting additional CT 

scans, and subtracting the baseline values from the xenon-enhanced CT images in a sequential 

manner. This process results in a series of voxelwise tracer accumulation curves, enabling the 

calculating of cerebral blood flow (CBF) for each voxel. Xe-CT is notably prone to artifacts 

caused by patient motion. Despite being noninvasive and offering an absolute measurement, 

the instrument and the necessary gas for this technique are both costly [8]. Additionally, its 
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capacity to measure CBF is confined to obtaining snapshot results at specific discrete time 

points [52]. Dynamic perfusion computed tomography (PCT) is a technique akin to Xe-CT. It 

begins with obtaining a baseline CT scan of the patient’s brain without contrast. Following this, 

an iodine-based contrast agent is administrated intravenously. Subsequently, a series of rapidly 

acquired CT scans captures time-concentration curves of the contrast agent, allowing for the 

inference of CBF. Although this method does not achieve real-time acquisition, it completes in 

a relatively short period of 40 seconds. PCT boasted a spatial resolution of approximately 1.5 

mm, making it competitive with magnetic resonance imaging (MRI) in this aspect [3]. Similar 

to Xe-CT, PCT is susceptible to artifacts due to patient movement and is not suitable for 

continuous monitoring. 

2.2.3 Intravascular Measurements 

The Kety-Schmidt arteriovenous difference method [53] emerged as the widely adopted 

method for measuring global cerebral blood flow after its release in 1945. This procedure 

includes the patient inhaling nitrous oxide (N2O) and then utilizing its characteristics as an 

intravascular tracer that can freely diffuse into the brain. After inhalation, the duration needed 

to achieve a stable concentration of N2Oarterial = N2Ovenous, (determined from blood samples 

taken from the femoral artery and right, respectively) is observed to be inversely correlated 

with CBF. This yields an immediate quantitative result at the bedside [8]. This procedure is 

somewhat time-intensive, taking approximately 10 – 15 minutes to reach a stable concentration. 

Throughout this period, CBF is presumed to remain constant. Moreover, this method is invasive, 

making it impractical for clinical applications, and it is limited to measuring global CBF. 

Continuous jugular thermodilution operates similarly to the previously mentioned technique, 

but it employs a cold miscible tracer as the intravascular marker. This usually involves 

catheterizing an internal jugular vein to enable the injection of a suitable fluid tracer. The 

process also includes measuring the temperatures of the blood and its mixture with the tracer. 

Calculating jugular BF is then achieved by considering factors such as the rate of tracer fluid 

injection, the densities of blood and the tracer, and their mixture. Assuming equal drainage of 

the brain by the left and right internal jugular veins and knowing the total brain mass, CBF can 

be deduced from jugular blood flow. An alternative non-continuous method involving a double-

indicator dilution technique has also been suggested, utilizing injections of indocyanine green 

(ICG) dye and iced water [54]. 
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2.2.4 Nuclear Medicine 

The Kety-Schmidt method can be adapted to utilize the radioactive characteristics of 133Xe or 

85Kr. These gases can be introduced to a patient through intra-arterial, intravenous, or inhalation 

routes, and once administered, they become diffusible and inert within the body. In contrast to 

N2O, a significant benefit of employing these noble gases is that they do not disrupt brain 

metabolism. The concentration clearance curve of the isotope can be measured at different 

regional locations across the brain hemispheres. From this data, CBF can be calculated by 

modelling the observed clearance curve as an exponentially decaying function. This method 

has a clear drawback of subjecting the patient to a specific amount of ionizing radiation, and it 

provides measurements over a duration of minutes utilizing relatively large equipment. This 

method is also prone to overlooking regions with low CBF because there is a chance that an 

adequately perfused region might be superimposed on an inadequately perfused region, a 

phenomenon known as the “look-through” phenomenon.   

    

SPECT and PET are two additional methods that necessitate exposure to ionizing radiation and 

require arterial blood sampling for quantifying CBF [49]. PET offers additional diagnostic 

insights, including cerebral blood volume (CBV), and details about both oxygen and glucose 

metabolism [8]. Both techniques are associated with significant costs, particularly PET, involve 

the administration of a radioactive nucleotide by the patient (which may limit suitability in 

certain clinical settings), have limited clinical availability, may cause patient discomfort, and 

are unsuitable for long-term monitoring [52], especially in populations such as neonates [3]. 

It's noteworthy that SPECT increases the overall radiation dose due to the utilization of both a 

radioactive nucleotide and X-rays. 

2.2.5 Magnetic Resonance Imaging  

MRI measurements of CBF can be conducted through dynamic susceptibility contrast MRI 

(DSC-MRI), also known as perfusion-weighted imaging or bolus-tracking MRI. This method 

involves the intravenous injection of a gadolinium-based contrast agent. In contrast to the Kety-

Schmidt technique, this contrast agent remains within the vascular space and does not penetrate 

the blood-brain barrier. The retention of the paramagnetic contrast agent in the vascular space 

creates a magnetic field gradient between the brain's capillaries and its surrounding tissues, 

serving as the basis for contrast in DSC-MRI measurements, which is influenced by local CBF. 



12 

 

The use of a bolus injection makes this technique minimally invasive. Additional MRI 

techniques that are noninvasive, as they depend on endogenous contrast and do not necessitate 

the use of an external contrast agent, include arterial-spin labelling (ASL-MRI), flow-sensitive 

alternating inversion recovery (FAIR-MRI), and blood oxygen level-dependent (BOLD-MRI). 

BOLD-MRI, which exemplifies a functional MRI (fMRI) modality, utilizes the inherent 

contrast linked to the magnetic characteristics of deoxyhemoglobin [55]. This information can 

be employed to deduce brain activity based on the principle of neuro-vascular (or activation-

flow) coupling [3,56]. ASL-MRI operates on the principle of magnetically labelling water in 

the arterial inflow of the brain within a labelling plane. Subsequently, it measures local CBF 

by quantifying the reduction in magnetization in the imaging plane caused by the inflow of 

arterial blood, which possesses negative magnetization. Similarly, FAIR-MRI functions pulse 

and another with a non-slice-selective inversion pulse. The signal enhancement between these 

two images is directly associated with CBF. 

 

These MRI techniques can capture images of the entire head with a spatial resolution as fine 

as 2 mm [49,52]. However, the utilization of MRI machines necessitates robust magnetic fields, 

which might limit their application in certain clinical environments and in patients with metallic 

implants, such as pacemakers. Claustrophobic individuals and neonates may not be well-suited 

for this imaging modality, and the latter might require sedation or anaesthesia, or need to be 

asleep to minimize patient movement [57]. Additionally, ASL-MRI may experience noise 

issues during low perfusion readings, a situation frequently encountered with neonatal patients. 

Moreover, MRI technology is costly, requires patient transportation, and is associated with a 

low patient throughput. Many patients typically undergo MRI examinations only once during 

their hospital stay, and this examination often involves a snapshot measurement of CBF within 

a canning time that can extend up to one hour [52]. Such measurements are usually performed 

in conjunction with a specify research protocol [49]. 

2.2.6 Ultrasound Techniques 

Transcranial Doppler (TCD) ultrasound offers noninvasive assessments of blood flow velocity 

(units: cm/s) in the basal brain arteries, including the middle cerebral arteries (MCA), proximal 

anterior cerebral arteries, and posterior cerebral arteries. Typically, measurements are taken in 

either the left or right MCAs [58]. The fundamental concept is that an ultrasound wave with a 
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frequency f undergoes a Doppler frequency shift (Δf) upon reflection by red blood cells in 

motion at a velocity 𝑣𝐵. The relationship between 𝑣𝐵 and Δf is as follows: 

 𝑣𝐵 =
𝐶𝑠

2𝑓𝑐𝑜𝑠(𝜃)
∆𝑓 ( 2.1) 

here, Cs represents the speed of ultrasound in tissue, and θ is the angle between the direction 

of ultrasound propagation and the direction of the blood vessel. The challenge lies in the 

uncertainty associated with the angle θ, making precise measurements of vB difficult. 

Additionally, the variation in blood vessel diameter introduces further uncertainty when 

translating the blood flow speed (measured in cm/s) into a volumetric blood flow measure (in 

units of ml/s) within the blood vessel. Obtaining an accurate estimate of volumetric blood flow 

would also necessitate knowledge of the brain mass perfused by the artery to calculate the 

absolute CBF. Due to these factors, TCD provides only a relative index of CBF.    

2.3 Optical Methods 

Light possesses a notable advantage as its photon energies align with the electronic and 

vibrational energy levels of numerous biological compounds. This alignment proves beneficial 

for detecting precise molecular-level changes, enabling the calculation of functional alterations 

in physiological parameters. Hence, light has the capability to selectively focus on and offer 

intricate details about molecules within biological tissue. In comparison to alternative imaging 

methods such as MRI or CT, optical imaging allows for the real-time evaluation of patients 

using relatively portable and cost-effective equipment [59]. Throughout our work, we focus 

only on optical methods applied to biomedical applications, which is called biomedical optics. 

Biomedical optics pertains to the interplay between light and biological tissue, exploring how 

this interaction can be utilized for sensing, imaging, and therapeutic purpose. In this context, 

“light” encompasses visible wavelengths (380 nm – 750 nm), as well as slightly shorter 

(ultraviolet) and longer (NIR) wavelengths. The field of diffuse biomedical optics can be 

generally categorized into incoherent and coherent approaches. The objective of incoherent 

methods is to measure and characterize the optical properties of tissue, providing information 

from which oxygen saturation can be deduced. Near-infrared spectroscopy (NIRS) exemplifies 

an incoherent method; however, we will not delve into its details in this discussion. The 

objective of coherent methods is to directly assess sample dynamics by analyzing the 

spatiotemporal fluctuations of scattered coherent light. There are many existing coherent 
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methods for blood flow measurement, including Laser speckle contrast imaging (LSCI) [60,61], 

Multiple exposure speckle imaging [62], Laser Doppler flowmetry [4,33], diffuse laser speckle 

contrast analysis [63], DCS [3]. Figure 2.1 shows the optical-based blood flow monitoring 

modalities with representative affiliations. 

 

 

Figure 2.1 Optics-based blood flow monitoring modalities, including laser speckle contrast imaging (LSCI), laser 

doppler flowmetry (LDF), diffuse correlation spectroscopy (DCS), diffuse speckle contrast analysis 

(DSCA)/speckle contrast optical spectroscopy (SCOS). 

2.4 Diffuse Correlation Spectroscopy 

Near-infrared diffuse correlation spectroscopy (DCS), also known as diffusing wave 

spectroscopy (DWS) [64,65], a complementary optical technique, which relates multi-scattered 

light’s fluctuations to underlying dynamics of scattering media. The term ‘DCS’, originating 

from Yodh’s lab in 2001 [6], has gained popularity as it precisely describes the underlying 

signal processing principle (the correlation of diffused photons). A comprehensive diffuse 

correlation theory of diffuse speckle fields for predicting particle motions in highly scattered 

media was first introduced by Boas and Yodh in 1995 [66,67]. This theory offers a natural 

framework for investigation tissue dynamics and tomography [49]. DCS can provide a 

noninvasive method to estimate deep tissue microvascular BF as a BFi with the unit cm2/s, 

proven to be a good surrogate for in vivo BF [68]. In the last two decades, DCS technologies 

have been developed [35,66,67], extensively validated, and vigorously employed to non-
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invasive BF measurements in deep tissue vasculatures (up to ~ 1.5 centimeters), such as skin, 

muscle [32,69–75], breast tumor [26,27,76–80] and the brain [6,81–88]. In 2001, the 

combination DCS with NIRS/DOS was first introduced for cerebral monitoring in rats [6], and 

then in adult brains in 2004 [83]. This combination allows measuring BF and oxygenation 

measurement consumption rate simultaneously.    

  

A diagram of the history of DCS development is shown in Figure 2.2(a). Figure 2.2(b) displays 

the number of publications in the DCS field over the past 20 years, with more than 400 

publications to date (we only counted articles containing “DCS”). Figure 2.2(c) depicts DCS 

measurements obtained from human brain tissue, organizing current studies based on ρ (x-axis) 

and the sampling rate of blood flow (y-axis). It shows a trend towards using parallel or 

multispeckle and interferometric DCS when a higher sampling rate is required at large ρ. 

Additionally, it marks how deep the measurement must be to penetrate the scalp (see the top of 

Figure 2.2(c)) and the different regimes of speed to measure 1) more general changes (<1 Hz 

sampling rate); 2) pulsatile blood flow (1-10 Hz) or even faster, potentially enabling the 

detection of rapid events (>10 Hz). 
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Figure 2.2 (a) The roadmap of DCS historical development; (b) The number of published DCS papers based on 

PUBMED (*value for 2024 extrapolated as of the date of writing); (c) Blood flow sampling rate vs. measurement 

depths. PDCS: parallelized DCS, iDCS: interferometric DCS. 

Figure 2.3 illustrates the principle of DCS. Briefly, a long-coherence laser emits NIR light 

through an optical fiber to the tissue, Figure 2.3(a), and the recorded light intensity exhibits 

temporal fluctuations, Figure 2.3(b). These fluctuations are attributed to the motion of moving 

scatterers, such as red blood cells (RBC). To quantify the motion of RBC, a hardware or 

software correlator calculates the normalized intensity autocorrelation, g2(τ) as shown in Figure 

2.3(c). Typically, DCS systems are implemented in a reflection geometry, where a source and 

a detector are placed at a finite distance, ρ. Photons travelling from the source to the detector 

follow a “banana-shaped”, stochastic scattering profile, as shown in Figure 2.3(d), where the 

penetration depth of these DCS instruments is roughly between ρ/3~ρ/2 [57]. Figure 2.3(c) and 

(e) show that the g2 (τ) curves decay faster with increased flow or ρ. The slope or the decay 
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rate provides information about the optical properties and the motion of the scatters. The largest 

ρ in the current state-of-the-art is 4 cm, corresponding to a depth of about 2 cm [89]. 

 

 

Figure 2.3 The DCS principle for blood flow measurements. (a) The schematic of DCS measurements in the semi-

infinite geometry. Highly coherent laser light is used to illuminate the sample via optical fibers. The source and 

detector fibers are placed on the tissue surface within a distance ρ; (b) the scattered light intensity fluctuates due 

to moving scatterers (e.g., red blood cells); (c) two intensity autocorrelation curves (g2(τ)) showing different flow 

rates. (d) Photons scattered from moving particles travel along “banana-shaped” paths between source and 

detection fibers; (e) Autocorrelation functions for different ρ. 

2.4.1 DCS Instrumentation 

Typically, a DCS system consists of a laser source, source/detection fibers, and sensors. Figure 

2.4 shows representative systems for CW-, TD-, FD-, and Hybrid DCS. Figure 2.4(a) and (b) 

depict portable CW- and TD-DCS systems, respectively. The primary difference lies in the use 

of a pulse laser (VISIR-500) in the TD system. Figure 2.4(c) showcases the FD-DCS system, 

representing the latest DCS technology in the frequency domain. Lastly, Figure 2.4(d) presents 

a typical Hybrid DCS system. However, very few companies have initiated commercialization 

of DCS systems, including Hemophotonics (http://www.hemophotonics.com), and ISS Inc. 

(https://iss.com/biomedical/metaox). 

 

 

https://iss.com/biomedical/metaox
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Figure 2.4 (a) Sunwoo et al.’s CW-DCS system; the figure adopted from Ref. [90]; (b) Tamborini et al.’s TD-DCS 

system; the figure adopted from Ref. [91]; (c) Block diagram of Sadhu et al. FD-DCS system; the figure adopted 

from Ref. [92]; (d) Zavriyev et al.’s [93] Hybrid DCS system; the figure adopted from 

https://iss.com/biomedical/metaox. 

2.4.2 Lasers 

There are three laser types commonly used in DCS, depending on the configuration: CW, 

modulated, and pulsed lasers corresponding to CW-, FD- [92], and TD-DCS systems. As we 

have mentioned above, the estimated BFi is derived from intensity fluctuations of the speckle 

pattern of back scattered light from the tissue surface, and the bright and dark patterns arise 

because photons emerging from the sample have travelled along different paths that interfere 

constructively and destructively at different detector positions [3,52,65]. Consequently, one of 

the main challenges is to select a laser with a long coherence length [65], 𝑙𝑐, designed by Eq. 

(2.2) assuming that the measured power spectral density has a Gaussian profile [94], 

 𝑙𝑐 =
𝜆2

Δ𝜆
 (2.2) 

where λ is the central wavelength and Δλ is the optical bandwidth. The diffusion theory and 

Monte Carlo simulations of light transport show that the minimum coherence length must be 

longer than the width of the photon path-length distribution [95], typically around 5ρ~10ρ (e.g., 

https://iss.com/biomedical/metaox
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100 mm for ρ = 10 mm) [96]. Also, considering the photons traveling through source and 

detection fibers, usually a laser with 𝑙𝑐>10 m is recommended [3]. Because most practical DCS 

systems utilize ρ~3 cm [3,48,88], meaning that the minimum coherence length 

𝑙𝑐,𝑚𝑖𝑛  10ρ~15ρ namely 35~50 cm accounting for the variations of differential pathlength 

distances [97].  

 

For clinic applications, the laser power should comply with the American National Standard 

for Safe Use of Lasers (ANSI) [98] limit for safe skin exposure with an irradiance of less than 

200 mW/cm2 for 400-700 nm and 300 mW/cm2 for NIR. Spacers or prisms [93,96,99,100] are 

often between source fibre and sample to illuminate a larger area, which allows a higher laser 

power (more photons) to maintain the same maximal permissible exposure (MPE) limit for 

intensity. Typically, lasers with wavelengths of 670 nm [40], 760nm [101], 785 nm [96,102], 

or 1064 nm [48] are employed. Although NIR wavelengths provide a higher number of photons 

for the same output power (P = E/t = h c / λ, E is photon energy), a higher MPE (more photons) 

and a deeper penetration depth, the photon detection efficiency (PDE) of most detectors is 

typically reduced for longer wavelengths. As a result, 785 nm lasers are the most prevalent 

choice for most DCS techniques. This trade-off between the laser and the detector PDE is 

discussed in detail below.  

 

Regarding TD-DCS, we can pinpoint the photons (either through gating or time-correlated 

single-photon counting [103]) that exhibit a similar path length in the tissue to provide depth-

resolved information. This allows relaxing the requirement for a high coherence length 

compared with the scenario that all the photon paths are considered. Moreover, the maximum 

coherence length for a pulse laser is limited by the laser pulse width. Usually, a narrow laser 

pulse is preferable for precise depth-resolved measurements, however, a narrow pulse means a 

lower 𝑙𝑐, meaning a g2 curve is closer to the noise floor. Therefore, there is a trade-off between 

𝑙𝑐 and the pulse width [91]. In fact, g2's maximum amplitude depends on 𝑙𝑐, with β ranging 

from 0 for incoherence light to maximum 1 for linearly polarized light (0.5 for unpolarized 

light) with 𝑙𝑐 longer than the longest photon path. Therefore, the main limitation of broad use 

of TD-DCS is the availability of an ideal pulsed laser considering power settings, pulse width, 

coherence, stability, and robustness. To obtain a more in-depth investigation, reader can check 

Refs. [91,101,104]. In Table 2.2 we extended the conclusions made by Samaei et al. [101], 

Ozana, et al. [104] and Tamborini et al. [91] to show the relevant parameters of pulse lasers. 
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Table 2.2 Parameters of laser source used in TD-DCS, adopted from Samaei, et al. [101], Ozana, et al.[104] and 

Tamborini et al.[91]. 

 

Laser 

Central 

wavelength 

(nm) 

Temporal 

Coherenece length 

(mm) 

Spectrum 

bandwidth [nm] 

Pulse width 

(ps) 

Average 

output 

power (mw) 

VIRIS-500 [91] 767 38 NA 550 50 

LDH-P-C-N-

760 [101] 
760.4 6.1 0.095 106 12 

Ti: Sapphire 

[101] 
763.8 6.3 0.093 185 50 

VisIR-765-HP 

“STED” [101] 
765.7 1.6 0.359 535 50 

PicoQuant 

GMBH [104] 
1064 60 N.A 600 100 

 

2.4.3 Source and Detection Fibres 

In DCS experiments, a pair source and detection fibres are strategically placed on the tissue 

surface, with a separation of ρ (ranging from millimeters to centimeters). The laser emits long-

coherence light through the source fibres into tissues, and the scattered light is collected by the 

detection fibre to a sensor. The diagram in Figure 2.5(a), (b) and (c) illustrate three fibres with 

distinct modes, namely single-mode, few-mode, and multimode. Most often, a multi-mode 

fibre (core diameter = 62.5, 200, 400, 600, 1000 μm) [24,104–106] is used for the source side. 

Here, it should be noted that a larger diameter fibre translates to a larger illumination area 

allowing a higher laser power (more photons) at the same MPE limit for intensity (see Section 

2.4.2). For the detection, previously published DCS systems used single-mode (e.g., 5 μm) 

[38,107–112], few-mode [84,86], or multi-mode fibres [12,40,113,114]. Single-mode fibres 

are usually directly coupled to the respective detector. For parallelized DCS with SPAD arrays, 

multi-mode fibres are used for detection. Using single-mode fibres limits the measured light 

intensity, because there is only the fundamental mode of light can be transported, limiting ρ’s 

dynamic range. Unlike conventional fibres, few-mode fibres allow not only the fundamental 

mode but also a select number of higher-order modes of light. Expanding the fibre diameter 

and numerical aperture (NA) in few-mode fibres to encompass multiple speckles enhances the 

detected signal intensity, consequently enhancing SNR. However, the multiple speckles 

detected by the few-mode fibres exhibit uncorrelated behaviour, and the decrease in β 

effectively counteracts the SNR enhancement. Finally, this flattens the autocorrelation function 

curve, potentially diminishing the sensitivity of DCS flow measurements [85,115]. To further 

increase the detected light intensity, multimode fibres with a larger core diameter have been 

used to accommodate larger sensors (e.g., 5 × 5, 32 × 32, 500 × 500 SPAD arrays). However, 
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this leads to a greater number of speckles on each detector, causing higher spatial decorrelation 

and reducing β [12]. He et al. [116] compared single-mode, few-mode and multi-mode fibres 

in detection side of DCS, and conclude that few-mode and multi-mode detection fibres can 

improve SNR compared with single-mode fibres, but it reduces β.   

 

 

Figure 2.5 different mode optical fiber: (a) single-mode fiber (SMF), (b) few-mode fiber, (3) multi-mode fiber. 

2.4.4 Sensors  

Selecting an appropriate detector poses another challenge. Detectors are pivotal in DCS 

systems for accurate BF measurements, with the advances being intricately connected to the 

adoption of new high-efficiency massively parallel detectors. In early DCS systems, 

photomultipliers (PMTs) were commonly employed for detecting single photons [35,66]. 

However, PMTs are bulky, and therefore early systems only contain a few channels. 

Additionally, driving these PMTs requires a high bias voltage, at least hundreds of volts, to 

start the electron multiplication process. These requirements pose challenges for developing 

compact and portable devices. Typically, avalanche photon diodes (e.g., APDs, such as the 

SPCM series, Excelitas, Canada) [108,116,117] were used nearly exclusively in DCS systems. 

These detectors offer several benefits compared with PMTs, including lower cost, simpler 

operations, and a smaller size. While APDs offer high quantum efficiency, they are prone to 

higher dark current and noise in low-light conditions [118]. Additionally, these detectors are 

typically single-channel devices. In DCS, each speckle grain carries independent information 

about the dynamic scattering process. By averaging the autocorrelation signals from multiple 

speckles, random noise is reduced, improving the SNR. However, advances in CMOS 

manufacturing technologies have enabled the integration of large SPAD arrays on a single chip, 

offering highly parallel single-photon detection. The use of SPAD arrays in a multispeckle 
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approach directly enhances SNR, with the improvement scaling with the square root of the 

number of independent speckle measurements. Using such new sensors in DCS experiments is 

straightforward without increasing the setup complexity. Dietsche et al. [119] verified this 

method by grouping 28 individual SPADs, enhancing SNR by √28. Johansson et al. [120] first 

developed a 5 × 5 SPAD DCS system to demonstrate an improved SNR on milk phantoms and 

in vivo blood occlusion tests, followed by 32 × 32 [12,40,121,122], 192 × 128 [123], and 500 

× 500 [89,113]. These systems significantly improve SNR by a factor of √𝑁, where N is the 

number of individual pixels, as shown in Fig. 2.6. In it, we highlight the evolution of DCS 

systems with SPAD sensors (from APD to the state-of-the-art large SPAD arrays 500 × 500) 

with an enhanced SNR gain from 1 to ~500. 

 

Figure 2.6 SNR-vs-pixels plot adopted from Wayne et al. [113], with different SPAD sensors employed in DCS 

systems. 

Besides SNR and PDE, the exposure time of SPAD arrays is another critical consideration, as 

it defines the distance between two adjacent time lags ∆τ of the autocorrelation curves. 

Especially for fast decay rates (e.g., at large source-detector separations or for high flow rates), 

the relatively slow frame rate of large SPAD arrays (3 μs for 32 × 32 [12,40,122] or 10 μs for 

500 × 500 [113]) can be a limiting factor in real in vivo experiments. Another limitation of the 

SPAD arrays, though, is the difficulty in light coupling and the thinner active areas – thus an 

element of the SPAD array has a sensitivity quite a bit lower than a dedicated SPAD. 

Nevertheless, the large number of elements allows one to exceed the performance of individual 

SPADs. Figure 2.7 shows the basic processing of the current Parallelized DCS (PDCS). 
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Figure 2.7 A schematic layout of the SPAD array with representative raw data of temporal light intensity 

fluctuations from single pixels and the corresponding intensity autocorrelation curves. The blue and red lines in 

the rightmost figure represent the autocorrelation curves of a single pixel and the whole SPAD array (1024 pixels), 

respectively. Data and plots are adopted from Liu et. al. [40]. 

 

Commercial CMOS cameras are also used in DCS due to their larger array sizes, higher fill 

factor, and lower cost. However, they do not have single-photon sensitivity. To address this, 

Zhou et al. [44] employed a heterodyne detection method to enhance the signal, they also used 

MMFs to capture multiple speckle patterns, thereby increasing the throughput. They 

successfully conducted pulsatile blood flow measurements. Meanwhile, Liu et al. [124] 

integrated a CMOS detector into a wearable, fiber-free probe, enabling the testing of CBF in 

neonatal pigs. Of note, the heterodyne detection approach can also be applied in SPAD-based 

DCS systems where it offers at least a doubling of SNR and together with reduced sensitivity 

to dark counts and environmental light [45]. 

 

Very recently, superconducting nanowire single-photon detectors (SNSPDs), a relatively new 

class of photodetectors, have been used in TD-DCS systems [125]. SNSPD has many 

advantages, including a high PDE of >80% at longer wavelengths (e.g., 1064 nm), a shorter 

dead time (<50 ns), and a better timing resolution (< 20 ps) [126]. Nevertheless, SNSPD 

detectors come with a high cost, substantial size, and noise, necessitating cryostats to maintain 

an operational temperature of 2-3.1 K. Moreover, their activation time spans over several hours, 

presently constraining their practical applicability in clinical settings. Table 2.3 summarizes the 

existing DCS systems with SPAD sensors and representative non-SPAD sensors. Some SPAD 

and SPAD arrays are equipped with Time-correlated Single Photon Counting (TCSPC), and 

TD-DCS systems can timetag detected photons to obtain their ToF. This feature in TD-DCS 
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allows distinguishing early and late arriving photons from fewer or more scattering events 

respectively, thereby enabling depth-resolved evaluation of BFi within tissues. 
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Table 2.3 Existing DCS systems using SPAD arrays and other representative sensors. 

Approaches Detector 
wavelength 

(nm) 
𝑁𝑝𝑖𝑥𝑒𝑙 Applications PDE 

Fill 

factor 

Frame rate 

(kHz/kfps) 

𝜌 

(cm) 
year Ref. 

CW SPAD 785 5 × 5 
Phantom, blood 

perfusion 
8% 1.5% 1000 2.5 2019 [120] 

CW SPAD 785 
32 × 32 

 
Food, skin 8% 1.5% 333 1.1 2020 [12] 

CW SPAD 670 
32 × 32 

 

Phantom, 

in vivo 
16% 1.5% 333 2.1 2021 [40] 

CW SPAD 785 500 × 500 
Milk phantom, 

rotating diffuser 
15% 10.6% 92.2 3.3 2023 [113] 

CW SPAD 785 192 × 128 rotating diffuser 8% 13% 26 N.A. 2023 [123] 

CW SPAD 785 
500 × 500 

128 × 500 

Human forearm and 

brain, in vivo 
15% 10.6% 

100 for arm, 

300 for brain 

   4 

 
2024 [89] 

iDCS SPAD 785 1 × 1 Intralipid phantom 61% N.A. N.A. 3.6 2020 [45] 

LW-iDCS 
InGaAs Linescan 

camera 
1064 2048 × 1 

Human brain, in 

vivo 
N.A. N.A. 300 3.5 2023 [127] 

iDWS CMOS 852 512 × 2 
Human brain, in 

vivo 
N.A. N.A. 333 2.5 2018 [44] 

fiDWS Line-scan CMOS 852 512 × 2 
Human brain, in 

vivo 
>35% N.A. 333 4 2021 [37] 

πNIRS CMOS 785 1024×1024 
Forearm, forehead, 

human brain 
80% N.A. 16 2.5 2022 [114] 

TD SNSPD 785 N.A. Phantom, in vivo 99% N.A. N. A 1 2023 [125] 

Note: iDCS stands for interferometric diffuse correlation spectroscopy; iDWS is interferometric diffusing wave spectroscopy; fiDWS presents functional interferometric 

diffusing wave spectroscopy; πNIRS is abbreviation of parallel interferometric near-infrared spectroscopy, ρ is source-detection separation; SNSPD stands for superconducting 

nanowire single-photon detectors; PDE is photon detection efficiency.        
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2.4.5 Correlators (Incl. on-FPGA Correlators) 

To date, most DCS instruments employ commercial hardware correlator [6,73,81,83] to record 

the arrival of Transistor-Transistor Logic (TTL) digital pulse for every photon generated from 

a photon counting detector. The correlator uses the distribution of arrival times to quantify the 

temporal fluctuation of detected intensity. Traditionally, correlators embed a multi-τ processor 

[128–130] to compute the autocorrelation functions over a massive range of delay times (from 

~1 μs up to ~2 μs); this design was derived from early experiments in dynamic light scattering 

(DLS) [88] and diffusing wave spectroscopy (DSW) [119], primarily conducted on non-

biological samples.  

 

There are two kinds of hardware digital correlators, including linear correlators and multi-τ 

correlator. Usually, the multi-τ framework is based on a semi-logarithmic spacing spanning 

shows a massive lag-time range with a small number of channels without resulting in 

substantial sampling errors. Additionally, the multi-τ scheme significantly reduces the 

computational load compared with linear correlators. Although, hardware correlators can 

operate at a faster sampling speed, offer real-time computing with a wide lag time dynamic 

range, they are relatively costly (as shown in Table 2.4) and not flexible since the fixed number 

of bits per channel results in a fixed lag time scale. Meanwhile, software correlators [131,132] 

(e.g., Fourier transform software correlators [133]) have also been developed. Software 

correlators show comparable performances with commercial hardware correlators, and show 

notable advantages, specifically, in terms of flexibility, cost-effectiveness, and seamless 

adaptability to evolving PC and data acquisition technologies. For most DCS applications with 

SPAD array, the autocorrelations are usually post-processed from raw data. 

Table 2.4 Existing commercial correlator 

Company Correlator Ref. 

LSI Instruments LSI Correlator [134] 

Becker & Hickl GmbH SPC-QC-004 [135] 

ALV ALV-5000/EPP [136] 
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2.4.6 Comparison Between CW-, TD- and FD-DCS 

Conventionally, enhancing depth sensitivity in CW-DCS measurements involves employing 

large source-detection separations. This allows for the detection of photons with longer 

pathlengths within these separations. An inherent drawback of this approach is the reduced 

detection of photons at large ρ, which negatively impacts the signal-to-noise ratio (SNR) of the 

measured temporal autocorrelation function. While Yodh et al. [137] previously demonstrated 

the viability of the path-length resolved DCS approach, their method involved nonlinear optical 

gating and necessitated high laser powers, rendering it unsuitable for in vivo applications. Sutin 

et al. [125] first reported a novel approach for time-domain (or pathlength-resolved) DCS on 

phantoms and in a rat brain, which open the time-domain DCS regime in clinic applications.  

 

Compared with CW-DCS, there are many advantages in TD-DCS: 

 

Firstly, using time-domain measurement, akin to TD- NIRS, enables the measurement of the 

time point spread function (TPSF) of the tissue. Consequently, we can apply photon diffusion 

theories developed for TD-NIRS to directly estimate the optical properties of the tissue using 

the TPSF. Thus, we eliminate a large portion of the error in estimating dynamical properties 

that is caused by imprecise optical property values [125].  

 

Secondly, the time domain approach added one further variable time which can be exploited to 

select photon with increasing depth sensitivities [138]. Typically, the photons with a longer 

pathlength travelled deeper into the medium before reaching the detector while those with a 

shorter pathlength took a more direct path from source to detector, reaching only superficial 

tissue layers as shown in Figure 2.8(b). By utilizing time-of-flight (ToF) measurements, we 

effectively achieve depth resolution, as the ToF is directly proportional to the path length 

through the medium at the speed of light. Consequently, when computing the autocorrelation 

solely with photons having a ToF below a specific threshold, we can estimate the dynamic 

properties of the superficial layers, while longer ToF allow us to assess deeper layers. 

 

Thirdly, the pulsed laser utilized in the TD-DCS system can be integrated into the TD-NIRS 

setup. This integration enables simultaneous measurements of NIRS and DCS, providing a 

comprehensive understanding of blood flow and hemodynamics variations. A temporal 
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resolution of approximately one second and a favourable SNR in dynamic in vivo 

measurements was validated [139]. 

  

However, the primary obstacle preventing the broad adoption of TD-DCS in laboratory and 

applicable environments, including preclinical and clinical studies, is lack of an optimal pulse 

laser source processing suitable characteristics such as power, pulse width, coherence, stability, 

and the cost of pulse laser (around 6 time expensive than CW laser). The effect of each of these 

factors has been evaluated in different studies, and various data processing strategies have been 

introduced to overcome the destructive influence of the instrument response function (IRF) 

[140] and limited coherence length of the emitter. Moreover, Colombo et al. [141] 

demonstrated the contamination of non-moving scatters on the TPSF using a coherent pulsed 

laser utilized in the TD-DCS technique. Samaei et al. [101] have conducted the systematic 

discussion. Another downside is that the use of narrow time gates to calculate the 

autocorrelation limits the SNR due to the scarcity of photons within a certain gate; 

Consequently, it’s applicability to in vivo experiments on humans’ tissue is also restricted [139]. 

Although Ozana et al. [104] have designed a functional TD-DCS system that combines an 

optimized pulsed laser (a custom 1064 nm pulse-shaped, quasi transform-limited, amplified 

laser source), it is still costly, primarily due to the SNSPD. 

 

Unlike the CW-DCS technique, both TD- and FD-DCS can retrieve dynamic optical (e.g., BFi) 

and static optical properties (e.g.,  𝜇𝑎 and 𝜇𝑠
′ ), which are typically assumed in the conventional 

CW-DCS measurements. FD-DCS eliminates the requirement for collocated sources and 

phase-sensitive detectors, resulting in a portable and cost-effective system. Through data 

acquisition at a single ρ, FD-DCS effectively minimizes partial volume effects. This technology 

eliminates the need for extensive calibration in data analysis by acquiring flow and absorption 

from intensity-normalized data. FD-DCS enables higher speeds of data acquisition, as flow and 

oxygenation information are inherently present in the dataset. Moreover, the implementation 

of FD-DCS is simplified by replacing a traditional DCS system’s source with an intensity-

modulated coherent laser. The detector mechanism remains unchanged, leading to reduced 

build time and cost.    

                

Typically, to separate deep from superficial blood flow signals for CW-DCS, adding more 

detectors at different ρ to obtain multiple-distance measurements is needed, as is shown in 

Figure 2.8(a), which however increases the cost. In TD-DCS, the time-gating approach we only 
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need to choose the interested photons by gating or using a TCSPC, as is shown in Figure 2.8(b). 

Figure 2.8(c) shows that the FD-DCS, which can measure BFi, 𝜇𝑎  and 𝜇𝑠
′   simultaneously. 

Table 2.5 summarizes representative existing TD-DCS systems. General linear models (GLM) 

have been used for CW-DCS data from multiple source-detector separations (ρ) to regress out 

the effect of superficial flow. Thereby large- ρ DCS data is expressed as a linear combination 

of superficial blood flow (measured as small ρ) and the desired deep blood flow [142], a method 

that was borrowed from fNIRS [143]. In contrast to fNIRS, however, which measures flow 

volume, DCS direct measures the BFi, which is related to flow speed. Since the flow speed 

differs significantly over different vessel diameters and different tissue layers, the relation 

between superficial BFi and deep BFi is not actually linear. Therefore, new analysis tools that 

integrate additional data on vasculature structure are required to derive more accurate deep 

flow estimation from such multiple-distance DCS measurements. 

 

 

Figure 2.8 (a) DCS data collected at different ρ to improve depth sensitivity, (b) measurement principle for TD-

DCS, (c) measurement using FD-DCS.   
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Table 2.5 Representative existing time-domain DCS systems 

Year Laser 
Wavelength 

(nm) 

Average power 

(mW) 

Repetition rate 

(MHz) 

Detection 

technique 
IRF FWHM (ps) Applications Ref. 

2016 DBR 852 50 150 
Red-enhanced 

SPAD 
150 

Homogenous liquid 

phantom and small animal 
[41] 

2017 Ti: Sapphire 785 NA 100 SPAD 100 

Two-layer liquid phantoms, 

forearm muscle, and adult 

human forehead 

[139] 

2018 
VisIR STED, 

PicoQuant 
767 50 NA 

Red-enhanced 

SPAD 
500 

Homogenous liquid 

phantoms 
[144] 

2018 Ti:Sapphire 785 NA 100 

Gated single-

photon 

avalanche diode 

350 Forearm muscle [145] 

2019 VisIR-500 767 ≤ 1500 ≤ 80 SPAD 550 

Homogenous liquid 

phantoms, forearm muscle, 

and adult human forehead 

[91] 

2019 Ti:Sapphire 785 NA 100 SPAD 400 
Homogenous liquid 

phantoms 
[140] 

2020 Ti:Sapphire 1000 30 100 InGaAs PMT NA 

Homogenous liquid 

phantoms and forearm 

muscle 

[146] 

2021 
LDH-P-C-760, 

Picquant 
760 12 80 SPAD 90 

Two-layer liquid phantoms, 

forearm muscle, and adult 

human forehead 

[42] 

2022 

Custom-made 

two-stage fiber 

amplified pulsed 

laser 

1064 100 1-100 SNSPD 150-600 

Two-layer liquid phantoms 

and adult human forehead 

 

[104] 

2023 Ti:Sapphire 785 NA 100 SNSPD 100-200 

Homogenous liquid 

phantoms and adult human 

forehead 

[125] 

Note: SPAD stands for Single-Photon Avalanche Diode, and SNSPD stands for Superconducting Nanowire Single-Photon Detector.
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2.5 Data Processing 

The accuracy and performance of multilayered analytical models have been extensively 

evaluated in prior literatures [42,47,147–149]. In addition to the analytical models described in 

Chapter 3, other data processing methods have been introduced to distinguish cerebral and 

extracerebral information. Baker et al. [150] introduced a pressure measurement paradigm 

combined with the modified Beer-Lambert law and multi-distance measurement to reduce the 

extracerebral contamination from the signal associated with the deep layers. Furthermore, 

Samaei et al. [42] extended the bi-exponential model utilized in interferometric near-infrared 

spectroscopy (iNIRS) [151] to describe the TD-DCS signals influenced by scatterers moving 

at different speeds. They also conducted experimental validation using layered phantoms and 

in vivo experiments. 

 

Traditionally, to extract BFi and β, the measured g2(τ) fit to the analytical solution of the 

correlation-diffusion equation by minimizing the cost function 𝜒2 = ∑ [𝑔2,𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐𝑎𝑙(𝜌, 𝜏𝑖) −𝑖

𝑔2,𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑(𝜌, 𝜏𝑖)]
2 . Nonlinear least square fitting routines, e.g., Levenberg-Marquardt 

[84,152], fminsearchbnd [148] are usually used to quantify BFi. These approaches, however, 

are iterative, and sensitive to data noise. To address these constraints, the Nth-order (NL) 

algorithm [153,154], least-absolute minimization (L1 norm), and support vector regression 

(SVR) were introduced [155]. Yet, with the NL framework, the extraction of BFi is determined 

by the chosen linear regression approach. While L1 norm and SVR represent novel methods 

for processing DCS data, they are sensitive to signal deviations [156]. Moreover, the 

computation time for BFi is 28.07 and 52.93 seconds [155] (using the Lenovo ThinkCentre 

M8600t desktop with a 3.4 GHz CPU and 16 GB memory) when employing L1 norm and SVR, 

respectively, still too slow for real-time applications.  

 

In 1986, Dechter introduced the term “deep learning” (DL) to the machine learning community 

[157]. Due to the recent surge in big data, deep learning (DL) has effectively various significant 

areas of scientific research. DL falls under representation subset of artificial intelligence (AI). 

With rapid advances in computing technologies, DL has become a game-changer in many 

traditional research fields, including photonics [158], chemistry [159], biology [160] and 

medical diagnosis (such as EEG and ECG [161,162]), but is not yet broadly used in DCS. 

Recently, Zhang et al. [163] proposed the first recurrent neural network (RNN) regression 
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model to DCS, followed by 2D convolution neural networks (2DNN) [38], long short-term 

memory (LSTM) [164] and ConvGRU [165]. LSTM, as a typical RNN structure, has proven 

stable and robust for quantifying relative blood flow in previous studies in phantom and in vivo 

experiments [164]. 2DCNN, on the other hand, tends to require massive training datasets for 

complex structures, demanding memory resources. ConvGRU, the newest deep learning 

method introduced to DCS, has also exhibited excellent performances in BFi extraction. 

Although the training of DL takes a long time, once it is done, DL is much faster than traditional 

fitting methods, more promising for real-time analysis and display. Figure 2.9 summarize the 

current deep learning architecture applied to DCS system. Table 2.6 displays the existing deep 

learning methods applied to DCS techniques. It shows that DCS-NET’s training is much faster 

than 2D-CNN, approximately 140-fold faster. Although the remaining models, RNN, LSTM 

and ConvGRU have fewer total layers, they are limited to a specific ρ. Xu et al. [122] 

introduced a different approach of DL and trained a deep neural network on DCS data of 

temporal speckle fluctuations from 12 fibers at different surface locations to reconstruct videos 

of flow dynamics 8 mm beneath a decorrelating tissue phantom. The reconstructed images had 

a millimetre-scale spatial resolution and a temporal resolution of 0.1-0.4 s.  
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Figure 2.9 The existing deep learning model applied in DCS, including RNN [163], 2DCNN [38], LSTM [164], 

ConvGRU [165] and DCS-NET. All the graphs are re-printed from the published literatures. 

Table 2.6 Comparison of Existing AI methods for BFi estimation 

Model Training Parameters Training time Total layer 𝝆 (mm) Year 

DCS-NET 25506 ~ 13 (minute) 18 5 ~ 30 2023 

RNN  174080 N/A 20 25 2019 

CNN(2D)   75552 ~ 30.5 (hour) 161 27.5 2020 

LSTM  1161 N/A 2 15 2021 

ConvGRU  11557 N/A 10 20 2022 

LSTM  N/A N/A 5 30 2023 

Note: the training parameters of RNN and CNN(2D) are not given in the literature; we calculate them according 

to the structure shown in the literature. 

2.6 Other Approaches Used in DCS 

2.6.1 Long Wavelength Approaches 

Since DCS relies on light scattering, recent findings suggest significant advantages in operating 

at longer wavelengths, specifically within the water absorption local minimum between 1050 
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and 1100 nm. Practically at 1064 nm, where a broad range of optoelectronic components, 

including high-power laser sources initially developed for the telecom industry, is readily 

available, substantial benefits have been demonstrated [48]. In DCS system, employing a 

wavelength of 1064 nm provides a SNR advantage compared to the more commonly used 

wavelength of 785 nm. By evaluating the complete photon budget, Carp et al. illustrate that at 

1064 nm, the detection of photons would be 10.5 times than at 785 nm [48], which results in 

an increase in photon availability to increase SNR. The limited of availability of suitable 

detector technology at 1064 nm hinders the widespread adoption of the longer wavelength in 

DCS. For example, the commonly used SPAD have a higher photon detection efficiency (PDE) 

of 50% [166], but which drops to 3% at 1064 nm [48]. One of the solutions for this is using 

superconducting nanowire single-photon detection (SNSPD), which have a PDE of >80% at 

1064 nm. However, SNSPD detectors are costly, larger in size, and emit noise. Achieving an 

operating temperature of 2 – 3.1K necessitates cryostats, and these detectors have a turn-on 

time of several hours, currently limiting their clinic application. More details about SNSPD 

can be seen in Section 2.4.4. 

2.6.2 Heterodyne/Interferometric Approaches 

Traditionally, the DCS systems are based on homodyne detection (self-interference of scattered 

light) that related to the motion of the sample. Heterodyne DCS, also known as interferometric 

DCS, employs a reference arm to effectively enhance the speckle fluctuations caused by the 

motion of scatterers within the tissue. Constructing an interferometric diffuse correlation 

spectroscopy (iDCS) system involves modifying a homodyne DCS setup with a pair of fiber 

couplers to establish a Mach-Zehnder interferometer. And g2(τ) can be computed as: 

𝑔2(𝜏) = 1 + 𝛽1𝑔1(𝜏)
2 + 𝛽2𝑔1(𝜏) 

                                                                  = 1 + 𝛽0(1 −
𝐼𝑅

𝐼𝑇
)2𝑔1(𝜏)

2 + 2𝛽0
𝐼𝑅

𝐼𝑇
(1 −

𝐼𝑅

𝐼𝑇
)𝑔1(𝜏)  (2.3) 

where 𝐼𝑅 is the reference intensity, and 
𝐼𝑅

𝐼𝑇
 is the fractional reference intensity, where 𝐼𝑇 = 𝐼𝑅 +

𝐼𝑆  is the total intensity, and 𝐼𝑆  is the sample arm intensity. Interferometric methods offer 

advantages as they can offset detector imperfections (e.g., afterpulsing, read noise, and dark 

noise) [45]. They are resilient to environmental noise, including ambient light found in clinical 

settings. Additionally, they facilitate accurate measurements even in the presence of extremely 

low signal levels, enabling the assessment of CBF within brief acquisition times under low-
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light conditions [167]. This means the important advantage of heterodyne detection is enabling 

the use of lower cost, noisier devices, and making it possible to use non-photon counting 

detectors, such as complementary metal-oxide-semiconductor (CMOS) cameras. Samaei et al. 

recently proposed Continuous-wave parallel interferometric near-infrared spectroscopy (CW 

πNIRS), which makes use of a fast 2D detector array, and which measures brain BFi using a ρ 

of 30 mm and an integration time of 0.01 s [114].      

2.6.3 Improved Analytical Models   

Since DCS is a diffuse optical method, it faces limitations due to the absence of inherent depth 

discrimination within the illuminated area of each source-detector pair. Consequently, the CBF 

signal is susceptible to contamination by the extracerebral tissues through which the light 

travels. To minimize these extracerebral tissues, various methods have been suggested, 

generally categorized into one of two groups: (1) hardware modifications or (2) improved 

analytical modelling. On the hardware side, it can be achieved through either interferometric 

approaches, or using laser with longer wavelength such as 1064 nm. Although these methods 

shown promise and may represent the future of DCS, current constrains related to detector 

speed, accessibility, and cost hinder their broad implementation. Alternatively, enhanced 

analytical modelling techniques are accessible, aiming to eliminate the influence of 

extracerebral hemodynamic. For instance, there are two-layer models comprising an 

extracerebral layer encompassing the laser, scalp, skull, and cerebrospinal fluid (CSF), in 

addition to a cerebral layer encompassing gray and white matter. Another example is the three-

layer model involving the scalp, skull, and brain. The theory of the multi-layer analytical model 

will be discussed in Chapter 3. 

2.7 Applications  

DCS has a broad range of applications. The integrated DCS systems with near-infrared 

spectroscopy (NIRS) [57], Doppler ultrasound, time-resolved near-infrared technique (TR-NIR) 

[168,169], frequency domain near-infrared spectroscopy (FD-NIRS) [170] are powerful for 

collecting abundant information. This integration yields valuable insights in tissue oxygenation, 

blood oxygen metabolism and hemodynamics. Consequently, DCS has the potential for tissue 

and skeletal muscle blood flow monitoring, tumor diagnosis and therapy and neonate cardio-

cerebrovascular health evaluation. 
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The hypothesis proposed by Roy and Sherrington suggests that the increase in CBF is attributed 

to increased neuronal metabolic activity [171]. There exists a strong correlation between 

changes in CBF and psychological conditions. The tight coupling between neuronal activity 

and cerebral perfusion has been demonstrated in many articles [172–174]. As a result, studying 

regional CBF allows for observing local neuronal activities, performing diagnosis, and 

developing treatment procedures. Many articles have been published for studying CBF based 

on DCS in the last decade. Interested readers can also refer to these review articles [3,57,175]. 

 

In this section, we categorize DCS applications into three main categories: animals, human 

pediatrics, and human adults. The structure of this section includes: first, we provide a 

comprehensive overview of DCS applications in animals. We list application scenarios and 

preclinical trials. Next, we delve into DCS applications in neonates, focusing on perinatal care, 

cardio-cerebral diseases in neonates, neonatal brain development, and children's brain health. 

Finally, we explore DCS applications in adults, categorizing them into four sections: 

neuroscience, cardio-cerebrovascular diseases, skeletal muscle, and exercise physiology, as 

well as tumor diagnosis and therapies.  

2.7.1 Animals 

DCS has been applied to animals since the end of the 1990s for estimating the burn depth in 

pigs [35], as shown in Figure 2.10(b). After that, a hybrid instrument integrating DCS with 

NIRS was applied to probing rat vascular dynamic by Cheung et al. in 2001 [130]. Carp et al. 

used DCS to examine CBF during hypercapnia-induced cerebrovascular perturbation, with 

MRI-based arterial spin labeling (ASL) serving as the standard measuring reference [176]. 

Furthermore, the first DCS application in tumor monitoring was conducted by Menon et al. 

[131]. They assessed tumor oxygenation in athymic mice (aged 6-8 weeks) bearing 

hypervascular human melanoma xenografts, achieved through vascular endothelial growth 

factor (VEGF) transfection. They combined DCS with Doppler ultrasound (DUS) to 

investigate microvessel density (MVD), BF, blood volume (BV), blood oxygen saturation, 

tissue pO2, and oxygen consumption rates. Moreover, DCS plays a pivotal role in monitoring 

tumor blood flow changes in animal studies related to photodynamic therapy (PDT). Marrero 

et al. [177], Yu et al. [178] and Busch et al. [179] have employed DCS to monitor BF in tumors 

before, during, and after PDT. Additionally, Sunar et al. [180] have used DCS to assess anti-

vascular and ionizing radiation therapies. These preclinical investigations have paved the way 
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for human cancer research and clinical applications. Table 2.7 shows the DCS applications in 

animals.  

 

Ischemia monitoring assesses potential damage to the brain or the secondary brain injury as 

well as paraparesis. Experiments have been conducted to study the perturbation of 

hemodynamic and cerebral blood metabolism induced by ischemia brain injury in rats [82], 

piglets [169] and sheep [169], see Figure 2.10. Notably, Diop et al. developed a method 

integrating TR-NIR and DCS to quantify the absolute cerebral metabolic rate of oxygen 

(CMRO2).  
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Table 2.7 Table of classification of DCS application on animals. 

Application Subject Overview System Reference 

Hypercapnia 

Rodent 
rCBF and blood oxygen 

information 
DCS & NIRS [6] 

Rodent 
DCS: rCBF; 

MRI: validation 

DCS & MRI 

(ASL) 
[181] 

Tumor 

diagnosis/therapy 

Rodent 
Tumor oxygen status 

monitoring 
DCS & DUS [182] 

Rodent 

Tumor blood flow 

monitoring before, during 

and after PDT 

DCS [177–179] 

Anti-vascular therapy and 

ionizing radiation of 

malignant mouse 

melanoma tumor models 

Contrast enhanced 

DUS & DCS 
[180] 

Ischemia 

Rodent rCMRO2 
DOT & DPDW & 

DCS 
[82] 

Piglet 
Absolute CMRO2 and 

CBF 
DCS & TR-NIRS [169,183] 

Sheep Spinal cord ischemia DCS & DOS [184] 

Neurovascular 

coupling 
Rodent 

Effects of the secondary 

and late cortico-cortical 

transmission in 

neurovascular coupling 

EEG & DOI & 

DCS 
[185] 

Head injury Piglet 

Hemodynamic changes 

monitoring after a head 

injury 

DRS & DCS [186] 

Intracranial 

pressure 
Monkey 

Cerebral blood flow 

monitoring as an indicator 

of intracranial pressure 

DCS [187] 

Diffuse optical 

correlation 

tomography 

Rodent 
Measuring blood flow 

contrast 
DCT [85,188] 
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Figure 2.10 (a) Detailed schematics of measurements on sheep, featuring the instrument and its thin fiber optic 

probe, images adopted from Ref. [184]; (b) The setup for pig experiments. The shaded areas on the pig indicate 

burns of various depths. Figures were reproduced from Ref. [35]; (c) The non-contact scanning system set-up for 

mice. (black lines: outline of the bones; red lines: outline of the graft). Figures were reproduced from Ref. [188]; 

(d) Experiment setup with the placement of optical fibers and pressure sensor as well as the catheter on the exposed 

skull of monkey. The traces at the right show an example of changes in cerebral blood flow (∆CBF) and ICP. 

Figures were reproduced from Ref. [187]. 

To further investigate vessel hemodynamic, diffuse correlation tomography (DCT) has been 

developed by measuring blood flow perturbation, contributed by optical heterogeneities, to 

provide blood flow contrast imaging of the region of interest [85,188]. DCT is a safe and cost-

effective imaging technique, providing deep tissue imaging, real-time monitoring, and 

functional information of hemodynamic. DCT can complement other imaging modalities, such 

as MRI, CT, or PET scans, by providing additional functional and physiological information. 

This can enhance the overall understanding of a patient's health condition. 

2.7.2 Pediatrics 

The cortex of newborns is more easily detectable as the scalp and skull are much thinner in 

newborns and more light reaches the cerebral tissue as compared to adults. Thus, neonates are 

an attractive population for bedside DCS measurements, as discussed below. Generally, DCS 
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is often combined with NIRS, as well as FD-NIRS and transcranial Doppler ultrasound (TCD), 

offers a synergistic approach to obtaining comprehensive measurements of microvascular 

blood flow and blood oxygen metabolism in neonatal human subjects [57].  

2.7.2.1 Perinatal Care 

Premature infants, born before 37 weeks of pregnancy, are increasingly common due to factors 

such as inadequate prenatal care, maternal health conditions, and infections [14]. Perinatal 

health refers to health from 22 completed weeks of pregnancy to 7 completed days after birth. 

However, premature babies are more likely to suffer from brain injuries such as hypoxia-

ischemia, stroke, and periventricular leukomalacia, which are associated with neurological 

deficits [15]. To study brain hemodynamic and blood oxygen metabolism in premature 

neonates, Roche-Labarbe et al. developed a hybrid instrument that combined DCS for 

measuring CBF with quantitative FD-NIRS measuring cerebral tissue oxygenation (StO2) and 

cerebral blood volume (CBV). The results indicate that the CBF-CBV correlation is unstable 

in premature neonates [189]. In addition, Germinal matrix-intraventricular hemorrhage (GM-

IVH) in premature neonates can be monitored by measuring CBF and cerebral oxygen 

metabolism (CMRO2) to identify the vulnerability of potential brain damage in newborns [190]. 

Buckley et al. used DCS to continuously monitor CBF in the middle cerebral arteries of low 

birthweight premature infants during a postural manipulation. They discovered a significant 

correlation between TCD and DCS measurements [87]. CBF monitoring during the first 3 days 

after birth has been used to assess the risk of brain injury due to CBF instabilities in preterm 

infants [190]. DCS holds a promising potential for preterm human infants’ brain health care. 

2.7.2.2 Neonate Cardio-cerebral Diseases 

DCS is also a promising tool for the monitoring of congenital heart defects in newborns. 

Durduran et al. used a hybrid NIRS-DCS instrument to study the changes of oxyhemoglobin, 

deoxyhemoglobin, total hemoglobin concentrations, CMRO2, and CBF during hypercapnia. 

Measurements validation of CBF and CMRO2 were conducted using MRI-ASL and the results 

showed a good agreement with DCS measurements (R=0.7, p=0.01) [191]. Buckley et al. [16] 

and Shaw et al. [17] measured changes of cerebral hemodynamics and oxygen metabolism 

during neonates cardiac surgery using DCS and diffuse optical spectroscopy (DOS) to evaluate 

the risk of surgery duration and surgical procedures, respectively. In addition, neonatal hypoxic 

ischemic encephalopathy (HIE) has also been studied using hybrid FD-NIRS and DCS [236]. 
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Researchers revealed the effects presented by therapeutic hypothermia (TH) on cerebral 

hemodynamics and blood oxygen metabolism by measuring CBF and CMRO2 during and after 

the TH for neonate HIE. Furthermore, another work studied neurodevelopmental outcomes 18 

months after TH of neonate HIE, researchers pointed that CMRO2 is a good indicator of TH 

evaluation and can be measured repeatedly at point of care [192]. These studies demonstrated 

the feasibility of using NIR diffuse optical technologies, such as DCS and DOS, to monitor 

neonate cardio-cerebral diseases and effect therapeutic surgery procedures. 

2.7.2.3 Neonates Brain Development 

Hemodynamics and cerebral metabolic rate of oxygen are potential indicators of neonates’ 

brain health and development [193–195]. DCS combined with FD-NIRS also has been used to 

monitor the newborns brain development, which revealed the difference of CBF in cortical 

regions and CMRO2 in frontal region between male and female babies with the right-left brain 

functional asymmetry [196]. Besides, activities in somatosensory cortex of premature neonates 

have also been studied using DCS to evaluate brain neurodevelopment [197]. 

2.7.2.4 Children Brain Health Evaluation 

Busch et al.[198] employed DCS to observe CBF fluctuations in children’s brains (aged 6-16 

years) diagnosed with obstructive sleep apnea syndromes (OSAS) and were prone to 

experiencing hypercapnia during sleep. Notably, children with OSAS and those exhibiting 

habitual snoring displayed attenuated CBF responses to hypercapnia in comparison to the 

healthy control group. These observations provide valuable insights into the neurovascular 

response mechanisms underpinning the physiopathology of OSAS in the pediatric 

demographic. Besides, Nourhashemi et al.[199] combined electroencephalography (EEG), 

NIRS, and DCS to simultaneously capture changes in electrical and optical dynamics in 

children (aged 6-10 years) affected by absence seizures. The outcomes revealed a consistent 

correlation among EEG, NIRS and DCS, suggesting that DCS holds promise in detecting 

hemodynamic changes of pediatric brain disorders. Moreover, DCS has been employed for 

real-time CBF measurements during the chronic transfusion therapy for children with sickle 

cell diseases [19,99,200]. Figure 2.11 shows representative applications of DCS in neonates.  
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Figure 2.11 (a) DCS sensor was attached to the infant’s head for blood flow monitoring, figures adopted from Ref. 

[90]; (b) The high-density EEG cap and optical probe (NIRS-DCS) and schematic representation of the location 

of the EEG and optical probes on a child’s head. Figure was reproduced from Nourhashemi et al. [199]. (c) The 

hybrid DCS system for neonatal blood flow monitoring, figures reproduced from Ref. [201]. 

2.7.3 Adults 

In this section, we focus on DCS applications on human adults and divide them into four 

sections: neuroscience study, cardio-cerebrovascular disease study, skeletal muscle and 

exercise physiology study, and tumor diagnosis and therapy evaluation. Figure 2.12 shows the 

use of DCS in adults. 

2.7.3.1 Neuroscience Study 

Measuring CBF facilitates the investigation of neurovascular coupling, brain injuries, stroke, 

and neurological disorders. Neurovascular coupling denotes the connection between regional 

neural activity and subsequent alterations in CBF. The extent and spatial positioning of blood 

flow fluctuations are intricately connected to shifts in neural activity through a sophisticated 

sequence of coordinated processes involving neurons, glial cells, and vascular elements [202]. 

DCS can quantify changes in human cerebral blood flow in response to various stimuli, 

including but not limited to sensorimotor cortex activation [83], visual cortex activation 
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[86,203], transcranial magnetic stimulation (TMS) [204], and vasoactive stimuli [142]. These 

studies presented noninvasive and straightforward means of monitoring cognitive neuronal 

activity in human brains. Older adults with mild cognitive impairment exhibit significantly 

higher CBF increments during motor and dual-task activities whereas the counterparts 

displaying normal cognitive functions [205]. Another investigation highlighted the consistency 

of CBF with the posture changes within a healthy population (aged 20 to 78 years). And the 

role of DCS during hypothermic circulatory arrests (HCA) therapy has also been studied among 

older people (mean age 61.8 ± 19.4 years) [93]. These findings hold significant relevance as 

reference points for future research focused on age-related alterations in CBF [206]. In addition, 

DCS has been effectively applied for assessing cerebral hemodynamics under hypotension 

[207], obstructive sleep apnea [198], and adult comatose [208].  

2.7.3.2 Cardio-cerebrovascular Disease Study 

Several studies have been undertaken to assess human artery diseases and monitor treatment 

outcomes. Carotid endarterectomy (CEA), for instance, has been associated with 

hypoperfusion syndrome in the internal carotid artery (ICA), leading to potential cerebral 

ischemia. Evaluating and monitoring cerebral hemodynamics during and after CEA emerge as 

critical measures to assess associated risks. Shang et al. conducted a comparative analysis 

between DCS and EEG, revealing that DCS-measured CBF exhibited more prompt responses 

to ICA clamping than EEG measurements [209]. Furthermore, the integration of DCS with 

NIRS has demonstrated feasibility in real-time monitoring of cerebral hemodynamics and 

oxygen metabolism during CEA procedures [210]. And Mesquita et al. also established a 

physiological connection between CBF and oxygenation in patients with peripheral artery 

diseases [211]. CBF during the cardiac cycle has been acquired using DCS before and during 

ventricular arrhythmia in adults [20]. DCS has also been used for monitoring CBF [81,212] 

and critical closing pressure (CrCP) [213] of ischemic stroke patients and the stroke therapy 

evaluation [262]. Notably, in neurocritical care units, DCS coupled with NIRS serves as a 

bedside monitoring tool for individualized CBF management and manipulation of head-of-bed 

treatment for patients with critically brain injuries [88,214]. 

2.7.3.3 Skeletal Muscle and Exercise Physiology Study 

DCS has found applications in the investigation of human skeletal muscle physiology, offering 

a valuable approach for assessing tissue vascular diseases and enhancing clinicians' 
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understanding of muscle exercise physiology. For instance, Yu et al. compared muscle blood 

flow and oxygenation between healthy individuals and those with peripheral arterial diseases 

during cuff occlusion and plantar flexion exercises [69]. Subsequently, they integrated arterial 

spin-labelled perfusion MRI with DCS to monitor BFi during cuff inflation and deflation [32]. 

Shang et al. characterized muscle blood flow, oxygenation, and metabolism in women with 

fibromyalgia during leg fatiguing exercise and arm arterial cuff occlusion [215]. Another 

investigation evaluated local skeletal muscle blood flow during manipulative therapy (MT), 

suggesting that MT can enhance blood flow with minimal effects on systemic circulatory 

function [216].  

 

Nevertheless, conventional technologies such as DUS, electromyography (EMG), and MRI 

encounter challenges when measuring physiological signals due to motion-induced artifacts. 

These artifacts can lead to inaccurate blood flow measurements. DCS has demonstrated 

superiority in providing more reliable measurements and greater resistance to experimental 

variations [217]. However, it is noteworthy that muscle fibre motion artifacts may still result 

in an overestimation of the change in BFi and researchers have proposed methods to extract 

accurate blood flow measurements, including the co-registration of dynamometer [71]. 

Additionally, alternative techniques, such as hardware-integrated gating [218,219] and a 

random walk correction model with FD-NIRS [75], have been introduced to address fiber 

motion artifacts in DCS measurements. 

2.7.3.4 Tumor Diagnosis and Therapy Evaluation 

DCS has been employed in the diagnosis of human breast cancer, prostate tumour, head and 

neck tumour. Durduran et al. conducted an initial comparative analysis of blood flow disparities 

between tumor and normal tissues in human breast. The investigation revealed a noteworthy 

increase in blood flow within tumour tissues [26]. This observation paves the way for 

noninvasive tumour diagnosis. Choe et al. used DCS in human breast cancer diagnosis [79]. 

And the findings align with the results reported by Durduran et al., which underscored the 

increased blood flow within tumour regions. Besides, noncontact DCT has been adopted for 

three-dimensional (3-D) visualizing of blood flow distribution in human breast tumors, 

showing that DCS is a promising technique for localizing human tumours [79].  
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For tumor therapy evaluation, Yu et al. combined DCS with NIRS to measure tumour blood 

flow and oxygenation of human prostate cancer [23], human head and neck tumour [24]. Also, 

DCS has been used to evaluate the photosensitizer 2-1[hexyloxyethyl]-2-

devinylpyropheophorbide-a (HPPH)- mediated PDT (HPPH-PDT), showed that HPPH-PDT 

could induce a significant drug photobleaching with a reduction of blood flow and blood 

oxygenation [220]. In addition, DCS can evaluate chemotherapy [27,80] or radiation therapies 

[24] in human tumours.  

 

However, there is a limitation in terms of patient statistics when applied DCS in human tumour 

diagnosis and therapy. Currently, the majority of earlier prediction studies involved a range of 

7 to 11 patients [22], segmented into two or three response groups. This is additionally 

complicated by the varying definitions of responding and non-responding groups utilized by 

each research team. As a result, longitudinal studies in large patient populations for a longer 

monitoring period, to provide more precise references for clinic applications are needed. 

Besides, more precise DCS theoretical models according to application scenarios are also 

needed [170,221]. 
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Figure 2.12 (a) Hybrid DCS system applied to human forehead, image taken from Ref. [3]; (b) Experimental 

configuration with contactless probe, figures adopted from Ref. [222]; (c) Schematic of hybrid instrument, hybrid 

Imagent/DCS instrument for simultaneous measurement of tumour oxygenation and blood flow during 

chemoradiation therapy, images adopted from Ref. [223]; (d) Drawing of a subject cycling on a stationary bicycle 

with a frequency-domain (FD) multi-distance near-infrared spectroscopy (FDNIRS)-diffuse correlation 

spectroscopy (DCS) probe attached to the right superficial rectus femoris. Figure was adopted from Ref. [93]; (e) 

Hybrid DCS/NIRS device for muscle measurement. Figures were adopted from Ref. [219]; (f) Diagram of DCS 

working on a breast, figures adopted from Ref. [79]. 

In addition to the applications listed above (Figure 2.12), DCS has also been used for critical 

care [224] and anaesthesiology [225]. DCS is a relatively new and evolving technology, and 

its applications continue to expand as research advances. The non-invasive and portable nature 

of DCS makes it particularly attractive for studying dynamic physiological processes in vivo. 

To get more precise measurements, theory models have evolved from semi-infinite to multi-

layer model and expanded from CW-DCS to TD- and FD-DCS. Besides, DCT visualized blood 

flow contrast deep in tissues make it more understandable for blood related diseases diagnosis 

and therapy. However, restrictions for DCT, such as the limited SNR and high data processing 

time consumption, hinders its further clinic applications. Therefore, efforts are necessary to 

further propel the development of DCS, and it can anticipate that DCS will offer increasingly 
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reliable BFi measurements and will find expanded applications contributing to human health 

in the future.  

2.8 Simulation Tool Related to DCS 

To assist researchers in performing and detailing experimental analysis with growing levels of 

sophistication, several general-purpose analysis platforms and software tools tailored for 

specific applications have been created. The most used DCS-related tools are summarized in 

Table 2.8. 

Table 2.8 Existing software tools related to DCS. 

Name Language Website 

MCML Standalone https://omlc.org/software/mc/ 

MMC Standalone/Matlab http://mcx.space/#mmc 

MCX Standalone/Matlab http://mcx.space/ 

 

 

2.9 Summary 

This chapter aims to outline the existing gap for an affordable, continuous, non-invasive, 

portable, bedside, and non-ionizing imaging/sensing modality designed to measure CBF. I have 

summarized all the non-optical methods and discussed their advantages and disadvantages. 

Having provided a brief introduction to biomedical optics, this chapter also outlines the 

different incoherent and coherent optical modalities applicable for measuring CBF. Diffuse 

optical methods are necessary for imaging deeper into the brain; however, the challenge lies in 

the low SNR linked to the substantial ρ needed for deeper imaging. Among these techniques, 

DCS stands out as a promising method for BFI. Numerous researchers have endeavoured to 

enhance the SNR in DCS, employing approaches such as multispeckle analysis, the utilization 

of lasers with longer wavelengths, interferometric techniques, and advancements in analytical 

models. In terms of post-data processing, the introduction of AI methods shows significant 

promise, and there is a great potential for their integration into hardware to enable real-time 

measurements.    

https://omlc.org/software/mc/
http://mcx.space/%23mmc
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3 Chapter 3 Theoretical Frameworks 

3.1 Introduction  

In this chapter, I present fundamental information essential for understanding the critical 

aspects of photon propagation in tissues. The provided details are kept minimal, aiming to offer 

only the necessary information required to grasp the limitations and pertinent scales of the 

physical models employed for the analysis of the data presented in this thesis. Furthermore, I 

outline the basic theory of dynamic models of photon diffusion, derived analytical models 

based on existing semi-infinite, two-, and three-layer models and frequency models, and have 

conducted analytical simulations accordingly. Several new contributions are presented; (1) 

Systematically derived the analytical models, including a semi-infinite layer, two-layer and 

three-layer models for diffuse correlation and (2) compared the CW, TD, and FD models. 

3.2 Basical Theoretical Background 

3.2.1 Scattering and Absorption 

The movement of photons within tissue can be effectively represented as a stochastic process. 

Light exhibits a likelihood of interacting with microscopic centres that encompass a wide size 

range, ranging from ~Å (e.g., ~ 64Å for hemoglobin) to several micrometers, equivalent to the 

diameter of large mammalian cells [226]. Photon interaction can lead to the dissipation of 

energy through absorption or a redirection of its path through scattering [227]. Concentrating 

on an individual photon trajectory: the likelihood of interaction (either scattering or absorption) 

is directly related to the reciprocal of the number density of centres (representing the average 

volume of tissue containing one centre) divided by the total cross-section of both processes. 

This establishes a characteristic length or mean free path, ℓ𝑡 = 1/𝜇𝑡 . Assume that the 

interaction occurrences are both independent and distributed in an identical manner.  

 

In the case where scattering and absorption act as separate and unrelated processes, the 

transport coefficient (𝜇𝑡) can be expressed conveniently as the combined sum of absorption 

(𝜇𝑎) and scattering (𝜇𝑠) coefficients. An advantageous feature for modelling photon migration 

is that, typically in tissue, 𝜇𝑎 is significantly lower than 𝜇𝑠. Frequent elastic scattering within 

tissue has the consequence of unpredictably altering the direction of light propagation. Photons 
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rapidly lose details about their original direction, significantly limiting imaging possibilities, 

such as microscopy, especially in samples with thickness of just a few tens of microns. The 

specific thickness of tissue required for complete randomization is influenced not only by the 

scattering coefficient (𝜇𝑠) but also by the preferred direction of re-emission of scattered light. 

These microscopic properties exhibit significant variability among different tissues. A broader 

mean scattering angle corresponds to a shorter distance that photons need to traverse to exhibits 

diffusive behavior in a three-dimensional random walk. Another characteristic length, known 

as the transport mean free path (TMFP), can be introduced, defined as ℓ𝑡𝑟 , signifying the 

average distance a photon must cover to transition into a diffusive state. The corresponding 

reduced scattering coefficient can be characterized as the reciprocal of the TMFP, 𝑙𝑡𝑟, as shown 

in Eq. (3.1), 

 𝜇𝑠
′ =

1

𝑙𝑡𝑟
= (1 − 𝑔)𝜇𝑠 (3.1) 

where g≡〈cosθ〉 represents the anisotropy factor ranging from -1 to 1 as the average of the 

cosine of the scattering angle. In tissue, particularly in the near-infrared (NIR) water window, 

the typical range for g is approximately 0.6 to 0.9. This range indicates a tendency toward 

predominantly forward-directed scattering [228].  

3.2.2 Speckle Fluctuations and Light Scattering Dynamics 

3.2.2.1 Interference  

It is well-known that a one-dimensional scalar description can aptly characterize light as,  

 𝐸(𝑧, 𝑡) = 𝐸0 cos(𝑘𝑧 − 𝜔𝑡 + ∅) = 𝑅𝑒{𝐸0𝑒
𝑖(𝑘𝑧−𝜔𝑡+∅)} = 𝑅𝑒{�̃�(𝑧, 𝑡)}, (3.2) 

where Euler’s formula (Eq. 3.3) has been used, and Re{∙} represents the real part. 

 cos(𝑘𝑧 − 𝜔𝑡 + ∅) =
𝑒𝑖(𝑘𝑧−𝜔𝑡+∅)+𝑒−𝑖(𝑘𝑧−𝜔𝑡+∅)

2
. (3.3) 

Usually, it is left out from the notation as it is aways assumed to be implicit, and thus, we 

commonly denote an electromagnetic wave by, 

 �̃�(𝑧, 𝑡) = 𝐸0𝑒
𝑖(𝑘𝑧−𝜔𝑡+∅). (3.4) 
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In fact, it is not feasible to directly measure the electromagnetic field. Instead, all optical 

detectors, including our eyes, can only measure intensity, representing the average energy per 

unit area per unit time. The intensity is correlated with the electric field through the following 

relation: 

                                               𝐼(𝑧) =
〈�̃�(𝑧,𝑡)�̃�∗(𝑧,𝑡)〉

2𝜂
=
𝐸0
2

2𝜂
, (3.5) 

where 𝜂 = √𝜇/𝜖 is the impedance. E* represents the complex conjugate and 〈∙∙∙〉 represents 

the time average.      

Now, let us consider two monochromatic waves, denotes as E1 and E2 (as per Eq. 3.4), sharing 

the same wavelength, propagating along a common axis and reaching a screen positioned at z, 

where their intensity can be observed. According to the principle of superposition, the electric 

field at any spatial point is merely the summation of individual electric fields. Therefore, at a 

specific location on the screen, the electric field is expressed as: 

                    �̃�𝑠(𝑧, 𝑡) = �̃�1(𝑧, 𝑡) + �̃�2(𝑧, 𝑡) = 𝐸10𝑒
𝑖(𝑘𝑧−𝜔𝑡+𝜙1) + 𝐸20𝑒

𝑖(𝑘𝑧−𝜔𝑡+𝜙2), (3.6)                  

As we mentioned above, we only detect the intensity rather than the electric field. We substitute 

Eq. (3.6) into Eq. (3.5),    

      𝐼𝑠(𝑧) =
〈�̃�𝑠(𝑧,𝑡)�̃�𝑠

∗
(𝑧,𝑡)〉

2𝜂
=
〈�̃�1(𝑧,𝑡)�̃�1

∗
(𝑧,𝑡)〉+〈�̃�2(𝑧,𝑡)�̃�2

∗
(𝑧,𝑡)〉+〈�̃�1(𝑧,𝑡)�̃�2

∗
(𝑧,𝑡)〉+〈�̃�1

∗
(𝑧,𝑡)�̃�2(𝑧,𝑡)〉

2𝜂
 

=
𝐸10
2 + 𝐸20

2 + 2𝐸10𝐸20 cos(𝜙1 − 𝜙2)

2𝜂
 

                                              = 𝐼1 + 𝐼2 + 𝐼21. (3.7)                                                                              

In Eq. (3.7), I21 is referred to as the interference term, and it is evidently contingent on the 

relative phase of the electric fields. When ϕ1 - ϕ2 = 2mπ (for any integer m), the intensity 

exceeds the sum of the two individual intensities. Conversely, when ϕ1 - ϕ2 = mπ (m≠0), the 

intensity is less than the sum of the individual intensities. 

3.2.2.2 Speckle 

Speckle, also known as speckle pattern or speckle noise, refers to a granular noise texture that 

diminishes the quality of images due to interference among wavefronts in coherent imaging 

system. Examples of such systems include radar, synthetic aperture radar (SAR), medical 
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ultrasound, and optical coherence tomography [229–231]. It is important to note that speckle 

is not an external source of noise, instead, it arises as an inherent fluctuation in diffuse 

reflections. This occurs because the scatterers within each cell are not identical, and the 

coherent illumination wave is highly sensitive to small variations in phase changes [232]. When 

laser light reflects off a textured surface like paper or a wall, a granular pattern typically appears 

on the reflecting surface. This “speckle” pattern results from the interference among laser 

beams with slightly varied light paths. It is often considered an undesirable characteristic of 

laser light. To mitigate this speckle pattern in images, some individuals opt to use optical 

diffusers. However, speckles inherently carry a wealth of information about the reflecting 

surface and/or potential movement of scatterers beneath the surface. Speckles generated by 

stationary scatterers remain constant, while those produced by moving scatterers exhibit 

temporal fluctuations. Leverage the dynamic aspect of speckle images allows for the evaluation 

of the flow characteristics of scatterers.      

3.2.2.3 Dynamic Light Scattering (DLS) 

Dynamic light scattering (DLS), known alternatively as quasi-elastic light scattering (QELS) 

or photon correlation spectroscopy (PCS), boasts diverse applications. Extensive theoretical 

and experimental efforts have been dedicated to this field [233–235]. At the beginning, DLS is 

employed to assess particle sizes in a solution through the measurement of its diffusivity or 

diffusion constant, DB. For instance, utilizing the Stokes-Einstein relationship 𝐷𝐵 =
𝜅𝐵𝑇

6𝜋𝜂𝑅
 

allows the calculation of the particle’s radius (R). Depending on the specific measurement setup 

and application, this principle may go by alternative names such as laser Doppler velocimetry 

(LDV), electrophoretic light scattering (ELS), Doppler shift spectroscopy (DSS), and various 

others. This technique might be known as laser speckle contrast imaging (LSCI) and is 

applicable for estimating blood flow [236]. In this section, we specifically address the essential 

aspects of the theory and applications of DLS that are crucial for the subsequent discussions 

on DWS and DCS. 
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Figure 3.1 (a) Experiment schematic for DLS, with the detector positioned at angle θ. (b) Experiment schematic 

for DWS, with the detector positioned in reflectance geometry.     

The fundamental experimental arrangement for DLS is illustrated in Figure 3.1(a). A coherent 

light wave strikes a volume, scattering in various directions. A detector is positioned at an angle 

θ relative to the path of the source light and captures the scattered light. Due to the movement 

of particles, the scattered light undergoes a Doppler shift to a distinct frequency, contingent on 

the direction and velocity of the particle’s motion. An alternative understanding of this 

phenomenon arises directly from the intensity autocorrelation function. In the absence of 

particle motion (in contrast to static light scattering (SLS)), the scattered field from one particle 

would exhibit a phase creates an interference pattern in the far-field, commonly recognized as 

a speckle pattern. Suppose that the particles are in motion. As described in section 3.3.1, phase 

differences cause either destructive or constructive interference. Changes in phase therefore 

cause variations in the interference pattern. By means of the recording of the intensity changes 

of the speckle over time, it is possible to determine the correlation between the intensity at time 

t and the intensity at time t+τ. Using the commonly accepted notation in the field, the 

unnormalized field autocorrelation function is represented as 𝐺1(𝜏) = 〈𝐸(𝑡)𝐸
∗(𝑡 + 𝜏)〉, where 

E(t) is the complex amplitude. The normalized field autocorrelation function can be calculated 

as: 

 𝑔1(𝜏) =
𝐺1(𝜏)

𝐺1(0)
=
〈𝐸(𝑡)𝐸∗(𝑡+𝜏)〉

〈𝐸(𝑡)𝐸∗(𝑡)〉
. (3.8) 

Similarly, we calculated the unnormalized intensity autocorrelation function G2(τ) = 〈I(t)I(t+τ)〉 

and the normalized intensity autocorrelation function is given by: 

 𝑔2(𝜏) =
𝐺2(𝜏)

𝐺2(0)
=
〈𝐼(𝑡)𝐼(𝑡+𝜏)〉

〈𝐼(𝑡)〉2
. (3.9) 

By the Siegert relation, we can obtain: 

             𝑔2(𝜏) = 1 + 𝛽|𝑔1(𝜏)|
2, (3.10)                                        
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where β adjusts for the spatial and temporal coherence of the light in the experimental setup 

and ranges from 0 to 1.  

                               

The most straightforward method for gauging intensity autocorrelation involves directly 

recording the scattered light, with the detector’s output current showing a linear proportionality 

to the incident light’s intensity. The graph depicting intensity across time can be employed to 

compute the intensity autocorrelation using Eq. (3.9). Let us take a simple example, we 

showcase the autocorrelation of a solution containing non-interacting colloidal monodisperse 

spherical particles experiencing Brownian diffusion, as derived in Ref. [35]. The scattered 

fields result from combining the scattered fields produced by each of the N particles that 

interacted with the light is given by: 

 𝐸(𝑡) = ∑ 𝐸0𝑒
𝑖(𝜔0𝑡−𝒒∙𝒓𝑗(𝑡))𝑁

𝑗=1 , (3.11) 

where q = kout - kin denotes as the scattering wavevector and rj(t) is the time-varying position of 

the jth particle. Substituting Eq. (3.11) into Eq. (3.8) and assuming a single scattering event, 

then we obtain, 

 𝑔1(𝜏) = 𝑒
−𝑞2𝐷𝐵𝜏 = 𝑒−(2𝑘0𝑠𝑖𝑛

𝜃

2
)2𝐷𝐵𝜏, (3.12) 

where |q| = 2k0sin(θ/2) is the magnitude of the scattering wavevector, and k0 = 2π/λ is the 

wavenumber of the light in the medium. The case of the multiple scattering events is discussed 

in section 3.2.3. 

3.2.3 Diffuse Wave Spectroscopy (DWS) 

Similar to DLS, diffuse wave spectroscopy (DWS) was initially investigated in relation to 

particle motion and sizing. However, its applications have been expanded to include biomedical 

contexts [237]. In 1987, Maret and Wolf pioneered an experimental approach to examine the 

Brownian dynamics of light scatterers within realm of multiple scattering [65], as shown in 

Figure 3.1(b). Quantitative analysis of the data was conducted using photon diffusion theory, 

leading to the nomenclature of the technique as diffusing wave spectroscopy (DWS). In DWS, 

it assumes the strong multiple-scattering limit of light and like NIRS, light propagate in tissue 

can be modelled as a diffusion process. To begin with, let’s presume that we have knowledge 

of the distance travelled by a photon, denotes as s. The field autocorrelation function can then 

be calculated to be,  



54 

 

 𝑔1(𝑠, 𝜏) = 𝑒
−2𝑘0

2𝐷𝐵𝜏
𝑠

ℓ𝑡𝑟 . (3.13) 

In Contrast to Eq. (3.12), it can be noted that the term 𝑞2 = (2𝑘0𝑠𝑖𝑛
𝜃

2
)2 has been substituted 

with a simpler expression, namely, 2𝑘0
2 [238]. Additionally, take note of the extra terms 

𝑠

ℓ𝑡𝑟
, 

which represents the count of random walk steps the photon undergoes along its path of length 

s. This term suggests that, on average, each scattering step leads to a decay of 𝑒2𝑘0
2𝐷𝐵𝜏 in the 

autocorrelation. Most often, we are unable to directly measure the pathlength covered by a 

photon. Therefore, we must account for all conceivable pathlengths. The overall 

autocorrelation function of the total field is thus a weighted mean across all potential 

pathlengths, can be written as: 

 𝑔1(𝜏) = ∫ 𝑃(𝑠)𝑔1(𝑠, 𝜏)𝑑𝑠,
∞

0
 (3.14) 

where P(s) is the probability of detecting a photon with path length s in the sample. A 

comparable representation can be obtained by replacing the time-of-flight t = s/v in cases where 

the refractive index n is homogenous. Two notable enhancements of DWS compared to DLS, 

in addition to operating in the multiple scattering regime, include its sensitivity to the motion 

of scatterers on length scales significantly smaller than λ and a substantially reduced 

dependence on the size variation among the light-scattering particles [64]. When contemplating 

extended paths with a substantial number of scattering events, which implies the involvement 

of numerous scattering occurrences, each particle only requires a minor displacement for the 

overall path length to vary by a wavelength. A significant outcome of multiple scattering is that 

light relinquishes all its polarization characteristics as it undergoes scattering throughout the 

medium. If we consider the source light to be linearly polarized, the polarization of the detected 

light will exhibit equal amplitudes in both parallel and perpendicular orientations to the initial 

polarization direction. As the two polarizations of light are mutually independent, this situation 

is equivalent to measuring light from two speckles, resulting in the averaging out of their 

intensity fluctuations. Consequently, when the detected light is unpolarized, the maximum 

achievable value for β is 0.5. Additionally, owing to multiple scattering, the pathlength 

traversed by photons within the medium is significantly greater compared to a DLS experiment. 

Therefore, it becomes imperative that the laser’s coherence length exceeds this pathlength. 

Otherwise, the decrease in the autocorrelation function would stem from a short coherence 

length rather than the impacts of scattering.  
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3.3 Diffuse Correlation Spectroscopy  

Typically, blood flow measurements obtained through DCS are examined utilizing the 

correlation diffuse spectroscopy (CDE) [3,66]. The CDE is formulated based on the correlation 

transfer equation (CTE) assuming that the likelihood of light scattering significantly surpasses 

the likelihood of light absorption, namely 𝜇𝑠
′  𝜇𝑎. The CTE enables the computation of the 

electric field autocorrelation function (𝐺1(𝜏)) under broader conditions of photon migration. It 

is analogous to the traditional radiative transfer equation (RTE), which describes the movement 

of light intensity through scattering media. In this section, I will derive DCS analytical models 

(semi-infinite, two-layer and three-layer) for CW-, TD-, and FD-DCS. Figure 3.2 shows the 

analytical models I will discuss.  

 

 

Figure 3.2(a) The homogenous semi-infinite analytical model, (b) Two-layer analytical model, (c) Three-layer 

analytical model. All of the geometric schemes including the position of the source and detector, each layer has 

its own thickness ∆(1,2,3) and characterized by the absorption coefficient μa(1,2,3) and reduced scattering coefficient 

μ’s(1,2,3).  

3.3.1 CW Semi-infinite (One Layer) Model 

In traditional DCS systems, it is commonly assumed that the tissue is a homogenous semi-

infinite medium, as shown in Figure 3.2(a). Under the standard diffusion approximation, we 

can obtain CDE as:  

 (−
𝐷(𝒓)

𝑣
∇2 + 𝜇𝑎 +

1

3
𝛼𝜇𝑠
′𝑘0
2〈∆𝑟2(𝜏)〉) 𝐺1(𝒓, 𝜏) = 𝑆(𝒓), (3.15) 

where 𝐺1(𝑟, 𝜏) ≡ 〈�⃗� (𝑟, 𝜏) ∙ �⃗� 
∗(𝑟, 𝑡 + 𝜏)〉 is the electric field autocorrelation function. D(r) = 

v/(3μs') is the photon diffusion coefficient, v is the speed of light in the medium. k0 is the 

wavenumber in the medium, α represents the probability that a light scattering event is with a 

moving scatterer (e.g., a flowing red blood cell), and 〈∆r2(τ)〉 represents the mean square 
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displacement of moving scatterers, and is commonly described using two different models, 

including the Brownian motion and random ballistic models in biological tissues. For the 

Brownian motion, 〈∆𝑟2(𝜏)〉 = 6𝐷𝐵𝜏 [105], where DB is an ‘effective’ diffusion coefficient for 

moving particles. For random ballistic flow, 〈∆𝑟2(𝜏)〉 = 6𝑉2𝜏2, where 𝑉2 is the mean quare 

velocity of the scatterer in the vasculature.  

 

Consider a semi-infinite homogenous system with a point source 𝑆(𝑟 ) = 𝑆0𝛿(𝒓) , where S0 

represents the amplitude of light source. The solution 𝐺1(𝑟, 𝜏) to Eq. (3.15) is obtained using 

an image source approach, flowing Kienle and Patterson [239]:  

 𝐺1(𝑟 , 𝜏) =
3𝜇𝑠
′𝑆0

4𝜋
[
𝑒𝑥𝑝(− 𝐾𝑟1)

𝑟1
−
𝑒𝑥𝑝(−𝐾𝑟2)

𝑟2
], (3.16) 

where 𝐾 = √3𝜇𝑠′𝜇𝑎 + 𝛼𝜇𝑠′2𝑘0
2〈∆𝑟2(𝜏)〉 , r1 and r2 are the distances between the detector and 

the source/image source, respectively, as shown in Figure 3.3. 𝑟1 = √𝜌
2 + 𝑧0

2  and 𝑟2 =

√𝜌2 + (𝑧0 + 2𝑧𝑏)
2; 𝑧0 = 1/𝜇𝑠

′  is the depth at which a collimated source on the tissue surface 

can be approximate as a point source; 𝑧𝑏 =
2(1 + 𝑅𝑒𝑓𝑓)

3𝜇𝑠
′(1 − 𝑅𝑒𝑓𝑓)

⁄   and 𝑅𝑒𝑓𝑓 =

−1.440𝑛−2 + 0.71𝑛−1 + 0.668 + 0.0636𝑛 is the effective reflection coefficient, 𝑛 =

𝑛𝑡𝑖𝑠𝑠𝑢𝑒

𝑛𝑎𝑖𝑟
≈ 1.33. Typically, αDB is referred to as the blood flow index (BFi) in biological tissues 

[240]. In practice, the Brownian model can fit the observed correlation decay curves better over 

a wide range of tissue types, including rat brain [6,82,85,181], piglet brain [186,241], human 

brain [86,203,242,243], mouse tumours [178,180], human skeletal muscle [69–71,244], human 

tumors [23,24,24]. Figure 3.4 shows sets of autocorrelation functions for different ρ, β, and DB. 

The curves decay faster with increasing DB, i.e. increased flow, and increased ρ. The slope 

and/or the decay rate provides information about the optical properties and the motion of the 

scatters. Figure 3.4(c) shows that the autocorrelation curve tends to flatten as β increases.  
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Figure 3.3 Illustration of semi-infinite geometry with boundary condition. 
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Figure 3.4 Assuming µa = 0.013 mm-1, µs’ = 0.86 mm-1. (a) Autocorrelation functions for DB = 1×10-8 mm2/s for 

different ρ, (b) Autocorrelation functions for ρ = 30 mm for different DB, (c) Autocorrelation functions for DB = 

1×10-8 mm2/s, and ρ=30 mm for different β. 
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3.3.2 CW Two-layer Model  

We have stated above that the DCS theory is based on the correlation transport [66,245,246], 

which can be approximated by CDE [35,238]. By assuming that light propagates in a 

homogenous medium, the solution of Eq. (3.15) is simple and has been widely used in DCS 

communities [240]. However, biological tissues (e.g., skin, esophagus, stomach, intestine, 

bladder, and head [247]) are layered with each layer encompassing unique physiological and 

optical properties [248,249]. Gagnon [147] et al. first proposed a two-layer analytical model, 

based on Kienle et al.’s model for reflectance spectroscopy with the two-layered geometry in 

Figure 3.2(b).   

 

We assume an infinitely thin beam incident onto a turbid, two-layered medium. The first layer 

of this two-layer medium has a thickness ∆1 and the second layer is semi-infinite. Within the 

first layer, the beam undergoes isotropic scattering at a depth z = z0, where 𝑧0 = 1/(𝜇𝑎1 + 𝜇𝑠1
′ ). 

Here, 𝜇𝑎1  and 𝜇𝑠1
′   represent the absorption and reduced scattering coefficients of Layer 1, 

respectively. We also assume that the Brownian movement is independent in each layer which 

means that the particles can not move from one layer to the other in the medium. The incident 

light is perpendicular to the surface of turbid medium, in which the x-y plane lies on. Then Eq. 

(3.15) becomes: 

 (−𝐷1∇
2 + 𝜇𝑎1 + 

1

3
𝑘0
2𝜇𝑠1
′ 〈∆𝑟1

2(𝜏)〉) 𝐺1
1(𝑥, 𝑦, 𝑧, 𝜏) = 𝑆(𝑥, 𝑦, 𝑧 − 𝑧0), 0 ≤ 𝑧 ≤ ∆1 (3.17) 

 (−𝐷2∇
2 + 𝜇𝑎2 + 

1

3
𝑘0
2𝜇𝑠2
′ 〈∆𝑟2

2(𝜏)〉) 𝐺1
2(𝑥, 𝑦, 𝑧, 𝜏) = 0, ∆1≤ 𝑧 (3.18)  

where 𝐷𝑖 = 1/3(𝜇𝑎(𝑖) + 𝜇𝑠(𝑖)
′ )  is the diffusion constant of Layer i. The mean-squared 

displacement 〈∆𝑟𝑖
2(𝜏)〉 = 6𝐷𝐵(𝑖)𝜏 for Layer i. 

  

Although Kienle et al.’s derivations [247,250] are originally for diffuse reflectance 

spectroscopy (DRS), we re-derive them for DCS following the same procedure and obtain the 

solution of Eqs. (3.17) and (3.18) at z = 0 (Layer 1) in the Fourier domain by 

�̃�1
1(𝒒, 𝑧, 𝜏) =

sinh [ℶ1(𝑧𝑏+𝑧0)]

𝐷1ℶ1
×

𝐷1ℶ1 cosh[ℶ1(∆1−𝑧)]+𝐷2ℶ2 sinh[ℶ1(∆1−𝑧)]

𝐷1ℶ1 cosh[ℶ1(∆1+𝑧𝑏)]+𝐷2ℶ2 sinh[ℶ1(∆1+𝑧𝑏)]
−
sinh[ℶ1(𝑧0−𝑧)]

𝐷1ℶ1
, (3.19) 

where ℶ𝑗
2 = (𝐷𝑗𝒒

2 + 𝜇𝑎𝑗 + 2𝑐𝜇𝑠𝑗
′ 𝑘0

2𝐷𝐵𝑗)/𝐷𝑗, j =1 and 2, q is the radial spatial frequency and  
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 𝑧𝑏 =
1+𝑅𝑒𝑓𝑓

1−𝑅𝑒𝑓𝑓
2𝐷1, (3.20) 

And 𝐺1
1(𝝆, 𝑧 = 0, 𝜏) at r = {ρ, z = 0} on the surface of the medium is then obtained from the 

inverse spatial Fourier transform as, 

 𝐺1
1(𝝆, 𝑧 = 0, 𝜏) =

1

2𝜋
∫ �̃�1

1(𝒒, 𝑧 = 0, 𝜏)𝒒𝑱𝟎(𝒒𝝆)
∞

0
𝑑𝒒, (3.21)                            

where J0 stands for the zeroth order Bessel function of the first kind computed by the MATLAB 

function besselj. 

3.3.3 CW Three-layer Model  

Also, in the three-layer DCS model, 𝐺1(𝑟, 𝑧, 𝜏) can be modelled by CDE. A turbid medium 

consisting of 3 slabs was considered as shown in Figure 3.2(c). Each slab has thickness ∆𝑛=

𝐿𝑝 − 𝐿𝑝−1, p =1, 2, 3. To solve 𝐺1(𝑟, 𝑧, 𝜏), Eq. (3.15) can be revised for the three-layer model 

as: 

 [∇2 − (3𝜇𝑎
(𝑛)𝜇𝑠

′(𝑛) + 6𝑘0
2𝜇𝑠
′2𝐷𝐵

(𝑛)𝜏)] 𝐺1(𝑟, 𝜏) = −𝑠0𝛿(𝑟 − 𝑟
′), (3.22) 

where s0 is a point-like monochromatic light source located at 𝑟′ = {𝜌′ = 0, 𝑧′} inside Layer 

1; ρ represents for the transverse coordinate. The field autocorrelation at the tissue surface, G1 

(r, τ), can be obtained by solving Eq. (3.21) in the Fourier domain with respect to as: 

 �̂�(𝒒, 𝑧, 𝜏) = ∫𝑑2𝜌𝐺1(𝑟, 𝜏)exp (𝑖𝒒 ∙ 𝜌), (3.23) 

where q is the radial spatial frequency. Thus, in the Fourier domain Eq. (3.21) can be rewritten: 

 [
𝜕2

𝜕𝑧2
− 𝜅2(𝒒, 𝜏)] �̂�(𝒒, 𝑧, 𝜏) = −𝑠0𝛿(𝑧 − 𝑧

′), (3.24) 

where 𝜅(𝑛)
2 (𝒒, 𝜏) = 3𝜇𝑎

(𝑛)𝜇𝑠
′(𝑛) + 6𝑘0

2𝜇𝑠
′2𝐷𝐵

(𝑛)𝜏 + 𝒒2. 

We divided the top layer into two sublayers: Sub-layer 0 (0 < z< z') identified by p = 0, and 

Sub-layer 1 (z' < z< L1), identified by p in the following. The solution of Eq. (3.24) inside the 

Layer p (p = 1, 2, 3) can be written as: 

 �̂�𝑝(𝒒, 𝑧, 𝜏) = 𝐴𝑝 exp(𝜅(𝑝)𝑧) + 𝐵𝑝 exp(−𝜅(𝑝)𝑧), (3.25)                        

where Ap and Bp are constant factors for Layer p determined by the boundary conditions: 
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                                             �̂�0(𝑞, 𝑧, 𝜏) − 𝑧0
𝜕

𝜕𝑧
�̂�0(𝑞, 𝑧, 𝜏) = 0, 𝑧 = 0    

                                             �̂�0(𝑞, 𝑧, 𝜏) = �̂�1(𝑞, 𝑧, 𝜏), 𝑧 =  𝑧
′     

                                            
𝜕

𝜕𝑧
�̂�0(𝑞, 𝑧, 𝜏) =

𝜕

𝜕𝑧
�̂�1(𝑞, 𝑧, 𝜏) + 3𝜇𝑠

′1, 𝑧 =  𝑧′    

                                �̂�𝑝(𝑞, 𝑧, 𝜏) = �̂�𝑝+1(𝑞, 𝑧, 𝜏), 𝑧 = 𝐿𝑝, 𝑝 = 1,2     

                         𝐷𝑝
𝜕

𝜕𝑧
�̂�𝑝(𝑞, 𝑧, 𝜏) = 𝐷𝑝+1

𝜕

𝜕𝑧
�̂�𝑝+1(𝑞, 𝑧, 𝜏), 𝑧 = 𝐿𝑝, 𝑝 = 1,2   

                          �̂�3(𝑞, 𝑧, 𝜏) + 𝑧3
𝜕

𝜕𝑧
�̂�3(𝑞, 𝑧, 𝜏) = 0, 𝑧 = 𝐿3,  (3.26)     

where 𝑧0~1/𝜇𝑠
′1  and 𝑧3~1/𝜇𝑠

′3 are the extrapolation lengths considering internal reflections 

at the external (z = 0 and z = L4) boundaries.  

 

Substituting Eq. (3.26) into Eq. (3.25), we can obtain Ap and Bp (p = 1, 2, 3). The Fourier 

transform G0 (q, z, τ) measured at z = 0 (the surface of the slab) is then obtained by substituting 

A0 and B0 into Eq. (3.25) under Δ3→∞ to obtain: 

 �̂�0(𝒒, 𝑧, 𝜏) =
𝑁𝑢𝑚

𝐷𝑒𝑛𝑜𝑚
, (3.27)                                                    

where Num and Denom when p = 3 and ∆3→∞ are: 

 𝑁𝑢𝑚 = 3𝜇𝑠
′1𝑧0(κ1𝐷1𝑐𝑜𝑠ℎ(κ1(Δ1 − 𝑧

′))(κ2𝐷2 cosh(κ2Δ2) + κ3𝐷3sinh (κ2Δ2)) +

              κ2𝐷2(κ3𝐷3cosh (κ2Δ2) + κ2𝐷2sinh (κ2Δ2))sinh (κ1(Δ1 − 𝑧
′))), (3.28) 

 𝐷𝑒𝑛𝑜𝑚 = κ2𝐷2 cosh(κ2𝐷2) (κ1(𝐷1 + κ3𝐷3𝑧0) cosh(κ1𝐷1) + (κ3𝐷3 +

                 κ1
2𝐷1𝑧0)sinh (κ1𝐷1)) + (κ1(κ3𝐷1𝐷3 + κ2

2𝐷2
2𝑧0) cosh(κ1𝐷1) + (κ2

2𝐷2
2 +

                   κ1
2κ3𝐷1𝐷3𝑧0)sinh (κ1𝐷1))sinh (κ2Δ2). (3.29) 

By performing the inverse Fourier transform of Eq. (3.25) with respect to q, G0 (q, z, τ) can be 

obtained as: 

𝐺0(𝑟, 𝜏) =
1

(2𝜋)2
∫𝑑2 𝒒�̂�0(𝒒, 𝑧 = 0, 𝜏) exp(−𝑖𝒒 ∙ 𝝆)  

                                    =
1

2𝜋
∫𝑑𝒒 �̂�0(𝒒, 𝑧 = 0, 𝜏)𝑞𝐽0(𝜌𝒒), (3.30) 

where J0 denotes the zero-order Bessel function of the first kind. 

This three-layered solution has been tested with Monet Carlo simulations and used to analyze 

in vivo measurements [47,148]. 
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Figure 3.5 shows numerically simulated 𝑔1 from semi-infinite, two-, and three-layer analytical 

models. Figure 3.5(a), (b), and (c) show 𝑔1  curves for semi-infinite, two-, and three-layer 

analytical models, respectively. Typically, in DCS data analysis, the measured intensity 

autocorrelation functions g2 was fit to one of the models chose as shown in Figure 3.2, using 

the Siegert relation 𝑔2(𝜏) = 1 + 𝛽𝑔1
2(𝜏) . Commonly, homogenous semi-infinite analytical 

model was used in data analysis, which assuming free diffusion as mechanism for speckle 

decorrelation, gave rather poor agreement with the experimental scenarios, this is because 

homogeneous fitting procedure is more sensitive to the dynamic properties of the superficial 

layers. Compared with semi-infinite model, two- and three-layered model allows distinction 

between changes in superficial layers and brain and layered models can mitigate the 

discrepancies between one-layer model and realistic. Especially, using the three-layer 

analytical model have been investigated [47,84,251] that it is more accurate. Although, multi-

layered models provide a superior fit to measured data and more accurate, they are highly 

sensitive to measurement noise and much longer BFi estimation time is needed.   



63 

 

 

Figure 3.5 (a) Representative g1(τ) simulated from a sample with ρ = 10 mm (blue solid line) and ρ = 30 mm 

(green solid line), varying DB from 1 × 10-6 mm2/s to 1 × 10-8 mm2/s (blue and green dot lines), µa = 0.013 mm-1, 

µs’= 0.86 mm-1, λ = 785 nm. (b) Representative g1(τ) simulated from a sample with ρ = 10 mm (blue solid line) 

and ρ = 30 mm (green solid line), characterized with µa
(1) = 0.013 mm-1, µs’(1) = 0.86 mm-1, Δ1 = 10 mm, DB

(1) = 1 

× 10-6 mm2/s, (parameters for the top layer); µa
(2) = 0.018 mm-1, µs’(2) = 1.11 mm-1, varying DB

(2) from 1 × 10-6 

mm2/s to 1 × 10-8 mm2/s (parameters for the bottom layer; blue and green dot lines); (c) Representative g1(τ) data 

simulated from a sample with ρ = 10 mm (blue solid line) and ρ = 30 mm (green solid line) characterized with 

µa
(1) = 0.013 mm-1, µs’(1) = 0.86 mm-1, Δ1 = 5 mm, DB

(1) = 1 × 10-8 mm2/s (Parameters for the first layer); 
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µa
(2) = 0.018 mm-1, µs’(2) = 1.11 mm-1, Δ2 = 7 mm, DB

(2) = 1 × 10-6 mm2/s (Parameters for the second layer); µa
(3) 

= 0.03 mm-1, µs’(3) = 1.19 mm-1, varying DB
(3) from 1 × 10-6 mm2/s to 1 × 10-8 mm2/s (Parameters for the third 

layer), the spatial frequency q ∈ (0 30) mm-1. All graphs are plotted using homemade software using MATLAB 

(Mathworks, Inc.). 

3.3.4 TD Semi-infinite (One Layer) Model 

For TD DCS systems, similarly, G1(r, τ, t) obeys the time-dependent correlation equation: 

 (−
𝐷(𝒓)

𝑣
∇2 + 𝜇𝑎 +

1

3
𝛼𝜇𝑠
′𝑘0
2〈∆𝑟2(𝜏)〉 +

𝟏

𝝂

𝜕

𝜕𝑡
)𝐺1(𝒓, 𝑡, 𝜏) = 𝑆(𝒓, 𝑡), (3.31) 

For a semi-infinite medium, it is straightforward to obtain the analytical solution of Eq. (3.30) 

under the boundary condition [252]. Thus, thus G1(ρ, t, τ) on the tissue surface (z = 0) is [41]:  

 𝐺1(𝜌, 𝑡, 𝜏) = 𝑐 (
3𝜇𝑠
′

4𝜋𝑐𝑡
)

3

2
exp[−(𝜇𝑎 + 2𝜇𝑠

′𝐷𝐵𝑘0
2𝜏)𝑐𝑡] exp (−

3𝜇𝑠
′𝜌2

4𝑐𝑡
) × [exp (−

3𝜇𝑠
′𝑧0
2

4𝑐𝑡
) −

                                                          exp (−
3𝜇𝑠
′(𝑧0+2𝑧𝑏)

2

4𝑐𝑡
)]. (3.32) 

Thus, g1(τ, s) for a photon pathlength s can be written as: 

𝑔1
𝑠𝑖𝑛𝑔𝑙𝑒(𝜏, 𝑠) =

 𝐺1(𝜌, 𝑡, 𝜏)

𝐺1(𝜌, 𝑡, 𝜏 = 0)
 

 = exp (−2𝜇𝑠
′𝐷𝐵𝑘0

2𝑠𝜏). (3.33) 

However, it is not easy to measure the pathlength travelled of a photon in tissues. Therefore, 

the total scattered electric-field autocorrelation function g1(τ, s) is obtained by incoherently 

summing the contributions over all s taking into consideration [65,137]. Thus g1(τ, s) is then a 

weighted average over all possible pathlengths, expressed as: 

        𝑔1(𝜏) = ∫ 𝑃(𝑠)𝑔1
𝑠𝑖𝑛𝑔𝑙𝑒(𝜏, 𝑠)𝑑𝑠

∞

0
 

 = ∫ 𝑃(𝑠)exp (−2𝜇𝑠
′𝐷𝐵𝑘0

2𝑠𝜏)𝑑𝑠
∞

0
. (3.34) 

where P(s) represents the probability that an incident photon travels a distance s before 

emerging from the medium; it can be calculated as [253]:  

 𝑃(𝑠) =
𝑣

(4𝜋𝐷𝑠/𝑣)3/2
exp(−𝜇𝑠𝑠) × [exp (−

𝑟1
2

4𝐷𝑠
) − exp (−

𝑟2
2

4𝐷𝑠
)], (3.35) 
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where the variables are the same as in Eq. (3.16) and s = vt, t is the photon time-of-flight (ToF), 

v is the speed of light in the medium.  

According to the model of Bellini et al. [95] in 1991, we can calculate g2(τ) as: 

 𝑔2(𝜏) = 1 +∬ 𝑃(𝑠)𝑃(𝑠′)𝑔1(𝜏, 𝑠)𝑔1(𝜏, 𝑠)𝑒
−2(

𝑠−𝑠′

𝑙𝑐
)2
𝑑𝑠𝑑𝑠′

∞

0
, (3.36) 

here, s and s' represent the photon pathlength through the medium and 𝑙𝑐  is the coherence 

length of the light source. 

3.3.5 TD Two-layer Model 

For the second layer model, the Equation (3.31) can be rewrite: 

 [∇2 − (3𝜇𝑎
(𝑝)
𝜇𝑠
′(𝑝)
+ 6𝑘0

2𝜇𝑠
′2𝐷𝐵

(𝑝)
𝜏) −

3𝜇𝑠
′

𝑣

𝜕

𝜕𝑡
] 𝐺(𝑟, 𝜏, 𝑡) = −3𝜇𝑠

′𝛿(𝑟 − 𝑟′)𝛿(𝑡). (3.37) 

Similarly, we can derive the Fourier transform of G(r, τ) for the real space (ρ, z), as well as 

time t, and then solve Eq. (3.37) in the Fourier space (q, z, w). 

 �̂�(𝑞, 𝑧, 𝑤, 𝜏) = ∫𝑑𝑡𝑒𝑥𝑝(𝑖𝑤𝑡) ∫ 𝑑2𝝆𝐺(𝝆, 𝑧, 𝑡, 𝜏)exp (𝑖𝒒 ∙ 𝝆), (3.38) 

yielding 

 [
𝜕2

𝜕𝑧2
− (3𝜇𝑎

(𝑝)
𝜇𝑠
′(𝑝)
+ 6𝑘0

2𝜇𝑠
′2𝐷𝐵

(𝑝)
𝜏 − 3𝜇𝑠

′(𝑝)
∙
𝑖𝑤

𝑐
) − 𝒒2] �̂�(𝑞, 𝑧, 𝑤, 𝜏) = −3𝜇𝑠

′𝛿(𝑧 − 𝑧′). (3.39) 

The solution of Eq. (3.39) can be written as: 

 �̂�(𝑞, 𝑧, 𝑤, 𝜏) = 𝛾𝑝 exp(Ψ𝑝𝑧) + 𝜑𝑝exp (−Ψ𝑝𝑧), (3.40)                                    

where Ψ𝑝 = √(3𝜇𝑎
(𝑝)
𝜇𝑠
′(𝑝)
+ 6𝑘0

2𝜇𝑠
′2𝐷𝐵

(𝑝)
𝜏 − 3𝜇𝑠

′(𝑝)
∙
𝑖𝑤

𝑐
) + 𝒒2  , 𝛾𝑝  and 𝜑𝑝 are constant for 

Layer p (p = 1, 2), which can be determined by the boundary conditions:    

 

                                �̂�0(𝑞, 𝑧, 𝑤, 𝜏) − 𝑧0
𝜕

𝜕𝑧
�̂�0(𝑞, 𝑧, 𝑤, 𝜏) = 0, z = 0 

                                            �̂�0(𝑞, 𝑧, 𝑤, 𝜏) = �̂�1(𝑞, 𝑧, 𝑤, 𝜏), z =  𝑧
′      

                                      
𝜕

𝜕𝑧
�̂�0(𝑞, 𝑧, 𝑤, 𝜏) =

𝜕

𝜕𝑧
�̂�1(𝑞, 𝑧, 𝑤, 𝜏) + 3𝜇𝑠

′1, z =  𝑧′      

                                           �̂�𝑝(𝑞, 𝑧, 𝑤, 𝜏) = �̂�𝑝+1(𝑞, 𝑧, 𝑤, 𝜏), 𝑧 = 𝐿𝑝, 𝑝 = 1,2 

                               𝐷𝑝
𝜕

𝜕𝑧
�̂�𝑝(𝑞, 𝑧, 𝑤, 𝜏) = 𝐷𝑝+1

𝜕

𝜕𝑧
�̂�𝑝+1(𝑞, 𝑧, 𝑤, 𝜏), 𝑧 = 𝐿𝑝, 𝑝 = 1,2 
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 �̂�3(𝑞, 𝑧, 𝑤, 𝜏) + 𝑧3
𝜕

𝜕𝑧
�̂�3(𝑞, 𝑧, 𝑤, 𝜏) = 0, 𝑧 = 𝐿3  (3.41) 

Thus, we obtained the solution of Eq. (3.38), 

 �̂�0(𝑞, 𝑧 = 0,𝑤, 𝜏) =
3𝜇𝑠
′𝑧0[Ψ1𝐷1 cosh(Ψ1(∆1−𝑧0))+Ψ2𝐷2sin (Ψ1(∆1−𝑧0))]

Ψ1(𝐷1+Ψ2𝐷2𝑧0) cosh(Ψ1∆1)+(Ψ2𝐷2+Ψ1
2𝐷1𝑧0)sinh (Ψ1∆1)

, (3.42)             

Then the inverse Fourier transform for G(ρ, z, t, τ) at z = 0 is: 

𝐺0(𝜌, 𝑧 = 0, 𝑡, 𝜏) =
1

2𝜋
∫𝑑𝑤 exp(−𝑖𝑤𝑡)

1

(2𝜋)2
∫𝑑2𝑞 �̂�0(𝑞, 𝑧 = 0,𝑤, 𝜏) exp(−𝑖𝑞 ∙ 𝜌) =

1

(2𝜋)2
∫𝑑𝑤 ∫𝑑𝑞�̂�0(𝑞, 𝑧 = 0,𝑤, 𝜏)𝑞𝐽0(𝜌𝑞)exp (−𝑖𝑤𝑡). (3.43) 

3.3.6 TD Three-layer Model  

We start from Eq. (3.37), but derive similarly with Section 3.3.3 and ∆3→∞, to obtain derive 

G(ρ, z, t, τ) for the three-layer model as the same with Eq. 3.43, where �̂�0(𝑞, 𝑧 = 0,𝑤, 𝜏) =

𝑁𝑢𝑚

𝐷𝑒𝑚𝑜
, where Num and Demo are shown below respectively, 

𝑁𝑢𝑚 = 3𝜇𝑠
′𝑧0[Ψ1𝐷1 cosh(Ψ1(∆1 − 𝑧

′)) (Ψ2𝐷2 cosh(Ψ2𝐷2) + Ψ3𝐷3 sinh(Ψ2𝐷2)) +

                      Ψ2𝐷2(Ψ3𝐷3 cosh(Ψ2𝐷2) + Ψ2𝐷2sinh (Ψ2𝐷2))sinh (Ψ1(∆1 − 𝑧
′))],  (3.44) 

𝐷𝑒𝑚𝑜 = Ψ2𝐷2 cosh(Ψ2∆2) [Ψ1(𝐷1 +Ψ3𝐷3𝑧0) cosh(Ψ1∆1) + (Ψ3𝐷3 +

             Ψ1
2𝐷1𝑧0) sinh(Ψ1∆1)] + [Ψ1(Ψ3𝐷1𝐷3 +Ψ2

2D2
2𝑧0) cosh(Ψ1∆1) + (Ψ2

2D2
2 +

Ψ1
2Ψ3𝐷1𝐷3𝑧0)sinh (Ψ1∆1)]sinh (Ψ2∆2).  (3.45) 

Then G0(q, z = 0, t, τ) measured on the top of surface (z = 0) of the slab is the inverse Fourier 

transform of G0(q, z = 0, w, τ), 

 𝐺0(𝜌, 𝑧 = 0, 𝑡, 𝜏) =
1

(2𝜋)2
∫𝑑𝑤 ∫𝑑𝑞�̂�0(𝑞, 𝑧 = 0,𝑤, 𝜏)𝑞𝐽0(𝜌𝑞)exp (−𝑖𝑤𝑡). (3.46) 

Figure 3.6 displays the numerical simulation g1 for time-domain DCS from the semi-infinite, 

two-, and three-layer analytical models. Figure 3.6(a) is 𝑔1(𝜏) for the early gate and late gate; 

Figure 3.6(b) is corresponding 𝑔2(𝜏) for the early gate and late gate and Figure 3.6(c) is the 

𝑔2(𝜏)  at different gate and lag time. Figure 3.6(d) is performed for 𝜌 = 10  mm, two 

pathlengths are selected, t = 4.67×10-10 s and t = 9.34×10-10 s. Similarly, figure 3.6(e) is 

performed for 𝜌 = 10 mm, two pathlengths are selected, t = 4.67×10-10 s and t = 1.40×10-9 s.   
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Figure 3.6 Simulated g1(τ) with Eq. (3.34) and g2(τ) with (3.36), with ρ = 10 mm, DB = 1.09 × 10-8 mm2/s, µa = 

0.013 mm-1, µs’= 0.86 mm-1, λ = 785 nm, s =135 mm (ToF = 450 ps, data provided by Samaei); (b) Simulated 

g1(τ) from Eqs. (3.42) and (3.43) with µa
(1) = 0.013 mm-1, µs’(1) = 0.86 mm-1, Δ1 = 10 mm, DB

(1) = 1 × 10-6 mm2/s; 

µa
(2) = 0.018 mm-1, µs’(2) = 1.11 mm-1, DB

(2) = 1 × 10-6 mm2/s, q ∈ (0 30), w ∈ (0 20] Hz  and  t = 4.67 × 10-10 s 

and t = 9.34 × 10-10 s. We adopted these parameters from Ref. [254]. (c) Simulated g1(τ) with µa
(1) = 0.013 mm-1, 

µs’(1) = 0.86 mm-1, DB
(1) = 1 × 10-6 mm2/s, Δ1 = 2 mm; µa

(2) = 0.018 mm-1, µs’(2) = 1.11 mm-1, DB
(2)  = 1 × 10-7 

mm2/s, Δ2 = 5 mm-1; µa
(3) = 0.03 mm-1, µs’(3) = 1.19 mm-1, DB

(3) = 1 × 10-6 mm2/s, q ∈ (0 30) mm-1, w ∈ (0 20) Hz, 

and t = 4.67 × 10-10 s and t = 1.40 × 10-9 s. The settings are the same with Ref. [254]. 

3.3.7 Frequency Domain Semi-infinite Model 

We also obtain G1(ρ, ω, τ) when modulated illumination is used, G1(ρ, ω, τ) follows a slightly 

different CDE as: 

 [∇2 − 3𝜇𝑠
′ (𝜇𝑎 + 2𝜇𝑠

′𝑘0
2𝐷𝐵𝜏 −

𝑖𝜔

𝑣
)] 𝐺1(𝜌, 𝜔, 𝜏) = −3𝜇𝑠

′𝑠0𝑒
−𝑖𝜔𝑡, (3.47) 

where ω is the source modulation frequency and 𝑠0𝑒
−𝑖𝜔𝑡 is the modulated source term. For a 

semi-infinite homogeneous tissue, the solution of Eq. (3.47) is given by: 

 𝐺1(𝜌, 𝜔, 𝜏) =
3𝜇𝑠
′

4𝜋
[
exp(−𝐾𝐷(𝜔,𝜏)𝑟1)

𝑟1
−
exp(−𝐾𝐷(𝜔,𝜏)𝑟2)

𝑟2
], (3.48)   
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where 𝐾𝐷(𝜔, 𝜏) = √3𝜇𝑠
′(𝜇𝑎 + 2𝜇𝑠

′𝑘0
2𝐷𝐵𝜏 − 𝑖𝜔/𝑣)  is the frequency dependent wave vector. 

The remaining parameters remain unchanged from the previous set. Figure 3.7 shows g1(τ) for 

the FD semi-infinite model. By fitting the measurement data from TD-DCS systems to Figure 

3.7, we can retrieve optical properties (𝜇𝑎 and 𝜇𝑠
′ ) and blood flow simultaneously. In contrast, 

the traditional DCS system only for blood flow measurements. Another merit is that the laser 

source for FD-DCS is much cheaper than CW-DCS and TD-DCS. 

 

Figure 3.7 Numerical simulated FD g1(ρ, ω, τ) at ρ = 25 mm with various modulation frequency. Image adopted 

from Ref. [6]. 

3.3.8 Noise Model 

In practical applications, we must include a proper noise model. A noise model suitable for 

photon correlation measurements was previously developed for a single scattering limit 

[255,256]. Later, the noise model developed by Koppel [256] for fluorescence correlation 

spectroscopy (FCS) in the single scattering limit was introduced into DCS in multiple scattering 

limit in 2006 [85]. In DCS, the noise comes from photon counting statistics [255], and it has 

been derived [85]. The standard deviation of (𝑔2(𝜏) − 1), 𝜎(𝜏) is estimated as:  

 𝜎(𝜏) = √
𝑇

𝑇𝑖𝑛𝑡
[𝛽2

(1+𝑒−
𝑇
𝜏𝑐⁄ )(1+𝑒−

𝜏
𝜏𝑐⁄ )+2𝑚(1−𝑒−

𝑇
𝜏𝑐⁄ )𝑒−

𝜏
𝜏𝑐⁄

1−𝑒−
𝑇
𝜏𝑐⁄

+ 〈𝑛〉−2 (1 + 𝛽𝑒
−𝜏 2𝜏𝑐⁄ ) +

                  2〈𝑛〉−1𝛽(1 + 𝑒−
𝜏
𝜏𝑐⁄ )]

1/2

,  (3.49) 
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where T is the frame exposure time (which is equal to the correlator bin time interval). Tint is 

the integration time (measurement duration) or the measurement time window. τc is the speckle 

correlation time. 〈n〉 (〈n〉 = IT, where I is the detected photon count rate) is the average number 

of photons within bin time T, m is the bin index. To obtain τc, g2(τ) usually approximated with 

a single exponential function as 𝑔2(𝜏) ≈ 1 + 𝛽exp (−
𝜏
𝜏𝑐⁄ )  under the Brownian motion 

model [85]. Once get τc, we can obtain σ(τ). This noise model then was adopted by 

[12,13,155,257].  

 

Figure 3.8 shows noise (orange line) and noiseless (blue line) g2(τ). The noise model predicted 

standard deviations for g2(τ) at each τ were applied by randomly sampling a normal distribution, 

where the Tint = 1s and the delay time 1 × 10−6 𝑠 ≤ 𝜏 ≤ 1 × 10−1𝑠 (128 data points) was used. 

Considering realistic photon budgets, the photon count rate at 785 nm was assumed to be 8.05 

kcps [48]. In Fig 3.8 we can see that the DCS measurement noise decreases as τ increases. 

 

Figure 3.8 Simulated g2(τ) curves with ρ = 30 mm on a homogeneous sample with µa = 0.01 mm-1, µs’ = 1.2 mm-

1, λ = 785 nm, β = 0.5,  and Tint = 1 s (green line) and Tint = 10 s (blue line), and DB = 2 × 10-9 mm2/s, noise free 

(red solid line) and with Eq. (3.49) considered added assuming a  8.05 kcps at 785 nm. 
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3.4 Summary 

In this chapter I have described the basic background of DCS, which lays foundation for the 

development of the proposed DCS system. I also re-derived and summarized existing analytical 

DCS models, including semi-infinite, two-, and three-layer models for CW, TD, and FD 

domains. This is an essential step to allow fast catching up and surpassing the most advanced 

DCS method. Meanwhile, I have performed analytical simulations based on these models, see 

Figs. 3.5, 3.6, 3.7. In the next chapter, I will design a deep learning architecture to estimate BFi, 

contrasting it with conventional fitting methods based on the analytical model.     
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4 Chapter 4 Deep Learning (DL) in DCS  

4.1 Introduction  

In the previous three chapters I discussed the history of DCS development, and the theoretical 

background for DCS and relevant knowledge of DCS instrumentation. As we all known, non-

linear least-square fitting method is a well-established approach to extract blood flow index in 

DCS data analysis. And the fitting procedural commonly based on Levenberg-Marquardt 

optimization or trust-region-reflective methods [84,117,258]. In this chapter I have shown that 

a deep learning approach can also be used to extract the relevant parameters we are interested 

in. This technique is called “feature extraction” method, which involves reducing the 

dimensionality of data, transforming it from a high-dimensional to a low-dimensional 

representation. Afterward, the reduced-dimensional data, often referred to as “features,” can be 

employed in the development of learning algorithms. This procedure is shared by most of the 

machine learning algorithms, wherein feature extraction precedes the prediction of outcomes 

or probabilities [259]. Typically, classification and regression models are used where features 

from images (e.g., shape, texture, color features), features of spectra (e.g., intensity values at 

specific wavenumbers in Raman spectroscopy), or features of time sequences data (e.g., FLIM, 

DCS data) are extracted to construct a predictive model.  

 

The introduction of deep learning into DCS field was first proposed can dates back to 2019, 

Zhang et al. [163] proposed the first recurrent neural network (RNN) regression model to DCS, 

followed by 2D convolution neural networks (2DNN) [38], long short-term memory (LSTM) 

[164] and ConvGRU [165]. These methods are proved stable and robust for quantification 

blood flow or relative blood flow in phantom and in vivo experiments.  

 

In section 4.2 I give an overview of deep learning techniques for time sequence data in the 

biomedical field. The advantage of the deep learning methods over traditional fitting methods 

is the ease with which predictions can be more accurate under noise consideration and faster in 

inference process. In the final section of this chapter, I present Monte Carl results which 

demonstrate the accuracy and fast of BFi extraction. The primary objective of this chapter is to 

present an AI framework for evaluating AI model’s performance we proposed for DCS. Figure 

4.1 summarizes the main concept of our work in this chapter.  
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Figure 4.1 Flow chart of the proposed analysis. Step 1 generates the autocorrelation function g2(τ) from MCX at 

different source-detection distances (5mm, 10mm, 15mm, 20mm, 25mm and 30mm), optical properties (µa1,2,3, 

µ’s1,2,3), scalp/skull thicknesses (Δ1, Δ2), and different noise levels using the three-layer brain effective model. 

Step 2 obtains training datasets containing noise. The datasets are generated using a semi-infinite diffusion model 

with µa ∈ (0.01, 1) mm-1, µs’∈ (0.5, 1.6) mm-1, β∈ (0, 1], and BFi ∈ [10-8, 10-5] mm2/s.  Then, the simulated data 

from Step 1 is analyzed by the pre-trained model to predict β and BFi. Step 3 fits the simulated data from Step 1 

with semi-infinite and three-layer models with known/assumed optical properties/thicknesses to extract β and BFi. 

Step 4 assesses BFi and β estimations and concludes the intrinsic sensitivity and errors in terms of the variations 

in µa, µs’, Δ1, and Δ2. 

4.2 Deep Learning Overview 

4.2.1 What is Deep Learning   

Deep learning (DL) can be considered a subset of machine learning (ML), with which is the 

study of algorithms and statistical models that computer systems use to progressively improve 

their performance on a specified task [260]. The term “deep learning” was first introduced into 

the machine learning community by Rina Dechter in 1986 [157]. Due to the surge in big data, 

it has effectively permeated almost every significant domain of scientific research and it falls 

within the representation learning category of artificial intelligence (AI). DL leverages deep 

neural networks, which are composed of multiple layers of interconnected nodes or artificial 

neurons. These networks can automatically learn to represent data through the hierarchical 

abstraction of features. Typically, a DL algorithm relies on four primary components: an 

optimization algorithm, a cost function, a dataset, and a deep learning model. In brief, an 

optimization algorithm is an iterative approach used to evaluate different solutions to a problem 
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until an optimal solution is achieved. A cost function is a mathematical expression employed 

to assess the performance of a deep learning model. A dataset is a crucial element for training 

deep learning models and can be divided into three segments: training, validation, and testing 

datasets. The training dataset is employed to train the deep learning model, the validation 

datasets is utilized to fine-tune the hyperparameters of the deep learning model, and the 

independent test dataset or holdout set is utilized to assess the model’s performance in an 

unbiased manner [259,261]. The final essential element is a deep learning model composed of 

layers and hyperparameters, which vary depending on different architectures. DL applies an 

“end-to-end” data driven optimization (or “learning”) of both feature representations and model 

predictions, as shown in Figure 4.2. This is accomplished by training a versatile and general 

computational model known as a deep neural network (DNN). 

 

 

Figure 4.2 Deep learning uses learned features and predictors in an “end-to-end” deep neural network. 

4.2.2 How is DL Implemented?   

DNNs consist of multiple layers interconnected through computational operations, involving 

linear weights and nonlinear activation functions. Each layer encapsulates a distinctive feature 

representation of the input data. The incorporation of multiple layers enables the models to 

capture both low-level and high-level representations. Let me take an example, for images, 

low-level representations might include textures and object edges, while higher-level 

representations would consist of object-like compositions formed from those features. The 

simultaneous optimization of feature representations at various levels of abstraction and the 

parameters of the predictive model is what imparts significant power to DNNs.  

         

There are three strategies for deep learning, including unsupervised [262], self-supervised 

[263], and semi-supervised [264]. Most currently available deep learning models in biomedical 

optics are developed using the supervised learning approach. In a standard end-to-end deep 

learning model, the model architecture established the hypothesis class and dictates how 

hierarchical information is transmitted between each layer of the DNN. Choosing a DNN 
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architecture is task-dependent and is typically determined empirically by comparing various 

state-of-the-art architectures.   

 

With recent achievements of deep learning, numerous software frameworks have emerged to 

facilitate the simplified creation and optimization of DNNs. Many prominent technology 

companies have actively contributed to this field. Notably, TensorFlow and PyTorch stand out 

as leaning open-source frameworks, maintained by Google and Facebook, respectively 

[265,266]. Both frameworks facilitate the straightforward development of customized DNN 

models, with efficient parallelization of DNN optimization across high-performance graphics 

computing units (GPUs). These tools have empowered individuals without extensive expertise 

to train and deploy DNNs, significantly contributing to the expansion of deep learning research 

into diverse applications, including the domain of biomedical optics.   

4.3 Existing DL Methods Used in DCS 

4.3.1 Recurrent Neural Network (RNN) and LSTM 

In 1997, Hochreiter and Schmidhuber invented the long short-term memory (LSTM) network, 

a variant of a recurrent neural network (RNN) [267]. LSTM networks incorporate feedback 

connections, allowing handling complete sequence of data and overcome the vanishing 

gradient problem. RNNs can accumulate memory in the network over time, contributing to 

their widespread success in tasks like time-series processing, such as recognizing speech 

signals. More specifically, in accordance with Pradhan et al., RNN architectures can be 

categorized into three types: many-to-one architecture, one-to-many architecture, and many-

to-many architecture [268]. RNNs have the potential to construct intelligent systems, and future 

exploration may include their applications in spectrum preprocessing, wavenumber calibration, 

intensity calibration, spectrum classification, decoding biomolecular markers from bio-

spectroscopic data, learning spatial-spectral-temporal features for spectral data, and phase 

retrieval of nonlinear optical spectroscopic data. However, traditional RNNs exhibits certain 

limitations. Firstly, they demand increased computational resources and larger training datasets 

compared to typical convolutional neural network (CNN). A standard RNN computes an output 

at each time step, relying solely on the past and present elements of the input vector. In the case 

of spectroscopic data, the past, present, and future states (or wavenumbers) of the spectra 

influence the output at a given time step, prompting exploration into bidirectional RNNs. 
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Bidirectional RNNs utilize hidden states from opposite directions to update the output sequence 

at a specific time step. Another drawback of RNNs is the issue of vanishing gradients, a 

consequence of the deep structure of RNNs. To address this challenge, alternative RNN 

variations such as long short-term memory (LSTM) and gated recurrent unit (GRU) networks 

are employed, demonstrating improved performances [269]. Figure 4.3(a) shows the 

architecture of RNN used in DCS, in which the data points on autocorrelation curves without 

noise as labels and use the Tensorflow framework of deep learning to train the RNN model. 

Figure 4.3(b) shows the LSTM architecture from Li et al., in which the measured g2(τ) data 

with the size of 1 × 64 as the input. The model output is the predicted blood flow index (BFi) 

of the size is 1 × 1. More parameters for the architecture can be seen in Ref. [164]. 

 

Figure 4.3 (a) RNN training regression model [163]. The network model is a linear model with input dimension 

of 1, output dimension of 1, minimum mean square error of 1.0 × 10-8 and minimum gradient of 1.0 × 10-20, and 

the training epochs are 5000. (b) The structure of proposed LSTM architecture by Li et al. [164] The images of 

models are reused permission are taken from the authors [163,164]. 

4.3.2 Convolutional Neural Network (CNN) 

A convolutional neural network (CNN) [270] is a modified form of a multilayer perceptron 

(MLP) designed to process grid data, such as spectra or images. It was first introduced by 
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LeCun et al. in 1989 for handwritten zip code recognition. The core component of a CNN is 

its convolutional layer, complemented by batch normalization layers, pooling layers, and fully 

connected layers. The input undergoes convolution with the kernels of the convolutional layer, 

generating input for the subsequent layer. While updating weights, the convolutional kernels 

in each layer are learned, leading to the updating of the feature maps generated by these kernels. 

Moreover, pooling layers are employed to decrease data dimensions and computational 

complexity through subsampling. The two most prevalent types of pooling methods are max 

pooling and average pooling.  Typically, a fully connected layer is positioned at the conclusion 

of a CNN, linking each neuron from its preceding layer to the output. It is important to highlight 

that CNNs incorporate two distinctive concepts: parameter sharing and local connectivity. 

These principles decrease the parameter count and enhance computational efficiency. 

Commonly, the activation function, including rectified linear unit (ReLU) [271], tanh [272] 

and sigmoid functions [160] are used to introduce nonlinearity to the model. In contrast to 

MLPs, CNNs directly incorporate the spatial information of an image or the temporal/spectral 

information of a signal. Figure 4.4 displays the 2D CNN applied to DCS.  

 

Figure 4.4 The structure of the deep learning 2D convolution neural network (2D CNN). The measured g2(τ) data 

with the size of 1 × 128 as the input, then reshape into a 32 × 4 matrix. Convolutional Neural network (CNN) is 

used to map the matrix into a 32 × 32 image before passed into MobileNetV2. The output is β and BFi with size 

of 2 × 1 as output. The structure of the model reprinted from Ref. [38]. 

4.3.3 Gated Recurrent Unit ConvGRU  

One-dimensional convolutional Neural networks (1D-CNN) are highly suitable for time series 

analysis [273,274], proving to be particularly effective in capturing meaningful features within 

a fixed-length dataset. In one-dimensional convolution, the kernel window slides along the 
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sequence length, facilitating convolution operations. In the realm of recurrent neural networks 

(RNN), the gated recurrent unit (RGU) stands out as a stable and potent structure for modelling 

time series, as demonstrated in numerous prior studies. The ConvRGU model proposed by 

Feng et al. [165] for DCS as shown in Figure 4.5, in which CNN and RNN were combined. 

The combination of CNN and RNN can better extract sequence features. Similarly, in this 

model, the measured g2(τ) with the size of 1 × 64 is the input and output are relative cerebral 

blood flow (rCBF) with size of 1 × 1.  

 

Figure 4.5 The structure of the ConvGRU model. Reprinted from Ref. [165]. 

4.4 1DCNN Design 

Inspired by a recently published one-dimensional convolutional neural network (1D CNN) for 

fluorescence lifetime imaging (FLIM), we proposed the DCS neural network (DCS-NET) 

based on 1D CNN for quantifying the coherent fact β and BFi. The structure of DCS-NET is 

shown in Figure 4.6. DCS-NET takes g2(τ) to estimate β and BFi independently. DCS-NET 

consists of 1) a shared branch for temporal feature extraction and 2) two subsequent 

independent branches for estimating β and BFi, with a similar structure to the shared branch. 

The two CNN layers in the shared branch have a wider sliding window with a larger kernel 

size of 13 and a giant stride of 5. They are expected to capture more general features of the 

auto-correlation decay curves. The batch normalization (BN) layer [275] is employed after each 

convolutional layer. It reduces the shift of internal covariance and accelerates network training 

when processing normalized data. To implement feature pooling and effectively reconstruct β 

and BFi, we use a pointwise convolution layer with a kernel size of 1 after the convolutional 



78 

 

neural network, followed by the activation function, the Sigmoid function. The model input is 

the measured (here, we used data from MCX) g2(τ), of which the size is 1×127. Both the 

estimated β and BFi have a size of 1×1. 

 

Figure 4.6 The proposed DCS-NET includes a convolution neural network (CNN), batch normalization and 

sigmoid activation layers. The convolution layer parameters are the filter number × the kernel size × the stride. 

4.5 Training Dataset Preparation 

The training datasets can be easily obtained using synthetic data based on the homogenous 

semi-infinite analytical model, as shown in Fig. 3.2(a). Thus, according to Eq. 3.16, 200,000 

training datasets (200,000 × 127) were generated and split into the training (80%) and the 

validation (20%) groups. The training batch size is 128, with 800 training epochs. We used an 

early stopping callback with 20 patient epochs to prevent overfitting. To match the realistic 

experiments, in the dataset, we set μa∈ (0.01, 1] 𝑚𝑚−1, μs'∈ (0.5, 1.6] 𝑚𝑚−1, β∈U (0,1], BFi

∈U [10-8,10-5] mm2/s and ρ∈U [5,30] mm, where U stands for a uniform distribution. g2 (τ) 

training datasets contain noisy and noiseless (the noise model has been described in Ref. 55) 

autocorrelation functions, as shown in Fig. 4.7(b). The green, yellow, and red lines represent 

noisy g2(τ), and the blue line represents noiseless g2(τ). We used the optimizer Adam [348] for 

the training process, with the learning rate fixed at 1×10-5 in the standard back-propagation. 

We used the mean square error (MSE) loss function for updating the network by controlling 

the following problem: 

 ℒ(℘) =
1

𝑀
∑ ‖ℱ(𝑋𝑖 , ℘) − 𝑌𝑖‖

2

2𝑀
𝑖 , (4.1) 

where X is the network output (estimated BFi or β), and Y is the corresponding label (true BFi 

or β) in the i-th training pairs. F is the mapping function, and M is the number of training pairs.  

Fig. 4.7(a) shows that the training and validation losses decrease rapidly and reach the plateau 

after 85 epochs. The training process’s best score reaches a small value of 0.000725, indicating 
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that the network is well trained as the estimated β and BFi are close to the ground truth. The 

model was conducted in Python using Pytorch with Intel (R) Core (TM) i9-10900KF CPU 

@3.70GHz. 

 

Figure 4.7 Evaluation of the convolution neural network. (a) Training and validation losses of DCS-NET. (b) g2 

(τ) with noise-free (blue), and with realistic noise added, assuming an 8.05 kcps at 785 nm at different noise levels 

with Tint = 1, 10, and 30 s. 

4.6 Monte Carlo Simulations 

We utilized a simplified model comprising three layers to emulate the scalp (5 mm), skull (7 

mm), and brain (50 mm, large enough so that we can treat the medium as semi-infinite), 

respectively [276]. All layers were assumed homogeneous, as demonstrated in Fig. 4.8, and 

their corresponding optical properties are summarized in Table 4.1.  

 

Table 4.1 Physiological and optical parameters [277] at 785 nm in the human head model 

Layer Thickness (mm) 𝜇𝑎 (𝑚𝑚−1) 𝜇𝑠
′ (𝑚𝑚−1) Blood flow index (𝑚𝑚2/𝑠) 

Scalp (∆1) 5 0.019 0.660 1 × 10−6 

Skull (∆2) 7 0.014 0.860 0 

Brain 50 0.019 1.110 6 × 10−6 

 

MCX utilized an anisotropic factor (g) of 0.89 and a refractive index (n) of 1.37 [278] for all 

layers. We launched 2×109 photons from a source with a diameter of 1 mm and set the detector 

radii to 0.13, 0.28, 0.45, 0.7, 1, and 1.5 mm for ρ = 5, 10, 15, 20, 25, and 30 mm, respectively, 

recording data from multiple distances simultaneously. An example of the source and the 

detector was arranged as shown in Fig. 4.8. MCX records the path lengths and momentum 
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transfer from the detected photons for obtaining the electric field autocorrelation function 

𝐺1(𝜏) [68]: 

 𝐺1(𝜏) =
1

𝑁𝑝
∑ exp (−

1

3
𝑘0
2∑ 𝑌𝑠,𝑖〈∆𝑟

2(𝜏)〉𝑖
𝑁𝑡
𝑖=1 ) exp(−∑ 𝜇𝑎,𝑖𝐿𝑠,𝑖

𝑁𝑡
𝑖=1 ),

𝑁𝑝
𝑠=1  (4.2)                    

where 𝑁𝑝  is the number of detected photons, 𝑁𝑡  is the number of tissue types (3 for our 

simulations), and 𝑌𝑠,𝑖 and 𝐿𝑠,𝑖 stand for the total momentum transfer and the total path length 

of Photon s in Layer i, respectively. 𝜇𝑎,𝑖 is the absorption coefficient, and 〈∆𝑟2(𝜏)〉𝑖 is the mean 

square displacement of the scattered particles in Layer i. Here, 〈∆𝑟2(𝜏)〉𝑖 = 6𝐷𝑖𝜏, where Di is 

the effective diffusion coefficient of Layer i. The simulated 𝐺1(𝜏) is normalized to 𝐺1(0), and 

then we can obtain 𝑔2(𝜏) using the Siegert relationship with β = 0.5. In this simulation, the 

delay time 1 μs ≤ τ < 10,000 μs (127 data points) was used for 𝑔2(𝜏). 

 

 

Figure 4.8 A large slab from MCX representing a human brain consisting of three layers of the scalp (5 mm), skull 

(7 mm), and brain (50 mm). 

4.7 Intrinsic Sensitivity Estimation 

To evaluate the sensitivity to changes in blood flow in the deeper layer, we fixed the effective 

diffusion coefficient 𝐷𝑏 = 1 × 10
−6 𝑚𝑚2/𝑠 in Layer 1 and increased 𝐷𝑏 in  Layer 3 as αDb  

= [1 + 0.1 × (w-1)] × 6 × 10-6 mm2/s, w is an integer and w = 1, 2…11. The physiological and 

optical parameters listed in Table 1 are taken as baseline conditions. Similar to Ref. [152], the 

intrinsic sensitivity (ηH) is defined as: 

 𝜂𝐻 =
(𝐵𝐹𝑖𝐻−𝐵𝐹𝑖0)/𝐵𝐹𝑖0

(𝐶𝐵𝐹𝑝−𝐶𝐵𝐹0)/𝐶𝐵𝐹0
× 100%, (4.3) 
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where 𝐵𝐹𝑖𝐻 and 𝐵𝐹𝑖0 represent the estimated BFi (H = D, S, or T, meaning DCS-NET, the 

semi-infinite, and three-layer fitting methods) for the perturbed and baseline conditions, 

respectively, and 𝐶𝐵𝐹𝑝 and 𝐶𝐵𝐹0 are 𝐷𝑏 in Layer 3 for the perturbed and baseline conditions, 

respectively.  

4.8 Results 

4.8.1 Absolute BFi Recovery vs. Detection Depths 

To investigate how the absolute BFi and β behave in terms of ρ among DCS-NET, semi-infinite, 

and three-layer fitting approaches, we generated 𝑔2(𝜏) via MCX Monte Carlo simulations for 

ρ = 5, 10, 15, 20, 25, and 30 mm, as described in Section 4.6. Table 4.1 shows all the relevant 

parameters used in MCX simulations. The absolute BFi in this study corresponds to the 

Brownian diffusion coefficient 𝐷𝑏 (assumed α = 1). When using DCS-NET, 𝑔2(𝜏) was fed into 

the pre-trained model. For the semi-infinite fitting procedure, 𝑔2(𝜏) was fitted to Eq. 3.16, and 

we assumed 𝜇𝑎 = 0.019 𝑚𝑚
−1, 𝜇𝑠

′ = 1.099 𝑚𝑚−1, for the brain layer (Layer 3), as provided 

in Table 4.1.  

 

We also fitted the simulated 𝑔2(𝜏)  with the three-layer model, Eq. 3.30, and 𝐷𝑏1 =

1 × 10−6 𝑚𝑚2/𝑠 , 𝐷𝑏2 = 0 𝑚𝑚
2/𝑠,  𝐷𝑏3 = 6 × 10

−6 𝑚𝑚2/𝑠 , 𝜇𝑎1 = 0.019 𝑚𝑚
−1 , 𝜇𝑠1

′ =

0.635 𝑚𝑚−1 , 𝜇𝑎2 = 0.014 𝑚𝑚
−1 , 𝜇𝑠2

′ = 0.851 𝑚𝑚/𝑠 , 𝜇𝑎3 = 0.019 𝑚𝑚
−1 , 𝜇𝑠3

′ =

1.099 𝑚𝑚−1 , ∆1  = 5mm, and ∆2  = 7 mm. Meanwhile, we set β = 0.3 and 𝐷𝑏3 =

2 × 10−7 𝑚𝑚2/𝑠 as the initial guesses. For the fitting, we used nonlinear least-square method 

(NLSM, lsqcurvefit (∙) in MATLAB with the Levenberg-Marquardt optimization) to minimize 

the unweighted least squares objective function, 

 argmin∑ [𝑔2(𝜏)𝑀𝐶𝑋 − 𝑔2(𝜏)𝐻]
2,   𝐻 = (𝑆, 𝑇)

𝑗=𝑁𝜏
𝑗=1 , (4.4) 

where 𝑁𝜏 is the number of sampled 𝑔2(𝜏), and 𝑔2(𝜏)𝐻 is from Eq. (3.16) or Eq. (3.30). 

 

Table 4.2 presents the true β and BFi and estimated β and BFi using DCS-NET, semi-infinite, 

and three-layer fitting methods. All input parameters for fitting are assumed as described above, 

and 𝛽𝐺𝑇 = 0.5. We define 𝐵𝐹𝑖𝐷, 𝐵𝐹𝑖𝑆 and 𝐵𝐹𝑖𝑇 (also 𝛽𝐷, 𝛽𝑆 and 𝛽𝑇) for DCS-NET, the semi-

infinite and three-layer fitting methods, respectively. We define 𝜀𝐵𝐹𝑖,𝐷 (%) = |BFiD - 
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BFiGT|/BFiGT × 100%, where 𝜀𝐵𝐹𝑖,𝐷 is the BFi error with DCS-NET. Similarly, 𝜀𝐵𝐹𝑖,𝑆 and 𝜀𝐵𝐹𝑖,𝑆 

are the BFi estimated errors with the semi-infinite and three-layer fitting methods. 

 

Table 4.2 BFi in the brain estimated using DCS-NET, homogeneous semi-infinite and three-layer fitting models. 

𝝆  

(mm) 
Layer 

𝑩𝑭𝒊𝑮𝑻 

(mm2/s) 
𝑩𝑭𝒊𝑫 (mm2/s) 

BFi estimated by fitting methods (mm2/s) 

𝑩𝑭𝒊𝑺 𝑩𝑭𝒊𝑻 

 

5 

1 1 × 10−6 
𝛽𝐷 = 0.521 

𝐵𝐹𝑖𝐷  = 8.45 × 10−7 

𝛽𝑆 = 0.501 

𝐵𝐹𝑖𝑆  = 7.15 × 10−7 

𝛽𝑇  = 0.493 

𝐵𝐹𝑖𝑇  = 7.15 × 10−7 
2 0 

3 𝟔 × 𝟏𝟎−𝟔 

 

10 

1 1 × 10−6 
𝛽𝐷 = 0.509 

𝐵𝐹𝑖𝐷 = 7.36 × 10−7 

𝛽𝑆 = 0.499 

𝐵𝐹𝑖𝑆  = 5.47 × 10−7 

𝛽𝑇  = 0.493 

𝐵𝐹𝑖𝑇  = 2.17 × 10−5 
2 0 

3 𝟔 × 𝟏𝟎−𝟔 

 

15 

1 1 × 10−6 
𝛽𝐷 = 0.501 

𝐵𝐹𝑖𝐷 = 1.03× 10−6 

𝛽𝑆 = 0.498 

𝐵𝐹𝑖𝑆  = 4.79 × 10−7 

𝛽𝑇  = 0.504 

𝐵𝐹𝑖𝑇  = 1.43 × 10−5 
2 0 

3 𝟔 × 𝟏𝟎−𝟔 

 

20 

1 1 × 10−6 𝛽𝐷 = 0.499 

𝐵𝐹𝑖𝐷 = 2.07 × 10−6 

 

𝛽𝑆 = 0.495 

𝐵𝐹𝑖𝑆  = 4.57 × 10−7 

𝛽𝑇 = 0.506 

𝐵𝐹𝑖𝑇  = 8.17 × 10−6 
2 0 

3 𝟔 × 𝟏𝟎−𝟔 

 

25 

1 1 × 10−6 
𝛽𝐷 = 0.499 

𝐵𝐹𝑖𝐷 = 4.82 × 10−6 

𝛽𝑆 = 0.493 

𝐵𝐹𝑖𝑆  = 4.63 × 10−7 

𝛽𝑇 = 0.505 

𝐵𝐹𝑖𝑇  = 5.63 × 10−6 
2 0 

3 𝟔 × 𝟏𝟎−𝟔 

 

30 

1 1 × 10−6 
𝛽𝐷 = 0.499 

𝐵𝐹𝑖𝐷 = 5.71 × 10−6 

𝛽𝑆 = 0.491 

𝐵𝐹𝑖𝑆  = 4.88 × 10−7 

𝛽𝑇 = 0.505 

𝐵𝐹𝑖𝑇  = 4.97 × 10−6 
2 0 

3 𝟔 × 𝟏𝟎−𝟔 

 

Table 4.2 shows when the semi-infinite model is used, the estimated BFi is closer to Layer 1 

(αDb = 1 × 10-6 mm2/s), even for ρ = 30 mm, suggesting that a homogenous fitting procedure 

is more sensitive to the superficial layers’ dynamic properties. This finding is consistent with 

the results reported by Gagnon et al. [147]. Using the three-layer fitting model, we obtained 

𝐵𝐹𝑖𝑇 = 7.15 × 10
−7 mm2/s, close to 1 × 10-6 mm2/s when ρ = 5 mm. This is because the mean 

light penetration depth is approximately ρ/3 ~ ρ/2 [57]. When ρ is small, most detected photons 

predominantly travel through Layer 1. As ρ increases (ρ≥10 mm), the estimated BFi decreases, 

reaching 5.63 ×10-6 mm2/s at ρ = 25 mm, with 𝜀𝐵𝐹𝑖,𝑇 of 6.17%. This is because as ρ increases, 

the detected photons penetrate inside the skull layer (αDb = 0 mm2/s), resulting in an increased 

contribution of Layer 2. This phenomenon is expected, because the three-layer modelling can 
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remove the contribution from superficial layers [46] to obtain accurate BFi. Interestingly, when 

using DCS-NET, the estimated BFi increases as ρ increases, reaching 5.71 ×10-6 mm2/s with 

𝜀𝐵𝐹𝑖,𝐷 of 4.83% at ρ = 30 mm. These results suggest that the AI model can recognize the depth. 

Regarding β estimation, there is no significant difference among the three methods. 

4.8.2 Absolute BFi Recovery with Noise 

Figure 4.7(b) displays the semi-infinite analytical example g2(τ) curves with noise using the 

model proposed by Zhou et al. [85]. The curves were obtained with ρ = 30 mm at different 

noise levels (Tint = 1, 10, 30 s), 𝜇𝑎 = 0.019 mm-1, and μs' = 1.099 mm-1 with an assumed BFi 

= 2 × 10-7 mm2/s. To assess DCS-NET’s performance in practical scenarios, we modified the 

Monte Carlo code to generate g2 curves including noise according to Zhou et al.’s noise model 

[85]. We generated 100 g2 sets for each noise level (including noiseless). Still, we minimized 

Eq. (4.4) using the Levenberg-Marquardt optimization routine. We performed the residual 

analysis to assess the efficiency of the semi-infinite and three-layer models. We define the 

residual δ and Resnorm (the squared 2-norm of the residual) ϵ as:  

                                                                𝛿 = 𝑓(𝛽, 𝐵𝐹𝑖, 𝜏𝑞) − 𝑔2(𝜏𝑞), 

 𝜖 = ∑ 𝛿2
𝑞=𝑄
𝑞=1 ,  (4.5) 

where q is the lag time index, and Q is the length of the time trace. f(β, BFi, τq) is the fitted 

value at the lag time τq, and the corresponding true value is g2(τq) from MCX. The fitting results 

using the semi-infinite and three-layer analytical models are presented in Figure 4.9, in which 

noisy g2(τ) curves from MCX (blue star-shaped) and fitted g2(τ) curves (red lines) at different 

noise levels are shown. Figure 4.9(a-i) – (a-iv) show the MCX-generated and fitted g2 using 

the semi-infinite model, and they exhibit an increasing trend in δ, ranging from (-0.0025, 

0.0025) to (-0.5, 0.5), indicating that the semi-infinite method becomes inaccurate when the 

noise level increases. Additionally, ϵ reaches 3.02 when Tint = 1 s. Similar behaviors are 

observed in the three-layer fitting, as shown in Figure 4.9 (b-i) - (b-iv).  
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Figure 4.9 MCX-generated (scattered stars) and fitted (red solid lines) g2 curves using semi-infinite and three-

layer fitting methods. (a-i - a-iv, respectively) noisy MCX simulated data (scattered star-shaped) at different noise 

levels fitted with the semi-infinite homogeneous model; (b-i - b-iv) noisy MCX-generated data fitted with the for 

the three-layer fitting procedure. The corresponding Residual δ and Resnorm ϵ curves are also included.  
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We also calculated the mean BFi and β over 100 trials. As for β, we arrive at the same 

conclusion as Section 4.8.1 that all three methods exhibit similar behaviors at the same noise 

level. A high noise level (Tint = 1 s) leads to a significant standard deviation, as shown in Figure 

4.10(a). Figure 4.10(b) shows the estimated BFi. The estimated BFi for the semi-infinite model 

deviates significantly from the ground truth. When using the three-layer fitting method, 𝜀𝐵𝐹𝑖,𝑇 

is 82.30% at the lower noise level (Tint = 30 s). As the noise level increases, 𝜀𝐵𝐹𝑖,𝑇 also increases, 

with 𝜀𝐵𝐹𝑖,𝑇 reaching 390.10% at the high noise level (Tint = 1 s). Furthermore, a high noise level 

leads to a more significant standard deviation, indicating that BFi estimation is highly sensitive 

to noise when the three-layer fitting method is applied, in accordance with previous findings 

[46]. In contrast, 𝜀𝐵𝐹𝑖,𝐷 (using DCS-NET) at a high noise level (Tint = 1 s) is 12.87%, whereas 

at a low noise level (Tint = 30 s), it is only 1.93%, indicating that DCS-NET is not susceptible 

to noise. Figure 4.10(b) also shows that when the three-layer fitting method is used, the BFi 

precision can be enhanced through increasing Tint.  

 

Figure 4.10 (a) The estimated β by DCS-NET, semi-infinite, and three-layer fitting methods at different noise 

levels (Tint =1, 10, 30 s). The bar height means the average value for estimated BFi or β, the error bar means the 

standard deviations σ; (b) The estimated BFi by the three methods at different noise levels. The red dot line stands 

for the ground truth. (All the average values were obtained over 100 trials). 

We also conducted one-way ANOVA analysis (IBM, SPSS) for β and BFi. For β, the F-value 

were 22.906 (DCS-NET), 1.394 (semi-infinite), 15.580 (three-layer), with corresponding p-

values of <0.001, 0.250, and <0.001, respectively (significance level set as 0.05). This suggests 

that the DCS-NET and three-layer fitting models are relatively more influenced by noise levels 

compared to the semi-infinite fitting model. Regarding BFi, the F-values were 14.584 (DCS-

NET), 3.473 (semi-infinite), and 21.407 (three-layer), with corresponding p-values of <0.001, 

0.032, and <0.001, respectively (significance level set as 0.05). This indicates that the three-

layer fitting model is significantly influenced by noise levels.  
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4.8.3 Relative Blood Flow 

In practice, we do not aim to obtain absolute 𝐵𝐹𝑖 measurements. Instead, the relative variation 

in blood flow (e.g., 𝑟𝐵𝐹𝑖 = 𝐵𝐹𝑖/𝐵𝐹𝑖0) is oftener used. To evaluate DCS-NET for extracting 

𝑟𝐵𝐹𝑖 in the brain, we assigned αDb(w) = [1 + 0.05 × (w – 1)] × 6 × 10-6 mm2/s, w is an integer, 

w = 1, 2…21 in Layer 3 (brain) and fixed αDb in other layers. Figure 4.11 presents 𝑟𝐵𝐹𝑖 

calculated on noiseless data at 𝜌 = 30 𝑚𝑚.  

 

Figure 4.11 rBFi calculated by DCS-NET, the semi-infinite, and three-layer fitting methods on noiseless data for 

ρ = 30 mm for αDb(w) = [1 + 0.05 × (w-1)] × 10-6 mm2/s, w = 1, 2…21. rBFi = BFi/BFi0, we define the estimated 

BFi as BFi0 when w = 1. 

To compare the accuracy of the three different methods in quantifying 𝑟𝐵𝐹𝑖, we defined the 

error in 𝑟𝐵𝐹𝑖 as 𝜀𝑟𝐵𝐹𝑖,𝐻 =|rBFiH – rBFiGT|/ rBFiGT × 100% (H = D, S, or T), meaning the rBFi 

estimation error using DCS-NET, the semi-infinite and three-layer fitting methods, respectively. 

We can observe that 𝑟𝐵𝐹𝑖𝐷 (red star) is close to the true 𝑟𝐵𝐹𝑖 (blue solid line) with 𝜀𝑟𝐵𝐹𝑖,𝐷 of 

less than 8.35%. By contrast, the semi-infinite and three-layer methods result in more 

significant errors of 𝜀𝑟𝐵𝐹𝑖,𝑆  = 43.76% and 𝜀𝑟𝐵𝐹𝑖,𝑇  = 19.66%, respectively. As expected, the 

semi-infinite homogenous solution resulted in significant errors in 𝑟𝐵𝐹𝑖, in agreement with 

Ref. [154].  
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4.8.4 Intrinsic Sensitivity  

As described in Section 4.7, the input 𝐷𝑏 in Layer 3, denoted as CBF0 = 6 × 10-6 mm2/s, serves 

as the base point, and its corresponding recovered BFi is denoted as BFi0. Similarly, we 

assigned αDb = [1 + 0.1 × (w – 1)] × 6 × 10-6 mm2/s (w is an integer; w = 1, …, 11), and it is 

referred as the perturbed blood flow CBFp. We also define a perturbation level 𝜁 = (CBFp - 

CBF0)/CBF0 × 100%. We calculated the corresponding BFi for αDb, and then used Eq. (4.3) to 

obtain 𝜂𝐷, 𝜂𝑆 and 𝜂𝑇. We considered physiological noise by utilizing the noise model described 

in Section 3.3.8. Figure 4.12(a) shows the noiseless intrinsic sensitivity, demonstrating that 

DCS-NET exhibits 𝜂𝐷 > 71.34%. In comparison, the three-layer fitting method achieved 𝜂𝑇 = 

61.96%, whereas the semi-infinite fitting method yielded 𝜂𝑆 of only 14.12% on noiseless data. 

Figure 4.12(b-d) illustrate sensitivity curves at various noise levels. Especially noteworthy are 

the instances where 𝜂𝐷 > 0 at 𝑇𝑖𝑛𝑡 = 10 𝑠 and 𝑇𝑖𝑛𝑡 = 30 𝑠. Conversely, with the semi-infinite 

and three-layer fitting models, 𝜂  predominantly assumes negative values, underscoring the 

considerable impact of measurement noise on sensitivity. Furthermore, the impact of 

measurement noise on the sensitivity overgrows, particularly for the three-layer fitting method, 

as apparent in Figure 4.12(d). 
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Figure 4.12  (a) Intrinsic sensitivity on noiseless data. (b-d) are the sensitivities for noise with Tint = 30 s, Tint = 10 

s, Tint = 1s, respectively. η is the intrinsic sensitivity that defined in Eq. (4.3), and ζ is the perturbation level in 

Layer 3 (brain). Red, blue, and dark lines present ηD, ηT and ηS, respectively.  

4.8.5 BFi Extraction with Varied Optical Properties and 

Scalp/Skull Thicknesses 

In practical applications, a patient’s head parameters can vary significantly, and the ideal 

scenario is to measure them before conducting DCS measurements. However, it is not always 

straightforward, and we usually assume average values. However, we must evaluate the impact 

of assumed errors on BFi estimation. Since 𝜇𝑎  and 𝜇𝑠
′   are typically unknown and must be 

measured separately or taken from literature. We examined how 𝜇𝑎 and 𝜇𝑠
′  of Layer 3 (brain) 

impact 𝐵𝐹𝑖  extraction. Changing the scalp/skull thickness also varies 𝐵𝐹𝑖 , which can be 

observed using the multi-layered model fitting method. Here, we use the three-layer fitting 

method, and all BFi were obtained at ρ = 30 mm. Additional details are presented in Table 4.3. 
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Table 4.3 Varying optical properties and scalp (∆1) and skull (∆2) thicknesses 

 -40% -20% 0% +20% +40% 

μa (mm-1) 0.011 0.015 0.019 0.023 0.027 

μs
′  (mm-1) 0.659 0.879 1.099  1.319 1.539 

∆1 (mm) 3.000 4.000 5.000 6.000 7.000 

∆2 (mm) 4.200 5.600 7.000 8.400 9.800 

  

𝝁𝒂 variation: To study how 𝜇𝑎 impacts BFi, we set 𝜇𝑎 = 0.011, 0.015, 0.019, 0.023, 0.027 and 

𝜇𝑠
′ = 1.099 𝑚𝑚−1  in MCX. The baseline is at 𝜇𝑎  = 0.019 mm-1, with ±20%  and ±40%  

variation. In this case, two BFi groups were calculated. The first group was calculated assuming 

a constant 𝜇𝑎 = 0.019 𝑚𝑚
−1 (0%), defined as 𝜇𝑎,𝑚, and the calculated BFi is defined as BFim. 

The second group was calculated using the known 𝜇𝑎 set in MCX, which we considered as true 

𝜇𝑎, and the corresponding calculated BFi is considered as BFiGT.  

𝝁𝒔
′  variation: Similarly, we conducted simulations with 𝜇𝑠

′  = 0.666, 0.888, 1.110, 1.332, and 

1.554 mm-1 and a fixed 𝜇𝑎 = 0.019 𝑚𝑚
−1 to investigate how 𝜇𝑠

′  impacts BFi estimation. We 

define the estimated BFi as BFim when 𝜇𝑠
′ = 1.099 𝑚𝑚−1  (at 0%, defined as 𝜇𝑠,𝑚

′ ). 

Additionally, BFiGT was calculated using the known 𝜇𝑠
′  set in MCX, considered as true 𝜇𝑠

′ .  

The mean and standard deviation of the estimated BFi (vs 𝜇𝑎) over 100 trials are shown in 

Figure 4.13(a). We also compare BFim and BFiGT. The blue (BFiGT) and green (BFim) dashed 

lines are for the semi-infinite model, whereas the red (BFiGT) and purple (BFim) dashed line are 

for the three-layer model. The red solid (BFiGT) and black dashed lines are for DCS-NET. 

Similarly, The BFi’s mean and standard deviation (vs 𝜇𝑠
′ ) over 100 trials are shown in Figure 

4.13(b).  
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Figure 4.13 (a) Estimated BFi vs. µa, the green and purple dashed line are for BFim at µa = 0.019 mm-1 in Layer 3 

(brain), the red solid line and the black dashed line are the BFiGT and BFiD, respectively, and the red and blue 

dashed lines are for BFiGT using the three-layer and semi-infinite fitting methods. (b) Estimated BFi vs. µs’, the 

green and purple dashed line are for the BFim at µs’ = 1.10 mm-1 in Layer 3 (brain), the red solid line and the black 

dashed line are the BFiGT and BFiD, respectively, and the red and blue dashed lines are for BFiGT using the three-

layer and semi-infinite fitting methods. 

Figure 4.14 shows the BFi variation (in %) vs. the 𝜇𝑎 and 𝜇𝑠
′  variations (in %). The percentage 

error for 𝜇𝑎 is defined as  𝐸𝜇𝑎 = [
𝜇𝑎,𝑚−𝜇𝑎

𝜇𝑎
] × 100%. Similarly, we define the percentage error 

for 𝜇𝑠
′  as 𝐸𝜇𝑠′ = [

𝜇𝑠,𝑚
′ −𝜇𝑠

′

𝜇𝑠
′ ] × 100%. The BFi error (in %) caused by assumed error in 𝐸𝜇𝑎 or 𝐸𝜇𝑠′  

is defined as 𝐸𝐵𝐹𝑖 = [
𝐵𝐹𝑖𝑚−𝐵𝐹𝑖𝐺𝑇

𝐵𝐹𝑖𝐺𝑇
] × 100%. 
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Figure 4.14 BFi error (in %) vs. errors in the µa and µs’ variation (in %) among DCS-NET, semi-infinite, and 

three-layer fitting methods. 

 

Figure 4.13 and Figure 4.14 show that 𝐸𝐵𝐹𝑖 is positively related to 𝐸𝜇𝑎 and negatively related 

to 𝐸𝜇𝑠′  for semi-infinite and three-layer fitting models, in good agreement with previous 

findings [47,117]. On the other hand,  𝐸𝐵𝐹𝑖 curves obtained from DCS-NET are close and are 

not sensitive to 𝐸𝜇𝑎 and 𝐸𝜇𝑠′ . This result is expected, as from Eq. (3.16), 𝜇𝑠
′  should yield a more 

pronounced impact compared to 𝜇𝑎, primarily due to the second-order contribution from 𝜇𝑠
′  

and 𝜇𝑠
′   𝜇𝑎 observed in biological tissues. Extreme 𝐸𝐵𝐹𝑖 examples are shown in Figure 4.14, 

namely, a more extensive 𝐸𝜇𝑎~ +62% results in 𝐸𝐵𝐹𝑖 ~ +25% and 𝐸𝜇𝑎  ~ -30% results in 𝐸𝐵𝐹𝑖 

~ -10%. When 𝐸𝜇𝑠′   reaches +62%, 𝐸𝐵𝐹𝑖 reaches ~ -50% and 𝐸𝜇𝑠′  ~ -30% gives 𝐸𝐵𝐹𝑖 ~ +70%.  

The results from the three-layer fitting model show similar behaviors. Namely, 

𝐸𝐵𝐹𝑖 is positively related to 𝐸𝜇𝑎  and negatively related to 𝐸𝜇𝑠′   in Layer 3, this result aligns 

well with the conclusions from Zhao et al.’ conclusion [47]. In contrast, DCS-NET only shows 

-1% ~ +5% in 𝐸𝐵𝐹𝑖 caused by 𝐸𝜇𝑎  and 𝐸𝜇𝑠′   (blue solid and brown solid lines for 𝜇𝑎 and 𝜇𝑠
′ , 

respectively in Figure 4.14), indicating that the variations in 𝜇𝑎 and 𝜇𝑠
′  have negligible impact 

on BFi estimation. 
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Scalp thickness variation:  To investigate ∆1’s impact on BFi, we varied ∆1 (= 3, 4, 5, 6, and 

7 mm) and fixed ∆2= 7 𝑚𝑚 in MCX. We define the estimated BFi as BFim when ∆1 = 5 mm 

(0%, defined as ∆1,𝑚). Additionally, BFiGT was calculated using the known ∆1 set in MCX, 

considered as true ∆1. 

Skull thickness variation:  Similarly, to investigate ∆2’s impact on BFi, we varied ∆2 (= 4.2, 

5.6, 7.0, 8.4, and 9.8 mm) and fixed ∆1 = 5 𝑚𝑚 in MCX. We define the estimated BFi as BFim 

calculated when ∆2 = 7.0 mm (0%, defined as ∆2,𝑚). Additionally, BFiGT was calculated using 

the known ∆2 set in MCX, considered as true ∆2. 

Figure 5.15(a) presents BFi’s mean value (represented by bar plots) and standard deviation 

(depicted by error bars) over 100 trials vs. ∆1. The rightmost bar group represents the results 

obtained with ∆1 = 5 mm. Figure 4.15(b) shows BFi’s mean value and standard deviation vs. 

∆2, the rightmost bar group represents the results obtained with ∆2= 7 𝑚𝑚. Still, we can see 

that the semi-infinite model cannot provide accurate BFi at a deeper layer. When ∆1 changed, 

BFi,D falls into 1.17% ~ 8.33% (the bar group 1 in Figure 4.15(a)) when using DCS-NET, 

whereas BFi,T falls into 4.30% ~ 14.66% (the bar group 3 in Figure 4.15(a)) using the three-

layer fitting model, slightly larger than that using DCS-NET. However, BFi,T  increases to 11.67% 

~ 16.05% when ∆1 estimation error occurs using the three-layer fitting method (shown in the 

rightmost bar group in Figure 4.15(a)). Whereas for the variation in ∆2, BFi,D falls into 0.33% 

~ 10.33% when DCS-NET is used (the bar group 1 in Figure 4.15(b)), whereas BFi,T  falls into 

1.50% ~ 13.33% when  the three-layer fitting method is used (the bar group 3 in Figure 

4.15(b)). Both present similar accuracies. However, when ∆2 is not accurate, BFi,T becomes 

more pronounced and reaches 41.09% ~ 193.40% (the rightmost bar group in Figure 4.15(b)). 
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Figure 4.15 (a) BFi’s mean value and standard deviation vs. ∆1, and the rightmost bar group represents the results 

obtained with ∆1 = 5 mm. (b) BFi’s mean value and standard deviation vs. ∆2, and the rightmost bar group 

represents the results obtained with ∆2 = 7 mm. Each bar in the plot represents the average BFi over 100 trials 

calculated using three different methods, whereas the error bar stands for the standard deviation of BFi over 100 

trials. 

Figure 4.16 shows the BFi variation (in %) vs. the ∆1 and ∆2 variations (in %). The percentage 

error for ∆1 is defined as 𝐸∆1 = [
∆1,𝑚−∆1

∆1
] × 100%. Similarly, we define the percentage error 

for ∆2 as 𝐸∆2 = [
∆2,𝑚−∆2

∆2
] × 100%. The BFi error (in %) caused by assumed error in 𝐸∆1 and 

𝐸∆2 is defined as 𝐸𝐵𝐹𝑖 = [
𝐵𝐹𝑖𝑚−𝐵𝐹𝑖𝐺𝑇

𝐵𝐹𝑖𝐺𝑇
] × 100%.    
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  Figure 4.16 BFi error (in %) vs. errors in Δ1 and Δ2 (in %) between DCS-NET and three-layer fitting methods. 

 

As it is commonly known, 𝐸∆1  and 𝐸∆2  cause a significant 𝐸𝐵𝐹𝑖 . Figure 4.15(a) and (b) 

demonstrate a positive correlation between 𝐸𝐵𝐹𝑖 and 𝐸∆1 (and 𝐸∆2). Furthermore, as observed 

in Figure 4.16, 𝐸𝐵𝐹𝑖 resulting from 𝐸∆2 ranges from -176.41% to +43.68%. In contrast, 𝐸𝐵𝐹𝑖 

caused by 𝐸∆1 ranges from -44.29% to +53.47%. This error range is significantly narrower than 

that caused by the skull thickness, agreeing with the findings in Ref. [47]. For DCS-NET, 𝐸𝐵𝐹𝑖 

caused by both ∆1 and ∆2 falls within the limited range of -6% to +8%. 

4.8.6 BFi Inference Time  

The inference time is also an important parameter, especially in real-time measurements, and 

Table 4.4 compares the three extraction methods. We record the inference time for single 

decays and batch decays (e.g., 100 trials) at different noise levels. It is clear that DCS-NET is 

promising for real-time applications. 
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Table 4.4 The inference time for BFi extraction (with Matlab parfor for semi-infinite and three-layer fitting models) 

Noise level 

1 trial  100 trials  

DCS-NET 

(s) 

Semi-infinite 

(s) 

Three-layer 

(s) 

DCS-NET 

(s) 

Semi-infinite 

(s) 

Three-layer 

(s) 

Tint = 30 s 0.001 0.026 15.177 0.002 0.137 184.441 

Tint = 10 s 0.001 0.029 17.021 0.004 0.161 199.758 

Tint = 1 s 0.004 0.065 50.397 0.005 0.133 292.910 

Noiseless data 0.001 0.048 15.391 0.004 0.121 169.679 

 

4.9 Summary 

In this chapter, we show that DCS-NET can robustly quantify DCS-based blood flow 

measurements. We used DCS-NET to analyze the autocorrelation functions generated from 

MCX. The proposed network is based on 1D CNN [274], which is straightforward, quicker to 

train, and faster than high-dimension CNNs for time sequence analysis, such as FLIM data 

[274,279]. To evaluate DCS-NET, we compared it with the semi-infinite, three-layer fitting 

methods by changing tissue optical properties (𝜇𝑎 and 𝜇𝑠
′ ), depths (related to ρ), and scalp/skull 

thicknesses (∆1 and ∆2). BFi estimated by DCS-NET shows a small error range -1% ~ +5% 

induced by 𝜇𝑎 and 𝜇𝑠
′  (see Figure 4.14) and a slightly wider error range -6% ~ +8% induced 

by ∆1 and ∆2 (see Figure 4.16). For rBFi, the error from DCS-NET (8.35%) is much less than 

that of the semi-infinite and three-layer fitting methods (43.76% and 19.66%, respectively). 

Moreover, DCS-NET yields more than 71.34% sensitivity to brain blood flow, whereas the 

semi-infinite and three-layer fitting methods yield 14.12% and 61.96%, respectively (Figure 

4.12(a)). We considered measurement noise using a stochastic noise model to reflect 

experimental realities. With DCS-NET, BFi,D is 12.87% at a high noise level (𝑇𝑖𝑛𝑡 = 1 𝑠 ), 

whereas it increases to 390.10% when using the three-layer fitting method. At a low noise level 

(𝑇𝑖𝑛𝑡 = 30 𝑠), the three-layer fitting model yields BFi,T  of 82.30%, much worse than 1.93% 

obtained by DCS-NET, suggesting that DCS-NET is less sensitive to noise (see Figure 4.12 

(b)). Figure 4.15(a) and (b) show that the three-layer analytical method (modelling the head, 

i.e., scalp, skull, brain) can minimize the influence of extracerebral layers on measured DCS 

signals. However, this model requires a priori knowledge of layer optical properties and 

thicknesses. Therefore, accurately estimating scalp and skull thicknesses is required for reliable 

CBF estimation when using a three-layer analytical model. 
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Besides accuracy and robustness, the computational cost is a critical factor that impacts 

practical applications, especially for real-time monitoring. Table 4.4 reveals that it took 0.004 

seconds for DCS-NET to quantify 100 𝑔2 curves with 127 data points. In contrast, it took 0.110 

seconds and 211.697 seconds, respectively, for the semi-infinite fitting and three-layer fitting 

procedures. For quantifying a single autocorrelation decay curve, it only took 0.002 seconds 

for DCS-NET. In contrast, it took 0.042 seconds and 24.496 seconds, respectively, for the semi-

infinite fitting and three-layer fitting procedures. DCS-NET is the fastest among the three, 

around 12,000-fold faster than the three-layer model and 21-fold faster than the semi-infinite 

model.  

Although DCS-NET is more robust than the semi-infinite and three-layer fitting methods, our 

study has several limitations. Firstly, DCS-NET’s training datasets were generated using the 

semi-infinite diffusion model as advised in Ref. [38]. Nevertheless, this model does not 

consider scalp and skull thicknesses, which could potentially explain why the error range (-6% 

~  +8%) caused by ∆1  and ∆2  is much broader than that (-1% ~  +5%) caused by 𝜇𝑎  and 𝜇𝑠
′  

(Figure 4.14 and Figure 4.16). The complexity of including training datasets generated from a 

layered model is beyond the scope of this study, given this report’s already long length. In 

future, we will train new networks using datasets generated from a layered model, and 

alternatively, obtaining training datasets from in vivo measurements, as demonstrated in Refs 

[164] and [165]. will also be considered. Secondly, current rBFi calculations do not consider 

variations in optical properties between the baseline and activation states. Indeed, 𝜇𝑎 and 𝜇𝑠
′  in 

the brain can vary according to interventions (e.g., functional activation), which are recognized 

to impact perfusion. Failing to account for these changes could introduce additional 

uncertainties in rBFi measurements. Thirdly, we did not include a comparison with the two-

layered analytical model in this report; it may be worth further investigation. Last but not least, 

our study was solely conducted using simulation data. In future, we will perform phantom and 

in vivo experiments to validate our findings.   
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5 Chapter 5 DCS Prototype 

5.1 Introduction  

In this chapter, I introduce the 192 × 128 SPADs array. I then present a DCS system equipped 

with a large 192 × 128 SPADs array, along with the data collection software and offline data 

analysis tools. We tested the system on a milk phantom and the results confirm that our 

multispeckle approach is effective. The signal-to-noise ratio (SNR) gain across the entire 

sensor improved by approximately 160-fold compared to a single pixel. Additionally, the 

system demonstrates a roughly 5-fold enhancement in the SNR gain over a previously reported 

32 × 32 multispeckle DCS system. 

5.2 SPAD Sensor 

5.2.1 192 × 128 SPAD Array 

In my investigation, we employed a time-correlated single-photon counting (TCSPC) imager 

based on SPAD technology, implemented in 40-nm CMOS technology, featuring the most 

compact time-to-digital converter (TDC) reported to date (9.2 μm × 9.2 μm) [280]. The 12-bit 

TDC achieves the most precise timing resolution, ranging from 33 to 120 ps, among all reported 

TCSPC pixels. This comes with an energy efficiency figure of merit (FoM) of fJ/conv, 

exhibiting less than 1 least significant bit (LSB) differential nonlinearity (DNL) and less than 

6 LSB integral nonlinearity (INL). Enhancements to the photon detection efficiency (PDE) of 

the array involve cylindrical microlenses, providing a mean concentration factor of 3.25% and 

an effective fill factor of 42%. The sensor exhibits an exceptionally low median dark count rate 

(DCR) of 25 Hz under conditions of 1.5-V excess bias and room temperature. Additionally, 

SPADs in the array achieve a peak photon detection probability (PDP) of 34% at 560 nm for 

1-V excess bias at room temperature and a quench time of 5 ns [281]. The SPAD array was 

packaged into a camera module, referred to as QuantICAM [280], as shown in Figure 5.1. The 

sensor chip comprises addressing circuitry, 64 parallel-to-serial converters, and a pixel array 

measuring 192 × 128, with individual pixels sizes at 18.4 μm × 9.2 μm. Each pixel comprises 

a TDC coupled to a SPAD.   
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Figure 5.1 (a) SPAD sensor module, front view of QuantICAM with the SPAD chip integrated. (b) Data processing 

module, back view of QuantICAM, including the Opal Kelly XEM6310 FPGA board. 

Table 5.1 Comparison between PF32 and SPAD 192 × 128 

 PF32 × 32 SPAD 192 × 128 

Pixel pitch (um) 50 um 18.4 × 9.2 

SPAD dia. (um) NA 5.4 

Active area 6.95 um Ø NA 

Fill factor 1.5% (optical fill factor) 13% 

Photodetection efficiency Peak 28% @ 500 nm Peak 34% @ 560 nm 

SPAD shape NA Square, rounded corners 

Sensor wavelength range NA 400 to 900 nm 

 

5.3 TCSPC and Photon Counting Mode 

There are two modes of the QuantICAM, TCSPC mode and photon counting mode. 

5.3.1 TCSPC Model 

Frequency, TCSPC can be likened to a fast stopwatch, where the start corresponds to the 

emission of pulsed light and the termination aligned with the detection of a singular photon. 

Nevertheless, similar to numerous TCSPC setups, the QuantICAM executes measurements in 
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reverse start-stop fashion: the start of the TDC is triggered by the detection of a single photon, 

and the subsequent synchronization pulse stops this process. This is explained in Figure 5.2. 

  

 

Figure 5.2 illustrates the reverse start-stop principle using a basic laser-ranging setup. A pulsed laser beam, passing 

through a diffuser, illuminates surfaces A and B. The scattered photons are collected by the QuantICAM. We also 

depict the process timing: the laser period is tI, and photons are detected later. In forward start-stop, photon 

timestamps from surface A (tAf) are lower than those from B(tBf). Conversely, in reverse start-stop, photon 

detection initiates timing, with timestamps for surface A(tAr) higher than those for B(tBr). This method ensures 

counting electronics are active only upon photon detection, reducing electronics usage compared to forward start-

stop where timing starts with the synchronization signal and ends with photon detection. This minimizes readout 

dead time, lowers power consumption, and reduces heat dissipation. 

The QuantICAM can receive a synchronization signal through the Sync connector, or 

alternatively, use the FPGA within the camera to supply the synchronization signal to the TDC 

and output it to the light source via the trigger connector.  

5.3.2 Photon Counting Mode 

When operating in photon counting mode, the TDC is set up to effectively tally the quantity of 

photons received within each frame duration. This measurement process does not necessitate 

synchronization, rendering photon counting mode valuable for the preliminary setup and 

alignment of the system before conducting TCSPC data collection. In our study we only use 
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photon counting mode. In this mode, individual pixels have the capacity to register multiple 

photons per frame, as illustrate in Figure 5.3.  

 

Figure 5.3 illustrates photon counting mode, where the frame clock (a) sets the maximum frame rate, showing a 

single pixel for simplicity. Each frame begins with a brief deadtime (shown in red), during which incoming 

photons are not counted. After this deadtime, each pixel can count multiple photons. The sequence of detecting a 

photon (b), incrementing the counter (c), and resetting the SPAD repeats until the frame ends and the next frame 

clock pulse transfers data to the readout stage (d). To prevent data wrap-around, a sufficiently short frame time is 

necessary. The camera's "frame to add" setting allows for digital summation of multiple frames to increase the 

maximum count value as needed. 

5.4 DCS System Using a 192 × 128 SPAD 

5.4.1 Laser Coupling 

In our setup, the simulation of fiber coupling is performed first, where the free space laser 

output is coupled to a multimode fiber with a 100 μm core radius and NA of 0.39. We disregard 

Fresnel (reflection) losses from air-glass interfaces, including the fiber. The fiber core is 

modeled as a 100 μm radius circular aperture on the Image surface, set as a ‘Floating’ aperture 

type controlled by the Image surface’s Semi-Diameter. Figure 5.4(a) displays this simulation 

using Opticalstdudio. Figure 5.4(b) and (c) show the resulting donut-shaped and near-Gaussian 

output beam profiles, respectively. These figures illustrate that the beam entry angle 

significantly influences the output beam profile, with normal incidence producing a near-

Gaussian shape (Figure 5.4(b) and (e)), and increased angles fielding a donut shape (Figure 



101 

 

5.4(c) and (f)). It is clear to know that the output beam profile can be hugely affected by the 

beam entry angle. Although in some applications, an alternative beam distribution such as a 

top hat or donut is desired instead of the inherent Gaussian distribution provided by typical 

optics. In our study, we only need to have the Gaussian distribution one. Here, I investigated 

the effect of changing the input angle of a focused laser beam into a multimode fiber. I found 

that focusing the light perpendicular to the fiber surface resulted in a near-Gaussian output 

beam profile (Figure 5.4(b) and (e)) and increasing the angle resulted in a donut-shaped beam 

profile (Figure 5.4(c) and (f)). These results demonstrate how multimode fibers can be used to 

change the shape of a beam profile. Figures 5.4(b) and (e) depict meridional and skew ray 

propagation through multimode fiber, respectively, and the associated theoretical beam 

distribution at the fiber output. As shown in Figure 5.4(e), skew rays propagate in a helical path 

along the fiber which is tangent to the inner caustic of the path with radius r.         

 

 

Figure 5.4 (a) Simulation of fiber coupling using Opticalstudio. (b) Donut beam profile obtained at a certain input 

angle. (c) Near-Gaussian beam profile obtained at 0° input angle (normal to the fiber face). (d) The fiber used in 

our setup. (e) Skew ray propagation corresponding to donut profile. (f) Meridional ray propagation corresponding 

to the near-gaussian output profile. 

5.4.2 DCS Data Collection Software 

For DCS data collection, we designed a software tool, which was implemented by a MATLAB 

Graphical User Interface (GUI). This software supports several key functions: 

1) Firmware Management: Downloads and updates firmware directly through the GUI. 

2) Sensor Array Configuration and Control: Adjust and monitors the sensor array 

settings. 
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3) Data Acquisition and Processing: Receives pixel data from the sensor array and 

processes it for imaging purposes. 

 

The software integrates Dynamic Link Library (DLL) files and Application Programmer’s 

Interfaces (APIs) provided by Opal Kelly, compatible across various platforms and 

programming languages. By incorporating these DLLs and APIs, the software can configure 

and interact with the hardware over a USB connection using the MATLAB GUI. The main GUI 

is shown in Figure 5.5, includes a ‘Saving intensity’ button that captures and stores multiple 

frames (192 × 128) received from the firmware via the ‘OKBTPipeOut’ endpoint. Additionally, 

an ‘imaging’ button triggers decoding and imaging functions, processing the data captured in 

photon counting (PC) mode to generate ‘Hot’ images, also shown in Figure 5.5  

 

Figure 5.5 Main UI for DCS data collection. 

 

5.4.3 Off-line Analysis Tool (Software) Design 

The offline DCS data analysis software is implemented by a MATLAB Graphical User 

Interface (GUI) to conduct the following tasks: conduct the fitting method and Deep learning 

method for blood flow index extraction. In this design, the pre-trained AI model based on 

Pytorch/Tensorflow/ONNX would be called in Matlab, the flow chart as shown in Figure 5.6. 

As can be seen in Figure 5.7, the main UI of the software, in which the measured data g2 and 

the delay time tau were loaded via Browser 1 and 2, respectively. By pressing the “Fitting” 
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button we can obtain beta β and the blood flow index. We can also switch to the AI method, 

which can also help to obtain β and blood flow index.  

 

Figure 5.6 The flow chart about calling AI model in MATLAB. 

 

Figure 5.7 Main UI of the DCS offline analysis software. 

 

5.4.4 DCS System Description  

The experimental setup for the multispeckle DCS blood flow measurement system is depicted 

in Figure 5.8. A continuous-wave (CW) laser operating at a wavelength of λ = 785 nm 

(CrystaLaser, USA) was coupled (coupling efficiency: 88.9%) into a multimode optical fiber 

(MMF; core diameter = Ø200 μm; NA = 0.39, Thorlabs) through a collimator (f = 6.24 mm, 

NA = 0.37, Thorlabs) serving as an illumination source. The multiple scattered light was 

collected by a multimode fiber (MMF; core diameter = Ø200 μm; NA = 0.39, Thorlabs) placed 

at a separation distance ρ away from the source and then coupled to the QuantiCAM camera 

[280].  
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Figure 5.8 Schematic of our DCS system using SPAD camera QuantiCAM. MMF = multimode fiber. 

 

The configuration of the sensor is shown in Figure 5.9. The 3.15 mm × 2.37 mm (an area of 

7.4 mm2) chip was manufactured in STMicroelectronics 40-nm CMOS process [280]. The 

sensor consists of an addressing circuitry, 64 parallel-to-serial converters, and a 192 × 128, 

18.4 μm × 9.2 μm pixel array. Each SPAD pixel consists of a TDC. The photon detection 

efficiency (PDE) is 43% at the peak of 560 nm and 8% at 785 nm (the wavelength we used in 

the experiment) at an excess bias of 1V at room temperature. The fiber tips at the output of the 

detection path were placed on a fiber adapter (SM05SMA, Thorlabs) and mounted on a 5-axis 

optic mount (K5X1, Thorlabs) to control the distance between the tip and the camera sensor. 

The sensor was fixed over the optical table. The intensity of the illuminating light was adjusted 

to 98 mW, which was detected by a power meter (LASERPOINT, Italy). The average diameter 

of a speckle can be obtained using the following equation [282]: 

 𝑑𝑠 =
𝜆𝑦

𝐷
, (5.1) 

where λ is the wavelength of the illumination light source (785 nm), y is the distance between 

the detection fiber end and the SPAD camera, and D is the core diameter of the detection fiber 

(200 µm). We calibrated our system by measuring ds by varying y with the setup shown in 

Figure 5.9 to ensure ds matched the size of the pixel active area of 9 µm. We obtained the 

optimized fiber-SPAD distance y ≈ 2.3 mm.  The maximum frame rate set via the clock rate 

in the firmware is approximately 9.11 kfps. The data collected at the frame exposure time Texp 
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= 1 μs. The QuantiCAM camera operated in the photon counting mode, capturing the scattered 

intensity at ρ = 10 mm away from the source.  

 

Figure 5.9 (a) Schematic of our DCS system using the SPAD camera; (b) Overview of the QuantiCAM camera. 

A printed circuit daughter board integrates the SPAD chip and the Opal Kelly XEM6310 FPGA board. 

5.5 Data Analysis  

5.5.1 DCS Simulation (Monte Carlo Simulations) 

In this section, Monte Carlo simulations have been conducted, it is considered the “gold 

standard” for modelling as its validation for arbitrary three-dimensional configurations of tissue 

properties and source-detector positioning. In the simulation, a three-dimensional model of the 

medium with known optical properties was given. Here, we simulate the propagation of 

individual photons through the medium. The scattering and absorption properties were used to 

probabilistically generate the photons’ trajectories and those that reach the detector were 

recorded. We define the fiber angulation θf as the angulation of the emitting fiber away from 

the detection fiber, in the plane of the two fibers. The simulations were carried out in MCmatlab 
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[283]. Figure 5.10 shows the detected light’s most likely path of the detected light through the 

scattering tissue and is assumed to be “banana-shaped”.              

 

Figure 5.10 Simulation results of the scattered light traveling through a “banana shape” in tissues. The simulation 

carried out in Matlab based on mcxyz model developed by Jacques and Li [284]. 

5.5.2 Defect and Hot Pixel Removal  

Physical defects in SPAD can make the pixel keep working when the camera exposure dark 

room and keep dark when the camera exposure on room light. We refer to pixels that have high 

photon counts (at certain range) (> 320 p.c. and < 40 p.c.) when exposure time equal to 200 µs 

as bad pixels and those with low photon counts (<10 p.c.) as hot pixels. We identified hot and 

bad pixels in the whole SPAD camera. 
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Figure 5.11 Characterizing bad pixels in SPAD camera. (a)-(e) and (i)-(l) intensity image under different exposure 

time of SPAD camera in room light on, and (e)-(h) and (f)-(k) corresponds to distribution of the photon counts 

across all pixels.   

As we can see from the Figure 5.11, if the photon count is more than 512, the pixel count would 

overflow, so the exposure time should be set to a proper value to avoid the overflow when 

collecting DCS data. 

5.5.3 g2 (τ) Calculation 

To perform a DCS measurement, we computed the intensity autocorrelation function g2(τ) as a 

function of the time lag τ at each SPAD pixel: 

 𝑔2
𝑖 (𝜏) =

〈𝑛𝑖(𝑡)∙𝑛𝑖(𝑡+𝜏)〉

〈𝑛𝑖(𝑡)〉
2 , (5.2) 



108 

 

where ni(t) is the number of detected photons of the i-th SPAD pixel at a given time t. We then 

calculate the final system autocorrelation function across i = 1 to N; N is the number of SPAD 

pixels used for the measurements, 

 �̅�2(𝜏)|𝑁 =
1

𝑁
∑  𝑔2

𝑖 (𝜏)𝑁
𝑖=1 . (5.3)                                          

The normalized intensity ACF, g2(τ) can be linked to the normalized electric field ACF, g1(τ) 

through the Siegert relation [285]: 

 𝑔2(𝜏) = 1 + 𝛽|𝑔1(𝜏)|
2, (5.4) 

where β is the coherence parameter.  

In DCS experiments, the dynamic scattering media frequently utilized consist of scatterers 

exhibiting either random flow (ballistic) or Brownian (diffusive) motion. To obtain the 

decorrelation lifetime [286], τc, a simpler functional expression is preferred for fitting g2(τ). 

For example, in the case of ballistic motion [12], the functional form can be simplified to: 

 𝑔2(𝜏) ≈ 1 + 𝛽exp (−
𝜏2
𝜏2𝑐
⁄ ), (5.5) 

Similarly, in the case of diffusive motion [12], it can be simplified to: 

 𝑔2(𝜏) ≈ 1 + 𝛽exp (−
𝜏
𝜏𝑐⁄ ). (5.6)                         

In our work, we use diffusive motions, and this simplified single-exponential function 

[12,68,85] has been validated in liquid phantoms with Brownian motion scattering. We derived 

the SNR of our DCS system as:  

 𝑆𝑁𝑅(𝜏) = 〈�̅�2(𝜏) − 1〉𝐾/𝑠𝑡𝑑(�̅�2(𝜏))𝐾, ( 5.7) 

where g2(τ) is the spatial average for increasing N = 1, 25, 100, 225, 625, 1024, 10000, and 

22500 (by removing defect or hot pixels), K denotes the number of repeated measurements, 

〈𝑔2̅̅ ̅(τ)-1〉K is the mean value, std(g2(τ))K is the corresponding standard deviation. And we define 

the SNR gain as:  

 𝑆𝑁𝑅𝑔𝑎𝑖𝑛(𝜏) = 𝑆𝑁𝑅[�̅�2(𝜏)]/𝑆𝑁𝑅[𝑔2
𝑖 (𝜏)], (5.8) 

here we use τ = 1 μs.    

The system was initially evaluated in a beaker with 1.7% fat milk (Tesco, Glasgow, Scotland) 

that mimics the properties of biological tissues. The tests were performed at room temperature 
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(25 ℃), and the room light was turned off during measurements. The optical fibers were 

immersed in milk, as shown in Figure 5.13(c). The milk was assumed to have α = 1, n = 1.33, 

μa = 0.027 cm-1, and μs' = 16 cm-1 [120]. Milk was used for this study because it exhibits 

scattering properties to living tissues, and its g2 shape resembles blood flow. Although milk 

does not demonstrate true Brownian motions, the motions of scattering lipids and proteins in 

milk can be considered Brownian [120].   

 

Figure 5.12(a-d) presents the processing pipeline for calculating g2(τ) and αDb. Raw data were 

collected from a milk phantom at ρ = 10 mm using a homemade GUI in Matlab (MathWorks, 

Inc.). In Figure 5.12(a), representative frame data captured by the camera is shown, displaying 

successive frames along the time axis. We use the camera frame rate (η = 9.11 kfps) to define 

the measurement window with an integration period, Tint = M/η, where M is the number of 

camera frames used for calculating g2(τ). Considering the size of the PC memory, in our 

experiments, we recorded data up to 100000 frames, taking 10.98 seconds. Figure 5.12(b) 

shows a representative photon stream of raw data from a single SPAD over 7.68 seconds. To 

estimate g2(τ), we started from an integration time of 2.2 seconds and increased it to 7.68 

seconds until g2(τ) converged. Therefore, an integration time of 7.68 seconds (70000 frames) 

was applied. Hot SPAD pixels (with much higher dark count rates [280]) were excluded from 

the analysis. We adopted an uneven step length for τ to put higher weights on short delay times, 

as described in Ref. [120]. With uneven step lengths (e.g., [1, 2, 3, …, 10, 20, 30, …, 100, 

200, …, 1000 μs]), calculating g2(τ) took a shorter time. In Figure 5.12(c), representative g2(τ) 

curves measured from the milk phantom are displayed for a single pixel and spatially averaged 

ensemble pixels acquired with Tint = 7.68 seconds. The results show that g2(τ) fluctuates too 

much with a small N along τ, especially for a single pixel (N = 1), but it becomes smooth with 

N = 24576. Figure 5.12(d) shows an error bar plot of milk's flow index (αDb) obtained through 

the fitting according to Eqs. (3.16) and (5.6). The blue bar represents the mean αDb over 10 

measurements, and the error bar represents the corresponding standard deviation of αDb, which 

is defined as σ(αDb). Increasing the number of pixels reduces the σ(αDb), indicating more 

reliable fitting results when N = 22500. Another interesting effect is that when N = 1, the 

estimated αDb is larger compared to cases where N > 1, as shown in Figure 5.12(d), because 

the noisier signal may be misinterpreted as contributing to the Brownian motion. This 

phenomenon can be found in Ref. [120]. Also, the estimated αDb is 1.19 × 10-9 cm2/s, in 

agreement with the findings in Ref. [120].  
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Figure 5.12 The processing pipeline of our system shows a significant SNR improvement by increasing N. (a) 

Raw data from our SPAD sensor along the time axis. (b) The temporal light intensity fluctuation from one SPAD 

pixel. (c) Auto-correlation curves for N = 1 (blue), 25, 1024, 4096, 22500, and 24576 pixels. (d) The milk flow 

index (αDb) obtained by fitting methods as a function of N. 

Figure 5.13(c) shows the ensemble-averaged �̅�2(τ) (N = 24576) (blue line) for the entire sensor, 

excluding hot and bad pixels. The measured data (blue dots) was calculated by Eqs. (5.2) and 

(5.3) as shown in Figure 5.13(c), where the “Fitted ACF (solid orange line)” is from the 

measured data that fits with Eq. (5.2). τc = 110.55 µs and β = 0.39 by fitting the measured data 

to Eq. (5.6), which is a good match with β = g2(τ ≈ 0) – 1 = 0.39. When N = 1, the measured 

SNR of g2
i for the first correlation bin, SNR(g2

i(τ = 1 µs)) = 1.018. Figure 5.13(a) shows the 

measured SNR(�̅�2 (τ)) according to Eq. (5.8) for increasing N up to 22500. Figure 5.13(b) 

shows the measured SNR gain (red dots) as a function of √𝑁 , and they agree with the 

theoretical blue curve. And the SNR gain is enhanced 157-fold from that of a single-pixel DCS 

system and around 5-fold from that of the previous multispeckle DCS system. A large N gives 

a higher SNR, which agrees with the expected conclusion that the SNR is proportional to Nph

×√𝑇𝑖𝑛𝑡× √𝑁 , where Nph is the detected photon count rate. Figure 5.13(d) depicts the mean 

and standard deviation of β in terms of N. Similarly, a converged β is obtained with higher 

precision when N increases. 



111 

 

 

Figure 5.13 (a) SNR ofg2(τ) for N = 1, 25, 100, 225, 625, 1024, 4096, 10000, and 22500. (b) SNR gain ofg2(τ) 

(τ=1 μs) as a function of N from 1 to 22500. The SNR gain measured over the integration period (red dots) 

increases as √𝑁 (blue line). (c) The measured (blue dot) and fitted ACF (orange line) on the milk phantom. (d) 

The estimated β. 

5.5.4 Milk Phantom Tests 

To further validate the system, we adjusted ρ in the milk phantom and documented the results 

in Figure 5.14. As anticipated, a larger ρ increases the noise in the correlation function. Notably, 

at ρ = 10 mm, the g2 curve demonstrates a slower decay, indicating reduced scattering and 

absorption and primarily superficial sampling of the phantom. Conversely, at ρ = 25 mm, the 

curve decays more rapidly, reflecting heightened scattering and absorption as light traverses a 

longer path through the medium. 
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Figure 5.14 Intensity autocorrelation function (g2(τ)) measurements at ρ = 10 mm (blue line) and ρ = 25 mm (red 

line) on milk phantom. 

For further testing, we used a liquid phantom consisting of a 1:4 volume ratio mixture of milk 

(3.7% fat) and water, contained in a beaker at room temperature (25 ℃). As observed in Figure 

5.15, increasing ρ amplifies the noise in the correlation function, aligning with findings from 

Figure 5.14. In Figure 5.15(a) and (b), it is evident that higher milk concentrations (blue line), 

which increase the number of scatterers (milk particles), lead to more pronounced scattering 

and a faster decay of the autocorrelation function. Additionally, greater turbidity from higher 

concentrations reduces the light's penetration depth, altering the path length distributions of 

detected photons. In contrast, a lower milk concentration (1:4 ratio) results in reduced light 

scattering and a slower decay of the autocorrelation function. 

  

Figure 5.15 Intensity autocorrelation function (g2(τ)) measurements at ρ = 10 mm (blue line) and ρ = 25 mm (red 

line) on milk phantom. 
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5.5.5 In Vivo Experiments 

Figure 5.16 presents the results from in vivo cuff-occlusion experiments on the upper left arm 

of a healthy 33-year-old male volunteer. The experiment involved attaching a blood pressure 

cuff to occlude blood flow to the hand, with DCS measurements taken at three stages: baseline 

(before cuff application), during occlusion, and immediately post-occlusion. When the pressure 

cuff is inflated, it restricts blood flow in the arm, and upon deflation, normal blood flow should 

resume. Like the pump experiments, the DCS probe was positioned on the volunteer's arm as 

depicted in Figure 5.16(a). For each phase—baseline, occlusion, and post-occlusion—three 

consecutive DCS measurements were taken, following the protocol used in the pump-flow 

experiments. The cuff was inflated to 200 mmHg for 1 second to occlude blood flow. The 

pressure was then released, and DCS measurements were immediately taken post-occlusion. It 

is anticipated that the blood flow during occlusion will be lower than the baseline 

measurements, and that post-occlusion flow will exceed the baseline levels, as noted in 

previous reports [133]. Figure 5.16(b) illustrates that the autocorrelation trace decays more 

slowly during occlusion (red line) compared to baseline (blue line), while the traces recorded 

immediately after cuff release (yellow line) decay faster than those at baseline. 

 

 

Figure 5.16 Autocorrelation traces in the cuff occlusion experiments (blue line – at baseline; red line – during cuff 

occlusion; yellow line – immediately post-occlusion) acquired using hardware correlator. 

The system was tested in vivo on the volar forearm of a volunteer using a blood flow occlusion 

method with a pressure cuff. Measurements were conducted at approximately 180-second 

intervals across three phases: 60 seconds of baseline, 60 seconds of occlusion, and 60 seconds 
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of reperfusion.  The optical properties of the forearm were assumed to be μa = 0.05 mm-1 and 

μs' = 1.8 mm-1 for the fittings. The occlusion and reperfusion processes were performed rapidly 

to prevent the blood volume changes that can occur with prolonged vein occlusion before artery 

occlusion. As shown in Figure 5.17, there is a significant reduction in Blood rBFi during 

occlusion, followed by a typical increase during reperfusion.  

 

Figure 5.17 BFi measured on the volar forearm during the blood occlusion testing at ρ = 10 mm. After 60 s baseline 

measurement, the blood flow is occluded with a pressure cuff, and the cuff releases after 60 s and 60 s reperfusion. 

(a) An example of DCS probe placement on the forearm. (b) rBFi vs time. 

In the in vivo forehead blood flow measurements, the probe was secured to the forehead as 

depicted in Figure 5.18(a). Continuous DCS data was recorded for approximately 3 minutes, 

with each g2 calculated every second. Figure 5.18(b) shows the representative g2 (blue line) 

alongside the fitted g2 (red line). For these measurements, assumed tissue optical absorption 

and reduced scattering coefficients were 0.05 and 1.8 mm-1, respectively, used to derive the 

BFi. Figure 5.18(c) displays the temporal BFi traces over time. 
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Figure 5.18 (a) An example of DCS probe placement on the forehead. (b) Representative autocorrelation curve 

(blue) and its best exponential function fit (red). (c) BFi along time axis. 
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5.6 Summary 

This work demonstrated a massively parallel multipixel DCS implementation with a 192×128 

SPAD array, a photon-counting camera. When calculating g2, we adopted the multitau (an 

uneven step scheme for τ) scheme advised in Ref. [120], significantly reducing the 

computational load compared with the even delay scheme. Alternatively, we can also adopt the 

multitau scheme advised in Ref. [133]. The SNR analysis results on the milk phantom show 

that our system can make rapid and accurate BFi measurements in photon-starved deep tissue 

scenarios. Figure 5.12(c), (d), and Figure 5.13(a) shows the impact on SNR in g2 and BFi 

estimation in terms of the number of pixels. Including more pixels would result in a higher 

SNR, which is also beneficial for the BFi estimation.  

 

Additionally, our sensor demonstrates a 157-fold improvement in the SNR gain over a single-

pixel system and an around 5-fold increase in SNR compared to the previously reported 32 × 

32 multipixel DCS system. Moreover, the sensor shows a significant advantage with over 24-

fold more pixels than the 32 × 32 SPAD array. This paper’s main aim is to demonstrate the high 

parallelism that a 2D SPAD array can bring to DCS applications. Although there are systems 

using a few sensor channels showing higher photon detection efficiency (>50%) [166], they 

are limited to low throughput because of the use of a single channel. Compared with Mattioli 

della Rocca et al.’s earlier results, where only 12288 pixels were used [123], we use nearly the 

whole imager (except defect pixels) for DCS measurements.  

 

The homemade hardware and firmware were designed to make the camera entirely 

reconfigurable; we can trade the readout speed for a higher spatial resolution. Transferring 

correlation data to BFi directly in the FPGA and generating multiple DCS curves 

simultaneously is also possible. Our sensor also has great potential for time-domain DCS 

measurements with embedded time-to-digital converters, capable of probing deeper tissues.  

 

In summary, this work primarily demonstrates the application of the QuantiCAM sensor in 

DCS experiments based on the reflection geometry model. Furthermore, we showed that when 

the SNR is low, αDb becomes more significant. Although the measurements here were only 

performed on the milk phantom, it performed well in SNR. These initial findings will pave the 

way for deep-tissue blood flow monitors. Although Tint is currently limited to 7.68 seconds, 
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there is substantial potential for achieving sub-second (ms) performance by optimizing 

firmware and software soon. 
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6 Chapter 6 Conclusions and Future Work 

6.1 Thesis Summary  

In Chapter 1, I elaborated on the motivation behind measuring CBF and highlight the existing 

gap in the ability to measure CBF using a continuous, noninvasive, and portable bedside device. 

Driven by this challenge, I outline the project aims of this thesis and enumerate the research 

goals intended for investigation.   

DCS stands out as the classic optical imaging technique for deep blood flow measurements; 

however, the SNR performance of conventional DCS is fundamentally constrained due to the 

utilization of single speckle detection. Considering the capability of DCS for achieving real-

time, deep, and spatially localized CBF monitoring, various methods have been explored to 

enhance the sensitivity of DCS to CBF. These approaches are introduced in Chapter 2, and 

can be categorized into multispeckle detection, interferometric detection, long-wavelength 

approaches, depth discrimination methods (multi-layered fitting methods), time-of-flight (TOF) 

resolved detection. 

  

In Chapter 3, I derived theoretical models for semi-infinite, two-, and three-layer geometry 

for continuous-wave, time-domain, and frequency domain, and we did analytical simulation 

based on the derivations. Commonly, homogenous semi-infinite analytical model was used in 

data analysis, which assuming free diffusion as mechanism for speckle decorrelation, gave 

rather poor agreement with the experimental scenarios, this is because homogeneous fitting 

procedure is more sensitive to the dynamic properties of the superficial layers. Compared with 

semi-infinite model, two- and three-layered model allows distinction between changes in 

superficial layers and brain and layered models can mitigate the discrepancies between one-

layer model and realistic. Especially, using the three-layer analytical model has been 

investigated that it is more accurate. Although, multi-layered models provide a superior fit to 

measured data and more accurate, they are highly sensitive to measurement noise and much 

longer BFi estimation time is needed. We summarized the noise model and did simulation 

consider the realistic scenario. 

 

Chapter 4 presents a deep learning algorithm called DCS-NET that uses a high-efficient 1D 

CNN architecture for fast DCS analysis. This algorithm achieves state-of-the-art performances, 
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including high accuracy, a fast BFi estimation speed, and a powerful ability to resolve deeper 

BFi. This DL algorithm possesses a unique attribute that is conducive to hardware efficiency, 

making it suitable for edge computing in embedded system. This characteristic pave the way 

for the creation of portable, cost-effective, and real-time DCS devices. A great challenge for 

developing more advanced DCS analysis algorithm is the scarcity of extensive, high-quality 

DCS training datasets. Acquiring such datasets is frequently laborious and challenging. The 

BFi dynamic range, range of optical properties, and SNR are restricted due to the limited 

experimental conditions. While DL techniques have exhibits formidable capabilities and 

experienced rapid development in recent years, their application in DCS is comparatively 

limited. Chapter 4 presents a pragmatic solution to tackle this issue by creating a 

computational framework for generating extensive synthetic DCS training datasets based on 

semi-infinite analytical model. The key idea is to set a dynamic range for tissue optical 

properties, source-detection separations to cover a wide range of commonly used parameters 

about tissues. Also, a wide noise levels are included to cover the realistic scenario. Chapter 4 

then demonstrated DCS-NET is around 17,000-fold and 32-fold faster than the traditional 

three-layer and semi-infinite models in terms of BFi estimation, respectively. Additionally, I 

demonstrated that relative BFi (rBFi) can be extracted by DCS-NET with a much lower error 

of 8.35%. By contrast, the semi-infinite and three-layer fitting models result in significant 

errors in rBFi of 43.67% and 19.66%, respectively.    

 

Chapter 5 presents a prototype of DCS system. In this system, I employed a 192 × 128-pixel 

array CMOS SPAD sensor (QuantiCAM), as a detector for simultaneous photon detection. This 

approach achieves an exceptionally high photon counting throughput without encountering a 

pile-up effect. Additionally, I tested the system on a milk phantom and did quantitative analysis 

for SNR. This SNR gain with the entire sensor is improved nearly 60-fold compared with a 

single pixel.  

6.2 Future Work 

Although the DL algorithm in this thesis have achieved excellent performance and encouraging 

results, there are still some limitations. Regarding the DCS prototype, there are also have some 

limitations. This section I will discuss the possible research directions for further improving 

my study.  

• Training datasets 
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In Chapter 4, I show that DCS-NET have unique advantages for DCS analysis. However, in 

Figure 4.16, we can see the error range (-6% ~ +8%) caused by ∆1 and ∆2 is much broader than 

that (-1% ~ +5%) caused by μa and μs'. This may because of our training datasets were generated 

using the semi-infinite diffusion model without considering scalp and skull thicknesses. In the 

future, I can obtain the training datasets from multi-layered model. 

• Generalization of the model 

As we all know, analytical fitting models suffer from partial volume effects and recover only a 

fraction of the actual change; hence, they exhibit a more linear relationship with the actual 

change. However, from Figure 4.11, we observed that the BFi values obtained from DCS-NET 

reflect different degrees of relative ground truth change based on the corresponding relative 

change. Therefore, they exhibit a nonlinear correlation with the actual blood flow in the brain. 

This implies that processing data with our DCS-NET could lead to non-physiological 

distortions. One possible method to improve the generalization of the model is systematically 

search for the best hyperparamters, such as learning rate, batch size, or model architecture, to 

optimize model performance on unsee data. 

• Relative BFi (rBFi) calculations 

In practice applications, our goal is not to acquire absolute measurements of blood flow (BFi). 

Instead, we frequently focus on the relative variation in blood flow, denoted as rBFi (e.g., rBFi 

= BFi/BFi0). The existing rBFi calculations do not account for changes in optical properties 

between the baseline and activation states. Notably, μa and μs' in the brain can exhibit variations 

due to interventions such as functional activation, known to influence perfusion. Neglecting 

these changes may introduce additional uncertainties in rBFi measurements.  

• In vivo experiments using DCS system 

The results shown in Chapter 4 exclusively utilized simulated data. Performance in phantom 

and in vivo experiments needed to validate the findings. Although the DCS prototype tested in 

a milk phantom, in vivo experiment is also needed. 

Overall, our work has the potential to serve as a valuable resource for both established 

researchers and newcomers to the field, helping them navigate the evolving landscape of 

Diffuse Correlation Spectroscopy (DCS). The results from our in vivo experiments have shown 

that our prototype performs effectively, suggesting that clinical application for measuring 

hemodynamic processes in the human body could soon be achievable. 
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