Techniques in deep imaging within

biological tissue

{ fNIVERSITY OF
TRATHCLYDE

A Thesis Submitted to

The Department of Physics
University of Strathclyde
For the Degree of
Doctor of Philosophy

By
Simon Poland
August 2006




Declaration of author’s rights

The copyright of this thesis belongs to the author under the terms of the United
Kingdom Copyright Acts as qualified by University of Strathclyde Regulation 3.49.

Due acknowledgement must always be made of the use of any material contained in,

or derived from, this thesis.

11



To my family

11



“Every time I learn something new, it pushes some old stuff out of my brain.
Remember when I took that home winemaking course and forgot how to drive?”

Homer Simpson

Y



Acknowledgements

I wish to extend my gratitude to the following people for the completion of this thesis

and the work contained within.

Firstly, many thanks must go to my supervisor Dr John Girkin for all his help,

guidance and support during my studies and for giving me the opportunity to catry
out research at the Institute of Photonics. I also want to thank Dr Amanda Wright for

her incalculable contribution to this work as well as a special thanks to Dr. Walter
Lubeigt, Dr. David Burns, Dr. Gareth Valentine, Dr. Andrew Hall and Dr. Chris
Longbottom for all their help. Many thanks must go to all staff and students of the
Institute of Photonics, in particular Scott, Nicolas Carol-Anne, Untzizu and Chris for
making my time here a happy one. Without the unique mix of people at the Institute,
the time during my PhD would not have been so educational and colourful, I also
extend my thanks to Mrs. Lynda Mc Laughlin, Mr Paul Hynd and Ms. Lisa Reid.

Finally, on a personal level, I must thank Priscilla, my parents, family and friends for
their continued love and support during my studies. I do not know how I would have

got through my study without them,

To anyone I have not mentioned by name, I also extend my gratitude.

Simon Poland
August 2006



Abstract

This thesis is concerned with the development of low-cost and practical biological
optical imaging and diagnosis systems that will allow the user to image and resolve
structure deep into biological tissue without the need for physical dissection.
Research within this thesis can be divided into two main sections, namely (a) the
development of optically sectioning microscopy systems incorporating adaptive
optics to compensate for system and specimen induced aberrations, and (b) as an
example of biological tissue and disease, the development of dental imaging devices

to detect and diagnose dental disease (caries).

Section (a)

The ability of confocal and multiphoton microscopy techniques to image optical
sections deep within biological samples is a major advantage in biology.
Unfortunately, as one images deeper within a sample, image degradation increases
due to aberrations and scattering. In this investigation, operating a confocal
microscope in reflection, a deformable membrane mirror (DMM) was used to
counteract for sample aberrations within a closed feedback loop. By selecting various
image properties (e.g. brightness, contrast or resolution), various optimisation
algorithms were used to improve this property by altering the shape of the DMM and
compensate for aberrations. Taking axial and lateral point spread functions (PSFs),
the improvement of the system was monitored. The ability of the adaptive optic

system to optimise to a particular axial PSF (PSF engineering) was also examined.

The use of various algorithms with an adaptive element in a confocal system has
been demonstrated to show significant improvement in the axial resolution and signal
intensity. While global optimisation algorithms such as the genetic algorithm are
more likely to find the global maximum in solution space in comparison to
hillclimbing, it usually takes longer to achieve an optimum solution. Particular
fitness parameters have shown promise in increasing the effectiveness of the
algorithmic search routines. Optimising certain axial PSF components appears to

have a detrimental effect on the lateral PSF and resolution. In the situation where the
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best axial and lateral resolution is required, optimising for intensity appears to show

the best all round result.

By adapting the axial fitness parameter program, it has been shown that particular
desired axial PSF shapes can be reproduced within an aberrated sample. This does

appear to have some limitations due to the relative power of the mirror (stroke).

Section (b)

Using optical techniques, physiological changes associated with the onset of disease
in biological tissue can be detected. Taking dental tissue as an example of a highly
scattering biological media, a computer model based upon commercially available
software was used to theoretically reproduce experimental results taken using a fibre
optical confocal system on dental tissue. From simulations, it has been shown that
such a system could microscopically measure the optical properties of a caries lesion

within dental enamel non-invasively.

A system based on the use of structured light to penetrate and quantify early stage
dental caries was presented as a possible aid to dentistry. Although the system was
able to optically section the carious surface as well as detect inhomogeneities greater
than 60um deep into the tooth sample, more studies must be carried out to assess the

limitations of the system.

On a macroscopic scale, a cost effective system known as near-infrared Lateral
[llumination (L.1.) (which is based on transillumination techniques) was presented. In
a preliminary study involving 15 ex-in vivo adult pre-molars and molars at various
stages of dental decay, L.I. was shown to be the most effective occlusal caries

diagnosis system when compared to some techniques currently available and in

development.
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Chapter 1: Biological cell and tissue structure and their interactions

with light

1. Introduction

The onset of disease usually results in physiological changes, which can be detected as
an alteration in the optical properties of the tissue. Therefore, the development of such
systems requires a good understanding of the complex structure of biological tissue as
well as optical interactions with matter. The term ‘deep imaging’ used throughout this
thesis is relative in context to the application each imaging system is developed for. In
the case of microscopy systems a-depth of ~2mm would be considered extremely deep
while in macroscopic systems (such as those used when imaging a whole tooth), deep

refers to a depth of several centimetres.

This chapter presents a short generalized historical background to optical imaging from
its early beginnings to present day. A brief overview of the composition of biological
cells and animal tissue structure provides an outline of the complexity of the problems
faced when trying to image deep into biological samples. There is a description of the
properties associated with light and a summary of the various ways in which light can
Interact with matter. This chapter includes a more detailed examination of the effects of
absorption and optical scattering and a short introduction into optical aberrations and
their effect when imaging. Finally, this chapter concludes with a brief preview of each of

the subsequent chapters of this thesis.

2. Introduction to biological imaging

2.1 Historical background

Of the five senses, it can be argued that sight is considered the most important. Such a
high importance was given to our vision that earlier cultures thought that the eyes
provided windows into our souls. We rely on vision to gather information and navigate
through the world around us. Our vision does have its limitations, in that it can only let

us see certain wavelengths and sensitivities. This is due to both the optical components



that make up our eye (lens and pupil size), as well as the density of and sensitivity of the
rods and cones (responsible for converting light into an electrical signal which can be

interpreted by the brain) to certain wavelengths.

Our vision allows us to distinguish between objects that are larc minute apart from a 6
metre testing distance (Snellen visual acuity test [1], where the human subject has a
visual acuity of 20/20) and detect light within a small portion of the electromagnetic
spectrum (400nm — 700nm). Due to these restrictions associated with our vision, most of
the interactions that occur in the physical world are not visible to the naked eye. This has

led to the development of instruments that allow one to overcome these limitations.

Although the concept of a ‘burning glass’ was well known in ancient times, it was not
until the 13" century that spectacles first appeared in Florence, Italy [2 & 3]. These early
devices although considered quite crude by today’s standard of glass making and design,
allowed the user to magnify an object to a certain degree, as well as compensating for
eye defects such as myopia (short-sightedness). It was not until the late 16™ century that
compound devices (comprising of two or more lenses) such as the telescope and the

microscope were invented by Lippershey and Janssen respectively.

In the 17" century, several major advancements were made in optics, undoubtedly due
in part to a major drive within the scientific community to understand how these new
ground breaking devices functioned. Although previously observed by many scientists,
it was not until 1621 that Snell explained the phenomenon of refraction in terms of an
equation which later became known as Snell’s law. This was the first comprehensive
description of refraction and led the way for other developments in optics. In 1647,
Cavalieri, through his lensmaker’s formula, was able to link the focal length of a lens to
the refractive index, and the curvatures of the lens’ surfaces. In 1670, Newton derived

the imaging equation, which related the distance between the object and image planes in

terms of the focal length of the lens.



These developments in optics led to the production of more sophisticated devices. In the
newly formed field of microscopy, several discoveries were being made that were
redefining the way man perceived the world. One such discovery by Marco Malpighi,
using a light microscope, proved theories earlier postulated by William Harvey on blood
circulation. In Robert Hooke’s publication in 1665 [4], illustrations were presented of

several samples (including cork and fleas) which showed microscopic details never

before seen.

In the 18" and 19" centuries, improvements in optical and mechanical design, which in
turn allowed enhancements in resolution and magnification, helped to facilitate more
biological discoveries. Improvements in glass design and the production of
homogeneous glass materials aided in removing chromatic aberration from an image.
Owing to previous experiments (e.g. Young’s double slit) which suggested the wave
nature of light, in 1865, electromagnetic wave theory of light was firmly established by
James Maxwell [5]. In 1873, Abbe’s interpretation of image formation led to the

development of laws governing diffraction theory [6], which govern modern microscope

design today.

2.2 Modern imaging
The discovery of the quantum nature of light at the start of the 20™ century has led to

numerous advancements associated with modem imaging systems today. In particular
the invention of the computer and advancements in image processing techniques, in
addition progress in new light detection techniques (such as charge coupled device),
have led to a revolution in optical imaging. Today, the advancement of new materials
and devices has allowed the development in imaging systems to exploit many kinds of
light-matter interactions (i.e. scattering or polarisation effects) throughout all of the
electromagnetic spectrum. Using new techniques, biological light imaging systems are
being developed that can reach, and in some cases surpass, the theoretical limits imposed

in conventional optics theory, which in turn helps to further our understanding of life

processes and disease.



2.3 Cell and tissue structure

The cell can be described quite simply as the ‘building block of life’. Taken from the
Latin word cella, (meaning small room) the cell is the “structural and functional unit of
all living organisms” [7]. All life on this planet ranges from single celled prokaryotic
(such as bacteria and archaea) and eukaryotic organisms (i.e. protests), to large
multicellular eukaryotic organisms (fungi, plants and animals) containing mainly
billions of cells, all working together in a symbiotic relationship. It is estimated that
humans are composed of ~ 10" cells, Since this thesis concerns the development for

biological imaging in human tissues, only animal cellular structure will be discussed.

A cell is responsible for a number of processes or activities, which may be defined by its
degree/level of specialisation. However, regardless of how specific they are, all cells
share a number of common capabilities, which are:

1. Reproduction — achieved by cell division.

2. Metabolism — each cell is responsible for metabolizing organic molecules to

convert chemical energy to drive all cell processes.
3. Proteins synthesis — proteins are used to maintain cell functionality.
4, Response to stimuli — all cells are sensitive to some form of stimuli (such as pH,

temperature etc.)

All animal cells are composed of a cell membrane, which surrounds the cell, protects
and provides a barrier from the environment. These membranes also function to control
the passage of compounds into and out of the cell. Within the cell, a complex array of
microfilaments, known as the cytoskeleton, serves to maintain cell shape and structure.
The cell contains a number of subcellular components, known as organelles, which are

responsible for cell operation and function, Figure 1 shows the typical structure of an

animal cell containing subcellular constituents.
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Figure 1: Showing the typical structure of an animal cell [8].

These organelles as shown in the diagram are responsible for a number of functions
within the cell:

. Nucleus — serves as the centre of the cell providing information and
administration and houses the genetic material (DNA).

2. Ribosomes — are responsible for carrying out orders and producing proteins
depending on the information provided by messenger genetic material (mMRNA)
from the nucleus.

3. Mitochondria — these organelles contain their own DNA and are responsible for
all metabolism within the cell through complex chemical pathways. They serve

as the powerhouses of the cell.

4. Endoplasmic reticulum — this is a network that controls and modifies chemical

compounds which are to be used within or outside the cell.



5. Golgi apparatus — controls the delivery of chemical compounds into and outside

the cell.

6. Lysosomes and peroxisomes — in charge of digestion and disposal of waste
compounds. These membrane bound sacs contain many enzymes responsible for
breakdown.

7. Centrioles — aid in mitosis (cell reproduction).

8. Vacuoles ~ food and water storage sacs surrounded by a membrane.

Normal cell functions such as cell growth, metabolism, reproduction and protein
synthesis are in fact extremely sophisticated processes, requiring an exceptionally high

level of organization, most of which is not yet fully understood.

In the case of large multicellular organisms, cells are usually highly specialized,
dependant on their performed functions. They are organized into highly dedicated

structures and bound together within an interstitial medium with numerous fibrous

connections. This is known as biological tissue.

In terms of animal tissues, there are typically four basic types of tissues (figure 2) which
make up all of the organs, structures and contents of the animal (including humans).
These are:

1. Epithelium - these tissues provide protective linings for the animal and are also
responsible for secretion and absorption, e.g. skin and digestive wall lining.

2. Muscle — these tissues through the use of contractile filaments which change cell
sizes serve a number of functions. Three types of tissue are skeletal (movement),
smooth (organ inner linings) and cardiac (heart) muscle.

3. Nerve — cells which include the brain, the spinal cord and nervous system.

4. Connective — this tissue is responsible for holding everything together, e.g bone
and blood.
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Figure 2: Examples of the four main types of tissues within an animal [9].

From these four basic types, further specialization occurs in order to perform all the
specific functions required in a large multicellular organism (such as the human body).
From this brief outline of cell and tissue composition, it has been shown that biological
tissue is indeed quite complex in structure, and provides a turbid and dynamic media

through which one must examine.

3. Requirements for biologists and clinicians

[deally, the best imaging system would be one that is capable of producing crisp, clear,
aberration free, high frame rate, real-time, three dimensional images of live biological
cell and tissue structure with diffraction-limited resolution (or higher!), without
perturbing or damaging the sample. At present, such a system does not exist and usually
In order to achieve the theoretical limits for one factor, one must exchange with one or

more several other factors.



3.1 Image quality — resolution and contrast
The ‘quality of an image’ is a generic term used to describe how good an image is. It
takes into account resolution and contrast, as well as the degree of useful information

that can be extracted from the image itself, The resolution of any imaging system can be
defined as the smallest resolvable feature that can be distinguished. Depending on the
optical imaging system used, the resolution is reliant on the wavelength of light used in
addition to the light gathering properties associated with the technique. Image contrast
[1] can be described as the difference between the dark and light points on an image and

can be defined in terms of the contrast (or modulation) ratio C, as:

C= Imax _Imin

Imax + Imin (1)

where C can have a value from 0 to 1.0.

In any imaging system, contrast is extremely important in distinguishing objects. For a
system with the best achievable resolution, but with little or no contrast, the ability of the
user to discriminate between resolvable features is quite low. In biological imaging
systems, the loss in resolution and contrast (and hence image quality) are due to the
effects of aberrations and scattering respectively, both of which will be discussed in

much greater detail later in this chapter.

Depending on the application, biologists do not necessarily require an imaging system
that gives both the best resolution and contrast. It can be simply described as finding the
right tool for the job. In the case of examination and diagnosis, the best instruments are
those that present the most useful information to the biologist or practitioner without

damaging or perturbing the sample.



3.2 Properties of Light

As mentioned previously in this chapter the use of light is a particularly suitable tool for
studying biological tissue and as an aid in the diagnosis of disease. Light can be seen as
having both particle and wave characteristics. As a wave, light is composed of both
electric and magnetic components, which travel together at right angles to each other.

The distance between successive troughs or crests of the wave defines the wavelength 4

of the light, which is associated to the energy E (contained within the wave), via
Planck’s Law [10]:

he
E=— )

A

where 4 = Planck’s constant =6.62x10°* Js, and ¢ = the speed of light in a vacuum.

Due to the inverse proportionality between wavelength and energy shown in equation 2,
the smaller the wavelength of light, the greater the energy associated with it. This has
implications in terms of absorption and the possible photo damage to biological tissue
when using light at shorter wavelengths in the visible and UV range. The
electromagnetic spectrum and the small region that visible light occupies within it, is

shown in figure 3.
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Figure 3: Showing the electromagnetic spectrum [11].

3.3 Light and its interactions with matter

The speed of light ¢, when traveling through a vacuum is constant at ~3 X 10°ms™'. When

light travels through matter, its speed decreases which is related to the refractive

properties of that material.

3.3.1 Refractive index

T'he refractive index of a material defines the factor by which the velocity of the light at
a particular wavelength is slowed by that material, relative to the velocity of light in a

vacuum. The refractive index, » is defined by the equation:

=
. ()

where v = the velocity of light within the medium and » = 1 when light travels in a

vacuuin.
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The difference between the velocity of light in a vacuum as opposed to its velocity
within matter is due to scattering effects, which can be explained in molecular and wave
terms. Matter is composed of molecules interspersed in empty space. When light enters
matter, some of the wave interacts with bound charges within the molecules, resulting in
secondary waves, identical to those due to Rayleigh scattering in gases (explained later
in this chapter). In the case of an optically transparent liquid or solid medium, these
secondary waves interfere with the primary waves passing through the free space, which
exists between individual molecules or lattice structure. The wave velocity is simply the
rate at which equal phase propagates through matter and therefore the interference will
modify the phase of the primary wave, resulting in a change in wave velocity. A more

thorough explanation can be found in [12].

Light can interact with matter in a diverse number of ways as shown in figure 4. By
developing techniques to measure these interactions, information on some of the

processes that occur within the biological cells and tissues can be found.

Absorption and
Surface Rack | b
Reflection acKscattering subsequent
' fluorescence

..........
llllllll

Ditfuse
Transmissio

Figure 4: Showing light interactions with matter.
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Light interactions are usually a combination of reflection, scattering, and absorption
when traveling through with a medium. In the case of absorption, the energy associated

with the light is either dissipated in the form of heat, or re-emitted in the form of
fluorescence. Depending on the material, the degree at which each interaction occurs is

normally affected by the wavelength of the light.

When developing techniques to optically diagnose biological tissue, it is essential that
the links between optical and biological properties be understood. In biology, “disease
can be defined as any abnormal condition of an organism that impairs function” [13].
Metabolic and physiological cell changes such as those associated with a disease usually
result in modifications in the optical properties of tissues [14 & 15]. Development of
diagnostic devices relies on measuring these (variations in) optical properties accurately
and in a manner that can be understood. In the case of biological tissues, absorption and
scattering are two of the main physical phenomena (both of which have some

wavelength dependence), and these will be discussed in more detail.

3.3.2 Absorption
In a particular medium, the degree of light absorption at particular wavelengths is due to

the availability of bound electrons within the absorbing molecules to accept particular
photons of light. This is an ‘all or none phenomenon’ [16] where only light is absorbed
by the absorbing molecule at discrete wavelengths, which are known as absorption
bands. Depending on the excitation wavelength, the absorption of light usually results in
the excitation of an electron orbital from the ground or low energy state to a higher one.
Without going into great detail, electrons occupying higher energy states have an affinity
to return to the ground state, which can be achieved either through vibrational energy
transfer (resulting in heat), or by fluorescence (radiative emission of light at longer

wavelengths).

12



Neglecting any scattering effects, for a specific homogeneous material, the absorption

1

co-efficient 1, (which is described in mm™ units) for a particular wavelength of light is

defined as:
o = —u aI X (4)

where & is the differential change in intensity of a collimated light of intensity /, which

passes through a homogeneous medium of small distance 6.

By integrating this equation over a distance x gives the Lambert-Beer law:
— ~HaX
I =1 exp (5)

where I, is the starting intensity of the light before it enters the absorbing medium.

In the case of a biological medium, the degree of absorption is very important.
Depending on the wavelength of illumination and light intensity used, absorption can
lead to possible cell damage from heating and the production of free radicals associated

with ionization of bound electron states.

The development of fluorescence detection has been used in microscopy to reveal
features, which have been previously been undetectable for standard microscopes.
Fluorescent dyes can bind to particular molecules and structures within biological tissue
allowing labeling, and using suitable wavelength filters to isolate fluorescent light from
illumination light offers a high degree of sensitivity. The use of fluorescence in

microscopy will be discussed in much greater detail in Chapter 2.

3.3.3 Scattering

Another source of attenuation when imaging through biological tissue is due to
scattering. When imaging at visible wavelengths, light scattering associated with
biological media is wavelength dependant, decreasing as the wavelength approaches the

near infrared. On a microscopic scale, scattering within biological tissues is due to
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refractive index mismatches between extracellular media and cellular constituents such
as cell membranes, cytoplasmic media and organelles (nuclei, mitochrondia, ribsomes

etc).

There are two main theories to describe scattering within media. These are namely (a)
Rayleigh scattering, and (b) Mie Scattering. Rayleigh scattering [12] (named after Lord
Rayleigh who first proposed it) is associated with scattering due to particles which are
generally much smaller than the wavelength used. Closely related to scattering
associated with the refractive index of liquids and solids, and used to explain why the
sky appears blue, Rayleigh scattering has a 1/A* dependency on wavelength. This type of
scattering phenomena is restricted to situations where the scattering particles are smaller
than a tenth of the wavelength used, and is generally used to describe gaseous scattering

events.

Mie theory [17 - 19] is used to describe situations where the scattering particles are close
to, or larger than, the wavelength of light used. It is a complex theory taking into account
particle size, refractive index, shape, dielectric constant and absorptivity of the particles
as well as the refractive index of the surrounding medium. Scattering associated with
Mie theory can be seen in colloidal suspensions such as milk and clouds, where the
scattering particles (fat globules and water droplets respectively) are larger than the
visible wavelength band of light. These colloid examples appear white due to the

scattering having a much weaker dependency on wavelength [19].

Within biological media, due to the relative sizes of the scattering particles (organelles
range from 0.2 — 10pm in size [14]), when illuminating with visible or near infrared
light, Mie scattering is generally much more prevalent. In a similar situation to

absorption, of a collimated light source, the scattering co-efficient z; can be defined in

the equation, [20]:

I =1 exp™* (6)
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where I is the non-scattered collimated light that has traveled through distance x of a

non-absorbing medium. The units for x4, are expressed in mm™.

The scattering co-efficient u; is related to the particle density p, by the equation:

H, = PO (7)

where o; is the scattering cross section.

In an isotropic medium, light scattering events occur in all directions with equal
intensity. For biological tissues, it has been shown they are generally optically
anisotropic in nature, owing to the birefringence of the tissue {14 & 21]. Without going
into great detail, birefringence of a material is the dependence of the refractive index of
the medium on the direction of the optical axis. In the case of biological tissue,
birefringence is mostly due to the anisotropic structure of extracellular fibrous

configurations, which are cylindrical in shape [14].

This angular dependence of scattering can be characterized by the anisotropy factor, g,

which is defined by the equation:
1

g = J‘(COSQ)fCOSQ (8)

-1
where the anisotropy can be described in relation to the mean cosine of the scattering

angle to the incident light.

In the situation where the scattering medium is completely isotropic in nature, g = 0.

When g =1, the medium completely scatters the incident light wave in the forward
direction. For an anisotropic medium, in order to describe and compare its scattering co-
efficient to an isotropic medium, one must calculate the reduced scattering co-efficient

u;’ from the equation, [20]:

u'= pu(l-g) ©)
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where the average distance the collimated light beam must traverse before becoming

isotropic traversed by the collimated light beam before it can be viewed as being

Isotropic being 1/p’.

Taking into account both scattering and absorption effects, the total attenuation co-

efficient u, which incorporates both scattering and absorption co-efficients, can be

written as:

H, = H, T H (10)

where the mean free path before either an absorption or scattering event is defined as

1/, .

3.4 Image formation and optical aberrations

In most optical imaging systems, such as the light microscope discussed later in Chapter
2, light (either reflected, scattered or emitted) from an object is collected by a single or
multiple lens system, and projected as an image onto a screen or detector. In the case of
an optically simple imaging system such as the human eye, the lens present within the
eye focuses light from the object onto the retina, which acts as a detector. Variations in
the shape and thus lens curvature (due to muscular changes), controls the convergence of

the lens allowing objects from a range of distances to be imaged.

Object A Eye
/A
/f o\ /
VAN
AN
\
Image
formed

Figure 5: Showing the focal control of the human eye.
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Unfortunately, due to imperfections in optical systems, the reproduced image of the
object is not ideal. These imperfections are due to deficiencies in the optical system as
well as refractive index mismatching within the sample being imaged. In the case of the
eye, defects in the lens as well as differences in the refractive index between the cornea,
aqueous humour fluid, lens and vitreous humour fluid, lead to distortions to the
incoming wavefront. Without going into detail with regards to the optical microscope
systems when imaging in biological cells and tissues, the refractive index variations as
well as causing scattering effects are responsible for distorting the wavefront and

introducing optical aberrations.

3.4.1 Optical Aberrations

When conditions are ideal, light focused from a point source should result in a
diffraction limited spot. In the case of a conventional and confocal system, these are
defined by equations quoted in Chapter 2. Deficiencies in optical systems, as well as
refractive index mismatches associated with the medium (through which the object is
being imaged), lead to deformations in the optical wavefront [22 & 23]. These
deformations are caused by optical aberrations, the most important of which are
described below:

1. Piston — this is a global shift in the wavefront and is due to either vibrations or a
variation in the mean refractive index.

2. Tip/tilt — as the name suggests is a result of an overall tipping or tilting of the
wavefront. Can be overlooked if it does not change with time which causes
image smearing.

3. Defocus — this causes the image to be formed either above or below the focal
plane of the optical system. Causes image blurring.

4. Astigmatism — occurs when the tangential focal point is different to the sagittial
focal point. It is due to differing curvatures on the horizontal and vertical

components of a lens or as a result of the medium (figure 6). Off axis point

sources appear as lines or ellipses.
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5. Coma — these aberrations are due to light traveling at different angles being
focused at separate points. Causes point objects to appear as comet-like or coma
shapes (figure 7).

6. Spherical — occurs when light passing through the edge of the lens gets focused
at a separate position to light passing through the centre. This results in the

blurring of focus (figure 8).

Focus for vertical rays

|

Focus for
horizontal ravs

Figure 6: Showing the source of astigmatism aberrations.

Focus for rays
normal to the lens

Focus for rays at

an angle to the
lens

Figure 7: Showing the source of coma aberrations.
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Figure 8: Showing the source of spherical aberrations.

Of these aberrations, spherical is the most significant when imaging within biological
samples. As the depth at which one images increases, the effects associated with these

aberrations increases also [24 & 25].

Before continuing it should be noted that chromatic aberration which due to optical
materials experiencing different refractive indices at different wavelengths, will not be

discussed in great detail here due to the narrow wavelength band of the illumination

laser used in the confocal system.

3.4.2 Zernike Polynomials

T'hese aberrations can be defined mathematically in a number of forms. One such
method is to use set of polynomials known as Zernike polynomials [21], named after
Frits Zernike, in order to describe the wavefront mathematically. Written in polar co-

ordinates, each Zernike term is orthogonal, in that, the alteration of one has no bearing

on the other terms. The first few aberrations in terms of Zernike modes are shown in the

table below.
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Zernike Mode Radial Polynomial Description
0 | V1 Piston
1 V4 (psin6) Prism
2 V4 (pcos 6) Prism
3 V6 ( p*sin 20) Astigmatism
| 4 V3 (2p%-1) Defocus
K | V6 ( p® cos 20) Astigmatism
B V8 (p°sin 6) Trefoil |
' 7 V8 (3p°-2pcos® ) | Coma
a
9 8 (p°cos 8) Trefoil
10 | V10 (p* sin 40) N ctomatiom |

‘ 11 V10 ( 4p* - 3p?sin 20) | Quadrafoil |

o I SaSae

12 V5 (6p' - 6p® +1) Spherical
V10 ( 4p*-3p’cos -
13 | 20) Quadrafoll
14 V10 ( o* cos 40) Secondary
P Astigmatism

Table 1: Showing the first 15 Zernike terms.

In table 1 the first 15 terms of the Zernike expansion within a unit circle are shown -

that is the radius p varies between 0 and 1. 6 defines the azithmuthal angle (from 0 to

2m) within the unit circle (figure 9). It is important to note that terms 1 and 2, which are

known as horizontal and vertical prism, move the position of the point spot in the image
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and have no effect on the image quality of a monochromatic light source. Each Zernike

term can be broken down into three parts, that is, (a) the normalisation factor, (b) how

the mode affects the wavefront in terms of radial position, and (¢) how the mode aftects

the wavefront in terms of angle.

-

Figure 9: The descriptive diagram showing 6 and p within a unit circle.

Zernike polynomials are not always the best polynomials for fitting wavefront data. In
certain situations such as representing the wavefront error associated with air turbulence,
Zernikes cannot be used accurately represent the aberrations present. This is due to the
higher order aberrations introduced by the atmosphere not being represented effectively
within the polynomials. In the case of biological imaging, Zernike modes can provide an

accurate interpretation due to the low order aberrations being introduced.

4. Chapter summaries

T'his section sets out the summaries of the subsequent chapters.

4.1 Chapter 2
In chapter 2, three optically sectioning methods used in microscopy, namely (a)

confocal, (b) multiphoton, and (c¢) structured light, (used in this investigation) are
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examined. This chapter includes a brief historical background and detailed overview of
the confocal system, including optical design and how it functions. Different types of
confocal systems are discussed and the advantages and limitations of the system are

examined.

The properties of single and multiphoton fluorescence are described in this section and
their applications and advantages in microscopy are discussed. Problems associated with
fluorescence such as ionisation, photobleaching and phototoxicity and their implications
in biological imaging are also examined in detail. Advantages of multiphoton imaging
compared to single photon imaging are also discussed, including optical sectioning

capability, reduced photobleaching and phototoxic eftects.

The theory and use of structured light to produce a widefield optically sectioned imaging

is presented. Its optical sectioning capabilities and advantages over more conventional

confocal and multiphoton systems are also examined.

4.2 Chapter 3

In this chapter, the structure of dental tissue and the nature of dental disease (caries) as
an example of biological tissue are described. Currently, at the dentist’s disposal there
are a number of commercially available methods for caries detection, but presently none
of these techniques have the ability of to measure early stage caries. Dentists requirc a
system that can measure, or quantify, lesion growth and activity in order to determine
the correct course of treatment, and at present there are a number of techniques in
development which may aid in this goal. The theoretical background and operation of
both commercially available systems and those currently in development are also

outlined in this chapter.

Development of dental diagnosis techniques have been limited due to the complexity of
the tooth structure as well as a limited understanding of the nature of optical and

scattering variation associated with caries onset. A computer model simulation based on
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non-sequential ray-tracing developed using commercially available software is presented
in order to provide information on the structure and properties of dental tissue and hence
its health. The development of the simulation model, (based on the fibre optical confocal
microscope configuration) and a comparison with experimental data from ex-in vivo

naturally occurring dental caries are presented.

4.3 Chapter 4

Using a technique based upon transillumination, which makes use of the increased
scattering properties associated with carious tooth tissue (when compared with healthy
tissue), a cost-effective system capable of detecting caries on the occlusal surface (biting
surface) is presented in this chapter. The device uses near-infrared illumination source
operating at 810nm to illuminate the tooth laterally with subsequent image measurement
at the occlusal surface to detect early stage caries. In a preliminary study involving 13
ex-in vivo adult pre-molars and molars at various stages of dental decay, the infrared
lateral illumination device is compared with other dental caries diagnosis techniques

presently available and techniques currently in development.

4.4 Chapter 3

In this chapter, the historical background, theory, and the use of optics in counteracting
aberrations are examined. In particular the exploitation of adaptive optics in astronomy
is discussed and an overview of present systems presented. This consists of a detailed
description of an adaptive optic system incorporating a feedback loop as well as the
constituent parts associated with such a system. The use of a wavefront sensor (eg.
fringe analysis/Shack-Hartmann) are explained as well as the type of adaptive optical
element itself such as mirrors (bimorph, piston, and electrostatic) or spatial light

modulators (ferromagnetic, twisted nematic) and advantages and limitations associated

with each.

Comparisons between imaging through atmospheric and tissue optics and the problems

associated with adapting such a system are also considered. The concept of solution

23



space and the ability of various types of algorithms to find an optimal solution are
investigated. The development of an adaptive optic feedback system incorporating an
optimisation algorithmic feedback loop for use in confocal and multiphoton microscopy

is discussed in detail.

4.5 Chapter 6

In this chapter, the practical confocal microscope system set-up containing the adaptive
optic element will be outlined. The equipment and control systems used to control both
the confocal and adaptive optic system will be described in detail. This includes the
adaptive optic mirror (15mm, 37 actuator Okotech mirror) as well as the laser scanning
system, hardware control, objectives, piezo translational devices and custom written
LabVIEW and LabWindows software interfaces used. The procedure used in
characterizing the optical system (measurement of the axial and lateral resolution) will
also be described in detail as well as the method used for optimisation using the adaptive

optical element.

4.6 Chapter 7

The effectiveness of a number of algorithms in optimising for sample induced
aberrations were examined. These are (a) modified hill climbing (MHC), (b) random
search (RS), (¢) adaptive random search (ARS), (d) genetic algorithm (GA), and (¢)
simulated annealing (SA). The viability and efficiency of a number of fitness parameters
used in the optimisation routines is also considered. These include the image brightness,
the axial resolution and the shape of the axial point spread function of the sample. The
algorithms and fitness parameters are compared in terms of reliability and repeatability
of the solutions, the time required to complete an optimisation and the final axial

resolution of the system.
Using various axial fitness parameters which where optimised using the GA, the effect

of optimisation has on the lateral resolution of the system is examined. Using a modified

fitness parameter and the GA, the ability of the adaptive optic system to optimise to a
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particular axial PSF is also examined. In this instance, Gaussian curves of various full-

width half-maxima ranging from 2 pm to 30um.

4.7 Chapter 8

The procedure used in examining structured light as a possible diagnosis tool in dentistry
is outlined in this section. This includes optical set-up of the system as well as a
description of the custom written software written in LabVIEW that is used to control

the system and process the images.

Images showing the optical sectioning capabilities of the structured light system are
presented. Optically sectioned images showing caries enamel close to the surface are
shown. Present problems associated with the present procedure is also be examined
(such as the loss of signal deeper within the sample due to scattering) and possible

solutions discussed.

4.8 Chapter 9
In this chapter the conclusions will be discussed and some further developments will be

outlined.
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Chapter 2: Methods to produce three dimensional optically sectioned

images

1. Introduction

Since the development of laws governing diffraction theory and the theoretical
foundation of modern light microscopy were finally established over a century ago by
Emst Abbe [1 & 2], there have been numerous advances in both the fundamental design
and technology incorporated in microscopy. The advancement of new technologies such
as laser illumination, computing, image detection and formation techniques have led to a
revolution in microscopy devices. This in turn has led to the development of systems
that allow for increased sensitivity and resolution required in biological measurements.
Currently biologists require an imaging system that is capable of producing crisp, clear,
aberration free, high frame rate, real-time, three dimensional images of live biological
cell and tissue structure with diffraction-limited resolution (or higher!), without
perturbing or damaging the sample. Of course this is no small order, and at present such
a system is not available. Unfortunately for the biologist, in order to improve upon one

factor within the system usually requires a substitution of one or more other factors.

There are a number of established techniques as well as those currently in development
which have an optical sectioning capability without the need for physical dissection. In
confocal microscopy, the use of a pinhole in front of the detector rejects out-focus light,
and using either light scanning or sample scanning mechanisms, a two dimensional

image can be built up.

Multiphoton excitation microscopy, which in some respects is similar to the confocal
technique, functions by the non-linear excitation of fluorophores resulting in
fluorescence within a small volume of the sample. Akin to confocal microscopy, a two
dimensional image can be produced through laser or sample scanning but unlike

confocal systems, a pinhole is not required to reject unfocused light since all fluorescent

light collected originates from the focused spot.
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In structured light illumination techniques, a single frequency grid pattern is projected
onto a sample and the sample image is collected using a CCD device. When imaging the
sample, the grid pattern (which is physically located at a conjugate point to the sample
and sample image) will only be present on those parts of the image that are in-focus, By
removing only those parts of the image where the grid pattern exists, the system
produces optical sectioning capabilities similar to those that exist in the confocal and

multiphoton cases.

Each technique described so far works upon the basis that by taking successive focused
two dimensional images of optical sections at successive depths, a three-dimensional
image can be constructed. In this chapter the theory and operation, as well as, the
benefits and limitations associated with each of these three optically sectioning
techniques is explained in greater detail. In a practical situation, each system presents a
certain set of advantages and limitations and dependant on the application it is simply a
case of “finding the right tool for the right job” [3].

2. Confocal Microscopy

2.1 Historical background

The idea for the confocal microscope was first proposed in 1957 by Marvin Minsky [4].
As a young post-doctoral fellow at Harvard University, whose main research field was
in artifical intelligence, Minsky was interested in examining brain tissue structure at high
resolution in three dimensions. At the time, no such technique existed which would
allow optical sectioning to such a high resolution, so he invented and built his own. In
Minsky’s transmission design (figure 1), the condenser present in the conventional
microscope configuration was replaced with another objective lens of equal attributes.
With a pinhole in front of the illumination, light from this pinhole expanded to fill the
entrance pupil of the first objective lens. The objective lens then focused the light to a
small spot on the specimen, Light was then collected by the second objective lens where
it is refocused onto the detector. With a pinhole present at the detector, the field of view

was limited by this second pinhole placed confocally to the first pinhole and to the
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Illuminated specimen spot. Light was detected from the sample using a photomultiplier
tube. In the epi-illumination design shown in figure 2, only one objective was used for

both 1llumination and condensation.

Light 3 OFUSi‘ng C().llec.ting
objective objective
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Figure 2: Minsky’s confocal microscope in epi-illumination mode.
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With the sample placed on a stage with two orthogonally positioned tuning forks
vibrating at 60Hz and 60kHz respectively (which provided the x and y position
movement), the sample moved in a raster scan across the stationary focused spot. From
the signal output of the photomultiplier, the image was produced by synchronizing the
tuning forks to the display screen which in this case was a long persistence cathode ray

oscilloscope.

There were however some problems associated with Minsky’s confocal microscope
which were in no fault due to the original design. These were:

1. Sample stage — the vibrational movement was not so stable and as a result

introduced distortion into the image.
2. Display screen — the images were of very low quality due to lack of the dynamic
range associated with the long persistence oscilloscope system used.

3. Light source — the zirconium arc light source was not of sufficient brightness and

required the invention of the laser.

4. Photomultiplier detector — the detector used required high intensities (due to its
low sensitivity) which in turn could damage the biological sample.

5. Lack of computing power — in order to produce optically sectioned high quality

images, computing requirements were quite high.

With the advent of laser illumination, optical scanning techniques, high sensitivity
photodetectors, increased computer power and processing speeds, Minsky’s vision has
been slowly realized. Since the development and demonstration of a user friendly
confocal system by White and Amos in 1987 [S & 6], the benefits provided by such a
system can be clearly envisaged. Confocal microscopes are now widely used and
commercially available systems, utilised in both biological and material science

applications, providing the user with a microscope system which offers high contrast

images and optical sectioning capability.
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2.2 Theory of confocal microscopy

Confocal microscopy is a technique for improving the contrast of an image [7]. Using a
pinhole in front of the detector allows the confocal microscope to accept only light that
1S in focus. Unfortunately, due to the presence of the pinhole, the system can only image
a point at any one time, unlike conventional microscopy which images the entire field.

Photomultiplier
detector

Pinhole

Apertu r\

Light
Source

Sample
Focal

Planc Out of focus

In focus

Figure 3: Showing the ability of the confocal system to reject out of focus light.

Light from the illumination source passes through a pinhole (which acts as a spatial
filter), where it is then directed by the beam splitter onto the back aperture of the
objective lens. Light is then focused by the objective into a spot (which is diffraction
limited). The reflected or resultant fluorescent light from the sample then passes through
the objective and beam splitter, where it is focused through a pinhole and collected by

the light detection device (typically either a photomultiplier tube (PMT) or a photo-

diode). As one can see from figure 3 above, light that has not originated from the
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objective focal plane will be rejected by the pinhole and thus not detected by the
photomultiplier. The intensity of the light collected by the detector is found to reduce
rapidly with defocus [8] which will be explained in more detail later.

A two dimensional image can be produced by moving the sample or by scanning the
laser beam to move the point of focus along the sample. By altering the position of the
microscope objective along the optical axis, images can be taken at successive focal

planes and a three dimensional image can be produced.

When imaging a point light source using an imaging system (from a simple lens to a
complex microscope), the amplitude fluctuations in the image plane of the resultant
electromagnetic field can be described as the manifestation of the response of the optical
system to the specimen. This is known as the point spread function of system and is
given by the intensity (or amplitude squared) of a Fraunhoffer diffraction pattern of the
aperture [9]:

Intensity PSF = | F{f(x,y)}]* (1)

Figure 4 shows a diagram of the variables required to calculate the PSF of a simple lens.
Using equations derived from Wilson [10], the amplitude point spread function can be

written as:

5 i
h(x,y) = J‘J-P(xzsyz)exp["“f" (x2x+Y2y)]dx2dY2 (2)

where P is the pupil function and defines the physical parameters associated with the

lens itself,
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Figure 4: Geometry used in the formation of an image [10].

The intensity of the image can be then rewritten [10 - 12] as:

2

(3)

10) = [ P(p), vp)

where the pupil function P( p ) is related to the pupil radius a by the equation p =T/ a,

Jy is a zero order Bessel function, », = {/x; + y; , and the normalized optical co-ordinate

v, is related to the radial co-ordinate r3 by the equation :

2T
y=—r,8Inf (4)
PR

where sinfis given by a/d,, and r, = /x; +y; . Therefore for the ideal situation, where

the pupil is uniform and the system is without aberrations, the intensity of the image

I(v), can be written as:

2J,(v)]2
(5)

ore(
\ %
where the J;(v) is the Bessel function of the first order and has the profile of the Airy

function [11 & 13]. For a microscope objective lens that is well-corrected, this three
dimensional PSF is sectioned in the focal plane and is observed as an Airy disk

diffraction pattern.
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2.2.1 Resolution of a confocal system

As described previously, the resolution of an imaging system can be defined as the
smallest distance separating two resolvable points [14]. In confocal microscopy, this is
divided into two, the lateral resolution of the system being the resolution in the focal

plane, with the axial resolution being measured in the optical axis of the system.

2.2.2 Lateral resolution

According to the Rayleigh Criterion when there exists two equally bright spots of light
separated by a small distance d, “the images are said to be resolved when d is larger or
equal to the radius of the Airy disk” [15]. The Airy disk radius, R4, is defined as the

radius of the central maximum and is calculated by the equation:

0614
4 NLA.

where A is the wavelength of light used and N.4. is the numerical aperture of the

R (6)

objective.

The lateral resolution is also limited by the field of view. As the pinhole size of the
system decreases, the field of view itself decreases. It is important to note that in the
case of the conventional microscope, the imaging associated with it is incoherent, thus
the intensities add directly. In the confocal case however, the amplitudes are added
together and subsequently squared to form an intensity image. This coherence simplifies
the confocal system into a two lens arrangement where the PSF is effectively given by

the product of both PSFs [8] to give the equation:

(7)

Vv

I(v) = (2J|(V)]

Figure 5 compares equation 5 and equation 7 showing v against I(v) to show the form of

the Airy disk when imaging a single point for conventional and confocal system

respectively. From the graph it can be clearly seen that the central crest of the confocal

35



response 1s 1n fact narrower than the conventional microscope response. Also the

presence of sidelobes are less apparent in the confocal scan. Measurement of these

theoretical lateral responses has been confirmed experimentally [8, 16].

| \ — Conventional
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? \ —— Confocal
l

—

‘
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o
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Figure 5: Showing the lateral intensity PSFs for a point object in conventional and

confocal microscopes.

In lateral co-ordinates (v), the full-width half-maxima (FWHMs) of the PSF (which is a
measure of resolution) for conventional and confocal situation were found to be around
3.2v and 2.3v respectively, which shows that the confocal lateral resolution has in fact
improved by a factor of ~1.4. Therefore in a system in which the pinhole size translates

to a field of view that is infinitely small, the confocal lateral resolution is defined as:

P
resolution = -2 :_1__ 0.614

confocal \/5 - 14 NA (8)
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When diffraction limited points of illumination are not available, the normal practice for
measuring the lateral resolution of the system is to use a resolution target by attempting
to resolve structures (such as a high reflective/low reflective edge) which have
dimensions smaller than the resolution of the system. Using a standard resolution target,

with patterns written with known accuracies, the smallest resolvable feature provides the

resolution of the system [17].

#

2.2.3 Axial resolution

The normal practice for determining the axial resolution of a confocal system (operating
in reflection) is to measure the intensity of the detected reflected signal as a perfect plane
reflector is stepped or scanned axially through the focal plane of the lens [18]. The
resultant intensity signal can be plotted against the position of the mirror in the z-axis

from which, the axial resolution can be determined.

This can be theoretically modeled using Fourier imaging techniques which were
originally used in signal processing. Using Fourier optics in which the object is defined
by #(x,3) and its frequency spectrum is T(m,n) (where the lens can be thought of as a

spatial frequency filter), the Fourier transform pairs are:

T'(m,n) = _Ut(x, ¥) exp[2m'(mx + ny)]dxdy (9)

and

t(x,y) = _[ J'T (m,n)exp— [Zﬂi(mx + ny)]dmdn (10)

where m and n are the corresponding spatial frequencies to x and y.

When substituted into the equation which describes the confocal system:

I=|(h)* @ (1)
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where h; is the PSF of the objective for the case of a perfect reflector, where t(x, y) =1,

can be shown to give [8, 19]:

(. \3
sin( ¥
1(2{) — ;f. 2)
Uy
\ /27 )

where u 1s axial co-ordinate:

= —zsm (9/)

(12)

(13)

Equation 12 is then plotted in terms of I(u) against u to show the shape of the axial

response (figure 6).

|

I(u)

Figure 6: The theoretical axial response I(u) when viewing a plane reflection through a

dry objective taken from equation (12).

From figure 6 the FWHM was calculated to be 5.6u. In order to convert this into units

that are practically useful in microscope optics one must make a paraxial approximation,
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in that for small angles 0 ~ sinB. In the case of the axial co-ordinate this can be written

ds.

0= -2—;r—nzsin2(9) (14)

So for small angles, the FWHM can be approximated in terms of z to be:

FWHM — 0.90nA )

(N.A.)’

Figure 7 shows how the theoretical axial PSF changes with N.A. for dry objectives (n=1)
using a helium-neon (HeNe) laser illumination light source operating at 632.8nm. As
one can see from the equation above, the light gathering properties of the objective
lenses used are extremely important in the final axial resolution of the confocal system
and from equation (15), the FWHM of the axial PSF is shown to be inversely
proportional to the square of the N.A..

1(Z)

30

—0.1NA —02NA —025NA —03NA —04 NA. —0.5 N.A.

Figure 7: The theoretical axial response 1(z) when viewing a plane reflection through dry
objectives of different N.A..
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2.4 Types of Confocal systems

As described previously, in order to produce a confocal image, the diffraction limited
spot must be scanned across the sample. This can be achieved in a variety of ways which
are usually purposely targeted for a particular function. The most successful method
currently in use is the laser scanning method in which the diffraction limited spot is
scanned across the specimen [20]. This can be achieved either by moving the sample on
an electronically controlled translation stage (sample scanning), or by moving the laser
across the sample using a set of mirrors (laser scanning). In the sample scanning system,
the translation stage (e.g piezo) operates in the X, y and z directions with the laser spot
fixed in position. This arrangement although easy to set up suffers from slow scanning
times on stages which are prone to vibration. In the laser scanning system, the laser spot
1s raster scanned across the sample. Such a system is much quicker than the stage
scanning method but problems exist in that due to the nature of the scanning method, the

scanning point is not always on the optical axis.

In modern systems, there are at present essentially two different techniques used to scan
the beam across the sample. In the single-beam scanning method (which is used in this
investigation), where a pair of mirrors are mounted onto galvonometers (which are
computer controlled) to control the x and y direction of the beam. By moving the mirrors
at different rates, the beam can be raster scanned across the sample to produce a image at
rates of up to several frames per second [21 & 22]. Video frame rates can be produced
using either oscillating mirrors or acousto-optical beam deflection methods. In
comparison, in multiscanning or tandem scanning [23 - 25].systems incorporate the use
of a spinning Nipkow disk which is composed of an array of pinholes. Using this array
of pinholes with the distance between pinholes at sufficient distance as to not interfere
with each other many spots can be imaged at once. A complete image is produced by

moving the pinholes (spinning the disk) so the space is filled between them.

When using this type of system in biological imaging, arc-discharge lamps are often

used to limit any damage caused to the sample. The advantage of such a system is that

40



high frame rates can be achieved and images can be collected using CMOS or CCD
technology with [24] present systems providing frame rates of 700/sec. Problems exist in
that such a system is complex and difficult to align as well as issues involving the type

of illumination used and problems due to cross-talk between scanning beams (figure 8).

Laser

Microlens

Microlens

Figure 8: showing the Nipkow disk system which uses multiple pinholes to scan at high

speeds [26].

2.5 Laser sources used in confocal microscopy:

Considering one of the main uses in confocal microscopy is in fluorescence in biological
Imaging, the characteristics of the laser illumination light source is of major importance.
Fluorescence which will be described in more detail later in this chapter, requires a
certain wavelength which 1s dependant on the fluorophores used within the biological
structure being imaged. The wavelength used also has a determination on the lateral and
axial resolution of the system as one can see from equations (8) and (15) respectively.
T'he common characteristics of a laser which include a high degree of monochromaticity,

a small divergence angle, high level of both spatial and temporal coherence as well as a
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high degree of brightness and plane polarised emission, make them much more suitable

for use in the confocal system as opposed to other types of illumination devices.

2.6 Finite Vs. Infinity optics

Unlike the confocal diagrams shown previously which operate using finite optics, the
optics used in our confocal system employs infinity corrected optics. Finite optics and
objectives have a finite image-distance, which produce a real image directly [27]. In
comparison, infinity optics requires the use of another lens to produce an image. There
are a number of advantages to using infinity optics as opposed to the finite case which is
due to the use of light focused at infinity, Collimated light is comparatively insensitive
to the presence of optical components (e..g filters, waveplates) in the system. In finite
optics, the presence of such components may introduce aberrations as well as changing
the focal spot position. When using infinity corrected objectives, one can shift the focal
position of the spot by moving the objective which is due to collimated light hitting the
back aperture. This also allows easy changeability between objectives within the system

without having to alter any other optics. Figure 9 shows the confocal set-up using

infinity optics.
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Figure 9: Showing the confocal set-up with infinity optics.

2.7 Advantages and limitations of confocal microscopy

As shown, the confocal system provides the user with the ability to produce optical
sections without the need for physical dissection. By removing out-of-focus light from
the image and increasing the signal to noise ratio, the system produces images that have
greater contrast and resolution. Combining confocal microscopy with advanced
computer processing and function built software packages currently available, three-
dimensional volume renders can be produced from optical sections, which can provide
valuable insight into the inner workings of cell design and function for the biologist. It

can be easily modified for use in fluorescence imaging and provides the user with a

powerful optical tool for live cell imaging.
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There are, however, some limitations associated with confocal microscopy. Due to only
one confocal point being imaged at any one time and the need for a scanning
mechanism, the image acquisition time required to record a confocal image is generally
much longer than for wide-field conventional microscopy. The development of multi-
scanning confocal techniques such as the tandem scanning system mentioned previously,
speed up the acquisition time, but generally these systems are inherently noisy and are of

much lower contrast.

In the case of live cell imaging, the use of high intensity visible and ultraviolet
illumination (such as laser light required in confocal systems) increases the probability
of photo-toxic damage (cell damage caused by the absorption of light). In order to
minimize the degree of cell damage caused by the confocal system, the light used to
illuminate the sample must be used efficiently. In the case of scanning speeds, they must
be fast enough not to remain on one part of the biological sample at any one time, yet
must provide enough reflected/fluorescent light to provide any useful information. As
explained earlier, the efficiency of the detector is very important in order to detect as

many photons from the focal region as possible.

Another problem associated with confocal microscopy when imaging biological
material, and is inherent of any in-depth optical imaging system, is the reduction of
image quality due to aberrations and optical scattering. Neglecting aberrations
introduced by the confocal system itself, problems are induced due to refractive index
mismatching of biological tissue. As well as causing the highly scattering properties of
the cellular media also leads to the introduction of aberrations which in turn results in a
severe degradation to the optical sectioning capability. As the depth of imaging through
biological tissue increases (hence the degree of induced aberrations increases), the resuit

is a spreading of the PSF with more pronounced side lobes. This in turn lowers axial

resolution and in order to image a focal plane at a greater depth, greater laser powers are

required (increasing the possibility of cell damage). The most common of these
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aberrations associated with biological imaging is spherical aberrations, the origin and

characteristics of which were discussed in much greater detail in chapter 1.

3. Fluorescence theory

Fluorescence can be described as “the property of some atoms and molecules to absorb
light of a particular wavelength and after a brief interval, termed the fluorescence
lifetime, to re-emit light at longer wavelengths” [28]. The fluorescent molecule (known
as a fluorophore) absorbs and then subsequently re-emits light at certain specific
wavelength bands, which are dependant on the bound electron energy states of the

molecule.

Figure 10 shows an example of a typical excitation and emission spectrum for a
fluorophore. A single photon from the light source, if of sufficient energy, excites an
electron within the molecule taking it from an unexcited “ground state” to an excited
state. The electron in an excited state consequently returns to the ground state via a
lowest excited singlet state, by emitting energy in the form of a photon of light, which

has a longer wavelength than the excitation photon.
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Figure 10: The excitation and emission spectrum of a typical fluorophore.
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The extra energy is lost thermally from the transfer from the excited state to the lowest
state. This shift from excitation to emission wavelength is known as Stokes shift [29].
Due to this Stokes shift, a low level of emission photons can be measured against the
background of high number of excitation photons using spectral filtration. After the
electron associated with fluorescence in the fluorophore has successfully returned to the
ground state, it can be re-used many times again until it is bleached. The effect of
bleaching is very important and will be discussing in much more detail later. It 1s
important to note that light absorption only occurs at certain wavelengths dependant on

the fluorophore used.

Depending on the internal molecular structure of the fluorophore, it can absorb and re-

emit at photons at various rates. A way to measure the efficiency of the fluorophore at
emitting fluorescent light is known as the quantum yield, Q [28]. It is expressed by the

equation:

~ PhotonsEmitted

Q= PhotonsAbsorbed

(16)

where Q has a value from 0 to 1.

From Beer’s Law at low optical densities, the fluorescence is related to the quantum

yield O, and the quantity of light absorbed by the fluorophores by the equation [28]:
= IOS[C]XQ (17)

where I, is the light intensity, € is defined as the molar extinction of the fluorophore, [c]

is the fluorphore concentration and x is the pathlength of the light through the solution.
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In the absence of non-radiative energy transfer mechanisms, the time taken for a
fluorescent molecule to return to the ground state from an excited state is known as the
fluorescence lifetime, 7, and is related to the fluorescent emitted light intensity /(#) at

time ¢, by the equation:
I(t)= I, exp(~t/1) (18)

where 7, is the initial light intensity at t=0.

As one can see from the equation above, the rate of fluorescent decrease with time
follows an exponential pattern. From this equation, the fluorescent lifetime can be

calculated to be when 1(t) =1, / exp (1) which equals 37% of L.

There are, however, a number of methods of energy transfer that can contribute to
reducing the number of electrons in the excited state by non-radiative means. This
includes molecule collisions which result in the transfer of energy from the fluorophore

to another molecule. This process is known as quenching and serves to reduce the

fluorescent lifetime of the system. The measured lifetime 7, [28] is related to the

quantum yield Q, (described previously in equation 16) by the equation:

PhotonsEmitted Ty

0= Photonsdbsorbed ; (12)

where 7, 1s now described as the intrinsic lifetime.

3.1 Fluorescence in microscopy

The use of fluorescence in microscopy is a technique first developed at the start of the
20" century to increase image contrast in biological images. Using a suitable
illumination source and with the aid of appropriate filters (to separate excitation and
emission wavelengths), the fluorescent molecules within the specimen are excited, and
the fluorescence detected. Using an excitation source matched to a particular dye,

fluorescent microscopy can reveal features which have been previously been
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undetectable for standard microscopes. Fluorescence in biological imaging has many
advantages over normal microscopy which operate by either absorbance or reflectance
[28]. These are:

1. Specificity — each molecule displays its own specific excitation and emission
spectra which 1s dependant on its constitution and shape. This can be used to act
as a fingerprint.

2. Sensitivity — due to the presence of band pass filters in front of the detector,
fluorescence can be detected at low levels.

3. Quantification — due to the relationship between the quantum yield Q, and the
emitted fluorescence F (from equation 17), quantitative measurements can be
taken.

4. Environmental sensitivity — this is related to the specificity. The immediate
environment in which the fluorophores occupy can cause them to change shape
which in turn causes their specific excitation and emission spectra to change. As
a result, fluorphores can be used to sense changes in their environment such as
pH and Ca*" concentration levels.

5. High temporal resolution — using fluorescence chemical reactions can be
detected at high speeds.

6. High spatial resolution ~ with only a small number of fluorophores, single

molecules can be detected using fluorescent techniques.

Thus combining the optical sectioning capabilities and improvements in lateral and axial
resolutions of the confocal microscope with the inherent advantages associated with
fluorescent microscopy, provides the user with an extremely powerful tool in biological
imaging. In the case of the confocal system, the use of fluorescence has been described
as “probably the most important optical readout mode in biological confocal

microscopy” [30]. Of course, the advantages associated with fluorescence microscopy
are dependent on the properties and composition of the phorophore used. Applications

in fluorescent confocal microscopy include live cell imaging and the monitoring of
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intracellular jon concentration, both of which are extremely important in the

understanding of cell processes.

3.2 Problems associated with fluorescence in biological imaging
There are, however, some problems associated with the use fluorescent microscopy in
biological confocal imaging:

1. Photo-toxicity — as mentioned previously in this chapter, in the case of live cell
imaging, the use of high intensity laser light required in confocal systems
Increases the probability of photodynamic damage. This problem is further
exasperated due to the lower wavelengths (thus higher energy) of light required
to excite the fluorophores. In the case of some fluorescent dyes that fluoresce in
the visible, the need for an ultra violet excitation source is highly damaging to
cell structure.

2. Photo-bleaching — each fluorophore is said to have a particular “photochemical
lifetime” [31] in which it will emit a given number of photons after which they
will be damaged and rendered non-fluorescent. In the case of a fluorescent dye,
the loss or fading of fluorescent signal is known as photo-bleaching and the rate
at which it occurs is dependant on the excitation energy and duration of exposure
time.

3. Photodynamic damage - particularly important in live cell imaging,
photodynamic damage is a process in which the cells themselves are damaged

due to an interaction and modification of the fluorescent dye with the excitation
light source used.

Although the use of confocal microscopy with fluorescence has shown to be quite
useful, it still has many limitations due to photo-bleaching and photodynamic damage
due to the fluorophore. As well as this, in the confocal case, even though only one focal
spot is being imaged, the whole depth of field is being irradiated. This in effect restricts
the intensity of illumination being used [32]. One such system which overcomes many

of the limitations associated with confocal fluorescence microscopy is multiphoton
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excitation microscopy, which has become the preferred method for 3 dimensional

imaging of life cells and tissues amongst biologists.

3.3 Multiphoton fluorescent excitation microscopy

The theory of multiphoton excitation was first envisaged by Maria Goeppert-Mayer In
1931 [33]. She predicted that an atom or molecule can absorb two photons
simultaneously (107'°-10"'"s) leading to fluorescence emission. In comparison with
normal fluorescence, (where a single photon is absorbed with subsequent fluorescent
emission by the fluorophore) two photon excitation requires photon energies half that of
single photon excitation (figure 11). This is due to excitation energies of each photon
absorbed in a multiphoton absorption event, being combined in a single quantized event,

to produce an excitation normally due to a single photon with a shorter wavelength.

single Photon Two Photon

Excitation Emission Excitation Emission

Figure 11: Showing the energy level diagram of a single photon against a two photon

excitation and fluorescence process.
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Due to the short time (10's) required in which two photons must occupy the same
space for two photon excitation and emission to occur, the technique requires a
significant density of incident photons. This significant photon density was only
available upon the invention of the laser in 1960 [34] and the development of high peak
power laser sources required using ultrafast femtosecond pulse mode-locked lasers [35].
Using CaFz:Eu®" as a fluorescent material, Kaiser and Garrett [36] were the first to show
two-photon excitation and subsequent fluorescence. The potential of using a muitiphoton
system was first suggested in 1978 [37 & 38] but the successful application of such a
technique was not realized until 1991 by Winfried Denk et al. [39].

For two photon absorption, the probability of absorption is proportional to the square of
the photon intensity. Using a laser operating in continuous-wave (CW), two photon
fluorescence is possible, but the power required to induce fluorescence is so high (500-
1800mW) [40], that it is likely to damage or destroy any biological sample. It was not
until the development of mode-locked lasers with ultra-short femtosecond pulses, that
multiphoton excitation microscopy for biological imaging became a realistic possibility.
This is due to the ability of a laser source with an ultra-short pulse length to generate
high-peak power (providing a significant photon density of incident photons), but to
have a low average power (which provides as minimal damage to the sample as

possible).

The use of the femtosecond pulsed laser provides peak powers 10° times higher than
those used in the confocal system, but due to the large time between pulses, the average
peak power is on average comparable to confocal illumination. Depending on the power
output of the laser and the N.A. of the objective, only light that is within the focus is of
sufficient density to allow multiphoton excitation to occur. The multiphoton system in

effect provides optical sectioning capability comparable to the confocal system and as in
the confocal case by scanning this focused beam in the x, y and z axes, a three

dimensional image can be produced.
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The fluorescent signal, N, from the multiphoton system is shown to be related to the

laser source [41], via the equation:

2
N = ((Ii'cztwer)2 X ﬂ/ bx {(ﬂ' x N .A.z){ l} (20)
PulseWidthx (Re petitionRate) ¢

where the power, pulse width and repetition rate refer to the laser source used, N.4. 1S
the numerical aperture of the objective lens, h, 7, ¢ are standard constants, 4 is the laser

wavelength, and & is the two-photon absorption cross-section of the fluorescent

molecule.

3.4 Advantages of multiphoton microscopy
The multiphoton system has a number of specific advantages over the single photon
excitation confocal approach when imaging biological samples. Many of these result
from the fact that two-photon events do not take place outside the focus of the objective.
These are:

1. Reduced photo-bleaching — effects restricted to the focal region since

fluorescence only occurs at the focal region, only fluorophores located at the

focal spot can be bleached.

2. Reduced photo-damage — like photo-bleaching, this is restricted to the focal
region where fluorescence occurs.

3. No confocal pinhole aperture — every photon is important, due to all the
fluorescence originating from the focal spot. By removing the pinhole aperture,
the collection efficiency of the system is increased.

4. No de-scanning required — the detector can be placed close to the specimen and

simplifies the optical arrangement. As well as this the light collecting efficiency

is increased due to the returned light passing through less optics.

In figure 12, the localized fluorescence associated with multiphoton excitation

fluorescence is compared with single photon conventional fluorescence.
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Figure 12: Multiphoton and single photon fluorescence [42].

Other advantages associated with the multiphoton system are due to the excitation energy
of the light used. When collecting fluorescence in the visible, the use of longer
wavelengths (near-infrared) required for multiphoton excitation allows deeper imaging
within the sample than its single photon counterpart, which relies on UV or visible light
for excitation. This is due to some of the scattering associated with tissue imaging being
somewhat wavelength dependent. Another added advantage to using near-infrared light is
that it is far less damaging to living samples, than visible or UV light due to it being less

energetic.

Since the first practical realisation of the multiphoton system, there have been numerous
advancements in ultrafast laser sources, laser scanning mechanisms, ultra fast and highly
sensitive detection devices as well as improvements in computing power and software.
This has led to the multiphoton excitation microscope increasingly establishing itself as

the imaging method of choice for deep biological imaging [43]. Using tunable near-
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infrared laser sources such as the Ti:Sapphire modelocked laser (which can operate in a
wavelength range from 700nm to 1100nm) allows excitation of many fluorophores
previously excited in the UV or visible spectrum. At present, due to the cost of suitable
pulsed laser illumination sources, multiphoton imaging systems are quite expensive but

with developments in low cost semiconductor based lasers this could change.

4. Structured light illumination and optical sectioning

The use of structured light was first suggested in 1997 by Neil et al. [44]. It was shown by
Neil and colleagues that in a conventional widefield optical imaging system, all spatial
frequencies aside from the zero spatial frequency attenuate with defocus. By introducing a
single frequency grid pattern into the illumination path, which is subsequently projected
onto a sample, an optically sectioned image similar to the confocal system can be
extracted. Figure 13 shows the schematic for the original structured illumination system
[44]. The grid pattern is only present (and of high contrast) in those parts of the sample
image that are in focus. As one moves out of the focal plane, the contrast of the grid
pattern attenuates until it completely disappears. By removing only those parts of the
image where the grid pattern exists, the system produces optical sectioning capabilities

similar to those that exist in the confocal and multiphoton cases.
By taking images corresponding to three spatial phases of the grid pattern (at 0, 27/3 and

4n/3), images equivalent to the conventional widefield and optically sectioned image can

be produced.
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Figure 13: Showing original schematic of the structured illumination system [44].

4.1 Theory of structured light illumination

From [45], it is shown that the image produced (I) when a single frequency grid pattern is

used to illuminate a conventional microscope is defined as:
It,w)=1,+1 cos(d,)+1,sin(g,) (1)

where the optical co-ordinates (¢, w) are associated to (X, y) by the equation (t, W) =

(2n/A)(x, y) n sin a, I, is the conventional widefield image, and I, is calculated by the

I, = (17 + 1?) (22)

By taking three images at the corresponding spatial phases of 0 (I}), 27/3 (12), and 4n/3 (I3)

equation:

one can extract both the conventional widefield J, and sectioned I, images from the image

calculations:

Ia:%(ll+12+13) (23)
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and

I, =J—"[(Il “12)2"'(11 “‘13)2"'(12 ""13)2}}é (24)

W | N

From [45], it has been shown that the theoretical axial PSF of the structured light system

from a plane reflector can be calculated using the equation:

~ J][Zui')'(l-%)]
T -7

p (25)

where J; is the Bessel function of the first kind, first order, with the normalised spatial

frequency, v, being:

D=

E.’.l_t.)_ (26)

N.A

and

= 8[-’;:-} sinz(% ) (27)

where £ is the magnification between the specimen and the grid plane, A4 is the
wavelength of the illumination light used, v is the actual spatial frequency of the grid

pattern, N.A4. is the numerical aperture, z is the axial distance, and a is the acceptance

angle of the objective.

The normalised spatial frequency, v, of the system determines the the optical sectioning
capability of the structured illumination system, with a value of v = 1 corresponding to

the maximum sectioning strength, and v = 0 equivalent to removing the grid pattern

altogether.
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Using equation 25, the optical sectioning properties of the structured light system are

shown in figure 14 below.

| (z)

AN

Axial Distance z (um)

i

v/ - "" - "' i -

m—— 0 TEA, - ) DA

—0.75 N.A.

— 0.9 N.A.

Figure 14: The theoretical axial response [(z) of the structured light system when

viewing a plane reflection through dry objectives of different N.A. (wavelength A =

800nm, magnification B = 5, and v = 40 lines/mm).

Figure 14 shows that as the N.A. of the objective lens is increased, the optical sectioning

strength of the structured light system is also enhanced. Athough fundamentally

different in nature to the confocal and multiphoton techniques, the main peak of the

structured light axial PSF follows a similar normal distribution curve. Figure 15 is a

schematic showing how the sectioned and conventional widefield images are produced

form the raw images taken.
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(a)Raw image I, (b) Raw image I (¢) Raw image I
Grid at original position  Grid moved 1/3 of a period Grid moved 2/3 of a period
o =0 o = 2n/3 ¢ =4n/3
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(d) Conventional widefield image I, (e) Optically sectioned image I,

Figure 15: Showing raw images of a sample (coin surface) with the grid pattern at 3

spatial phases (0, 2n/3 and 4n/3) and the constructed conventional widefield and

optically sectioned images.
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The grid pattern is projected onto the specimen and moved in steps corresponding to a
1/3 of a period. By performing image calculations (figure 15) on I;, I, and I3, using
equations (23) and (24), both the conventional widefield and optically sectioned image

can be produced.

4.2 Developments in structured light

Since its invention, structured light has already been developed for use in a number of
specific applications. By replacing the microscope objective with a zoom lens system,
the structured light system was shown to produce near real-time 3-dimensional imaging
for macroscopic structures [45]. A structured light system using laser illumination has
also been presented for use in fluorescent microscopy [46]. Using a laser provides a
greater illumination intensity at specific wavelengths (in comparison to the use of a
white light source with filters) to sufficiently excite the fluorophores present in

biological samples, producing results comparable to conventional confocal fluorescence

techniques.

It has also been shown by Karadaglic et al. [47] that the structured light illumination
system could be used with<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>