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#### Abstract

The term smart structures is commonly used to describe structures which have the ability to actively change their geometry or mechanical properties. Potential applications can be found in the aerospace, energy and marine sectors, e.g. use of MEMS-type devices which require frequent switching of compliant components and morphing of advanced aerofoils to generate additional lift. Traditional reconfigurable smart structures are designed with multi-stable characteristics. In particular, such structures can use stored strain energy to enable motion from one stable position to another stable position. However, the means of reconfiguring smart structures between stable configurations requires the input of, and then dissipation of energy to cross the potential barrier separating the stable configurations. Therefore, the accumulated work done for frequently actuated devices in reconfiguring between stable states can be significant. Considering reconfigurable smart structures for power and energy constrained applications, this thesis investigates a novel concept of reconfiguring smart structures between unstable states. The vision is to take advantage of modern dynamical system theory to develop entirely new devices that use the instability of mechanical systems to deliver energy-efficient shape-changing structures. This thesis indicates that theoretically in a simple model, transitioning between unstable states (so-called heteroclinic connections) can be more energy-efficient than traditional structures which transition between stable states and so need to cross a potential barrier. However, further experimental work will be required to verify this initial finding for real engineering systems. Clearly, energy is required to stabilize the unstable configurations, but if the energy required for active control of the instability is sufficiently small, or devices need to be frequently switched between different states, this concept is likely to be of benefit.

The concept of using instability for reconfiguration is demonstrated first by control-


ling a mass-spring chain model through a simple cubic nonlinearity, which is sufficient to provide the required qualitative behaviour of the system. A sufficiently smooth set of functions is then used to generate a path to approximate the heteroclinic connection, which is then used as reference trajectory for reconfiguring between different unstable configurations. Moreover, the model is extended to a smart surface as a two-dimensional spring-mass array without dissipation. It is shown that the active reconfiguration scheme can be used to connect equal-energy unstable (but actively controlled) configurations for the purpose of energy-efficient morphing of the smart surface. However, in consideration of the difference between the cubic and real spring model, a spring-mass model with fully geometric non-linearity is also developed to verify the possibility of using heteroclinic connections to reconfigure future real smart structures.

Furthermore, by considering a compliant mechanism, the concept of reconfiguration of a four-bar mechanism using heteroclinic connections is also investigated. Different models varying from fully rigid to purely elastic are employed to be controlled for reconfiguring between different unstable configurations. In addition, a continuous buckled beam model has been investigated with its characteristics based on the Euler-Bernoulli beam theory. An experimental beam was fabricated with shape memory alloy actuators for active control. Although the shape memory alloy was a slow response to time, it illustrates the possibility of reconfiguration of smart structures by using heteroclinic connections.

In summary, this thesis demonstrates the potential of using heteroclinic connection to reconfigure smart structures with both numerical investigation and experimental validation. This entirely new approach to smart structures offers potentially significant benefits for power and energy constrained applications which require frequent reconfiguration.
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## Chapter 1

## Introduction

In this first Chapter, the scientific framework and the research objectives of the thesis will be defined. The development of smart structures as an architecture for a range of engineering applications will be discussed in Section 1.1, in the context of the limitations and challenges of this technology to date. Section 1.2 will highlight smart structures in applications, provide a brief description of the required key technologies and review current methods for design. This discussion is then used to define the research objectives in Section 1.3. The contributions of the thesis will be highlighted in Section 1.4 , while Section 1.5 will provide an overview of published work. Finally, in Section 1.6, an outline of the thesis will be presented.

### 1.1 Background and motivation

The demand for high-performance engineering structures is continuously increasing, especially in the aerospace, energy and marine sectors. It is clear that modern industry demands structures to have capability for key applications, particularly for energy harvesting, vibration control and structural health monitoring. This also includes structures which actively change their geometry or mechanical properties, e.g. MEMS-type devices which require frequent switching for compliant components and morphing of advanced aerofoils [1. Therefore, considerable attention has been given to developing advanced materials which have properties that can be changed in a controlled fashion by external stimuli, such as stress, temperature, electric or magnetic fields (e.g. shape memory alloys). These materials can convert a mechanical signal to non-mechanical output for sensing or convert a non-mechanical input into a mechanical output for actuation [6]. Generally, recent developments in smart materials technol-
ogy can be divided in three fields: self-healing materials, smart sensing materials and shape changing materials. Self-healing materials have the ability to respond to damage through some repair mechanism; smart sensing materials can sense stresses, loads and other parameters; shape changing materials exhibit the ability to change shape with low strain/displacements [7]. Therefore, these novel materials can be designed, modelled and manufactured with desired mechanical characteristics which can then be used to develop smart structures. The term smart structure is commonly used to describe structures which have the ability to actively change their geometry or mechanical properties [8]. Smart structures, intelligent structures, adaptive structures and active structures all belong to the same field as they are an integrated system with actuators and sensors embedded in structural components, as shown in Fig. 1.1 [1. It is clear that the structural control problem for such structures has a great number of specific features compared to other control problems, such as the large number of degree of freedom and light damping ( $\xi \sim 0.001$ to 0.05 ), which can cause the control system to destabilise the flexible modes outside the control bandwidth [9]. These control problems are usually solved by using modal coordinates, such as beam [10], plate 11 and truss [12].

Meanwhile, smart structures can also be used to provide power as an energy source for small electronic devices without external power suppliers, which extract power from the environment as an energy harvesting structure [13]. Both numerical simulation and experimental validation have investigated harvesting vibrational energy in a simple model, and with additional periodic forcing which can be added to enhance energy harvesting [14, 15, 16]. In addition, damage can reduce safety and reliability of inservice structures, so that structural health monitoring (SHM) is a key strategy to implement damage identification through embedding smart materials [17, 18].

Among the development of advanced engineering and scientific applications, structures are required to deform from their initial configuration to another configuration in order to accommodate a desired new geometry. For example, in botany, the Venus flytrap (Dionaea muscipula) leaf can snap from curved outward (convex) in the open state, to curved inward (concave) in the closed state in about 100 ms [19]. This change of state can provide the means to investigate deformable biomimetic smart structures.

The concept of reconfiguring a structure normally implies changing the spatial shape of a structure from its initial shape to a desired shape. According to previous research reviews [20, 21], this can be classified in two categories, as shown in Fig. 1.2, 1) shape control in which the structure is maintained in a shape obtained from elastic or plastic deformation using actuating forces, or by moving rigid bodies by a driving


Figure 1.1: Integrated smart structure (reprinted from [1] with permission from Elsevier).
mechanism [22, 23]; and 2) shape morphing in which the structure can be changed by using stiffness and force. It is clear that such structures can be designed and fabricated by smart materials so that they can morph to other configurations upon a stimulus. The dimension, stiffness and force of smart materials are related by the material constitutive equation, and can then derive the dynamical equations of the structure [24]. These reconfigurable structures can be designed as a fully integrated system with distributed sensing and actuation.

### 1.2 Review of previous work

Traditional shape control methods have long been applied to structures, from simple structures such as beams and plates to complex multi-body structures. Numerous studies have investigated beams and plates to provide the governing equation of a coupled structure/actuator system. For example, a cantilever beam with an active vibration damper designed using a piezoelectric polymer actuator. The governing equation of the composite beam were obtained based on the conventional Bernoulli-Euler beam [25]. A nonlinear model of an electrically actuated microbeam was also investigated to study its mechanical behavior and static and dynamic characteristics, e.g. static deflection and natural frequencies, which were compared with experimental results to validate the proposed numerical model [26]. In addition, the stability of beam-type structures has been enhanced using piezoelectric transducers and studied through theoretical, numerical and experimental methods [27]. The buckling of beams as a classic problem of stability has attracted many researchers, and the problem of buckling control was addressed by using smart materials [28. Meanwhile, active control of a plate was ex-


Figure 1.2: Different categories of the existing work on structural reconfiguration.
plored by means of embedded smart materials such as shape memory alloys (SMA) [29]. A prototype of a planar bending actuator was developed by embedding SMA wires in an elastic substrate, and the dynamical characteristics were verified through simulation and experimental methods [30]. Furthermore, the stability problem of a plate that is similar to a beam, is a core characteristic of active control of structures and therefore is always used to address the buckling by piezoelectric actuator/sensor pairs. The governing equations developed based on classical elastic theory and the piezoelectric effect can provide an analytical method which can change the buckling behavior of the plate effectively 31.

Over the past few decades, a number of active structures using smart materials such as electromagnetic materials, piezoelectric materials and shape memory materials have been suggested for various applications. A microactuator was developed to switch a large-displacement optical system by using electromagnetic materials, as shown in Fig. 1.3. Based on classical electromagnetism, a force could be induced along the archshaped leaf spring when current is applied to the micro-structure. A snap-through buckling behaviour could then be produced at a critical current applied to the structure to increase its displacement as an actuator [2]. With the advent of bio-compatible materials, many biomedical actuators have been developed for both the medical field and bionic technology. For example, a bending fluidic actuator (BFA) can correlate
deflection and pressure input, which can provide the highest ratios of angular deflection [32].


Figure 1.3: Operational principle of the LaDEM (laterally driven electromagnetic microactuator) (reprinted from [2] with permission from IOP Publishing).

A self-folding reconfigurable structure was designed as an active compliant laminate by embedding thermally-actuated shape memory alloy elements. This programmable structure was fabricated with different layers. The active layers were thin films of prestrained thermally-activated SMA materials, so that such structures could be formed and reconfigured in three dimensions with the appropriate heating zone, as shown in Fig. 1.4 3]. Another composite laminate was developed to have an asymmetric bistable property that can be controlled to snap-through by adhered piezoelectric MFC (macro fiber composite). Finite element analysis was used to predict induce voltage and track the voltage-deflection behavior of the smart bistable laminate, and then experiments were performed to validate the results [33].

Some structures have been design to be deployable for advanced applications, such as space exploration missions. These kinds of structure can offer high packing efficiency for reduced mass and launch cost and reliable performance. Some intelligent flexible materials have been used for deployable space structures that can be used in a variety of system architectures [34. The shape memory polymer (SMP) has been used to fabricate shape memory composites (SMC) to change their stiffness or volume. In order to prove the possibility of this method, a SMC self-deployable structures was prototyped as a composite frame of a conceptual solar sail, which can successfully self-deploy following desired constraints and without damage [35]. A new concept to reconfigure structures from two-dimensional into three-dimensional objects according to origami has been


Figure 1.4: Potential applications of the SMA-based self-folding laminate: (a) locomotion by wormlike walking; (b) locomotion by rolling; (c) and (d) examples of self-constructed 3D structures via active folding operations (reprinted from [3] with permission).
investigated. Rigid origami of thick panels were joined together by creases under a specific design pattern and kinematic theory was then used to simulate folding [36]. In order to implement a self-folding origami concept, programmable matter has been investigated to achieve specific shapes upon command. An end-to-end approach was presented to create self-folding origami sheets, which can realise multiple shapes based on the embedded actuator and control algorithms [37. Meanwhile, a shape-memory composite has been fabricated to fold itself along embedded hinges, and then the threedimensional shape mechanism can translate as a crawling machine [38]. Moreover, shape-memory material has also been used to design an auxetic structure that could deploy under external stimulus. Shape memory polymers were used to demonstrate that they can release sufficient strain energy at thermally-triggered shape recovery to assist self-deployment and two different chiral auxetic structures were fabricated and tested [39]. Another study proposed a foldable bar structure which consists of pairs of straight bars connected by pivots, with cables used as active and passive elements to form a three-dimensional pantograph [40, 41.

Moreover, many structures are designed to be multi-stable equilibrium systems, socalled compliant mechanisms such as bi-stable and tri-stable mechanisms. These structures have a number of advantages compared to conventional mechanisms, such as reducing the number of components required [42]. An arbitrarily shaped, precurved,
clamped beam has been described under distributed mechanical loading or electrostatic loading and different solution methodologies used to predict equilibrium paths [43]. A mathematical approach had been investigated to synthesise multitstable compliant systems by combining multiple bistable mechanisms. This multistable structure could be designed to have a desired number of stable positions, and the key parameters could be obtained through the potential energy path that connects stable points to each other [44]. A new formulation has been used to generate multistable compliant mechanism upon snap behavior, the shape could optimized to satisfy desired displacements [45]. A refined analytical approach has been presented to predict the geometry of stable shapes of bistable plates, which facilitates methods for a systematic and parametric exploration of the design space [46]. Furthermore, a number of morphing structures capable of large deformations have been investigated to combine material properties and structure geometry [47, 48]. Some were inspired by biology (virus bacteriophage T4) and act as a bistable cylindrical lattice of helices [48]. The purpose of the investigation of multistable structures is that numerous engineering applications could benefit from these kinds of devices with multistable equilibrium positions, for example, a micromechanism can be designed for multistable switches [49], a helicopter rotor blade can be designed to extensible with cosine bistable arches [50] and a scalable honeycomb shell has been investigated without using composite or prestressed materials [51].

Structures likewise have been designed to be adaptive systems and integrated with smart materials, such as laminated composite plates, which could provided adaptive shape control by using piezoelectric materials 52. These adaptive structures could fulfill many modern engineering requirements. For example, a deformable wheel has been designed to possess the potential for obstacle avoidance, from narrow gaps to high steps [53]. Some length-adjustable bars have been assembled to create an adaptive slow-moving space crane, which can change its geometry without creating internal stresses and vibration [54, 55]. The concept of adaptive structures has been applied in aeronautical and astronautical engineering. The feasibility of employing adaptive materials to build both sensors and actuators to suppress higher harmonic loads has been investigated to develop new helicopter rotor blades [56]. Another type of novel active aeroelastic structure (AAS) could actuate UAV wings to provide roll control, which changes the relative chord-wise positions of the front and rear spar webs to produce varying torsional stiffness of the wing-box [57]. Moreover, Earth-orbiting satellites regularly pass from sunlight to shade and back, and these transitions are naturally accompanied by significant temperature changes. Thermal mismatch stresses therefore arise in the structures of the satellites. Based on this situation, adaptive biomaterial lattices have been designed to eliminate thermal mismatch stresses and their consequences
[58]. A novel future space telescope concept has been proposed to assemble multi-layer adaptive thin shells, which could guarantee optimum morphing with an arbitrary profile through active control [59]. In addition, rather than proposing an actual physical model, the design of smart structures by connecting multiple unstable configurations through a representative model have been explored, using of heteroclinic connections between unstable equilibria [60, 61, 62]. In summary, smart structures have the potential to provide a unique competitive advantage to fuure engineering applications over conventional static structures

### 1.3 Thesis outline

From the discussion of reconfigurable smart structures in Section 1.1 and their application to deliver actively controllable, multistable mechanisms in Section 1.2 , the vision of this thesis is to take advantage of modern dynamical system theory to develop new devices that use the heteroclinic connections to deliver energy-efficient shape-changing structures. A heteroclinic connection is a special trajectory which is formed if the unstable manifold of an equilibrium point intersects the stable manifold of another distant equilibrium point in phase space. In particular, transitions using heteroclinic connections between equal-energy unstable equilibrium points could be significantly more energy-efficient than traditional structures which transition between stable equilibrium points. It is considered that the mechanical systems here exhibit conservation of energy, so that the internal distributions of kinetic and potential energies can therefore be exchanged during the transition process. Transitioning along the heteroclinic connection, the potential energy of the system is firstly converting to kinetic energy until kinetic energy is at a maximum at the intermediate stable equilibria and then converted back to potential energy at the new unstable equilibrium point.

Figure 1.5 shows the key concept of reconfiguring smart structures using approximate heteroclinic connections. Here $x_{1}$ and $x_{2}$ indicate the displacement of two masses connected by springs, where time is non-dimensional, and so the figures present a brief introduction to the strategy where more details will be discussed in later chapters (including non-dimensional variables).

In stage I, the structure is in a locally stable condition, which has a local potential well. This condition is therefore locally stabilising and considered as an initial state. Then, in the stage II, active control is used to change the local characteristics of the system from stable to unstable to initiate reconfiguration by using a heteroclinic connection. For example, the properties of the spring material could be changed and so the local


Figure 1.5: Reconfiguration of a structure by connecting two equal-energy unstable states (with local energy minima used for control at each state).
potential well therefore disappears. Finally, in stage III, the structure can be reconfigured from the final unstable state, with a local potential well created for the structure to remain in that final state.

The focus on this thesis is primarily to use simple models to demonstrate the feasibility of reconfiguration of a smart structure between unstable states using heteroclinic connections in phase space. This strategy provides insights into the problem which can be exploited to develop the concept towards the reconfiguration of real smart structures. The following research objectives can be defined:

## Spring-mass model

- Develop a simple representative spring-mass model to exploit instability using modern dynamical systems theory.
- Reconfigure this type of structure using heteroclinic connection in phase space formed through the unstable manifolds of equilibrium points.
- Investigate approximations to heteroclinic connections in the simple model.
- Use different order polynomials to approximate heteroclinic connection.
- Investigate a two dimensional array of connected springs and masses as a smart surface.


## Linkage mechanism

- Investigate a four-bar mechanism with elastic elements to exploit their significant nonlinearity.
- Develop a reconfiguration through connections in the phase space of this rigid bar mechanism.
- Develop a pseudo-rigid model to illustrate interesting complexities over the rigid model.
- Reconfigure this type of structure between different buckling configurations.


## Continuous Beam Model

- Investigate a classical clamped-clamped beam based on the Euler-Bernoulli beam theory.
- Develop different buckling conditions through the mathematical analysis for potential reconfiguration.
- Fabricate an experimental beam by using joints with the shape memory alloy wires.
- Use the experimental set-up to verify the concept using heteroclinic connection for reconfiguring a structure.
- Compare numerical simulations and experiment results.


### 1.4 Contributions of the thesis

In this thesis, the potential of reconfiguring smart structures using heteroclinic connection is demonstrated, in order to realise new and more energy-efficient reconfiguration strategies.

The smart structure is firstly modelled as a single lumped mass and the stiffness of a beam by two linear springs with both ends clamped. The nonlinear characteristic of this mechanical system is introduced, and by using dynamical system theory, a set of equilibria can then be obtained that represent different configurations of the structure. Some of these equilibria are unstable, but active control can in principle be used to stabilise these unstable states. For energy-efficiency, the transitions between unstable states are more advantageous than transitions between stable states, since the transition between stable configurations requires the input of, and then dissipation of energy to cross the potential barrier separating the stable equilibria. As noted earlier, the use of heteroclinic connections appears attractive, although work is required to stabilize the structure when operating in the unstable configurations. Therefore, bifurcation methods are investigated through manipulating some internal parameters of the structure. A property of such nonlinear systems is that there may exist a series of equilibria which do not change their location under manipulation of internal parameters, but the stability or instability of these equilibria will be changed. Such phenomena can be used to produce a local potential well for a reconfiguration of smart structures using bifurcation control. Moreover, a smart surface structure is investigated consisting of a two-dimensional array of connected springs and masses and heteroclinic connections used as a means to reconfigure this simple model.

Some mechanisms have been developed that possess two or more equilibrium configurations, so-called multi-stable mechanisms. A linkage mechanism has then been investigated to exploit this multi-stable property based on nonlinearity for reconfiguration between different states. The difference between structures and mechanisms is that structures can be deformed under external loads, therefore, some elastic components (e.g. torsional spring) are considered to join with the rigid elements for establishing a pseudo-rigid compliant mechanism. Moreover, this elastic component could be made of smart materials for active control to realise the reconfiguration of this mechanism. In order to confirm the reliability of the control method, a Lyapunov function is proposed to demonstrate convergence to the required equilibrium point. This analysis again supports the concept of using heteroclinic connection for reconfiguring mechanisms between unstable configurations.

Following these results, the concept of reconfiguring smart structures using heteroclinic connections is further demonstrated for continuous beam structures. Partial differential equations are used to establish the analytical beam model, and the corresponding theory is used to analyse elastic behaviour of the beam. Smart materials, such as piezoelectric materials, could be used to control the stability of the beam and actuate the beam for
reconfiguration between different buckling shapes.
In summary, this thesis demonstrates the potential of reconfiguring smart structures using heteroclinic connections and different analytic and numerical models are provided based on the dynamical system theory. Moreover, some preliminary experiments are applied to verify relevant simulation results and provide insight to high fidelity models for further applications.
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### 1.6 Thesis structure

In order to pursue the research objectives stated in Section 1.3 , Chapter 2 will provide the necessary theory and methods of nonlinear dynamical system and control, including an overview of modern dynamical systems, the concept of heteroclinic connection and a brief description of inverse control methods. The remainder of this thesis can then be divided into three main parts: the first part covers Chapter 3, Chapter 4 and Chapter 5 , focussing on a spring-mass model of a smart structure. In particular, a simple cubic nonlinearity and a fully elastic mass-spring model will be considered. Moreover, a smart surface will also illustrated through using the mass-spring array. In the second part, Chapter 6, the linkage mechanism model will be considered for reconfiguration. In the third part, Chapter 7, a continuous beam model will be analysed as a partial differential system and experimental tests will be employed for preliminary validation.

In Chapter 3 the concept of reconfiguring a smart structure by using heteroclinic connections will be considered for a model with cubic nonlinearity. In particular, due to the difficulty in obtaining heteroclinic connections numerically in complex dynamical systems, a sufficiently smooth set of functions will be used to generate a path to approximate the heteroclinic connection and satisfy a number of boundary conditions for the problem. An inverse control method will be introduced and applied to the cubic nonlinearity model of the smart structure. An evaluation criteria will be defined and applied to the smart structure reconfiguration problem in order to assess the relative energy costs of different reconfiguration methods.

In the following, Chapter 4, in consideration of the difference between the cubic and real spring model, a spring-mass model of a simple smart structure will be developed to verify the possibility of using the heteroclinic connections to reconfigure future real smart structures. An optimal control method will be employed to find the required control histories and state trajectories. Then, dissipation will be considered again to approximate a more realistic smart structure. Some strategies will be considered to deal with the dissipation term.

In Chapter 5, a simple discrete model of a two-dimensional smart surface structure will be considered and reconfigured using heteroclinic connections. As an approximation, the surface will be modelled as a two-dimensional spring-mass array without dissipation and with a simplifying cubic nonlinearity, which has a range of both stable and unstable configurations. A feedback control strategy will be proposed to actively maintain the structure in an unstable configuration.

As a next step, a classical four-bar mechanism with rigid linkages and torsional springs
will be investigated in Chapter 6. This investigation will use the same control method in Chapter 3. The rigid mechanism model will demonstrate the possibility of actively reconfiguring the mechanism between two unstable equilibria. A single axial spring will then be used to substitute for one rigid bar to develop a pseudo-rigid model for exploring interesting complexities over the rigid model. Lastly, a purely elastic model with torsional springs and axial springs for linkages will be developed which allows bending, stretching and compression and some numerical results will be presented to elaborate on the feasibility of the reconfiguration manoeuvre using heteroclinic connections. The model will also provide insight into a fully elastic beam.

The last section, in Chapter 7, a classical clamped-clamped beam will be investigated based on the Euler-Bernoulli beam theory. The equation of motion and associated boundary conditions governing the nonlinear dynamics of such a buckled beam will be derived as partial differential system. Different buckled configurations (stable or unstable) and their corresponding shapes will be obtained. In addition, a model of a real structure will be fabricated by using smart materials in the laboratory. Both numerical simulation and experimental demonstration have been used to provide preliminary verification of the concept.

Each Chapter includes a summary and conclusion, which will be presented together in the overall conclusions in Chapter 8 at the end of this thesis, along with a discussion on future work

## Chapter 2

## Theory and Methods

In this Chapter, some fundamental theory of dynamical systems in the context of ordinary differential equations will be briefly discussed in Section 2.1 to obtain key properties of a system, such as equilibrium and stability. The relevant mathematical principles will be reviewed in Section 2.2 to illustrate heteroclinic connections. In addition, the control method for smart structure models exploited in this thesis will be introduced in Section 2.3.

### 2.1 Nonlinear systems and stability

In general, structures can be defined as a mechanical system, which can therefore use modern dynamical systems theory for the analysis of their characteristics 60]. Usually, non-linear dynamical systems typically possess a number of equilibria which may be connected through paths in the phase space of the system [4. In the study of dynamical systems the independent variable is often referred to as time $t \in \mathbb{R}^{1}$ for n-dimensional state $x \in \mathbb{R}^{n}$ and a set of parameters $\mu$ so that an ordinary differential equation can be used of the form

$$
\begin{equation*}
\frac{d x}{d t}=f(x, t ; \mu) \tag{2.1}
\end{equation*}
$$

Equation 2.1 is also referred to as a vector field or ordinary differential equation. A solution of Eq 2.1 can therefore be defined as a map, $x(t)$, such that $x(t)$ satisfies Eq 2.1 . i.e.,

$$
\begin{equation*}
\frac{d(x(t))}{d t}=f(x(t), t ; \mu) \tag{2.2}
\end{equation*}
$$

There is then a geometrical interpretation of a curve of the map $x$ in $\mathbb{R}^{n}$, and Eq. [2.2 gives the tangent vector at each point of the curve, which is the reason for referring to

Eq. 2.1 as a vector field. Therefore, the space of the independent variable of Eq. 2.1 (i.e., $\mathbb{R}^{n}$ ) is the phase space of Eq. 2.1. Clearly, different characteristics of an ordinary differential equation depend explicitly on the time or not. In other words, it is considered as a non-autonomous or time dependent ordinary differential equation (or vector fields) that depends explicitly on time (i.e. $\dot{x}=f(x, t ; \mu))$ or it is considered as a autonomous or time independent ordinary differential equations (or vector fields) that does not depend explicitly on time t (i.e. $\dot{x}=f(x ; \mu)$ ).

Therefore, the forecast or future states of the system is given by $x(t)$. Generally, dynamical systems are therefore initial-value problems governed by ordinary differential equations, or by difference equations. This is often included in the expression for solutions by representing $x\left(t, t_{0}, x_{0}\right)$ for some initial state $x_{0}$ at time $t_{0}$. Similarly, the parameters $\mu$ play an important role in the evolution of $x(t)$, for example representing mechanical properties of a structure.

A mechanical system is usually an autonomous system (i.e. $\dot{x}=f(x ; \mu)$ ), which is considered that its state does not change with time. It shows an important property that an equilibrium state corresponds to a constant solution of the differential equation. Equation. 2.2 can be now considered by a general autonomous system form

$$
\begin{equation*}
\frac{d(x(t))}{d t}=f(x, \mu) \tag{2.3}
\end{equation*}
$$

An equilibrium solution of Eq. 2.3 is a point $\bar{x} \in \mathbb{R}^{n}$ such that

$$
f(\bar{x}, \mu)=0
$$

That is to mean

$$
x\left(t_{0}\right)=x(t)=x\left(t_{\infty}\right)=\bar{x}
$$

It is obvious that if solutions starting close to a fixed point at a given time remains close to this point for all later times, i.e. $\bar{x}$ is stable. Then, it is necessary to consider the property of solution near $\bar{x}$. Let

$$
\begin{equation*}
x=\bar{x}+r(\bar{x}) \tag{2.4}
\end{equation*}
$$

$r(\bar{x})$ is a neighbourhood of the fixed point $\bar{x}$, and Taylor expanding about $\bar{x}$ of Eq. 2.3 can therefore obtain

$$
\begin{equation*}
f(x, \mu)=f(\bar{x}, \mu)+\operatorname{Dr}(\bar{x})+O\left(|r(\bar{x})|^{2}\right) \tag{2.5}
\end{equation*}
$$

where $D=D f(\bar{x}, \mu)$ is the total derivative of $f$ and $O$ describes the limiting behaviour. Substituting Eq. 2.4 into Eq. 2.3 and Eq. 2.5 gives

$$
\begin{equation*}
\dot{x}=\dot{\bar{x}}+\dot{r}(\bar{x})=f(\bar{x})+\operatorname{Dr}(\bar{x})+O\left(|r(\bar{x})|^{2}\right) \tag{2.6}
\end{equation*}
$$

The overdot in Eq. 2.6 represents a derivative with respect to time, and the parameters $\mu$ will be ignored at present. It shows that $\dot{x}$ can be express by $D$ by using the big $O$ notation. Using the additional fact that $\dot{\bar{x}}(t)=f(\bar{x}(t))$, Eq. 2.6 becomes

$$
\begin{equation*}
\dot{r}(\bar{x})=D f(\bar{x}) y+O\left(|r(\bar{x})|^{2}\right) \tag{2.7}
\end{equation*}
$$

Equation. 2.7 then describes the characteristic of $r(\bar{x})$, the neighbourhood of the equilibrium $\bar{x}$. The stability properties of $\bar{x}$ can be addressed by solving the associated linear system

$$
\begin{equation*}
\dot{r}(\bar{x})=\operatorname{Dr}(\bar{x}) \tag{2.8}
\end{equation*}
$$

If $\bar{x}$ is an equilibrium solution, then $D$ is a matrix with constant coefficients, and the solution of Eq. 2.8 through the point $y_{0} \in \mathbb{R}^{n}$ of $t=0$ can be written as

$$
\begin{equation*}
r(\bar{x}, t)=e^{D t} r\left(\bar{x}, t_{0}\right) \tag{2.9}
\end{equation*}
$$

Thus, if negative real parts exist for all eigenvalues $\lambda$ of $D$, it means that $r(\bar{x}, t)$ is asymptotically stable. Therefore, the equilibrium solution $\bar{x}$ of $x$ is distinctly asymptotically stable. Eigenvalue analysis will be used in later Chapters to assess full stability of equilibria of a range of smart structure models.

### 2.2 Heteroclinic connections

In the phase plane, the state at time $t_{0}$ consists of a pair of numbers, which can be regarded as initial conditions for the dynamical system, and therefore determines all states through which the system goes in a particular motion. The vector of states given as $x=x(t)$ traces out a successive curve through the initial condition called a phase path, a trajectory or an orbit. The direction of the vector can be obtained from the relation of the general autonomous vector Eq. 2.1, when $f(x, \mu)>0$, then $\dot{x}>0$, so that $x$ is increasing with time, and when $f(x, \mu)<0$, then $\dot{x}<0$, so that $x$ is decreasing with time. The complete pattern of the phase paths including the directional arrow constitutes the phase diagram.

Figure 2.1 shows the types of equilibrium point arising from three different types of
turning points of $V$, which is the potential energy of the dynamical system. A minimum of potential energy generates a centre (stable), a maximum of potential energy generates a saddle and a point of inflection leads to a cusp, as shown in Fig. 2.1.




Figure 2.1: Typical phase diagrams arising from the fixed points (adapted from [4]).

A heteroclinic connection, is an asymptotic trajectory which joins two different equilibrium points. In the event the equilibrium points at the start and end of the path are the same, then it is called a homoclinic connection. Both a heteroclinic and homoclinic connection are of great importance both in theory and in real applications [63]. Here, a manifold is defined as a surface embedded in phase space. The unstable manifold then represents the family of trajectories diverging from an equilibrium point, while the stable manifold represents the family of trajectories asymptotically approaching an equilibrium point. A heteroclinic connection is formed if the unstable manifold of an equilibrium point intersects the stable manifold of another distant equilibrium point in phase space. In dynamical systems theory, there are finitely many equilibrium points in a smooth dynamical system, which satisfy a transversality condition on the stable and unstable manifolds, yields a phase space connection.

Figure 2.2 shows a saddle surface: there are several stable and unstable equilibrium points $E_{u}, E_{\text {saddle }}$ and $E_{s}$, which are defined by an energy function $E$. The energy function is defined here as $E=\sin \left(x_{1}\right)+\sin \left(x_{2}\right)$ for illustration. The unstable equilibrium points $E_{u}$ have maximum potential energy and the stable equilibrium points $E_{s}$
have minimum potential energy, respectively. It is clear that two saddle points $E_{\text {saddle }}$ can be connected by a heteroclinic connection (blue trajectory), which departs from the unstable manifold of one equilibrium point and intersects the stable manifold of another equilibrium.


Figure 2.2: A saddle surface with stable and unstable manifolds.

More specifically, it is assumed that a set of equilibrium configurations $E$ for a dynamical system can be found. $E$ will contain both linearly stable equilibria $E^{S}(\operatorname{Re}(\lambda)=0)$ and unstable equilibria $E^{U}(\operatorname{Re}(\lambda)>0)$ for some eigenvalue spectrum $\lambda$. If the unstable manifold $W^{U}$ of an equilibrium point $E_{i}^{U}$ intersect the stable manifold $W^{S}$ of another distant equilibrium point $E_{i+1}^{U}$ in the phase space, then a heteroclinic connection exists between the equilibria, as shown in Fig. 2.3. Moreover, if the set of hyperbolic equilibria $E^{U}$ exist on the same energy surface, the heteroclinic connections between these points do not in principle require the addition of or dissipation of energy. The application of heteroclinic connections to reconfiguring smart structures, will be investigated in this thesis with the significant benefits in terms of the energy required for reconfiguration 60 .

### 2.3 Control methods

In this thesis the class of control problems for a time-varying reference trajectory is of interest, called the trajectory tracking problem. It is considered that the end point problem is a particular kind of the trajectory tracking problem, which allows the controller to capture trajectories in the neighbourhood of an end point [64], as will be used


Figure 2.3: Heteroclinic connection between two distant equilibria $E_{i}^{U}$ and $E_{i+1}^{U}$ in the phase space, formed by the intersection of the stable manifold $W^{S}$ of $E_{i+1}^{U}$ and unstable manifold $W^{U}$ of $E_{i}^{U}$.
in later Chapters. In particular, it is desired to find a control law $u=\alpha(x, r(\cdot))$ such that

$$
\begin{equation*}
\lim _{t \rightarrow \infty}(x(t)-r(t))=0 \tag{2.10}
\end{equation*}
$$

The notation $r(\cdot)$ indicates the control law can depend not only on the reference signal $r(t)$ but also derivatives of the reference signal. A feasible trajectory for the system is a pair $(x(t), u(t))$ that satisfies the dynamical equation and generate the desired trajectory. If the system can be defined as a feasible trajectory, control methods can be searched of the form $u=\alpha(x, r(\cdot))$ that track the desired reference trajectory. A standard nonlinear system is assumed to have a generic form of

$$
\begin{equation*}
\dot{\boldsymbol{x}}(t)=f\{\boldsymbol{x}(t), \boldsymbol{u}(t) ; t\}, \boldsymbol{x} \in \mathbb{R}^{m}, \boldsymbol{u} \in \mathbb{R}^{n}, t \in[0, T] \tag{2.11}
\end{equation*}
$$

where $\boldsymbol{x}(\mathrm{t})$ is the system state, $\boldsymbol{u}(\mathrm{t})$ is a vector of inputs and $f$ is a smooth function describing the dynamics of the process. The generic boundary conditions and constraints are defined as

$$
\begin{equation*}
\boldsymbol{x}(0)=\boldsymbol{x}_{0}, \boldsymbol{x}(T)=\boldsymbol{x}_{f}, t \in[0, T] \tag{2.12}
\end{equation*}
$$

The inverse control method has been used to provide stable tracking results which are computationally efficient and offer a high degree of user flexibility [65]. The system can then track a desired trajectory if it is actuated by the controllers, as shown in Fig. 2.4 , In general, dynamical systems require inputs to produce certain outputs (Fig. 2.4.a).

Therefore, it is easier to obtain the potential inputs by inverting the system with certain outputs (Fig. 2.4.b). The whole system then can be constituted by combining the inverted system and the original system (Fig. 2.4. c) with some gain and feedback variables (Fig. 2.4. d ).


Figure 2.4: Inverse control method.

The inverse dynamics problem is then to find a control vector $\boldsymbol{u}(\mathrm{t})$ which satisfies the constraints.

$$
\begin{equation*}
\boldsymbol{s}(\boldsymbol{x}(t), \boldsymbol{c}(t) ; t)=0 \tag{2.13}
\end{equation*}
$$

where $s$ is a sufficiently smooth function and $\boldsymbol{c}(\mathrm{t})$ represents desired outputs from the system.

To obtain the required control which satisfies the constraints, Eq. 2.13 is repeatedly
differentiated until the control appears explicitly, viz

$$
\begin{equation*}
\boldsymbol{s}(\boldsymbol{x}(t), \boldsymbol{u}(t), \boldsymbol{c}(t), \dot{\boldsymbol{c}}(t) ; t)=0 \tag{2.14}
\end{equation*}
$$

This relation can then be solved algebraically or numerically to obtain the control vector $\boldsymbol{u}(\mathrm{t})$ that is required to track the desired reference trajectory. For the following dynamical systems it is required to extend this method to provide nonlinear control to track the reference trajectory in the presence of uncertainties. The detailed process is illustrated in Section 3,5.

### 2.4 Conclusion

In this Chapter, modern dynamical systems theory has been briefly reviewed to analyse the characteristics of nonlinear systems. It is shown that a set of equilibria can be identified in a nonlinear dynamical systems which may be connected through paths in phase space. In particular, heteroclinic connections have been considered as paths which connect equilibria through both stable and unstable manifolds. In addition, this Chapter provides a brief review of control methods for nonlinear dynamical systems which ensures convergence to a desired reference trajectory, which can be effectively used in reconfiguring smart structures. Both heteroclinic connections and inverse control methods will be used in later Chapters.

## Chapter 3

## Cubic Nonlinearity in a N-dimensional Chain

In order to investigate the potential of using heteroclinic connection to reconfigure smart structures, dynamical system theory is used to investigate the characteristics of an N -dimensional chain with a cubic nonlinearity. A reconfigurable smart structure is again defined here as a mechanical system which has the ability to change its kinematic configuration between a finite set of stable or unstable equilibria. A set of stable and unstable equilibrium configurations is identified in the chain model and the reconfiguration of the smart structure between the equal-energy unstable states is investigated. It is assumed that active control can maintain the structure in an unstable state [37]. To achieve such a reconfiguration, heteroclinic connections between the unstable equilibria in the phase space of the problem are considered. Since unstable equilibria can be found which lie on the same energy surface in the phase space of the problem, if a heteroclinic connection between unstable, equal energy equilibria can be defined, trajectories exist between these configurations which in principle do not require the addition of or dissipation of energy.

In Section 32 and 33 , a smart structure is firstly defined as a spring-mass model. An approximation is then obtained that is sufficient to provide the required qualitative behaviour of the system, through a simple cubic nonlinearity, while avoiding undue algebraic complexity. However, it can be difficult to obtain such heteroclinic connections numerically in complex dynamical systems, such as those with strong nonlinearity. Therefore, in Section 3. 4, a sufficiently smooth set of functions is used to generate a path to approximate the heteroclinic connection and satisfy a number of boundary conditions for the problem. It is envisaged that being computationally efficient, the method
can form the basis for real-time reconfiguration of smart structures using heteroclinic connections between equal-energy, unstable configurations. In Section 3.5, an evaluation criteria is then defined by again using a simple mass-spring model, which under quasi-static conditions provides a relationship between the control action and the spring deformation required for control, thus developing a measure of the energy required for control. This evaluation criteria is then applied to the smart structure reconfiguration problem in order to assess the relative energy cost of different reconfiguration methods. An inverse control method which is applied to a simple double mass-spring model of the smart structure is introduced in Section 3.6. The principal advantage of the inverse method for this problem is the flexibility for path shaping. Numerical results of reconfiguring a smart structure based on the two mass chain model through the use of heteroclinic connection are provided in Section 3.7. The method is then extended in Section 3.8 from the double spring-mass model to a 3 mass problem which provides a significant step change in complexity, both in terms of the number of equilibrium states and in the difficulty of finding a true heteroclinic connection. Finally, Section 3.9 will summarise the Chapter.

### 3.1 Single mass problem

In order to investigate how to use a polynomial as an approximation of a heteroclinic connection to reconfigure a smart structure, a simple representative model of a smart structure is defined [60]. A beam model is firstly assumed as a single lumped mass with two linear springs to simulate structural stiffness, with both ends clamped, as shown in Fig 3.1. The parameters of the model are the mass $m$ of the single lumped mass and the spring stiffness and natural length $k$ and $l$, respectively. The distance between the two clamped ends is $2 d$ and the displacement of the mass in the vertical direction is defined by $x$. From Fig. 1 it can be seen that the dynamics of the model can therefore be described by 60]


Figure 3.1: 1 degree-of-freedom buckling beam model.

$$
\begin{equation*}
\dot{x}=v \tag{3.1}
\end{equation*}
$$

$$
\begin{equation*}
m \dot{v}=-2 k x\left(1-\frac{l}{\sqrt{x_{1}^{2}+d^{2}}}\right) \tag{3.2}
\end{equation*}
$$

Equation 3.2 can be expanded by assuming that $x / d \ll 1$ to obtain

$$
\begin{equation*}
m \dot{v}=-2 k\left(\frac{l}{d}-1\right) x-\frac{k l}{d^{3}} x^{3}+\cdots \tag{3.3}
\end{equation*}
$$

again following 60] this can be written as

$$
\begin{gather*}
\dot{q}=p  \tag{3.4}\\
\dot{p}=\mu q-q^{3} \tag{3.5}
\end{gather*}
$$

where the non-dimensional position variable $q=\sqrt{l / d^{3}} x$, the momentum $p$ and nondimensional time $\tau=t / \sqrt{m / k}$ are defined. The free parameter $\mu=2(l / d-1)$ is used as a measure of the compressive load acting on the model. Later, it is assumed that the natural length of the spring can be manipulated through the use of an appropriate material, thus allowing active control of the structure. A relationship can be therefore be found between variations of $\Delta \mu$ and variations of the real spring length $\Delta l$, where $\delta$ can be defined as the ratio of total deformation to the initial length of the spring such that

$$
\begin{equation*}
\delta=\frac{\Delta l}{l}=\frac{\Delta \mu}{\mu+2} \tag{3.6}
\end{equation*}
$$

Then, consider that the system is conservative so the problem also can be defined such that $\dot{p}=-\partial V(q, \mu) / \partial q$ through the use of an effective quartic potential $V(q, \mu)$, where

$$
\begin{equation*}
V(q, \mu)=-\frac{1}{2} \mu q^{2}+\frac{1}{4} q^{4} \tag{3.7}
\end{equation*}
$$

and where the extrema of the potential represent the equilibrium states of the system (stable and unstable).

### 3.2 Two mass chain

Following [60] the 1 degree-of-freedom problem can now be extended to a chain of N masses. The system is still conservative so that the same functional form of nonlinearity is used as Eq 3.7 above. The potential can then be generalised to arbitrary pairs of neighbouring masses $i-1$ and $i$ as

$$
\begin{equation*}
V\left(q_{i-1}, q_{i}, \mu_{i}\right)=-\frac{1}{2} \mu_{i}\left(q_{i-1}-q_{i}\right)^{2}+\frac{1}{4}\left(q_{i-1}-q_{i}\right)^{4} \tag{3.8}
\end{equation*}
$$

In order to control the dynamics of the problem it will again be assumed that the coupling parameters $\mu_{i}$ can be manipulated to achieve active control of the structure. Since there is a linear relationship between $\mu_{i}$ and the natural length of the spring, it can be assumed that the manipulation of $\mu_{i}$ through changes to the natural length of the spring in the model can be used. The behaviour of a chain of masses can now be described by a Hamiltonian $H(\boldsymbol{q}, \boldsymbol{p}, \boldsymbol{\mu})=T(\boldsymbol{p})+V(\boldsymbol{q}, \boldsymbol{\mu})$ with the set $\boldsymbol{q}=q_{i}(i=1-N)$ and the corresponding set of momenta $\boldsymbol{p}=p_{i}(i=1-N)$ such that $(\boldsymbol{p}, \boldsymbol{q}) \in \mathbb{R}^{2 N}$, where $T(\boldsymbol{p})$ represents kinetic energy and $V(\boldsymbol{q}, \boldsymbol{\mu})$ represent the potential energy where

$$
\begin{gather*}
T(\boldsymbol{p})=\frac{1}{2}\left\|\boldsymbol{p}^{2}\right\|  \tag{3.9}\\
V(\boldsymbol{q}, \boldsymbol{\mu})=\sum_{i=1}^{N+1}-\frac{1}{2} \mu_{i}\left(q_{i-1}-q_{i}\right)^{2}+\frac{1}{4}\left(q_{i-1}-q_{i}\right)^{4} \tag{3.10}
\end{gather*}
$$

with boundary conditions $q_{0}=0$ and $q_{N}=0$, so that the chain is pinned at both ends. In order to explore the possibility of reconfiguring a smart structure, a simple two masses chain with three linear springs will firstly be considered with the springs clamped at both ends, as shown in Fig. 3.2. The model assumes that the masses are constrained to move only in the vertical direction.


Figure 3.2: 2 degree-of-freedom buckling beam model.

The Hamiltonian for this two mass model can then be defined from the kinetic energy and potential energy through Eqs. 3.9 and 3.10 as

$$
\begin{gather*}
T(\boldsymbol{p})=\frac{1}{2}\left|\boldsymbol{p}_{1}^{2}\right|+\frac{1}{2}\left|\boldsymbol{p}_{2}^{2}\right|  \tag{3.11}\\
V(\boldsymbol{q}, \boldsymbol{\mu})=-\frac{1}{2} \mu_{1} q_{1}^{2}-\frac{1}{2} \mu_{2}\left(q_{1}-q_{2}\right)^{2}-\frac{1}{2} \mu_{3} q_{2}^{2}+\frac{1}{4} q_{1}^{4}+\frac{1}{4}\left(q_{1}-q_{2}\right)^{4}+\frac{1}{4} q_{2}^{4} \tag{3.12}
\end{gather*}
$$

The two masses problem can then be fully defined by a dynamical system of the form

$$
\begin{equation*}
\dot{q}_{1}=p_{1} \tag{3.13}
\end{equation*}
$$

$$
\begin{gather*}
\dot{p}_{1}=\mu_{1} q_{1}-q_{1}^{3}+\mu_{2}\left(q_{1}-q_{2}\right)-\left(q_{1}-q_{2}\right)^{3}  \tag{3.14}\\
\dot{q}_{2}=p_{2}  \tag{3.15}\\
\dot{p}_{2}=\mu_{3} q_{2}-q_{2}^{3}-\mu_{2}\left(q_{1}-q_{2}\right)+\left(q_{1}-q_{2}\right)^{3} \tag{3.16}
\end{gather*}
$$

where full details of the development of the simple smart structure model are again provided by McInnes and Waters 60].


Figure 3.3: Bifurcation diagram for the 2 degree-of-freedom buckling beam model.

The location of the equilibria are listed in Table 3.1. It can be seen that $E_{0}$ has the highest potential V , which is unstable states corresponding to the two masses being undeflected, with both springs in compression. $E_{1}$ and $E_{2}$ then have equal potential which is higher than $E_{3}$ and $E_{4}$, which means that only the central spring is in compression and can in principle relax to the lower energy equilibria at $E_{3}$ and $E_{4}$ where all springs are extended. Moreover, the stability properties of the equilibria can be considered as a function of the coupling parameters $\mu_{1-3}$, which is shown in Fig. 3.3. In particular, the stability properties of some equilibria swap for different $\mu_{2}$, when the coupling constants are equal, such that $\mu_{1}=\mu_{3}$. It can also be shown that the location of $E_{1}$ and $E_{2}$ are independent of $\mu_{2}$ while the location of $E_{3}$ and $E_{4}$ is a function of $\mu_{2}$. Therefore, fixing $\mu_{1}$ and $\mu_{3}$, a bifurcation diagram can be constructed. Although only $\mu_{1-3}>0$ is considered here for analysis, for completeness and generalised the bifurcation diagram is shown for $-2 \leq \mu_{2} \leq 2$ in Fig. 3.3 60].

Table 3.1: Stability properties of the 5 equilibria of 2 degree-of-freedom buckling beam model.

| Point | $\tilde{q_{1}}$ | $\tilde{q_{2}}$ | $\lambda_{1,2}$ | $\lambda_{3,4}$ | $V$ | Type |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $E_{0}$ | 0 | 0 | $\pm 1$ | $\pm 2$ | 0 | Saddle $\times$ Saddle |
| $E_{1}$ | 1 | 1 | $\pm \sqrt{2} \mathrm{i}$ | $\pm 1$ | -0.5 | Saddle $\times$ Centre |
| $E_{2}$ | -1 | -1 | $\pm \sqrt{2} \mathrm{i}$ | $\pm 1$ | -0.5 | Saddle $\times$ Centre |
| $E_{3}$ | $-2 / 3$ | $2 / 3$ | $\pm 1 / \sqrt{3} \mathrm{i}$ | $\pm 2 \sqrt{2} \mathrm{i}$ | $-8 / 9$ | Saddle $\times$ Saddle |
| $E_{4}$ | $-2 / 3$ | $2 / 3$ | $\pm 1 / \sqrt{3} \mathrm{i}$ | $\pm 2 \sqrt{2} \mathrm{i}$ | $-8 / 9$ | Saddle $\times$ Saddle |

### 3.3 Constructing the reference polynomial

It can be noted that the system defined in Section 32 has been simplified by assuming that $x / d \ll 1$. This approximation is sufficient to provide the required qualitative behaviour of the system through Eq. 3.3, which is a simple cubic nonlinearity, while again avoiding undue algebraic complexity. It will be shown that the system defined by Eqs. 3.13 3.16 has a number of equilibria which are both stable and unstable and may be connected through paths in the phase space of the problem. As discussed in Chapter 2 one type of path is the heteroclinic connection which requires the stable and unstable manifolds of two unstable equilibria to be connected. Solving Eq. 3.14 and Eq. 3.16 for equilibrium conditions yields five equilibria for the parameter set, $\mu_{1}=1, \mu_{2}=1.5$ and $\mu_{3}=1$. The location of the equilibria are listed in Table 3.1. The linear stability of these equilibria can be determined through linearisation of Hamilton's equations in the neighbourhood of each equilibrium point to determine the eigenvalues of the equilibria $\lambda_{j}(j=1-4)$. A set of stable equilibria are expected with conjugate imaginary eigenvalues and a set of unstable equilibria are expected with real eigenvalues of opposite sign 66. It can then be determined that this 2 degree-of-freedom system possesses 3 unstable equilibria $E_{0}, E_{1}, E_{2}$ and 2 stable equilibria $E_{3}$ and $E_{4}$ shown in Fig. 3.4 with contours of potential $V$.

Since the $E_{1}$ and $E_{2}$ lie on the same energy surface, there may be a heteroclinic connection connecting these equilibria, as shown in Fig. 3.5p, so that the structure can be reconfigured between these two equilibria without work being done. Similarly, if the structure is at the stable equilibria $E_{3}$, it needs to cross the potential barrier at $E_{1}$ to transition to the other stable equilibrium $E_{4}$, as shown in Fig. 3.5b. However, energy must be added to the system to reach the top of the barrier and then dissipated to reach the final equilibrium state.

Although heteroclinic connections are essential characteristics of non-linear dynamical


Figure 3.4: Potential $V(\boldsymbol{q}, \boldsymbol{\mu})$ and equilibria (3 unstable equilibria $E_{0}, E_{1}$ and $E_{2}$, and 2 stable equilibria $E_{3}$ and $\left.E_{4}\right)$.


Figure 3.5: Transitions between different equilibria (with potential energy contour levels) (a) Ideal heteroclinic connection through $E_{3}$ or $E_{4}$ between $E_{1}$ and $E_{2}$ (b) Crossing the potential barrier $E_{1}$ between $E_{3}$ and $E_{4}$.
systems, it can be difficult to find exact heteroclinic connections numerically in complex nonlinear systems. For example, McInnes and Waters[60] used an iterative numerical algorithm, which would not be suitable for embedded real-time control. Therefore, a method is presented to approximate heteroclinic connections which can form the basis for real-time reconfiguration of smart structures. The heteroclinic connection will be defined as a $4^{\text {th }}$ order polynomial, viz

$$
\begin{equation*}
\boldsymbol{q}^{*}(t)=\boldsymbol{a}_{0}+\boldsymbol{a}_{1} t+\boldsymbol{a}_{2} t^{2}+\boldsymbol{a}_{3} t^{3}+\boldsymbol{a}_{4} t^{4} \tag{3.17}
\end{equation*}
$$

The unknown vector of constants $\boldsymbol{a}_{i}(i=1-4)$ in the reference polynomial can then be related to the boundary conditions of the system. The ideal heteroclinic connection in Fig. 3.5 departs from equilibrium $E_{1}(1,1)$, goes through the global minimum at equilibrium $E_{4}(-2 / 3,2 / 3)$ and ends in equilibrium $E_{2}(-1,-1)$. We can therefore define conditions on the polynomial which approximates the true heteroclinic connection, such that

$$
\left[\begin{array}{lllll}
\boldsymbol{q}^{*}(0) & \boldsymbol{q}^{*}(T / 2) & \boldsymbol{q}^{*}(T) & \dot{\boldsymbol{q}}^{*}(0) & \dot{\boldsymbol{q}}^{*}(T)
\end{array}\right]=\left[\begin{array}{cc}
1 & 1  \tag{3.1.1}\\
2 / 3 & -2 / 3 \\
-1 & -1 \\
0 & 0 \\
0 & 0
\end{array}\right]^{T}
$$

Then, the only remaining free parameter to define the reference polynomial is the total reconfiguration duration $T$. Therefore, an approximate heteroclinic connection can be defined using Eq. 3.18 where the constant vectors in Eq. 3.17 are found to be

$$
\left[\begin{array}{lllll}
\boldsymbol{a}_{0} & \boldsymbol{a}_{1} & \boldsymbol{a}_{2} & \boldsymbol{a}_{3} & \boldsymbol{a}_{4}
\end{array}\right]=\left[\begin{array}{cc}
1 & 1  \tag{3.1}\\
0 & 0 \\
14 / 3 T^{2} & -50 / 3 T^{2} \\
-52 / 3 T^{3} & 76 / 3 T^{3} \\
32 / 3 T^{4} & -32 / 3 T^{4}
\end{array}\right]^{T}
$$

This function provides a smooth reference trajectory while ensuring that the required boundary conditions are satisfied. After repeated differentiation these polynomials provide the corresponding velocities and accelerations to be tracked to follow the reference trajectory.

Similarly, the transition from $E_{3}$ to $E_{4}$ can also be defined. This path is considered such
that it should cross the potential barrier $E_{1}$, so the boundary conditions are defined as

$$
\left[\begin{array}{lllll}
\boldsymbol{q}^{*}(0) & \boldsymbol{q}^{*}(T / 2) & \boldsymbol{q}^{*}(T) & \dot{\boldsymbol{q}}^{*}(0) & \dot{\boldsymbol{q}}^{*}(T)
\end{array}\right]=\left[\begin{array}{cc}
-2 / 3 & 2 / 3  \tag{3.20}\\
1 & 1 \\
2 / 3 & -2 / 3 \\
0 & 0 \\
0 & 0
\end{array}\right]^{T}
$$

In this case, the constants of Eq. 3.17 are therefore defined as

$$
\left[\begin{array}{lllll}
\boldsymbol{a}_{0} & \boldsymbol{a}_{1} & \boldsymbol{a}_{2} & \boldsymbol{a}_{3} & \boldsymbol{a}_{4}
\end{array}\right]=\left[\begin{array}{cc}
-2 / 3 & 2 / 3  \tag{3.21}\\
0 & 0 \\
20 / T^{2} & 12 / T^{2} \\
-104 / 3 T^{3} & -88 / 3 T^{3} \\
16 / T^{4} & 16 / T^{4}
\end{array}\right]^{T}
$$

Now that the reference polynomials have been defined, an inverse method will be developed in order to track them, allowing an approximate heteroclinic connection to be followed to connect the unstable equilibria.

As discussed in Chapter 2 inverse control allows tracking of time dependent constraints and is an effective method to control non-linear systems, used extensively in a diverse range of nonlinear control problems [65]. A nonlinear system is assumed to have a generic form of

$$
\begin{equation*}
\dot{\boldsymbol{x}}(t)=f\{\boldsymbol{x}(t), \boldsymbol{u}(t) ; t\}, \boldsymbol{x} \in \mathbb{R}^{m}, \boldsymbol{u} \in \mathbb{R}^{n}, t \in[0, T] \tag{3.22}
\end{equation*}
$$

where $\boldsymbol{x}(\mathrm{t})$ is the system state, $\boldsymbol{u}(\mathrm{t})$ is a vector of inputs and $f$ is a smooth function describing the dynamics of the process. The generic boundary conditions and constraints are defined as

$$
\begin{equation*}
\boldsymbol{x}(0)=\boldsymbol{x}_{0}, \boldsymbol{x}(T)=\boldsymbol{x}_{f} \tag{3.23}
\end{equation*}
$$

The inverse method represents the control problem of how to find a control vector $\boldsymbol{u}(\mathrm{t})$ which can track desired outputs of the system while meeting the requirements of the boundary conditions so that

$$
\begin{equation*}
\boldsymbol{e}\left\{\boldsymbol{x}(t), \boldsymbol{x}^{*}(t) ; t\right\}=\left\{\boldsymbol{x}(t)-\boldsymbol{x}^{*}(t)\right\}=0 \tag{3.24}
\end{equation*}
$$

where $\boldsymbol{e}$ is a continuous constraint function and $\boldsymbol{x}^{*}(\mathrm{t})$ represents the desired output.

For this dynamical system it is required to extend this method to provide nonlinear control to track the reference trajectory in the presence of uncertainties. This can be achieved by differentiating the constraint vector $e$ until the control appears explicitly, then feedback terms can be added instead of defining the constraint vector to be null so that

$$
\begin{equation*}
\ddot{\boldsymbol{e}}\left\{\boldsymbol{x}(t), \boldsymbol{x}^{*}(t) ; t\right\}=-\mathbf{g}_{1} \dot{e}-\mathbf{g}_{2} e \tag{3.25}
\end{equation*}
$$

where $\mathbf{g}_{1}$ and $\mathbf{g}_{2}$ are constant gain matrices defined by

$$
\begin{aligned}
& \mathbf{g}_{1}=\operatorname{Diag}\left\{g_{11}, g_{12}\right\} \\
& \mathbf{g}_{2}=\operatorname{Diag}\left\{g_{21}, g_{22}\right\}
\end{aligned}
$$

The $4^{\text {th }}$ order polynomial can then be used as a reference trajectory with the inverse control method to provide an example of a controlled heteroclinic connection through $E_{3}$ between $E_{1}$ and $E_{2}$.

Recall Eq. 3.13, 3.14, 3.15 and 3.16, which can be expressed in matrix form as

$$
\begin{align*}
& {\left[\begin{array}{c}
\dot{q}_{1} \\
\dot{p}_{1} \\
\dot{q}_{2} \\
\dot{p}_{2}
\end{array}\right]=\left[\begin{array}{c}
p_{1} \\
-q_{1}^{3}-\left(q_{1}-q_{2}\right)^{3} \\
p_{2} \\
-q_{2}^{3}+\left(q_{1}-q_{2}\right)^{3}
\end{array}\right]+} \\
& {\left[\begin{array}{ccc}
0 & 0 & 0 \\
q_{1} & \left(q_{1}-q_{2}\right) & 0 \\
0 & 0 & 0 \\
0 & -\left(q_{1}-q_{2}\right) & q_{2}
\end{array}\right]\left[\begin{array}{l}
\mu_{1} \\
\mu_{2} \\
\mu_{3}
\end{array}\right]} \tag{3.26}
\end{align*}
$$

This is now in the form $\dot{\boldsymbol{x}}=f(\boldsymbol{x})+h(\boldsymbol{x}) \boldsymbol{u}$, which is an affine system with drift terms, where $\boldsymbol{x}$ is again a vector of state variables and $\boldsymbol{u}$ is a vector of control variables. Feedback linearisation can then be used to transform the original system model into an equivalent linear model, by algebraically transforming the nonlinear system into linear dynamics, so that linear control methods can be applied. Feedback linearisation therefore uses exact feedback, while conventional (Jacobian) linearisation is a linear approximation of the actual non-linear dynamics 67].

Equation 3.26 can be rewritten in a simpler form as

$$
\begin{gather*}
{[\ddot{\boldsymbol{q}}]=\left[\begin{array}{c}
-q_{1}^{3}-\left(q_{1}-q_{2}\right)^{3} \\
-q_{2}^{3}+\left(q_{1}-q_{2}\right)^{3}
\end{array}\right]+J(q) \mu,} \\
J(q)=\left[\begin{array}{ccc}
q_{1} & \left(q_{1}-q_{2}\right) & 0 \\
0 & -\left(q_{1}-q_{2}\right) & q_{2}
\end{array}\right] \tag{3.27}
\end{gather*}
$$

The invertibility matrix $J(q)$ has rank is 2 when there are two values not equal to zero among the three variables $q_{1}, q_{2}$ and $q_{1}-q_{2}$. From the discussion of Section 3.1, the control system will then have four null points, when $q_{1}-q_{2}=0, q_{1}=0$ and $q_{2}=0$. Therefore, the three control parameters can be chosen to avoid singularities; for example when $q_{1}$ vanishes, the corresponding value of $\mu_{1}$ will be unbound, so $\mu_{2}$ and $\mu_{3}$ are then selected as the control parameters with a constant value of $\mu_{1}$. The system is therefore controllable with two state variables and two control variables. In this way, the natural length of the spring can be used as the control (assumed through an appropriate smart material) and so the control parameters which can be used to track the reference trajectory are given by

$$
\mu=J^{-1}(q)\left(\ddot{q}-\left[\begin{array}{l}
-q_{1}^{3}-\left(q_{1}-q_{2}\right)^{3}  \tag{3.28}\\
-q_{2}^{3}+\left(q_{1}-q_{2}\right)^{3}
\end{array}\right]\right)
$$

The nonlinear system is transformed to an affine system for employing the inverse control method. The above discussion provides a detailed means of defining a control strategy for the non-linear dynamical system. The relationship between the controllers and states is therefore obtained directly through analytical methods, where the efficiency of the control system will be investigated in the following sections.

### 3.4 Energy evaluation criteria

In order to control the reconfiguration of the smart structure it can be implicitly assumed that the natural length of the springs can be modulated through the parameter set $\mu_{1}, \mu_{2}$ and $\mu_{3}$ (again, assuming use of an appropriate smart material, such as shapememory alloys). In order to estimate the energy requirements for such modulation a simplified description of the spring actuator is provided [5], as shown in Fig. 3.6. Two performance parameters are now considered in the model, one is the basic property of the smart material, the induced-strain effect, denoted by $d_{s}$ in Fig. 3.6\} the other is the
internal stiffness, $k_{s}$, again shown in Fig. 3.6.
Due to spring compressibility, an elastic displacement $F / k_{s}$ can be produced by the load $F$. The spring can then actuate the induced-strain displacement, $d_{s}$, to increase or decrease the output displacement $d_{e}$, as shown in Fig. 3.6 a, where $d_{e}$ is given as

$$
\begin{equation*}
d_{e}=d_{s}-\frac{F}{k_{s}} \tag{3.29}
\end{equation*}
$$

The external load, $F$, is now considered as a product of an external spring with the same stiffness $k_{s}$, as shown in Fig 3.6 b , thus

$$
\begin{equation*}
F=k_{s} d_{e} \tag{3.30}
\end{equation*}
$$

Combining Eq. 3.29 and Eq. 3.30 , the relationship between $d_{e}$ and $d_{s}$ can be found as

$$
\begin{equation*}
d_{s}=2 d_{e} \tag{3.31}
\end{equation*}
$$



Figure 3.6: Control effort evaluation criteria using a simple spring model. Shaded block represents smart material element with internal stiffness (a) Ellment under external load $F$ (b) Element attached to external spring (adapted from (5]).

Under quasi-static conditions, the output energy is then half the product between the force and the output displacement squared, ie.

$$
\begin{equation*}
E=\frac{1}{2} k_{s} d_{e}^{2} \tag{3.32}
\end{equation*}
$$

Substituting Eq. 3.31 into Eq. 3.32 an expression for the input energy is obtained in terms of the induced-strain as

$$
\begin{equation*}
E=\frac{1}{2} k_{s}\left(\frac{1}{4} d_{s}^{2}\right) \tag{3.33}
\end{equation*}
$$

Now that the relationship has been considered between the energy input and control action more specifically an energy evaluation criteria can be found. Through the above
analysis, and from Section 32 , the control variable $\mu=2(l / d-1)$ is used to obtain

$$
\begin{equation*}
\Delta l=(d / 2) \Delta \mu \tag{3.34}
\end{equation*}
$$

Consider that $\Delta l$ and $d_{s}$ have the same physical significance in the spring model so that Eq. 3.32 may be written as

$$
\begin{equation*}
E=\frac{1}{2} k_{s}\left(\frac{1}{4} d_{s}^{2}\right)=\frac{1}{2} k_{s}\left(\frac{1}{4}\left(\frac{d}{2}\right)^{2} \Delta \mu^{2}\right)=\frac{1}{32} k_{s} d^{2} \Delta \mu^{2} \propto \Delta \mu^{2} \tag{3.35}
\end{equation*}
$$

where $k_{s}, d$ are constants. A simple means of comparing the energy requirements can then be obtained by using Eq. 3.35 to track the reference polynomial trajectory between the unstable equilibrium states of the smart structure model, as will be detailed in Section 36 later.

### 3.5 Inverse methods

In this section a simple algorithm is used to determine the singular states of the problem and then provide a new set of control variables for reconfiguration. Here, $\delta$, as defined in Section 31, is used as an evaluation index in this section. Although $\mu$ is the nominal control vector, the real problem should be considered; the spring is elastic but within limits. Therefore the real deformation $\delta$ is defined to be no more than $25 \%$ to approximate a realistic system. Therefore, when $\delta_{2}$ is more than $\bar{\delta}$, where $\bar{\delta}$ corresponds to a deformation of $25 \%$, as defined through Eq. 3.6, $\mu_{1}$ and $\mu_{3}$ are chosen as the control variables with fixed $\mu_{2}$; when $\delta_{1}$ is more than $\bar{\delta}, \mu_{2}$ and $\mu_{3}$ are choose as the control variables with fixed $\mu_{1}$; when $\mu_{3}$ is more than $\bar{\delta}, \mu_{1}$ and $\mu_{2}$ are chosen as the control variables with fixed $\mu_{3}$, with Eq. 3.28 providing the control variables $\mu_{1}, \mu_{2}$ and $\mu_{3}$, where $\delta_{1}, \delta_{2}$ and $\delta_{3}$ represent the deformation ratio of real springs corresponding to $\mu_{1}$, $\mu_{2}$ and $\mu_{3}$, respectively.

Using Eq. 3.24 and Eq. 3.25 , the constraint can then be expressed as the error between the system state and desired output

$$
\begin{gather*}
e=q-q^{*}  \tag{3.36}\\
\dot{e}=\dot{q}-\dot{q}^{*}  \tag{3.37}\\
\ddot{e}=\ddot{q}-\ddot{q}^{*}=-g_{1} \dot{e}-g_{2} e \tag{3.38}
\end{gather*}
$$

In order to ensure convergence to the desired output $\boldsymbol{q}^{*}$ a Lyapunov function will be
defined as

$$
\begin{equation*}
\phi(\boldsymbol{q}, \dot{\boldsymbol{q}})=\frac{1}{2}\left(\boldsymbol{q}-\boldsymbol{q}^{*}\right)^{T} \boldsymbol{g}_{2}\left(\boldsymbol{q}-\boldsymbol{q}^{*}\right)+\frac{1}{2}\left(\dot{\boldsymbol{q}}-\dot{\boldsymbol{q}}^{*}\right)^{T}\left(\dot{\boldsymbol{q}}-\dot{\boldsymbol{q}}^{*}\right) \tag{3.39}
\end{equation*}
$$

where $\phi(\boldsymbol{q}, \dot{\boldsymbol{q}})>0$ and $\phi\left(\boldsymbol{q}^{*}, \dot{\boldsymbol{q}}^{*}\right)=0$ for $\mathbf{g}_{2}>0$. The time derivative of the Lyapunov function is then

$$
\begin{equation*}
\dot{\phi}(\boldsymbol{q}, \dot{\boldsymbol{q}})=\left(\dot{\boldsymbol{q}}-\dot{\boldsymbol{q}}^{*}\right)^{T} \boldsymbol{g}_{2}\left(\boldsymbol{q}-\boldsymbol{q}^{*}\right)+\left(\dot{\boldsymbol{q}}-\dot{\boldsymbol{q}}^{*}\right)^{T}\left(\ddot{\boldsymbol{q}}-\ddot{\boldsymbol{q}}^{*}\right)=\dot{\boldsymbol{e}}^{T} \boldsymbol{g}_{2} \boldsymbol{e}+\dot{\boldsymbol{e}}^{T} \ddot{\boldsymbol{e}} \tag{3.40}
\end{equation*}
$$

Substituting Eq. 3.38 into Eq. 3.39 the expression for the time derivative of the Lyapunov function can be obtained. It can be seen that $\phi$ is monotonically decreasing corresponding to $\mathbf{g}_{\mathbf{1}}>\mathbf{0}$ and $\mathbf{g}_{\mathbf{2}}>\mathbf{0}$ such that

$$
\begin{equation*}
\dot{\phi}(\boldsymbol{q}, \dot{\boldsymbol{q}})=\dot{\boldsymbol{e}}^{T} \boldsymbol{g}_{2} \boldsymbol{e}+\dot{\boldsymbol{e}}^{T}\left(-\boldsymbol{g}_{1} \dot{\boldsymbol{e}}-\boldsymbol{g}_{2} \boldsymbol{e}\right)=-\dot{\boldsymbol{e}}^{T} \boldsymbol{g}_{1} \dot{\boldsymbol{e}} \leq 0 \tag{3.41}
\end{equation*}
$$

where again $\mathbf{g}_{1}$ and $\mathbf{g}_{2}$ are the gain matrices. It is clear then that the required acceleration is given by

$$
\begin{align*}
& \ddot{q}_{1}=\ddot{q}_{1}^{*}-g_{11}\left(\dot{q}_{1}-\dot{q}_{1}^{*}\right)-g_{12}\left(q_{1}-q_{1}^{*}\right)  \tag{3.42}\\
& \ddot{q}_{2}=\ddot{q}_{2}^{*}-g_{21}\left(\dot{q}_{2}-\dot{q}_{2}^{*}\right)-g_{22}\left(q_{2}-q_{2}^{*}\right) \tag{3.43}
\end{align*}
$$

Through intermediate variables $\ddot{q}_{1}$ and $\ddot{q}_{2}$, the inverse control method can then be connected to the system dynamics. That is, Eqs. 3.42 and 3.43 are used as feedback to control the dynamics of the system defined by Eqs. 3.13.3.16. The system dynamics are therefore artificially linearised about the nominal reference trajectory so that the control variables can then be determined from Eq. 3.35 as

$$
\mu=J^{-1}(q)\left(\begin{array}{l}
-g_{11}\left(\dot{q}_{1}\right.  \tag{3.44}\\
-g_{21}\left(\dot{q}_{2}\right.
\end{array}+\left[\begin{array}{c}
\ddot{q}_{1}^{*}+g_{11} \dot{q}_{1}^{*}-g_{12}\left(q_{1}-q_{1}^{*}\right)+q_{1}^{3}+\left(q_{1}-q_{2}\right)^{3} \\
\ddot{q}_{2}^{*}+g_{21} \dot{q}_{2}^{*}-g_{22}\left(q_{2}-q_{2}^{*}\right)+q_{2}^{3}-\left(q_{1}-q_{2}\right)^{3}
\end{array}\right]\right)
$$

This provides a composite control which ensures convergence to the desired reference trajectory while avoiding control singularities, as shown in Fig 3.7. Equation 3.44 provides a distinct relationship between the control variables $\mu$ and the state variables $\boldsymbol{q}$, and so the state variables $\boldsymbol{q}$ form the control variables $\mu$ along with the polynomial reference trajectory $\boldsymbol{q}^{*}$.


Figure 3.7: Composite feedback linerisation control scheme.

### 3.6 Control of approximate heteroclinic connections

The method defined in Section 3.5 will now be applied to illustrate two reconfiguration manoeuvres and the use of the inverse method to achieve effective control. The inverse method will be used to reconfigure the 2 degree-of-freedom smart structure model with a $4^{\text {th }}$ order polynomial to approximate the ideal heteroclinic connection through $E_{3}$ between $E_{1}$ and $E_{2}$. The approximate heteroclinic connection can be seen in Fig. 3.8 ${ }^{\text {a }}$, where the controller tracks the approximate trajectory defined by the $4^{\text {th }}$ order polynomial, with the constant gains defined as $g_{11}=g_{21}=0.25$ and $g_{12}=g_{22}=0.75$ and the reconfiguration duration $T=20$ (non-dimensional units). The corresponding shape of the structure during the transition from $E_{1}$ to $E_{2}$ is shown in Fig. 3.8 p . The labels in Fig. 3.8b illustrate the transition process corresponding to the positions marked in Fig. 3.8 . The corresponding controls $\mu_{1}, \mu_{2}$ and $\mu_{3}$ are shown in Fig. 3.8; where it can be seen that the controls are symmetric about $t=T / 2$ as expected. The controls here are scaled variables, so that although the maximum relative change shown in Fig. 3.8k is more than $50 \%$, the ratio of the corresponding real spring deformation is only $18 \%$, which is calculated by Eq. 3.6, and is less than $\bar{\delta}$. There are sudden jumps in Fig. 3.8e which correspond to the switching control strategy discussed in Section 3.3. The corresponding mass displacement and the reference path is then shown in Fig. 3.8d. The inverse method is now considered to reconfigure the 2 degree-of-freedom smart structure model with the $4^{\text {th }}$ order polynomial to approximate a transition crossing the potential barrier $E_{1}$ between $E_{3}$ and $E_{4}$. The approximate path can be seen in Fig. 3.9a and the corresponding shape of the structure during the transition from $E_{3}$ to $E_{4}$ is shown in Fig. [3.9b. The corresponding controls $\mu_{1}, \mu_{2}$ and $\mu_{3}$ are shown in Fig. 3.9: and the corresponding mass displacement and the reference path is shown in
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Figure 3.8: $4^{\text {th }}$ order polynomial as reference trajectory from $E_{1}$ at $(1,1)$ to $E_{2}$ at (-1, -1) (a) Controlled transition (b) Geometry of transition process (c) Controls actuated through the parameters $\mu_{1}, \mu_{2}$ and $\mu_{3}$ (d) Mass displacements during the transition from $E_{1}$ to $E_{2}$ with the reference trajectory and actual trajectory.

Fig. 3.9d.
The evaluation criteria discussed in Section 3.5 is now used to investigate the energy requirements for the transitions of the simple smart structure model. For example, the energy requirement needed to overcome the potential barrier at equilibrium $E_{1}$ is clearly greater than that passing through $E_{3}$, as shown in Fig 3.10. The energy for transitions through $E_{1}$ is of order $25 \%$ higher than that for transitions through $E_{3}$, as expected.

However, in order to evaluate the polynomial method further, a set of higher order polynomials will now be used which can reduce the effective energy required for reconfiguration. Additional boundary conditions can therefore be added to construct a higher order reference polynomial which better matches the true heteroclinic connection. Considering the transition from $E_{1}$ at $(1,1)$ to $E_{2}$ at $(-1,-1)$ as an example an additional constraint can be added such that

$$
\left[\begin{array}{cc}
\ddot{\boldsymbol{q}}^{*}(0) & \ddot{\boldsymbol{q}}^{*}(T)
\end{array}\right]=\left[\begin{array}{ll}
0 & 0  \tag{3.45}\\
0 & 0
\end{array}\right]
$$

Then, the only remaining free parameter to define the reference polynomial is again the total reconfiguration duration $T$. An approximate heteroclinic connection can therefore defined using

$$
\begin{equation*}
\boldsymbol{q}^{*}(t)=\boldsymbol{a}_{0}+\boldsymbol{a}_{1} t+\boldsymbol{a}_{2} t^{2}+\boldsymbol{a}_{3} t^{3}+\boldsymbol{a}_{4} t^{4}+\boldsymbol{a}_{5} t^{5}+\boldsymbol{a}_{6} t^{6} \tag{3.46}
\end{equation*}
$$

Using the inverse control method another approximate heteroclinic connection can then be generated as shown in Fig. 3.11a, where the controller tracks the approximate trajectory defined by the $6^{t h}$ order polynomial. The corresponding controls $\mu_{1}, \mu_{2}$ and $\mu_{3}$ are shown in Fig. 3.11b.

Then, the energy evaluation criteria can be used in order to track the approximate trajectory through $E_{3}$, where the total energy input to the process can be seen in Fig. 3.12. The numerical results demonstrate that with the higher order polynomial less energy is required for the reconfiguration process.

Additional target waypoints can now be added so that these points can be used to construct a yet more accurate polynomial to approximate the exact heteroclinic connection. Here, the energy evaluation criteria will be considered and a simple optimisation algorithm used to find the location of these waypoints to minimise the total energy required.
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Figure 3.9: $4^{\text {th }}$ order polynomial as reference trajectory from $E_{3}$ at (-2/3, $2 / 3)$ to $E_{4}$ at $(2 / 3,-2 / 3)$ (a) Controlled transition (b) Geometry of transition process (c) Controls actuated through the parameters $\mu_{1}, \mu_{2}$ and $\mu_{3}$ (d) Mass displacements during the transition from $E_{3}$ to $E_{4}$ with the reference trajectory and actual trajectory.


Figure 3.10: Comparison of energy input for different reconfigurations.

Additional variables will be added based on Eq. 3.46, as shown in Eq. 3.47 so that

$$
\begin{equation*}
\boldsymbol{q}^{*}(t)=\boldsymbol{a}_{0}+\boldsymbol{a}_{1} t+\boldsymbol{a}_{2} t^{2}+\boldsymbol{a}_{3} t^{3}+\boldsymbol{a}_{4} t^{4}+\boldsymbol{a}_{5} t^{5}+\boldsymbol{a}_{6} t^{6}+\boldsymbol{a}_{7} t^{7}+\boldsymbol{a}_{8} t^{8} \tag{3.47}
\end{equation*}
$$

It is difficult to add the additional constant $\mathbf{a}_{7}$ and $\mathbf{a}_{8}$ from simple geometric considerations. However, two time points $T / 4$ and $3 T / 4$ (where $T$ is again the reconfiguration duration) are selected as fixed waypoints. Then, the location of the two target waypoints are chosen by using an optimisation algorithm. Therefore, an $8^{t h}$ order polynomial can be defined as the reference trajectory and the fmincon function in Matlab used, which is a nonlinear multivariable optimiser which can find the minimum of a constrained function [68]. It would be envisaged using a simple numerical search algorithm to optimise the waypoint location in a real smart structure using heteroclinic connections. Using the optimisation algorithm, the improved numerical results can be seen in Fig. 3.13 a , showing the heteroclinic connection approximated with an $8^{t h}$ order polynomial where the constant gain matrices are again $g_{11}=g_{21}=0.25, g_{12}=g_{22}=0.75$. Figure 3.13b illustrates the corresponding shape of the structure during the transition from $E_{1}$ to $E_{2}$ and the corresponding controls $\mu_{1}, \mu_{2}$ and $\mu_{3}$ are shown in Fig. 3.13. It can be seen that the controls are again symmetric about $t=T / 2$. The corresponding mass displacement and the reference path is shown in Fig. 3.13d.

The energy evaluation criteria can then be used to measure the total energy required


Figure 3.11: $6^{\text {th }}$ order polynomial as reference trajectory from $E_{1}$ at (1, 1) to $E_{2}$ at $(-1,-1)$ (a) Controlled transition (b) Controls actuated through the parameters $\mu_{1}, \mu_{2}$ and $\mu_{3}$.


Figure 3.12: Comparison of energy input to track different approximate trajectories.
for the reconfiguration process, as can be seen in Fig. 3.14. From Fig. 3.14 it can be seen that the initial assumptions on the order of the polynomial which is used to approximate the heteroclinic connection is key. We can use a higher order polynomial as a reference trajectory to reconfigure structure with significantly less energy input, but requiring a numerical search for optimisation.

Now, the influence of the total reconfiguration duration $T$ can be considered, which is the only remaining free parameter to define the reference polynomials. Using the same energy evaluation criteria can be found the relationship between the total reconfiguration duration and the energy requirements. Figure 3.15 shows five distinct curves which define five types of reference trajectory with different manoeuvre durations considered. There is an evident sharp decrease to an optimum, minimum energy duration and then a slow increase as the manoeuvre duration grows. For this example the optimum manoeuvre duration $T$ can be clearly seen. It can again be seen that the transition through $E_{1}$ needs more energy than the transition through $E_{3}$ with the same order polynomial and the same manoeuvre duration as expected. This demonstrates that the higher order polynomial can significantly improve the reference trajectory for reconfiguring the smart structure model.
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Figure 3.13: $8^{\text {th }}$ order polynomial as reference trajectory from $E_{1}$ at $(1,1)$ to $E_{2}$ at (-1, -1) (a) Controlled transition (b) Geometry of transition process (c) Controls actuated through the parameters $\mu_{1}, \mu_{2}$ and $\mu_{3}$ (d) Mass displacements during the transition from $E_{1}$ to $E_{2}$ with the reference trajectory and actual trajectory.


Figure 3.14: Comparison of energy input to track different approximate trajectories with varying polynomial degree.


Figure 3.15: Energy required for reconfiguration as a function of reconfiguration duration.

### 3.7 Three mass chain

In order to further explore the possibility of reconfiguring smart structures using reference polynomials, a more complex three mass chain with four linear springs will now be considered, with the springs clamped at both ends as shown in Fig. 3.16. This more complex problem greatly increases the number of equilibria in the system and the difficulty of finding an exact heteroclinic connection by purely numerical means (particularly in real-time for a physical system). The dynamics of the chain are firstly obtained from Eqs. 3.2 - 3.3 as


Figure 3.16: 3 degree-of-freedom buckling beam model.

$$
\begin{gather*}
\dot{q}_{1}=p_{1}  \tag{3.48}\\
\dot{p}_{1}=\mu_{1} q_{1}-q_{1}^{3}+\mu_{2}\left(q_{1}-q_{2}\right)-\left(q_{1}-q_{2}\right)^{3}  \tag{3.49}\\
\dot{q}_{2}=p_{2}  \tag{3.50}\\
\dot{p}_{2}=\mu_{3}\left(q_{2}-q_{3}\right)-\left(q_{2}-q_{3}\right)^{3}-\mu_{2}\left(q_{1}-q_{2}\right)+\left(q_{1}-q_{2}\right)^{3}  \tag{3.51}\\
\dot{q}_{3}=p_{3}  \tag{3.52}\\
\dot{p}_{3}=\mu_{4} q_{3}-q_{3}^{3}-\mu_{3}\left(q_{2}-q_{3}\right)+\left(q_{2}-q_{3}\right)^{3} \tag{3.53}
\end{gather*}
$$

Solving Eqs. 3.48 3.53 for the equilibria of the problem, the location of the equilibria can be found as shown in Table 2 for the parameter set, $\mu_{1}=1, \mu_{2}=1.5, \mu_{3}=1.5$ and $\mu_{4}=1$, along with the eigenvalue spectrum associated with each equilibrium, as discussed in Section 3.3. It can be seen from Table 3.2 that the system possesses 1 unstable equilibrium $E_{0}$, where the potential has a global maximum, 20 unstable equilibria where the potential has several saddles, and 6 stable equilibria where the potential has a local minimum. The location of these equilibria and potential surfaces can be seen in Fig. 3.17 and Fig. 3.18, respectively.

The $4^{\text {th }}$ order polynomial is firstly used to approximate a heteroclinic connection through $E_{10}$ between $E_{12}$ and $E_{13}$. The conditions on the polynomial which approximate the heteroclinic connection can therefore be defined as


Figure 3.17: 27 equilibria ( 21 unstable equilibria and 6 stable equilibria).


Figure 3.18: Potential surface with saddles (blue circle) (a) Potential -0.5 with $E_{1}$ and $E_{2}$ (b) Potential - 0.482 with $E_{23}$ to $E_{26}$ (c) Potential - 1.125 with $E_{3}$ and $E_{4}$ (d) Potential -0.844 with $E_{11}$ and $E_{22}$.

Table 3.2: Stability properties of the 27 equilibria of a three mass chain with $\mu_{1}=1, \mu_{2}=1.5, \mu_{3}=1.5$ and $\mu_{4}=1$.(Type: $\mathbf{1} . \mathbf{S} \times \mathbf{S} \times \mathbf{S} ; \mathbf{2} . \mathbf{S} \times \mathbf{C} \times \mathbf{C} ; \mathbf{3} . \mathbf{C} \times$ $\mathbf{C} \times \mathbf{C} ; 4 . \mathrm{S} \times \mathrm{S} \times \mathrm{C}$.

| Point | $\tilde{q_{1}}$ | $\tilde{q_{2}}$ | $\tilde{q_{3}}$ | $\lambda_{1,2}$ | $\lambda_{3,4}$ | $\lambda_{5,6}$ | $V$ | Type |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $E_{0}$ | 0 | 0 | 0 | $\pm 0.8$ | $\pm 2.2$ | $\pm 1.6$ | 0 | 1 |
| $E_{1}$ | 1 | 1 | 1 | $\pm 2$ | $\pm 0.7 \mathrm{i}$ | $\pm 1.2 \mathrm{i}$ | -0.5 | 2 |
| $E_{2}$ | -1 | -1 | -1 | $\pm 2$ | $\pm 0.7 \mathrm{i}$ | $\pm 1.2 \mathrm{i}$ | -0.5 | 2 |
| $E_{3}$ | 0 | $\sqrt{6} / 2$ | 0 | $\pm 0.8$ | $\pm 2.9 \mathrm{i}$ | $\pm 1.4 \mathrm{i}$ | -1.1 | 2 |
| $E_{4}$ | 0 | $-\sqrt{6} / 2$ | 0 | $\pm 0.8$ | $\pm 2.9 \mathrm{i}$ | $\pm 1.4 \mathrm{i}$ | -1.1 | 2 |
| $E_{5}$ | 1 | $\sqrt{6} / 2+1$ | 1 | $\pm 3.1 \mathrm{i}$ | $\pm 1.1 \mathrm{i}$ | $\pm 2.2 \mathrm{i}$ | -1.6 | 2 |
| $E_{6}$ | 1 | $1-\sqrt{6} / 2$ | 1 | $\pm 3.1 \mathrm{i}$ | $\pm 1.1 \mathrm{i}$ | $\pm 2.2 \mathrm{i}$ | -1.6 | 3 |
| $E_{7}$ | -1 | $-1-\sqrt{6} / 2$ | -1 | $\pm 3.1 \mathrm{i}$ | $\pm 1.1 \mathrm{i}$ | $\pm 2.2 \mathrm{i}$ | -1.6 | 3 |
| $E_{8}$ | -1 | $\sqrt{6} / 2-1$ | -1 | $\pm 3.1 \mathrm{i}$ | $\pm 1.1 \mathrm{i}$ | $\pm 2.2 \mathrm{i}$ | -1.6 | 3 |
| $E_{9}$ | $\sqrt{5} / 2$ | 0 | $-\sqrt{5} / 2$ | $\pm 2.8 \mathrm{i}$ | $\pm 1.2 \mathrm{i}$ | $\pm 2.2 \mathrm{i}$ | -1.6 | 3 |
| $E_{10}$ | $-\sqrt{5} / 2$ | 0 | $\sqrt{5} / 2$ | $\pm 2.8 \mathrm{i}$ | $\pm 1.2 \mathrm{i}$ | $\pm 2.2 \mathrm{i}$ | -1.6 | 3 |
| $E_{11}$ | $(\sqrt{5}+1) / 4$ | 1 | $(1-\sqrt{5}) / 4$ | $\pm 2.5 \mathrm{i}$ | $\pm 0.5 \mathrm{i}$ | $\pm 1.4$ | -0.8 | 2 |
| $E_{12}$ | $(1-\sqrt{5}) / 4$ | 1 | $(\sqrt{5}+1) / 4$ | $\pm 2.5 \mathrm{i}$ | $\pm 0.5 \mathrm{i}$ | $\pm 1.4$ | -0.8 | 2 |
| $E_{13}$ | $(\sqrt{5}-1) / 4$ | -1 | $-(\sqrt{5}+1) / 4$ | $\pm 2.5 \mathrm{i}$ | $\pm 0.5 \mathrm{i}$ | $\pm 1.4$ | -0.8 | 2 |
| $E_{14}$ | $-(\sqrt{5}+1) / 4$ | -1 | $(\sqrt{5}-1) / 4$ | $\pm 2.5 \mathrm{i}$ | $\pm 0.5 \mathrm{i}$ | $\pm 1.4$ | -0.8 | 2 |
| $E_{15}$ | $(\sqrt{5}+1) / 4$ | -0.5 | $(1-\sqrt{5}) / 4$ | $\pm 2.7 \mathrm{i}$ | $\pm 0.4 \mathrm{i}$ | $\pm 1.6$ | -0.8 | 2 |
| $E_{16}$ | $(\sqrt{5}-1) / 4$ | -0.5 | $(\sqrt{5}+1) / 4$ | $\pm 2.7 \mathrm{i}$ | $\pm 0.4 \mathrm{i}$ | $\pm 1.6$ | -0.8 | 2 |
| $E_{17}$ | $-(\sqrt{5}+1) / 4$ | 0.5 | $(1-\sqrt{5}) / 4$ | $\pm 2.7 \mathrm{i}$ | $\pm 0.4 \mathrm{i}$ | $\pm 1.6$ | -0.8 | 2 |
| $E_{18}$ | $(\sqrt{5}-1) / 4$ | 0.5 | $-(\sqrt{5}+1) / 4$ | $\pm 2.7 \mathrm{i}$ | $\pm 0.4 \mathrm{i}$ | $\pm 1.6$ | -0.8 | 2 |
| $E_{19}$ | $-\sqrt{14} / 7$ | $3 \sqrt{14} / 14$ | $\sqrt{14} / 7$ | $\pm 2.7 \mathrm{i}$ | $\pm 0.3$ | $\pm 1.4$ | -0.8 | 4 |
| $E_{20}$ | $\sqrt{14} / 7$ | $3 \sqrt{14} / 14$ | $-\sqrt{14} / 7$ | $\pm 2.7 \mathrm{i}$ | $\pm 0.3$ | $\pm 1.4$ | -0.8 | 4 |
| $E_{21}$ | $-\sqrt{14} / 7$ | $-3 \sqrt{14} / 14$ | $\sqrt{14} / 7$ | $\pm 2.7 \mathrm{i}$ | $\pm 0.3$ | $\pm 1.4$ | -0.8 | 4 |
| $E_{22}$ | $\sqrt{14} / 7$ | $-3 \sqrt{14} / 14$ | $-\sqrt{14} / 7$ | $\pm 2.7 \mathrm{i}$ | $\pm 0.3$ | $\pm 1.4$ | -0.8 | 4 |
| $E_{23}$ | 0.6 | 0.9 | 1.2 | $\pm 0.7$ | $\pm 1.9$ | $\pm 1.5 \mathrm{i}$ | -0.5 | 4 |
| $E_{24}$ | -0.6 | -0.9 | -1.2 | $\pm 0.7$ | $\pm 1.9$ | $\pm 1.5 \mathrm{i}$ | -0.5 | 4 |
| $E_{25}$ | 1.2 | 0.9 | 0.6 | $\pm 0.7$ | $\pm 1.9$ | $\pm 1.5 \mathrm{i}$ | -0.5 | 4 |
| $E_{26}$ | -1.2 | -0.9 | -0.6 | $\pm 0.7$ | $\pm 1.9$ | $\pm 1.5 \mathrm{i}$ | -0.5 | 4 |
|  |  |  |  |  |  |  |  |  |

$$
\left[\begin{array}{ccccc}
\boldsymbol{q}^{*}(0) & \boldsymbol{q}^{*}(T / 2) & \boldsymbol{q}^{*}(T) & \dot{\boldsymbol{q}}^{*}(0) & \dot{\boldsymbol{q}}^{*}(T)
\end{array}\right]=\left[\begin{array}{ccc}
-0.309 & 1 & 0.809  \tag{3.54}\\
-1.118 & 0 & 1.118 \\
-0.809 & -1 & 0.309 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]^{T}
$$

The manoeuvre duration is again set as $T=20$ and the constant gains are defined as $g_{11}=g_{21}=0.25, g_{21}=g_{22}=0.75$. The approximate heteroclinic connection can


Figure 3.19: $4^{\text {th }}$ order polynomials as reference trajectory from unstable equilibrium $E_{12}$ to unstable equilibrium $E_{13}$ (a) Controlled transition (b) Geometry of transition process, (c) Controls actuated through parameters $\mu_{1}, \mu_{2}, \mu_{3}$ and $\mu_{4}(\mathrm{~d})$ Mass displacements during the transition from $E_{12}$ to $E_{13}$ with the reference trajectories.



Figure 3.20: $8^{\text {th }}$ order polynomials as reference trajectory from unstable equilibrium $E_{12}$ to unstable equilibrium $E_{13}$ (a) Controlled transition (b) Geometry of transition process (c) Controls actuated through parameters $\mu_{1}, \mu_{2}, \mu_{3}$ and $\mu_{4}$ (d) Mass displacements during the transition from $E_{12}$ to $E_{13}$ with the reference trajectories.
be seen in Fig. 3.19a, where the controller tracks the approximate trajectory defined by the $4^{\text {th }}$ order polynomials. The corresponding shape of the structure during the transition from $E_{12}$ to $E_{13}$ is shown in Fig. 3.19b. The labels in Fig. 3.19b represent the transition process corresponding to the positions marked in Fig. 3.19, while the corresponding controls $\mu_{1}, \mu_{2}, \mu_{3}$ and $\mu_{4}$ are shown in Fig. 3.19k. The corresponding mass displacements and the reference path is shown in Fig. 3.19d.

Then, the method discussed in Section 3.5 is used to construct an $8^{\text {th }}$ order polynomial with the additional constraints

$$
\left[\begin{array}{ll}
\ddot{\boldsymbol{q}}^{*}(0) & \ddot{\boldsymbol{q}}^{*}(T)
\end{array}\right]=\left[\begin{array}{ll}
0 & 0  \tag{3.55}\\
0 & 0 \\
0 & 0
\end{array}\right]
$$

Moreover, using the optimisation algorithm, Fig. 3.20a shows the heteroclinic connection approximated with the $8^{\text {th }}$ order polynomial, where the gains are $g_{11}=g_{21}=0.25$, $g_{21}=g_{22}=0.75$. Figure 3.20b illustrates the corresponding shape of the structure during the transition from $E_{12}$ to $E_{13}$ and the corresponding controls $\mu_{1}, \mu_{2}, \mu_{3}$ and $\mu_{4}$ are shown in Fig. 3.20k. It can be seen that the controls are again symmetric about $t=T / 2$ as expected. The corresponding mass displacement and the reference path is shown in Fig. 3.20d.


Figure 3.21: Comparison of energy input to track different approximate trajectories.

The energy evaluation criteria can then be used to measure the total energy input to control the reconfiguration process, as can be seen in Fig. 3.21, with the $4^{\text {th }}$ order
polynomials indicated as the solid line, and the $8^{\text {th }}$ order polynomials indicated as the dashed line. From Fig. 3.21 it can be seen that a higher order polynomial can be used as a reference trajectory to reconfigure the 3 mass chain with significantly less energy input. It is considered that a better approximation to a true heteroclinic connection can be formed with a higher order polynomial since a true heteroclinic connection is difficult to find numerically in complex nonlinear systems. Therefore, different order polynomials should be considered under varying practical conditions. Using a high order polynomial as a reference heteroclinic connection to reconfigure the structure could significantly reduce energy input, but requiring a more computationally intensive numerical search for optimisation. Conversely, using a low order polynomial as a reference heteroclinic connection to reconfigure the structure could significantly increase computational efficiency, but would require more energy.


Figure 3.22: Comparison of energy to track different approximate trajectories.
Figure 3.22 shows three distinct curves which define three types of different order reference trajectory with different manoeuvre durations. Again, there is an evident decrease to a minimum energy duration and then an increase as the manoeuvre duration grows similarly to the two mass problem, again as expected.

### 3.8 Conclusion

A new concept for the reconfiguration of smart structures using polynomial series to approximate phase space connections has been presented. As an application for the method, a simple two mass model is firstly investigated and then a relatively complex 3 mass model used to verify that polynomial series can offer efficient reference trajectories
between unstable equilibria. In addition, inverse control methods have been investigated to control the model for reconfiguration from one equilibrium state to another. Then an energy evaluation criteria has been employed to determine the performance of the different reference trajectories used and demonstrate that more efficient and accurate reference trajectories can be expressed by higher order polynomials. While the models used in the section are relatively simple, they provide an approach to provide insights into low energy reconfiguration which can be extended to achieve reconfiguration of real smart structures.

## Chapter 4

## Spring-Mass Model

In Chapter 3, a simple model of a smart structure was presented, which was constructed by a two mass chain with three springs subject to clamping at both ends. The springs were approximated to provide a simple cubic nonlinearity. Then, dynamical system theory was used to investigate the characteristics of the simplified model. In spite of its apparent basic form, such models possesses the basic features of a suitable smart structure, due to its nonlinearity and instability. However, in consideration of the difference between the cubic model and real springs, a spring-mass model of a simple smart structure is now developed to verify the possibility of using heteroclinic connections to reconfigure real smart structures with the full geometric non-linearity of the springs considered. The more complex problem possesses more equilibria than the cubic non-linearity of Chapter 3. In addition, due to the difficulty in obtaining heteroclinic connections numerically in complex dynamical systems, such as those with strong nonlinearity, other methods are considered in this Chapter. Optimal control methods are firstly employed to find the required control histories and state trajectories. A performance function is then defined by using a simple spring model under quasi-static conditions, which provides a relationship between the control action and the required spring deformation. Through minimisation of the performance function, the control histories can be obtained with satisfactory state trajectories, which approximate of true heteroclinic connections. Then, for a realistic model, dissipation must also be considered, which of course will destroy the Hamiltonian structure of the dynamics. Therefore, some strategies are considered to deal with the dissipation term. In order to compensate for such dissipation, controllers need to be used to ensure that heteroclinic connections exist. Two control methods are investigated, using an end-point control and an optimal control strategy. In addition, a bifurcation control strategy is investigated which allows the stability properties of the equilibria to be controlled, enabling
stable equilibria to become temporarily unstable and so connected by heteroclinic paths. Numerical results are presented to illustrate the control strategies developed.

In Section 41 , a smart structure is defined as a simple model of a mass-spring problem, which is constructed by a two mass chain with three springs subject to clamping at both ends. Again, in this Chapter, the full geometric non-linearity of the problem is considered. First, the second derivative test is used to determine the equilibria of this nonlinear system. Then, heteroclinic connection are obtained using dynamical systems theory. In Section 42 , an optimal control method is proposed and solved numerically using PSOPT 70 to obtain optimal trajectories with a performance index defined through the use of energy cost function. In Section 4.3, a bifurcation control method is proposed to reconfigure the smart structure between stable states, the fundamental principle is illustrated by a ball on a hill model. This control scheme uses the instability of the smart structure to achieve reconfiguration by retaining stability for normal operating modes. However, dissipation should also be considered in a realistic model, and so a smart structure model is then investigated with a linear dissipation term. Two strategies are employed to compensate for such dissipation to ensure that heteroclinic connections exist (Section 4.4). The numerical results of these two control strategies are presented in Section 44 . Finally, conclusions will be summarised in Section 45.

### 4.12 degree-of-freedom buckling beam model

In order to investigate the use of heteroclinic connections to reconfigure unstable smart structures, a simple representative model of a naturally unstable structure was defined [16]. However, building on Chapter 3, a more realistic model is considered with full geometric non-linearity. A two mass chain with three linear springs will be considered with the springs clamped at both ends, as shown in Fig. 4.1. The model assumes that the masses are constrained to move only in the vertical direction. The parameters of the model are the spring stiffness coefficients and natural lengths $\boldsymbol{k}\left(k_{1}, k_{2}, k_{3}\right)$ and $\boldsymbol{L}\left(L_{1}, L_{2}, L_{3}\right)$, respectively. If the displacement of the mass is defined by $x$, while the spring clamps are separated by $3 d$, it can be shown that the spring lengths after deformation are described by

$$
\begin{gather*}
l_{1}=\sqrt{x_{1}^{2}+d^{2}}  \tag{4.1}\\
l_{2}=\sqrt{\left(x_{1}-x_{2}\right)^{2}+d^{2}}  \tag{4.2}\\
l_{3}=\sqrt{x_{2}^{2}+d^{2}} \tag{4.3}
\end{gather*}
$$



Figure 4.1: 2 degree-of-freedom buckling beam model.

Firstly, the model is considered to be a Hamiltonian system with a simplification that the masses $m=1$. From Fig. 4.1, the Hamiltonian for this two mass model can then be defined from the kinetic and potential energy through Eqs. 4.4 and 4.5 as

$$
\begin{gather*}
T(\boldsymbol{p})=\frac{1}{2}\left(p_{1}^{2}\right)+\frac{1}{2}\left(p_{2}^{2}\right)  \tag{4.4}\\
V(\boldsymbol{x}, \boldsymbol{L})=\frac{1}{2} k_{1}\left(l_{1}-L_{1}\right)^{2}+\frac{1}{2} k_{2}\left(l_{2}-L_{2}\right)^{2}+\frac{1}{2} k_{3}\left(l_{3}-L_{3}\right)^{2} \tag{4.5}
\end{gather*}
$$

with momentum coordinates $p_{1}$ and $p_{2}$. We can now fully define the problem by a dynamical system of the form

$$
\begin{gather*}
\dot{x}_{1}=p_{1}  \tag{4.6}\\
\dot{p}_{1}=\frac{\left(L_{1}-\sqrt{\left(x_{1}^{2}+1\right)}\right) k_{1} x_{1}}{\sqrt{x_{1}^{2}+1}}+\frac{\left(L_{2}-\sqrt{\left(\left(x_{1}-x_{2}\right)^{2}+1\right)}\right) k_{2}\left(x_{1}-x_{2}\right)}{\sqrt{\left(x_{1}-x_{2}\right)^{2}+1}}  \tag{4.7}\\
\dot{x}_{2}=p_{2}  \tag{4.8}\\
\dot{p}_{2}=\frac{\left(L_{3}-\sqrt{\left(x_{2}^{2}+1\right)}\right) k_{3} x_{2}}{\sqrt{x_{2}^{2}+1}}+\frac{\left(L_{2}-\sqrt{\left(\left(x_{1}-x_{2}\right)^{2}+1\right)}\right) k_{2}\left(x_{1}-x_{2}\right)}{\sqrt{\left(x_{1}-x_{2}\right)^{2}+1}} \tag{4.9}
\end{gather*}
$$

Then, dynamical system theory can be used to investigate the characteristics of this new smart structure model. It will be shown that the system defined by Eqs. (4.6, 4.9) has a number of equilibria which are both stable and unstable and may be connected in phase space. Solving Eqs. 4.7 and 4.9 for equilibrium conditions yields thirteen equilibria for the parameter set, $k_{1}=k_{2}=k_{3}=1, d=1$ and $L_{1}=L_{2}=L_{3}=2$. The location of the equilibria are listed in the Table 4.1.

Then, the Hessian matrix can be used to test the stability properties of these equilibria. In the second derivative test for determining extrema of the potential function $V(\boldsymbol{x}, \boldsymbol{L})$,

Table 4.1: Stability properties of the 13 equilibria of 2 degree-of-freedom buckling beam model.

| Point | $x_{1}$ | $x_{2}$ | $V$ | $\frac{\partial^{2} V}{\partial x_{1}^{2}}$ | $D$ | Type |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- |
| $E_{0}$ | 0 | 0 | 1.5 | -2 | 3 | Max |
| $E_{1}$ | 1.100 | -1.100 | 0.350 | 1.250 | 0.825 | Min |
| $E_{2}$ | -1.100 | -2.200 | 0.350 | 0.783 | 0.825 | Min |
| $E_{3}$ | -2.200 | -1.100 | 0.350 | 1.250 | 0.825 | Min |
| $E_{4}$ | -1.100 | 1.100 | 0.350 | 1.250 | 0.825 | Min |
| $E_{5}$ | 1.100 | 2.200 | 0.350 | 0.783 | 0.825 | Min |
| $E_{6}$ | 2.200 | 1.100 | 0.350 | 1.250 | 0.825 | Min |
| $E_{7}$ | 0 | 1.732 | 0.5 | -0.25 | -0.938 | Saddle |
| $E_{8}$ | 1.732 | 1.732 | 0.5 | -0.25 | -0.938 | Saddle |
| $E_{9}$ | 1.732 | 0 | 0.5 | 1.5 | -0.938 | Saddle |
| $E_{10}$ | 0 | -1.732 | 0.5 | -0.25 | -0.938 | Saddle |
| $E_{11}$ | -1.732 | -1.732 | 0.5 | -0.25 | -0.938 | Saddle |
| $E_{12}$ | -1.732 | 0 | 0.5 | 1.5 | -0.938 | Saddle |

the discriminant $D$ is given by

$$
D=\left[\begin{array}{cc}
\frac{\partial^{2} V}{\partial x_{1}^{2}} & \frac{\partial^{2} V}{\partial x_{1} \partial x_{2}}  \tag{4.10}\\
\frac{\partial^{2} V}{\partial x_{2} \partial x_{1}} & \frac{\partial^{2} V}{\partial x_{2}^{2}}
\end{array}\right]
$$

The second derivative test discriminant can be summarised with the following statement:

- If $D>0, \frac{\partial^{2} V}{\partial x_{1}^{2}}>0$, the point is a local minimum.
- If $D>0, \frac{\partial^{2} V}{\partial x_{1}^{2}}<0$, the point is a local maximum.
- If $D<0$, the point is a saddle point.
- If $D=0$, higher order tests must be used.

According to the second derivative test discriminant, it can be seen that the 2 degree-offreedom smart structure model possesses 1 unstable equilibrium $E_{0}$, where the potential has a global maximum, 6 stable equilibria $E_{1}$ to $E_{6}$ where the potential has a global minimum and 6 unstable equilibria $E_{7}$ to $E_{12}$ where the potential has a saddle, as can be seen in Fig. 4.2. The corresponding shape of the smart structure model associated with each of these 13 equilibrium configurations is shown in Fig. 4.3. It can be seen from Table 1 that $E_{0}$ has the highest potential $V$, corresponding to the two masses being
undeflected, with both springs in compression. $E_{7}$ to $E_{12}$ then have equal potential which is higher than $E_{1}$ to $E_{6}$. For the unstable equilibria $E_{7}$ to $E_{12}$, only one spring is in compression and can in principle relax to the lower energy equilibria at $E_{1}$ to $E_{6}$ where both springs are extended.


Figure 4.2: Potential $V(x, L)$ and equilibria ( 6 stable equilibria $E_{1}$ to $E_{6}$, and 6 unstable equilibria $E_{7}$ to $E_{12}$ ).

Since the Hamiltonian of this system is constant, and formed by $V$ and $T$, the volume of phase space in $\mathbb{R}^{4}$, and its projection to configuration space in $\mathbb{R}^{2}$, is constrained by the requirement that $\boldsymbol{T}(p)>0$. Since the unstable equilibria $E_{7}$ to $E_{12}$ lie on the same energy surface, it could be assumed that in principle a heteroclinic connection between two arbitrary equilibria may exist. Then the structure could be reconfigured between these two equilibria without work being done, in the absence of dissipation, so that the change in energy for reconfiguration $\delta V \approx 0$. If the structure in Fig. 4.2 is at some arbitrary stable equilibrium such as $E_{9}$, it has to cross the potential barrier at $E_{1}$ to reach a neighbouring stable equilibrium at $E_{10}$. Therefore, the change in energy for reconfiguration between stable equilibria via $E_{1}$ is $\delta V \approx-0.15$, assuming that the energy input to cross the potential barrier at $E_{1}$ is dissipated to finally reach $E_{10}$. From the view of energy gain and energy loss, it is clear that heteroclinic connections between unstable equilibria may be significantly more efficient than the trajectories that need to cross the potential barrier. That is, transition between stable states requires the input of and then dissipation of energy, while transitions between equal-energy unstable states in principle do not required the addition of energy for an ideal system (and where the














Figure 4.3: Equilibria for a two mass chain with stable equilbria $E_{1-6}$ and unstable equilibria $E_{7-12}$. The unstable equilibria have equal potential $V$ (Axes are shown in Fig. 4.1).
transition time is unbounded).
The stable and unstable manifolds of these equilibria have been investigated in Section 33 to explore possible connections between the unstable equilibria [66]. Integrating forwards or backwards from an unstable equilibrium point, the stable and unstable eigenvectors $\mathbf{u}_{s}$ and $\mathbf{u}_{u}$ can be mapped to approximate the stable and unstable manifolds. The initial conditions in the neighbourhood of each equilibrium point $\mathbf{z}^{e}$ for forwards and backwards integration can be defined as

$$
\begin{align*}
& \mathbf{z}^{s}=\mathbf{z}^{e}+\epsilon \mathbf{u}^{s}  \tag{4.11}\\
& \mathbf{z}^{u}=\mathbf{z}^{e}+\epsilon \mathbf{u}^{u} \tag{4.12}
\end{align*}
$$

for $\epsilon \ll 1, \mathbf{z}=(\boldsymbol{x}, \boldsymbol{p}) \in \mathbf{R}^{4}$.
Due to numerical error, and in a real smart structure uncertainty in model parameters, phase trajectories emerging from one unstable equilibrium will not reach the other unstable equilibrium precisely. To compensate for such errors, active control is required which captures phase trajectories in a neighbourhood of the target unstable equilibrium point. Here, the spring length is used as the controller, assuming for example the use of
a suitable shape memory alloy as discussed in Chapter 3. Then, recalling Eq. 4.6 4.9, the dynamical system can be expressed in matrix form as

$$
\begin{gather*}
{\left[\begin{array}{c}
\dot{x}_{1} \\
\dot{p}_{1} \\
\dot{x}_{2} \\
\dot{p}_{2}
\end{array}\right]=\left[\begin{array}{c}
p_{1} \\
-\left(k_{1}+k_{2}\right) x_{1}+x_{2} \\
p_{2} \\
-\left(k_{3}+k_{2}\right) x_{2}+x_{1}
\end{array}\right]+} \\
{\left[\begin{array}{ccc}
0 & 0 & 0 \\
\frac{k_{1} x_{1}}{\sqrt{x_{1}^{2}+1}} & \frac{k_{2}\left(x_{1}-x_{2}\right)}{\sqrt{\left(x_{1}-x_{2}\right)^{2}+1}} & 0 \\
0 & 0 & 0 \\
0 & \frac{k_{2}\left(x_{1}-x_{2}\right)}{\sqrt{\left(x_{1}-x_{2}\right)^{2}+1}} & \frac{k_{3} x_{2}}{\sqrt{x_{2}^{2}+1}}
\end{array}\right]\left[\begin{array}{l}
L_{1} \\
L_{2} \\
L_{3}
\end{array}\right]} \tag{4.13}
\end{gather*}
$$

This is now in the form $\dot{\boldsymbol{x}}=f(\boldsymbol{x})+g(\boldsymbol{x}) \boldsymbol{u}$, which is again an affine system with drift terms 69]. Feedback linearisation can then be used to control the system by transformation to a simpler form. In order to apply linear control techniques, the nonlinear system dynamics of Eq. 4.13 are transformed to linear dynamics. Therefore, equation. 4.13 can be rewritten in the form:

$$
\begin{align*}
& {[\ddot{\boldsymbol{x}}]=\left[\begin{array}{c}
x_{2}-\left(k_{1}+k_{2}\right) x_{1} \\
x_{1}-\left(k_{3}+k_{2}\right) x_{2}
\end{array}\right]+J(x) \boldsymbol{L}} \\
& =\left[\begin{array}{c}
x_{2}-\left(k_{1}+k_{2}\right) x_{1} \\
x_{1}-\left(k_{3}+k_{2}\right) x_{2}
\end{array}\right]  \tag{4.14}\\
& +\left[\begin{array}{ccc}
\frac{k_{1} x_{1}}{\sqrt{x_{1}^{2}+1}} & \frac{k_{2}\left(x_{1}-x_{2}\right)}{\sqrt{\left(x_{1}-x_{2}\right)^{2}+1}} & 0 \\
0 & \frac{k_{2}\left(x_{1}-x_{2}\right)}{\sqrt{\left(x_{1}-x_{2}\right)^{2}+1}} & \frac{k_{3} x_{2}}{\sqrt{x_{2}^{2}+1}}
\end{array}\right]\left[\begin{array}{l}
L_{1} \\
L_{2} \\
L_{3}
\end{array}\right]
\end{align*}
$$

The invertibility matrix $J(x)$ has rank is 2 when there are two values not equal to zero among the three variables $x_{1}, x_{2}$ and $x_{1}-x_{2}$. Therefore, the control parameters can be chosen to avoid singularities. For example, a controller in the neighbourhood of $E_{10}$ should choose $L_{2}$ and $L_{3}$ as control variables to avoid the singularity at $x_{1}=0$. The system is therefore controllable with two state variables and two control variables. The controller can then be defined as

$$
\boldsymbol{L}=J^{-1}(x)\left(\ddot{\boldsymbol{x}}-\left[\begin{array}{c}
x_{2}-\left(k_{1}+k_{2}\right) x_{1}  \tag{4.15}\\
x_{1}-\left(k_{3}+k_{2}\right) x_{2}
\end{array}\right]\right)
$$

The transition from $E_{9}$ to $E_{10}$ is now considered as an example to illustrate the method to obtain the heteroclinic connection, which takes $E_{9}$ to $E_{10}$ as the initial and terminal unstable equilibria, respectively. The control region is defined as a neighbourhood $R$ of $E_{10}$ with the controller defined by Eq. 4.15 used to guarantee the transition to the terminal equilibrium $E_{10}$, as shown in Fig. 4.4


Figure 4.4: Controlled transition from $E_{9}$ at $(1.732,0)$ to $E_{10}$ at $(0,-1.732)$ with the controller active in the neighbourhood of $E_{10}$. Contour represents the allowed region of motion with $T(\boldsymbol{p})>\mathbf{0}$.


Figure 4.5: Mass displacements during the transition from $E_{9}$ at $(1.732,0)$ to $E_{10}$ at (0,-1.732).

The heteroclinic connection can also be seen in Fig. 4.5, where the controller ensures capture and stabilisation at $E_{10}$. The corresponding controls $L_{2}$ and $L_{3}$ are shown in Fig. 4.6. It can be seen that the control is activated when the transition is within region
$R$ at $E_{10}$ as shown in Fig. 4.4. A smooth control time history is then obtained. The results demonstrate that control effort can compensate for parameter errors to generate a heteroclinic connection between two unstable equilibria 60, which transit from an unstable equilibrium $E_{9}$ through a stable equilibrium $E_{1}$ to the neighbouring unstable equilibrium $E_{10}$.


Figure 4.6: Controls in region $R$ of the neighbourhood of $E_{10}$ actuated through the coupling parameters $L_{2}$ and $L_{3}$.

### 4.2 Optimal control

The smart structure reconfiguration problem can be revisited as a computational optimal control problem to determine the control histories which meet the boundary conditions of the problem. In addition to satisfying the state boundary conditions, these control histories must also minimise a performance index function. The optimal control problem is solved numerically using a direct method based on pseudospectral transcription, implemented in the tool PSOPT. PSOPT is coded in C++ by Becerra, is open source [70] and can deal with several problems, such as endpoint constraints, path constraints and interior point constraints. It makes use of automatic differentiation by overloading in $\mathrm{C}++(\mathrm{ADOL}-\mathrm{C})$ library for the automatic differentiation of objective, dynamic and constraint functions. Moreover, an open source $\mathrm{C}++$ implementation of an interior point method for large-scale problems named IPOPT is employed to solve NLP problem [70].

In this section, actuator effort will be minimised through the optimal control problem. In order to control the reconfiguration of the smart structure model it will be assumed that the natural length of the springs can be modulated through the parameter set
$L_{1}, L_{2}$ and $L_{3}$. A simplified description of the spring actuator is given to estimate the energy requirements for such modulation [5], which was presented in Section 3. 5. Through the previous analysis, and from Section 3.5 , it can be considered that $\Delta L$ is the induced length of the springs in the smart structure model so that the expression of the energy in terms of induced strain may be written as

$$
\begin{equation*}
E=\frac{1}{2} k_{s}\left(\frac{1}{4} d_{s}^{2}\right)=\frac{1}{2} k_{s}\left(\frac{1}{4}(\Delta L)^{2}\right) \propto \Delta L^{2} \tag{4.16}
\end{equation*}
$$

where $k_{s}$ is constant.
Therefore, the cost function is simply the form of Eq. 4.16, which is considered in quasi-static conditions of the system. Equation 4.16 implies that the energy required to actuate the transition between equilibria is in direct proportion to the square of the deformation of the springs, so the performance index is defined as

$$
\begin{equation*}
J=\int_{0}^{t_{f}}\left(\Delta L_{1}\right)^{2}+\left(\Delta L_{2}\right)^{2}+\left(\Delta L_{3}\right)^{2} d t \tag{4.17}
\end{equation*}
$$

The remaining specification of the optimal control problem is that the initial conditions and final conditions should be defined. Therefore, according to the discussion in Section 4.2, an ideal heteroclinic connection can be considered as a free-end time and fixed-end sate optimal trajectory. For example conditions can be defined for a transition from unstable equilibrium $E_{9}$ to $E_{10}$ as

$$
\left[\begin{array}{llll}
\boldsymbol{x}^{*}(0) & \boldsymbol{x}^{*}(T) & \dot{\boldsymbol{x}}^{*}(0) & \dot{\boldsymbol{x}}^{*}(T)
\end{array}\right]=\left[\begin{array}{cc}
1.732 & 0  \tag{4.18}\\
0 & -1.732 \\
0 & 0 \\
0 & 0
\end{array}\right]^{T}
$$

Figure 4.7a represents the optimal trajectory, obtained with PSOPT, for each of the state variables, Fig. 4.7b plots the control variables and Fig. 4.7 c shows the total energy input to the process determined from the cost function Eq. 4.17. Furthermore, for the optimal solution it can be seen that the controls are symmetric about $t=T / 2$ as expected, and it can be seen that $L_{1}$ and $L_{3}$ strategically avoid the control singularity, as discussed in Section 4, 2.

The results from Section 4.2 and the optimal control results are compared in Fig. 4.8. Moreover, the optimal transition is similar to a controlled trajectory using a reference trajectory based on the exact solution from Section 4.2. This free end-time optimal control problem can be changed to a fixed end-time problem, so that the manoeuvre


Figure 4.7: Minimum energy transition with free end time. (a) Mass displacements during the transition from $E_{9}$ to $E_{10}$. (b) Controls actuated through the parameters $L_{1}, L_{2}$ and $L_{3}$. (c) Total energy input.


Figure 4.8: Controlled transition and optimal transition from $E_{9}$ to $E_{10}$.


Figure 4.9: Energy required for reconfiguration as a function of reconfiguration duration.
time can be set to complete the transition process. Although this procedure may require additional energy, it is a more practical strategy to reconfigure the smart structure model. Figure 4.9 shows the energy requirement as a function of the reconfiguration duration, where it can be seen that the energy required quickly diminishes as the manoeuvre duration grows.

### 4.3 Bifurcation control

In the above Sections, a numerical search technique for reconfiguration using heteroclinic connections without dissipation was investigated. It was assumed that the instability of the equal-energy unstable equilibria could be compensated for by using active control. However, an alternative bifurcation control method may be considered, again if the natural length of the springs $L_{1-3}$ can be manipulated, for example if the springs are manufactured from an appropriate shape memory alloy. A conservative Hamiltonian system is assumed initially, with compensation for dissipation considered later in Section 4. 5.

A ball on a hill model can be used to provide a schematic illustration of the proposed bifurcation control method, as shown in Fig. 4.10. The potential energy of the ball depends on its position on the hill so that a heteroclinic connection can exist between two hills (Fig. 4.10b). Figure. 4.10a shows the ball on the first hill, which is initially locally stable. Then through manipulating its shape, the first hill becomes unstable to effect the heteroclinic connection to the second hill, which can subsequently transition from unstable to locally stable, as shown in Fig. 4.10b and 4.10.

Based on this simple illustrative model, a new reconfiguration strategy is investigated using the spring-mass smart structure model detailed in Section 42 .


Figure 4.10: Schematic representation of bifurcation control (a) and (c) are different locally stable configurations of the structure (b) heteroclinic connection between the two equal-energy unstable configurations.

In order to illustrate this strategy directly, $L_{2}$ is firstly manipulated and changed from 1 to 2.5 with $L_{1}$ and $L_{3}$ fixed. Initially a large change in the spring natural length is considered for clarity of illustration; a smaller change will be used later. It can be seen from Fig. 4.11 that the number of equilibria will change with an increase of $L_{2}$, which is shown by the equilibria $\tilde{x}$ at different lengths of $L_{2}$. Moreover, there are three invariant points $(0,0),(\sqrt{3}, \sqrt{3})$ and $(-\sqrt{3},-\sqrt{3})$ whose locations are independent of $L_{2}$. For $L_{2}=1$ the equilibria $E_{1}$ and $E_{2}$ are stable, and the potential forms local minima at these locations, as shown in Fig. 4.12. Then, if $L_{2}$ is increased such that $L_{2} \geq 2$, the equilibria $(\sqrt{3}, \sqrt{3})$ and $(-\sqrt{3},-\sqrt{3})$ become unstable and a heteroclinic connection can be used to reconfigure the structure between these two equilibria, as shown in Fig. 4.13. After the reconfiguration, $L_{2}$ is finally decreased such that $L_{2}=1$ and the system becomes stable again. This scheme allows operation of the structure in a stable state, a transition to instability to reconfigure the structure, and then continued operation in another stable state.


Figure 4.11: Bifurcation diagram for the spring-mass model. Projection of the location of the equilibria onto the $x_{1}$ axis for $L_{1}=2, L_{3}=2$ and $1 \leq L_{2} \leq 3$. Solid line: stable equilibria, dashed line: unstable equilibria.

A transition using this scheme (without dissipation) is shown in Fig. 4.14. The coupling parameters are again $L_{1}=2$ and $L_{3}=2$ with $L_{2}$ switched from 2.5 to 1 to manipulate the stability properties of $E_{1}$ and $E_{2}$. Firstly, a small displacement is added to the system in the local minimum potential well to demonstrate capture at the equilibrium point. This initial oscillation of the system in the potential well at $E_{1}$ with $L_{2}=1$ can
be seen, followed by a transition to $E_{2}$ with $L_{2}=2.5$ after the bifurcation and then a return to oscillation in the local minimum potential well at $E_{2}$ with $L_{2}=1$.


Figure 4.12: Effective potential $V(x, \boldsymbol{L})$ with $L_{1}=2, L_{2}=1$ and $L_{3}=2 . E_{1}$ and $E_{2}$ are stable, $E_{3}$ and $E_{4}$ are unstable.


Figure 4.13: Effective potential $V(x, \boldsymbol{L})$ with $L_{1}=2, L_{2}=2.5$ and $L_{3}=2 . E_{1}$ and $E_{2}$ are unstable, $E_{3}$ and $E_{4}$ are stable.

In order to further explore the possibility of reconfiguring the smart structure using bifurcation control, a more complex situation will now be considered. Figure 4.11 shows that the equilibria $(\sqrt{3}, \sqrt{3})$ and $(-\sqrt{3},-\sqrt{3})$ became unstable when $L_{2}=2$, but with the same potential energy as other saddle points such as $(0, \sqrt{3})$. An iterative approach [44, can also be used which divides a position coordinate, such as $x_{1}$, into
several steps with a desired increment, then the other position coordinate $x_{2}$ can be used to seek to minimize the potential energy of every step. Therefore, an ideal path can be generated on the potential energy contour from $(\sqrt{3}, \sqrt{3})$ to $(-\sqrt{3},-\sqrt{3})$ with $L_{1}=L_{2}=L_{3}=2$. This results in a series of connected heteroclinic connections between $(\sqrt{3}, \sqrt{3})$ and $(-\sqrt{3},-\sqrt{3})$, as shown in Fig. 4.15

Bifurcation control can now be considered to reconfigure the structure in a more realistic way with a smaller change of the spring natural length such that $L_{2}$ switches from 2 to 1.3 .


Figure 4.14: Controlled transition from $E_{1}$ at $(\sqrt{3}, \sqrt{3})$ to $E_{2}$ at $(-\sqrt{3},-\sqrt{3})$ with bifurcation control. The coupling parameters $L_{1}=2$ and $L_{3}=2$ with $L_{2}$ switched from 2.5 to 1 to manipulate the stability properties of $E_{1}$ and $E_{2}$.

Figure 4.16 shows the transition (without dissipation) using this modified bifurcation control. The coupling parameters are again $L_{1}=2$ and $L_{3}=2$ with $L_{2}$ switched from 2 to 1.3 to manipulate the stability properties of $E_{1}$ and $E_{2}$. Then, a small displacement is again added to the system in the local minimum potential well to demonstrate capture at the equilibrium point. The initial oscillation of the system in the potential well at $E_{1}$ with $L_{2}=1.3$ can therefore be seen, followed by a transition to $E_{2}$ with $L_{2}=2$ and then a return to oscillation in the local minimum potential well at $E_{2}$ with $L_{2}=1.3$. In addition, the switch process is a simple step change of $L_{2}$ from 1.3 to 2 , as shown in Fig. 4.17

The bifurcation control scheme presented provides the possibility of reconfiguring smart structures using their instability, but retaining stability for normal operating modes. Although the natural length of the spring is varied for illustration, additional parameters could also be considered, such as the spring stiffness $k$ or the spacing $d$ between


Figure 4.15: Potential energy contour plot and ideal path from $E_{1}$ at $(\sqrt{3}, \sqrt{3})$ to $E_{2}$ at $(-\sqrt{3},-\sqrt{3})$.


Figure 4.16: Controlled transition from $E_{1}$ at $(\sqrt{3}, \sqrt{3})$ to $E_{2}$ at $(-\sqrt{3},-\sqrt{3})$ with bifurcation control with $L_{2}$ switched from 1.3 to 2 to manipulate the stability properties of $E_{1}$ and $E_{2}$.


Figure 4.17: A step change of $L_{2}$ (1.3 to 2$)$ during the bifurcation control.
springs to reduce the variation of the length of the spring. The purpose of the numerical examples presented above is to demonstrate the characteristics and utilization of bifurcations in this type of nonlinear system. Therefore, an easily visualized means (e.g. natural length of the springs) is used to achieve the reconfiguring process.

### 4.4 Controlled heteroclinic connections in a dissipative system

For a more realistic smart structure model dissipation must also be considered, which of course will destroy the Hamiltonian structure of the dynamics. Therefore, phase trajectories from one unstable equilibrium point cannot reach another equal-energy unstable equilibrium point. In order to compensate for such dissipation, controllers need to be used to ensure that heteroclinic connections can exist. Therefore, the dynamics of the problem can be extended by the addition of linear dissipation parameterised by $\beta$, as shown in Fig. 4.18

The problem can then fully defined by a dynamical system with a dissipation term of the form

$$
\begin{gather*}
\dot{x}_{1}=p_{1}  \tag{4.19}\\
\dot{p}_{1}=\frac{\left(L_{1}-\sqrt{\left(x_{1}^{2}+1\right)}\right) k_{1} x_{1}}{\sqrt{x_{1}^{2}+1}}+\frac{\left(L_{2}-\sqrt{\left(\left(x_{1}-x_{2}\right)^{2}+1\right)}\right) k_{2}\left(x_{1}-x_{2}\right)}{\sqrt{\left(x_{1}-x_{2}\right)^{2}+1}}-\beta p_{1}  \tag{4.2}\\
\dot{x}_{2}=p_{2} \tag{4.21}
\end{gather*}
$$



Figure 4.18: 2 degree-of-freedom buckling beam model with damping coefficient $\beta$.

$$
\begin{equation*}
\dot{p}_{2}=\frac{\left(L_{3}-\sqrt{\left(x_{2}^{2}+1\right)}\right) k_{3} x_{2}}{\sqrt{x_{2}^{2}+1}}+\frac{\left(L_{2}-\sqrt{\left(\left(x_{1}-x_{2}\right)^{2}+1\right)}\right) k_{2}\left(x_{1}-x_{2}\right)}{\sqrt{\left(x_{1}-x_{2}\right)^{2}+1}}-\beta p_{2} \tag{4.22}
\end{equation*}
$$

As noted earlier, dissipation needs to be considered for a more realistic model where Eq. 4.4 and 4.5 show the total energy $W=T+V$ of the system is monotonically decreasing as $\dot{p}=-\beta\left(p_{1}^{2}+p_{2}^{2}\right)$ corresponding to the general condition $p_{1} \neq 0, p_{2} \neq 0$. In order to proceed it will be assumed that each spring can again be manipulated with variations of the natural spring length $\Delta L$ by using smart materials. From Eq. 4.20 and Eq. 4.22 it can be seen that

$$
\begin{align*}
& \dot{p}_{1} p_{1}-\frac{\left(\left(L_{1}+\Delta L_{1}\right)-\sqrt{\left(x_{1}^{2}+1\right)}\right) k_{1} x_{1}}{\sqrt{x_{1}^{2}+1}} p_{1} \\
& -\frac{\left(\left(L_{2}+\Delta L_{2}\right)-\sqrt{\left(\left(x_{1}-x_{2}\right)^{2}+1\right)}\right)}{k_{2}\left(x_{1}-x_{2}\right)}  \tag{4.23}\\
& \sqrt{\left(x_{1}-x_{2}\right)^{2}+1} \\
& p_{1}=\beta p_{1}^{2}  \tag{4.24}\\
& \dot{p}_{2} p_{2}-\frac{\left(\left(L_{3}+\Delta L_{3}\right)-\sqrt{\left(x_{2}^{2}+1\right)}\right) k_{3} x_{2}}{\sqrt{x_{2}^{2}+1}} p_{2} \\
& +\frac{\left(\left(L_{2}+\Delta L_{2}\right)-\sqrt{\left(\left(x_{1}-x_{2}\right)^{2}+1\right)}\right) k_{2}\left(x_{1}-x_{2}\right)}{\sqrt{\left(x_{1}-x_{2}\right)^{2}+1}} p_{2}=\beta p_{2}^{2}
\end{align*}
$$

which can be written as

$$
\begin{equation*}
\frac{d}{d t}(T+V)=-\beta p_{1}^{2}+\frac{\Delta L_{1} k_{1} x_{1}}{\sqrt{x_{1}^{2}+1}} p_{1}-\beta p_{2}^{2}+\frac{\Delta L_{3} k_{3} x_{2}}{\sqrt{x_{2}^{2}+1}} p_{2}+\frac{\Delta L_{2} k_{2}\left(x_{1}-x_{2}\right)}{\sqrt{\left(x_{1}-x_{2}\right)^{2}+1}}\left(p_{1}-p_{2}\right) \tag{4.25}
\end{equation*}
$$

and is clearly a statement of mechanical power. If it is considered that the system is forced to be conservative then $(d(T+V)) / d t=0$, therefore, $\Delta L$ can be used to compensate for dissipation by continuous control. Alternatively, a simpler control strategy is to define a controller which can capture the phase space trajectory in the neighbourhood of the target equilibrium point analogous to the analysis of Section 41 . The
difference between the two methods can be seen in Fig. 4.19. The end-point control strategy provides an easy way to reconfigure smart structures from some initial state to a target state, which uses the controller to compensate for the offset caused by dissipation in a planned control region, as shown in Fig. 4.19a. Conversely, the continuous strategy can be controlled by constantly monitoring and controlling states during the reconfiguration of the smart structure, as shown in Fig. 4.19b.


Figure 4.19: Control strategy (a) End-point control (b) Continuous control.

It is considered that this system is a continuous time nonlinear system and asymptotic stability can be achieved by applying active control within the neighbourhood of the equilibria. Therefore, the Lyapunov stability criterion is employed to verify convergence to the equilibrium point. A Lyapunov function is a scalar function $V(x)$ defined on a local region D for an autonomous dynamical system, which is continuous, locally positive definite $((x)>0$ for all $x \neq 0)$, and has continuous derivatives at every point of $D$ [66]. Let $x^{*}$ be an equilibrium point of the system on region $D$, which is an equilibrium solution of

$$
\begin{equation*}
\dot{x}=f(x) \tag{4.26}
\end{equation*}
$$

where the notation $(\cdot)$ denotes the time derivative. Therefore, the time derivative of
the Lyapunov function $V(x)$ is given by

$$
\begin{equation*}
\dot{V}(x)=\frac{d}{d t} V(x(t))=\nabla V(x) \cdot f(x) \tag{4.27}
\end{equation*}
$$

The existence of a Lyapunov function for which $V(x)$ is negative semidefinite on a local region $D$ excluding the origin, guarantees the local stability of the equilibrium solution of Eq. 4.26, while the existence of a Lyapunov function for which $V(x)$ is negative definite leads to global asymptotic stability. Therefore, the stability analysis of the corresponding equilibrium point can be determined by a scalar Lyapunov function, which is defined in the state space of the problem.

In order to ensure convergence to some equilibrium point ( $\tilde{x}_{1}, \tilde{x}_{2}$ ) a Lyapunov function is defined such that

$$
\begin{equation*}
\phi(x, \boldsymbol{L})=\frac{1}{2} p_{1}^{2}+\frac{1}{2} p_{2}^{2}+\frac{1}{2}\left(x_{1}-\tilde{x}_{1}\right)^{2}+\frac{1}{2}\left(x_{2}-\tilde{x}_{2}\right)^{2} \tag{4.28}
\end{equation*}
$$

where $\phi(\boldsymbol{x}, \boldsymbol{L})>0$ and $\phi\left(\tilde{x}_{1}, \tilde{x}_{2}\right)=0$. The time derivative of the Lyapunov function is clearly

$$
\begin{equation*}
\dot{\phi}(\boldsymbol{x}, \boldsymbol{L})=p_{1}\left(\dot{p}_{1}+\left(x_{1}-\tilde{x}_{1}\right)\right)+p_{2}\left(\dot{p}_{2}+\left(x_{2}-\tilde{x}_{2}\right)\right) \tag{4.29}
\end{equation*}
$$

Then, substituting from the Eq. 4.20 and 4.22 the controller for $L_{1}, L_{2}$ and $L_{3}$ can be defined as

$$
\begin{align*}
& L_{1}=-\frac{\sqrt{\left(x_{1}^{2}+1\right)}}{k_{1} x_{1}}\left(\eta p_{1}+\left(x_{1}-\tilde{x}_{1}\right)-\frac{\left(L_{2}-\sqrt{\left(\left(x_{1}-x_{2}\right)^{2}+1\right)}\right) k_{2}\left(x_{1}-x_{2}\right)}{\sqrt{\left(\left(x_{1}-x_{2}\right)^{2}+1\right)}}-k_{1} x_{1}\right)  \tag{4.30}\\
& L_{2}=-\frac{\sqrt{\left(\left(x_{1}-x_{2}\right)^{2}+1\right)}}{k_{1}\left(x_{1}-x_{2}\right)}\left(\eta p_{1}+\left(x_{1}-\tilde{x}_{1}\right)-\frac{\left(L_{1}-\sqrt{\left(x_{1}^{2}+1\right)}\right) k_{1} x_{1}}{\sqrt{\left(x_{1}^{2}+1\right)}}-k_{2}\left(x_{1}-x_{2}\right)\right)  \tag{4.31}\\
& L_{3}=-\frac{\sqrt{\left(x_{2}^{2}+1\right)}}{k_{3} x_{2}}\left(\eta p_{2}+\left(x_{2}-\tilde{x}_{2}\right)-\frac{\left(L_{2}-\sqrt{\left(\left(x_{1}-x_{2}\right)^{2}+1\right)}\right) k_{2}\left(x_{1}-x_{2}\right)}{\sqrt{\left(\left(x_{1}-x_{2}\right)^{2}+1\right)}}-k_{3} x_{2}\right) \tag{4.32}
\end{align*}
$$

for some control parameter $\eta$. It is noted that the system has 2 state variables $x_{1}$ and $x_{2}$, which can select two controllers from $L_{1}, L_{2}$ and $L_{3}$ as control variables to avoid singularities. For example, since $k_{2}\left(x_{1}-x_{2}\right) \neq 0, k_{3} x_{2} \neq 0$ in the neighbourhood of the required equilibrium point $E_{10}$, then $L_{2}$ and $L_{3}$ are selected as controllers in the neighbourhood of that point.

It can then be seen that $\phi$ is monotonically decreasing such that

$$
\begin{equation*}
\dot{\phi}(\boldsymbol{x}, \boldsymbol{L})=-(\eta+\beta)\left(p_{1}^{2}+p_{2}^{2}\right) \leqslant 0 \tag{4.33}
\end{equation*}
$$

and so $x \rightarrow\left(\tilde{x}_{1}, \tilde{x}_{2}\right)$ and $p \rightarrow(0,0)$ within the neighbourhood of target point.
An example of controlled heteroclinic connections with $\beta=0.01$ and $\beta=0.05$ are shown in Fig. 4.20 for a reconfiguration between $E_{9}$ and $E_{10}$. To initiate the heteroclinic connection, a displacement along the unstable manifold of $E_{9}$ is preformed and the controller will be activated when the phase space path is in the defined neighbourhood $R$ of $E_{10}(\eta=3)$. The corresponding controls $L_{2}$ and $L_{3}$ are shown in Fig. 4.21. It can be seen that the controls are only active when the phase space path is in the endpoint region of $E_{10}$. Numerical results demonstrate that the control effort grows with increasing dissipation parameter $\beta$. That is, the control region needs to be enlarged to fit the increasing dissipation parameter $\beta$ as shown in Fig. 4.20.


Figure 4.20: Controlled transition from $E_{9}$ at $(1.732051,0)$ to $E_{10}$ at $(0,-1.73205)$ with the controller active in the neighbourhood of $E_{10}$ with different dissipation. Solid line: dissipation parameter $\beta=0.01$, dashed line: dissipation parameter $\beta=0.05$.

For comparison with the end-point control strategy, a continuous control method is now investigated to approximate the heteroclinic connection. This problem is revisited as a computational optimal control problem to determine the control histories which meet the boundary conditions of the problem. In addition to satisfying the state boundary conditions, these control histories also need to minimise the performance index function as discussed in Section 4.

Then, the optimal tool PSOPT is again employed to solve this optimal control problem numerically using the direct method. The system can be considered under quasi-static


Figure 4.21: Controlled transition from $E_{9}$ at (1.732051, 0) to $E_{10}$ at (0,1.73205) with the controls actuated through $L_{2}$ and $L_{3}$ in the neighbourhood of $E_{10}$. (a) Dissipation parameter $\beta=0.01$. (b) Dissipation parameter $\beta=0.05$.


Figure 4.22: Controlled transition from $E_{9}$ at (1.732051, 0) to $E_{10}$ at (0,1.73205) with the controller active under the continuous control method (dissipation parameters $\beta=0.01,0.05)$.
conditions, so that Eq. 4.16 can be defined as an expression of the energy required for each controller and the performance index of the system can be defined as Eq. 4.17. Then, the conditions can be defined for a transition from the unstable equilibrium $E_{9}$ to $E_{10}$ as Eq. 4.18. Then, the conditions can be defined for a transition from the unstable equilibrium $E_{9}$ to $E_{10}$ as

$$
\left[\begin{array}{llll}
x(0) & x(T) & \dot{\boldsymbol{x}}(0) & \dot{\boldsymbol{x}}(T)
\end{array}\right]=\left[\begin{array}{cccc}
1.732 & 0 & 0 & 0  \tag{4.34}\\
0 & -1.732 & 0 & 0
\end{array}\right]
$$



Figure 4.23: Controlled transition from $E_{9}$ at $(1.732051,0)$ to $E_{10}$ at (0,1.73205) with the controls actuated through $L_{2}$ and $L_{3}$ under the continuous control method. (a) Dissipation parameter $\beta=0.01$. (b) Dissipation parameter $\beta=0.05$.

The numerical results for dissipation parameters $\beta=0.01$ and $\beta=0.05$ are shown in Fig. 4.22. The corresponding controls $L_{1}, L_{2}$ and $L_{3}$ are shown in Fig. 4.23. It can be seen that the controls are symmetric about the point $t=T / 2$ as expected. Moreover, in general more energy is required to compensate for a larger dissipation parameter $\beta$ as expected, which means the range of the controller becomes larger for the reconfiguration, as shown in Fig 4.23 .

### 4.5 Conclusion

Using a simple, representative model of an unstable smart structure it has been demonstrated that the unstable configurations of the structure can be connected through heteroclinic connections in the phase space of the problem. In principle, such reconfigurations do not require the input of energy, other than to overcome dissipation in the system. Then, considering that real smart structures are complex dynamical systems with strong nonlinearities, an optimal control method is employed to reconfigure the smart structure. It was found that the transition between unstable equilibria can be achieved through manipulating the natural length of the springs in the model, which is assumed to be achieved with a suitable active material.

Moreover, a better reconfigurable strategy is used to combine bifurcation control and controlled heteroclinic connections, which is expected to reconfigure real smart structures between stable states. For example, structures are assumed to be initially in local stable states. Through performing the bifurcation the local condition becomes unstable. Then, bifurcation is performed again when the end-point control generates a trajectory to the target equilibrium point. This represents a computationally efficient way to achieve reconfiguration for smart structures between two different equilibria positions.

Then, two ways to reconfigure smart structures have been presented to compensate for damping. It was found that the transition between unstable equilibria can be achieved through manipulation of the natural length of the springs in the model with linear dissipation, which is assumed to be achieved with a suitable active material. While the model used is simple, it again provides insights into the problem which can be exploited to develop the concept towards the reconfiguration of real smart structures.

## Chapter 5

## Surface Model

In previous Chapters, a simple smart structure model was investigated, which comprised a two mass chain with three springs [64, 71, 72]. The model was then approximated to provide a simple cubic nonlinearity to investigate its characteristics using dynamical system theory. A set of both stable and unstable equilibrium configurations were found, with transitions between the equal-energy unstable equilibria identified as heteroclinic connections. In principle, such transitions between equal-energy unstable states can be achieved with minimal energy input, in the absence of dissipation. This cubic model was considered as a simple mechanical system with the ability to change its kinematic configuration between a finite set of unstable equilibria.

In this Chapter, heteroclinic connections are investigated as a means to reconfigure a simple discrete model of a smart surface structure, which is similar to the Hencky-type discrete model for pantographic structures [73]. In Section 5.2, the surface structure is considered as an elastic plane which has a range of both stable and unstable configurations. As an approximation, the surface is modelled as a two-dimensional spring-mass array without dissipation and with a simplifying cubic nonlinearity to allow an investigation of its characteristics using dynamical system theory. Section 5.3 discusses each spring-mass element, considered as a cubic nonlinearity between different nodes, and then an adjacency matrix is used to assemble elements together. Therefore, a set of both stable and unstable equilibrium configurations can be identified in the model, so that the reconfiguration of the smart surface can be considered between the equal-energy unstable states, as presented in Section 54. It is assumed that the simple reconfigurable structure again possesses embedded sensors and actuators to allow the unstable equilibria to be actively controlled. Meanwhile, a feedback control law is proposed that can stabilise the dynamics of the smart surface in Section 55.5. This control strategy can
actively maintain the structure in an unstable configuration. Section 56 presents more complex dynamics of such surface structures, which can be formed from an assembly of modules. For example, each surface module can be regarded as a microsystem unit for conveying, sorting and positioning micro-parts.

### 5.1 Single mass problem

The smart surface structure consists of a two-dimensional array of connected springs and masses. Consider firstly a simple elastic model, with an array of masses connected as chains by linear springs of stiffness $k$ and natural length $l_{0}$. In order to proceed, it is assumed that the masses can only move in the vertical (out-of-plane) direction without damping. The out-of-plane displacement of mass $m$ is defined by displacement $x$, while each mass is separated by a fixed distance $d$. Consider a simple spring-mass element, which is the basic unit of the smart surface model. Based on the previous discussion, it is assumed that the masses can only move in the vertical direction as shown in Fig. 5.1.


Figure 5.1: Spring-mass element.

To proceed, $T$ is defined as the internal tension in a single spring, so that the tension of the spring can be described by

$$
\begin{equation*}
T=\Delta \cdot k \tag{5.1}
\end{equation*}
$$

where $\Delta$ is the extension of the spring beyond its natural length, which can be defined by

$$
\begin{equation*}
\Delta=\sqrt{\left(x_{i-1}-x_{i}\right)^{2}+d^{2}}-L \tag{5.2}
\end{equation*}
$$

Therefore, the force experience by each node can be written as

$$
\begin{equation*}
f_{i, 1}=-\Delta \cdot k \frac{\left(x_{i-1}-x_{i}\right)}{\sqrt{\left(x_{i-1}-x_{i}\right)^{2}+d^{2}}}=-k\left(x_{i-1}-x_{i}\right)\left(1-\frac{l_{0}}{\sqrt{\left(x_{i-1}-x_{i}\right)^{2}+d^{2}}}\right) \tag{5.3}
\end{equation*}
$$

The dynamics of each mass in a 1-dimensional chain are then described by

$$
\begin{equation*}
m \ddot{x}_{i, 1}=-k\left(x_{i-1}-x_{i}\right)\left(1-\frac{l_{0}}{\sqrt{\left(x_{i-1}-x_{i}\right)^{2}+d^{2}}}\right) \tag{5.4}
\end{equation*}
$$

The nonlinear term can be expanded by assuming $x / d \ll 1$ to simplify the full nonlinearity of the problem. It can then be shown that

$$
\begin{equation*}
m \ddot{x}_{i}=-k\left(\frac{l_{0}}{d}-1\right)\left(x_{i-1}-x_{i}\right)+\frac{k l_{0}}{2 d^{3}}\left(x_{i-1}-x_{i}\right)^{3}+\cdots \tag{5.5}
\end{equation*}
$$

Following [60] a non-dimensional position coordinate $q=\sqrt{l_{0} / 2 d^{3}} x$ and non-dimensional time $\tau=t / \sqrt{m / k}$ can again be defined with $\mu=\left(l_{0} / d-1\right)$ so that

$$
\begin{equation*}
\ddot{q}_{i}=-\mu\left(q_{i-1}-q_{i}\right)+\left(q_{i-1}-q_{i}\right)^{3} \tag{5.6}
\end{equation*}
$$

In order to illustrate the smart surface model directly, a simple surface is considered as the structure shown in Fig. 5.2. The location of each mass as a row and column can be defined as $u$ and $v$, respectively. Each mass $m_{i, j}$ can then be located on the $i^{\text {th }}$ row and $j^{\text {th }}$ column, which is connected to its neighbours by linear springs. The dynamics of mass $m_{i, j}$ are then driven by the displacements of $m_{i-1, j}, m_{i+1, j}, m_{i, j-1}$ and $m_{i, j+1}$. The dynamics of mass $m_{i, j}$ is therefore defined by

$$
\begin{align*}
\ddot{q}_{i}= & -\mu\left(q_{i-1, j}-q_{i, j}\right)+\left(q_{i-1, j}-q_{i, j}\right)^{3}+\mu\left(q_{i, j}-q_{i+1, j}\right)+\left(q_{i, j}-q_{i+1, j}\right)^{3} \\
& -\mu\left(q_{i, j-1}-q_{i, j}\right)+\left(q_{i, j-1}-q_{i, j}\right)^{3}+\mu\left(q_{i, j}-q_{i, j+1}\right)+\left(q_{i, j}-q_{i, j+1}\right)^{3} \tag{5.7}
\end{align*}
$$

Due to the fixed boundary conditions of the problem, the surface model can be considered as a four degree-of-freedom system, which again considers only vertical mass displacements. The displacement of the boundary nodes can be set to zero, i.e. $q_{0,0}=$ $q_{0,1}=q_{0,2}=q_{0,3}=q_{1,0}=q_{1,3}=q_{2,0}=q_{2,3}=q_{3,0}=q_{3,1}=q_{3,2}=q_{3,3}=0$. The dynamics of the full, coupled system can therefore be written as

$$
\left[\begin{array}{c}
\ddot{q}_{1,1}  \tag{5.8}\\
\ddot{q}_{1,2} \\
\ddot{q}_{2,1} \\
\ddot{q}_{2,2}
\end{array}\right]=\left[\begin{array}{c}
4 \mu q_{1,1}-\mu\left(q_{2,1}+q_{1,2}\right) \\
4 \mu q_{1,2}-\mu\left(q_{2,2}+q_{1,2}\right) \\
4 \mu q_{2,1}-\mu\left(q_{1,1}+q_{1,2}\right) \\
4 \mu q_{2,2}-\mu\left(q_{1,2}+q_{1,2}\right)
\end{array}\right]+\left[\begin{array}{c}
-2 q_{1,1}{ }^{3}-\left(q_{1,1}-q_{2,1}\right)^{3}+\left(q_{1,1}-q_{1,2}\right)^{3} \\
-2{q_{1,2}}^{3}-\left(q_{1,2}-q_{2,2}\right)^{3}+\left(q_{1,1}-q_{1,2}\right)^{3} \\
-2 q_{2,1}{ }^{3}-\left(q_{1,1}-q_{2,1}\right)^{3}+\left(q_{2,1}-q_{2,2}\right)^{3} \\
-2 q_{2,2}^{3}-\left(q_{1,2}-q_{2,2}\right)^{3}+\left(q_{2,1}-q_{2,2}\right)^{3}
\end{array}\right]
$$



Figure 5.2: A simple surface model with fixed boundary condition.

This four degree-of-freedom system is easily formed from the dynamics of the problem through using Eq. 5.8. Moreover, the system is constructed from two parts, a linear destabilising term and nonlinear stabilising term. It can be expected that the linear and cubic terms will yield families of both stable and unstable equilibria, as has been seen for 1-dimensional chain of masses in previous Chapters.

### 5.2 General methods

We now consider a general method with an $n \times n$ array of masses using the same functional form of the nonlinearity above. It is again assumed that the system is considered conservative without dissipation. The adjacency matrix of the graph connecting the nodes can now be used to form the generalised position of each node. The four degree-of-freedom system above is firstly employed to illustrate this general method. Since the system detailed above is considered conservative without dissipation, its behaviour can be described through the use of an effective potential $V(\boldsymbol{q}, \mu)$ by the set of position coordinates $\boldsymbol{q}=q_{i, j}(i=1-n, j=1-n)$ such that the momenta $\boldsymbol{p}=p_{i, j}(i=1-n, j=1-n)$ can be obtained from $\dot{p}_{i, j}=-\partial V(\boldsymbol{q}, \mu) / \partial p_{i, j}$. The effective potential $V(\boldsymbol{q}, \mu)$ can then
be defined as

$$
\begin{align*}
V(\boldsymbol{q}, \mu)= & -\mu q_{1,1}^{2}-\mu q_{1,2}^{2}-\mu q_{2,1}^{2}-\mu q_{2,2}^{2}-\frac{1}{2} \mu\left(q_{1,1}-q_{2,1}\right)^{2}-\frac{1}{2} \mu\left(q_{1,1}-q_{1,2}\right)^{2} \\
& -\frac{1}{2} \mu\left(q_{1,2}-q_{2,2}\right)^{2}-\frac{1}{2} \mu\left(q_{2,1}-q_{2,2}\right)^{2}+\frac{1}{2} q_{1,1}^{4}+\frac{1}{2} q_{1,2}^{4}+\frac{1}{2} q_{2,1}^{4}+\frac{1}{2} q_{2,2}^{4} \\
& +\frac{1}{4}\left(q_{1,1}-q_{2,1}\right)^{4}-\frac{1}{4}\left(q_{1,1}-q_{1,2}\right)^{4}-\frac{1}{4}\left(q_{2,2}-q_{1,2}\right)^{4}-\frac{1}{4}\left(q_{2,2}-q_{2,1}\right)^{2} \tag{5.9}
\end{align*}
$$

Equation 5.9 shows that the potential consists of two parts, one a quadratic term, which again provides a destabilising linear force at small displacements and a quartic term, which provides a stabilising, nonlinear restoring force at large displacements. It is assumed later that $q_{i, j}$ is a displacement that can be sensed and $\mu$ is a spring coupling parameter that can be manipulated for active control and stabilisation. Therefore, a general method can be considered such that the potential energy can be formed from two parts, a quadratic term and a quartic term, which can be defined by

$$
M_{2}=\left[\begin{array}{ccccc}
\left(q_{0,0}-q_{0,0}\right)^{2} & \cdots & \left(q_{0,0}-q_{i, j}\right)^{2} & \cdots & \left(q_{0,0}-q_{n, n}\right)^{2}  \tag{5.10}\\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\left(q_{i, j}-q_{0,0}\right)^{2} & \cdots & \left(q_{i, j}-q_{i, j}\right)^{2} & \cdots & \left(q_{i, j}-q_{n, n}\right)^{2} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\left(q_{n, n}-q_{0,0}\right)^{2} & \cdots & \left(q_{n, n}-q_{i, j}\right)^{2} & \cdots & \left(q_{n, n}-q_{n, n}\right)^{2}
\end{array}\right]
$$

and

$$
M_{4}=\left[\begin{array}{ccccc}
\left(q_{0,0}-q_{0,0}\right)^{4} & \cdots & \left(q_{0,0}-q_{i, j}\right)^{4} & \cdots & \left(q_{0,0}-q_{n, n}\right)^{4}  \tag{5.11}\\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\left(q_{i, j}-q_{0,0}\right)^{4} & \cdots & \left(q_{i, j}-q_{i, j}\right)^{4} & \cdots & \left(q_{i, j}-q_{n, n}\right)^{4} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\left(q_{n, n}-q_{0,0}\right)^{4} & \cdots & \left(q_{n, n}-q_{i, j}\right)^{4} & \cdots & \left(q_{n, n}-q_{n, n}\right)^{4}
\end{array}\right]
$$

where $M$ is a $2 n \times 2 n$ matrix, the subscript ' 2 ' indicates the quadratic term and the subscript '4' indicates the quadric term.

Then, an adjacency matrix is defined to form the generalised position of each node, which includes the relationship between every node by using an element ' 1 ' to define connected nodes and ' 0 ' to define unconnected nodes. Figure 5.3 illustrates a simple relationship between 4 nodes which are connected with one another sequentially in
turn, thus the adjacency matrix can be defined by

$$
A=\left[\begin{array}{llll}
0 & 1 & 0 & 0  \tag{5.12}\\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right]
$$

with the boundary conditions $q_{1}=q_{4}=0$.


Figure 5.3: Example of a simple adjacency relationship.

In addition, a more general configuration can be considered by inserting the coupling parameters $\mu$ into the adjacency matrix, which express the detailed mechanical relationship between each of the nodes. The matrix A therefore can be rewritten as

$$
A=\left[\begin{array}{cccc}
0 & \mu_{1,2} & 0 & 0  \tag{5.13}\\
\mu_{1,2} & 0 & \mu_{2,3} & 0 \\
0 & \mu_{2,3} & 0 & \mu_{3,4} \\
0 & 0 & \mu_{3,4} & 0
\end{array}\right]
$$

A generalised, extensive form of the adjacency matrix can now be defined as

$$
A=\left[\begin{array}{ccccc}
0 & \cdots & \mu_{0,0, i, j} & \cdots & \mu_{0,0, n, n}  \tag{5.14}\\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\mu_{0,0, i, j} & \cdots & 0 & \cdots & \mu_{i, j, n, n} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\mu_{0,0, n, n} & \cdots & \mu_{i, j, n, n} & \cdots & 0
\end{array}\right]
$$

where $\mu_{i, j, n, n}$ defines the coupling relationship between nodes $q_{i, j}$ and $q_{n, n}$.
Accordingly, the potential energy of the system can be constructed by combining a quadratic-term matrix, quartic-term matrix and adjacency matrix. To proceed $R$ is defined as

$$
\begin{equation*}
R=R_{1} \circ R_{2} \tag{5.15}
\end{equation*}
$$

where o denotes the Hadamard product (element-wise product). The Hadamard prod-
uct is an operation such that each element $(i j)$ in the matrix is produced from the product of the corresponding location elements (ij) in another two matrices of the same dimension to generate a new matrix with the same dimension as the original two matrices. It is noted that $R$ has the same dimension as the operands with $R_{1}$ and $R_{2}$. Therefore, the total potential energy $V$ can be defined as

$$
\begin{equation*}
V=-\frac{1}{2} \operatorname{sum}\left(M_{2} \circ A_{1}\right)+\frac{1}{4} \operatorname{sum}\left(M_{4} \circ A_{\mu}\right) \tag{5.16}
\end{equation*}
$$

where $A_{1}$ and $A_{\mu}$ are upper triangular matrixes that can be developed from Eq. 5.12 and Eq. 5.14 such that

$$
A_{1}=\left[\begin{array}{ccc}
\ddots & 1 & 1  \tag{5.17}\\
0 & \ddots & 1 \\
0 & 0 & \ddots
\end{array}\right]
$$

and

$$
A_{\mu}=\left[\begin{array}{ccccc}
0 & \cdots & \mu_{0,0, i, j} & \cdots & \mu_{0,0, n, n}  \tag{5.18}\\
\vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & \cdots & \mu_{i, j, n, n} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & \cdots & 0
\end{array}\right]
$$

Since the system is considered conservative without dissipation, the Hamiltonian of the problem can then be constructed from the kinetic and potential energy as

$$
\begin{gather*}
T(\boldsymbol{p})=\frac{1}{2}\left\|\boldsymbol{p}^{2}\right\|  \tag{5.19}\\
V(\boldsymbol{q})=-\frac{1}{2} \operatorname{sum}\left(M_{2} \circ A_{1}\right)+\frac{1}{4} \operatorname{sum}\left(M_{4} \circ A_{\mu}\right) \tag{5.20}
\end{gather*}
$$

where again the set $q=q_{i, j}(i=1-n, j=1-n)$ is associated with the set of momenta $\boldsymbol{p}=p_{i, j}(i=1-n, j=1-n)$. Then the dynamics of the system can be obtained from Hamilton's equations. It is clear that since the kinetic energy is independent of $\boldsymbol{q}$, it can be seen that $\dot{\boldsymbol{p}}=-\nabla_{q} V(\boldsymbol{q})$ so that

$$
\begin{equation*}
\dot{q}_{i, j}=p_{i, j} \tag{5.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{p}_{i, j}=-\nabla_{q} V(\boldsymbol{q}) \tag{5.22}
\end{equation*}
$$

The model shown in Fig. 5.2 is now employed as an example to illustrate the detailed process using the general methods above. The labelled graph of the simple smart surface structure is shown in Fig. 5.4. The displacement of the boundary nodes can again be set to zero, i.e. $q_{0,0}=q_{0,1}=q_{0,2}=q_{0,3}=q_{1,0}=q_{1,3}=q_{2,0}=q_{2,3}=q_{3,0}=$ $q_{3,1}=q_{3,2}=q_{3,3}=0$.


Figure 5.4: Example of a simple adjacency relationship.

Therefore, the relevant matrixes can be defined as

$$
M_{2}=\left[\begin{array}{ccccc}
\left(q_{0,0}-q_{0,0}\right)^{2} & \cdots & \left(q_{0,0}-q_{i, j}\right)^{2} & \cdots & \left(q_{0,0}-q_{3,3}\right)^{2}  \tag{5.23}\\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\left(q_{i, j}-q_{0,0}\right)^{2} & \cdots & \left(q_{i, j}-q_{i, j}\right)^{2} & \cdots & \left(q_{i, j}-q_{3,3}\right)^{2} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\left(q_{3,3}-q_{0,0}\right)^{2} & \cdots & \left(q_{3,3}-q_{i, j}\right)^{2} & \cdots & \left(q_{3,3}-q_{3,3}\right)^{2}
\end{array}\right]_{16 \times 16}
$$

and

$$
M_{4}=\left[\begin{array}{ccccc}
\left(q_{0,0}-q_{0,0}\right)^{4} & \cdots & \left(q_{0,0}-q_{i, j}\right)^{4} & \cdots & \left(q_{0,0}-q_{3,3}\right)^{4}  \tag{5.24}\\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\left(q_{i, j}-q_{0,0}\right)^{4} & \cdots & \left(q_{i, j}-q_{i, j}\right)^{4} & \cdots & \left(q_{i, j}-q_{3,3}\right)^{4} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\left(q_{3,3}-q_{0,0}\right)^{4} & \cdots & \left(q_{3,3}-q_{i, j}\right)^{4} & \cdots & \left(q_{3,3}-q_{3,3}\right)^{4}
\end{array}\right]_{16 \times 16}
$$

and so it can be shown that

$$
A_{1}=\left[\begin{array}{llllllllllllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{5.25}\\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]_{16 \times 16}
$$

and

$$
A_{\mu}=\left[\begin{array}{ccccc}
0 & \cdots & 0 & \cdots & 0  \tag{5.26}\\
\vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & \cdots & \mu_{i, j, n, n} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & \cdots & 0
\end{array}\right]_{16 \times 16}
$$

We use two different relationships $\mu_{1}$ and $\mu_{2}$ to construct the matrix $A_{\mu}$, where $\mu_{1}$ defines the relationship between free nodes and boundary nodes and $\mu_{2}$ defines the relationship between free nodes and each other. Equation 5.25 can therefore be rewritten

$$
A_{1}=\left[\begin{array}{cccccccccccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{5.27}\\
0 & 0 & 0 & 0 & 0 & \mu_{1} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \mu_{1} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \mu_{1} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \mu_{2} & 0 & 0 & \mu_{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \mu_{2} & 0 & 0 & \mu_{2} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \mu_{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \mu_{2} & 0 & 0 & \mu_{1} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \mu_{1} & 0 & 0 & \mu_{1} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]_{16 \times 16}
$$

Through using Eq. 3.20, the same expression for the potential energy can be found as with Eq. 3.9. Therefore, the equations of motion can be written as

$$
\left[\begin{array}{c}
\ddot{q}_{1,1}  \tag{5.28}\\
\ddot{q}_{1,2} \\
\ddot{q}_{2,1} \\
\ddot{q}_{2,2}
\end{array}\right]=\left[\begin{array}{l}
2 \mu_{1} q_{1,1}-\mu_{2}\left(q_{1,1}+q_{2,1}-q_{1,2}\right) \\
2 \mu_{1} q_{1,2}-\mu_{2}\left(q_{1,2}+q_{2,2}-q_{1,1}\right) \\
2 \mu_{1} q_{2,1}-\mu_{2}\left(q_{2,1}+q_{1,1}-q_{2,2}\right) \\
2 \mu_{1} q_{2,2}-\mu_{2}\left(q_{2,2}+q_{1,2}-q_{2,1}\right)
\end{array}\right]+\left[\begin{array}{l}
-2 q_{1,1}{ }^{3}-\left(q_{1,1}-q_{2,1}\right)^{3}+\left(q_{1,1}-q_{1,2}\right)^{3} \\
-2 q_{1,2}{ }^{3}-\left(q_{1,2}-q_{2,2}\right)^{3}+\left(q_{1,1}-q_{1,2}\right)^{3} \\
-2 q_{2,1}^{3}-\left(q_{1,1}-q_{2,1}\right)^{3}+\left(q_{2,1}-q_{2,2}\right)^{3} \\
-2 q_{2,2}^{3}-\left(q_{1,2}-q_{2,2}\right)^{3}+\left(q_{2,1}-q_{2,2}\right)^{3}
\end{array}\right]
$$

Solving $\nabla_{q} V(\boldsymbol{q})=0$ yields a number of equilibria for different values of $\mu_{1}$ and $\mu_{2}$, as shown in Fig. 5.5. Although only $\mu_{1}>0$ is considered in the subsequent analysis, for completeness the number of equilibria is shown for $-2<\mu_{2}<2$. It can be seen that the total number of equilibria varies with the coupling parameter $\mu_{2}$. In addition, the maximum number of equilibria occur when $\mu_{2}=\mu_{1}=1$, which is found to be 101 . It is clear that these equilibria are both stable and unstable and in principle may be connected through paths in the phase of the problem. Again, one type of path is the heteroclinic connection which connects equal-energy unstable equilibria through their stable and unstable manifolds. Therefore, in order to explore all possible equilibrium configurations of the smart surface model the case $\mu_{2}=\mu_{1}=1$ for the coupling
parameters is used. The case $\mu_{2}>\mu_{1}$ is used later to explore possible reconfigurations between different unstable states of the structure.


Figure 5.5: Number of equilibria of the smart surface structure with varying coupling parameter $\mu_{2}$ with $\mu_{1}=1$.

The equilibrium configurations of the smart surface model are listed in Table 5.1. The linear stability properties of these equilibria can then be determined through linearisation of Hamilton's equations in the neighbourhood of each equilibrium point by an eigenvalue approach. Through dynamical system theory [66], a set of stable equilibria are then associated with conjugate imaginary eigenvalues and a set of unstable equilibria are associated with real eigenvalues of opposite sign. The linearisation of Hamilton's equations for some general equilibrium point ( $\tilde{q}_{1,1}, \tilde{q}_{1,2}, \tilde{q}_{2,1}, \tilde{q}_{2,2}$ ) of the 4 degree-of-freedom system can be expressed in matrix form as

$$
\left[\begin{array}{c}
\ddot{q}_{1,1}  \tag{5.29}\\
\ddot{q}_{1,2} \\
\ddot{q}_{2,1} \\
\ddot{q}_{2,2}
\end{array}\right]=(\mathbf{K}+\mathbf{R})\left[\begin{array}{c}
q_{1,1}-\tilde{q}_{1,1} \\
q_{1,2}-\tilde{q}_{1,2} \\
q_{2,1}-\tilde{q}_{2,1} \\
q_{2,2}-\tilde{q}_{2,2}
\end{array}\right]
$$

$\mathbf{K}=\left[\begin{array}{cccc}\tilde{\gamma}_{1,2}^{1,1}-\tilde{\gamma}_{2,1}^{1,1}-6 \tilde{q}_{1,1}^{2} & \tilde{\gamma}_{1,2}^{1,1} & \tilde{\gamma}_{2,1}^{1,1} & 0 \\ \tilde{\gamma}_{1,2}^{1,1} & \tilde{\gamma}_{1,2}^{1,1}-\tilde{\gamma}_{2,2}^{1,2}-6 \tilde{q}_{1,2}^{2} & 0 & \tilde{\gamma}_{2,2}^{1,2} \\ \tilde{\gamma}_{2,1}^{1,1} & 0 & \tilde{\gamma}_{2,1}^{1,1}-\tilde{\gamma}_{2,2}^{2,1}-6 \tilde{q}_{2,1}^{2} & \tilde{\gamma}_{2,2}^{2,1} \\ 0 & \tilde{\gamma}_{2,2}^{1,2} & \tilde{\gamma}_{2,2}^{2,1} & \tilde{\gamma}_{2,2}^{1,2}-\tilde{\gamma}_{2,2}^{2,1}-6 \tilde{q}_{1,1}^{2}\end{array}\right]$ (5.30)
and

$$
\mathbf{R}=\left[\begin{array}{cccc}
2 \mu_{1}+2 \mu_{2} & -2 \mu_{2} & -\mu_{2} & 0  \tag{5.31}\\
-\mu_{2} & 2 \mu_{1}+2 \mu_{2} & 0 & -\mu_{2} \\
-\mu_{2} & 0 & 2 \mu_{1}+2 \mu_{2} & -\mu_{2} \\
0 & -\mu_{2} & -\mu_{2} & 2 \mu_{1}+2 \mu_{2}
\end{array}\right]
$$

where $\tilde{\gamma}_{m, n}^{i, j}=3\left(\tilde{q}_{i, j}-\tilde{q}_{m, n}\right)^{2}$.
The eigenvalues of the linear system can then be found to determine the local stability properties. It can be shown that this 4 degree-of-freedom system possesses 29 unstable equilibria and 72 stable equilibria, again noted in Table 5.1.

Table 5.1: Stability properties of the equilibria with $\mu_{1}=\mu_{2}=1$ and the corresponding surface configuration.

| Configuration |  | $8$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Coordinates | (0000) | (00011) | $\begin{gathered} \hline-0.60 .60 .6- \\ 0.6) \end{gathered}$ | $\begin{gathered} (-0.10 .1-0.6 \\ 0.6) \end{gathered}$ | (0001) |
| Potential Energy | 0 | -1.5 | -1.6 | -1.1 | -1 |
| Type | Maximum | Saddle |  |  |  |
| Number | 1 | 28 |  |  |  |
| Eigenvalues | $\begin{gathered} \pm 2, \pm 2, \\ \pm \sqrt{2}, \pm \sqrt{6} \end{gathered}$ | $\begin{gathered} \pm 1.6, \pm 0.8 \\ \pm 2.1 i, \pm 2.6 i \end{gathered}$ | $\begin{aligned} & \pm 1.3, \pm 0.6 \mathrm{i}, \\ & \pm 2.3 i, \pm 2.4 i \end{aligned}$ | $\begin{gathered} \pm 1.4, \pm 1.9 \\ \pm 0.9 i, \pm 3.1 i \end{gathered}$ | $\begin{gathered} \pm 1, \pm 1.1 \\ \pm 2.2, \pm 3.0 i \\ \hline \end{gathered}$ |
| Configuration | $15$ |  | $\oiint$ |  | $B$ |
| Coordinates | (0.1 1 -1-1 0.1) | (1)1011) | (01011) | $\begin{gathered} (1.20 .60 .6 \\ 1.2) \\ \hline \end{gathered}$ | (01110) |
| Potential Energy | -2 |  |  |  |  |
| Type | Minimum Stable |  |  |  |  |
| Number | 72 |  |  |  |  |
| Eigenvalues | $\begin{gathered} \pm 0, \pm 1.2 \mathrm{i} \\ \pm 2.8 i, \pm 3.1 i \end{gathered}$ | $\begin{aligned} & \pm 0, \pm \sqrt{2} i, \\ & \pm \sqrt{2} i, \pm 2 i \end{aligned}$ | $\begin{gathered} \pm 0, \pm \sqrt{2} i \\ \pm 2.2 i, \pm 2.6 i \end{gathered}$ | $\begin{gathered} \pm 0, \pm 0, \\ \pm 2.4 i, \pm 2.4 i \end{gathered}$ | $\begin{gathered} \pm 0, \pm \sqrt{2} i \\ \pm 2.3 i, \pm 3.2 i \end{gathered}$ |

### 5.3 Heteroclinic connections

In order to explore the possible transition of the model smart surface using heteroclinic connections, several configurations are selected from the set of equilibrium configurations discussed above to act as the initial and final states, respectively. Meanwhile, from Eq. 5.28 it can be shown that

$$
\begin{align*}
& \ddot{q}_{1,1}+\ddot{q}_{1,2}+\ddot{q}_{2,1}+\ddot{q}_{2,2} \\
& =2 q_{1,1}\left(\mu_{1}-q_{1,1}^{2}\right)+2 q_{1,2}\left(\mu_{1}-q_{1,2}^{2}\right)+2 q_{2,1}\left(\mu_{1}-q_{2,1}^{2}\right)+2 q_{2,2}\left(\mu_{1}-q_{2,2}^{2}\right) \tag{5.32}
\end{align*}
$$

so that it can be seen immediately that equilibria can be found at $E_{0}(0,0,0,0)$, $E_{1}\left(\sqrt{\mu_{1}}, \sqrt{\mu_{1}}, \sqrt{\mu_{1}}, \sqrt{\mu_{1}}\right)$ and $E_{2}\left(-\sqrt{\mu_{1}},-\sqrt{\mu_{1}},-\sqrt{\mu_{1}},-\sqrt{\mu_{1}}\right)$, which shows that these equilibria are independent of $\mu_{2}$. It can be noted that the stability properties of equilibria $E_{1}$ and $E_{2}$ are a function of the ratio between $\mu_{2}$ and $\mu_{1}$. It can also be shown that the equilibria $E_{1}$ and $E_{2}$ become unstable for $\mu_{2}>\mu_{1}$. Therefore, $E_{1}$ and $E_{2}$ will be chosen to be unstable with $\mu_{2}>\mu_{1}$ so that a heteroclinic connection can be found between $E_{1}$ and $E_{2}$ for illustration. The purpose of finding such a transition is that the unstable equilibria $E_{1}$ and $E_{2}$ lie on the same potential energy surface and so in principle zero net energy input is needed to reconfigure the structure between them. Then, dynamical system theory can be employed to seek a possible phase space connection between these unstable equilibria. For a conservative system, linearisation of Hamilton's equations in the neighbourhood of each equilibrium point yields pairs of eigenvalues $\lambda>0$ and $\lambda<0$, respectively. These eigenvalues have corresponding stable and unstable eigenvectors associated with the directions $\boldsymbol{u}^{s}$ and $\boldsymbol{u}^{u}$. Again, the eigenvectors can be mapped to approximate the stable and unstable manifolds by integrating forwards or backwards from an unstable equilibrium point $\boldsymbol{z}^{e}$, defined by

$$
\begin{align*}
& \mathbf{z}^{s}=\mathbf{z}^{e}+\epsilon \mathbf{u}^{s}  \tag{5.33}\\
& \mathbf{z}^{u}=\mathbf{z}^{e}+\epsilon \mathbf{u}^{u} \tag{5.34}
\end{align*}
$$

for $\epsilon \ll 1$. This method can be used to find heteroclinic connections between equalenergy unstable equilibria so that the structure can be reconfigured between unstable states. Symmetry is always a basic property for heteroclinic connections in dynamical systems. Therefore, symmetry can be imposed on the problem to search for heteroclinic connections. A two-dimensional space can be obtained by a dimensionality reduction
with the following transformation

$$
\binom{Q_{1}}{Q_{2}}=\left(\begin{array}{cccc}
a_{1} & a_{2} & a_{3} & a_{4}  \tag{5.35}\\
b_{1} & b_{2} & b_{3} & b_{4}
\end{array}\right)\left(\begin{array}{c}
q_{1} \\
q_{2} \\
q_{3} \\
q_{4}
\end{array}\right)
$$

where the pre-multiplication matrix is a constant set here to

$$
\left(\begin{array}{cccc}
a_{1} & a_{2} & a_{3} & a_{4}  \tag{5.36}\\
b_{1} & b_{2} & b_{3} & b_{4}
\end{array}\right)=\left(\begin{array}{cccc}
2 & 2 & 2 & 2 \\
1 & -1 & -1 & 1
\end{array}\right)
$$

thus transforming the four-dimensional space to a two-dimensional space, so that the potential defined in Eq. 5.9 can be transformed to

$$
\begin{align*}
V(Q, \mu)= & \left(2 Q_{1}-Q_{2}\right)^{4}-2 \mu_{1}\left(2 Q_{1}+Q_{2}\right)^{2}-2 \mu\left(2 Q_{1}-Q_{2}\right)^{2}  \tag{5.37}\\
& -8 \mu_{2} Q_{2}^{2}+16 Q_{2}^{4}+\left(2 Q_{1}+Q_{2}\right)^{4}
\end{align*}
$$

In this new coordinate system, the equations of motion can be obtained from $\dot{\boldsymbol{P}}=$ $-\nabla_{Q} V(\boldsymbol{Q})$ and so the dynamics of the new system can then be described by

$$
\begin{gather*}
\dot{Q}_{1}=P_{1}  \tag{5.38}\\
\dot{P}_{1}=2 \mu_{1}\left(8 Q_{1}-4 Q_{2}\right)+2 \mu_{1}\left(8 Q_{1}+4 Q_{2}\right)-8\left(2 Q_{1}-Q_{2}\right)^{2}+8\left(2 Q_{1}-Q_{2}\right)^{3}  \tag{5.39}\\
\dot{Q}_{2}=P_{2}  \tag{5.40}\\
\dot{P}_{2}=16 \mu_{2} Q_{2}-2 \mu_{1}\left(4 Q_{1}-2 Q_{2}\right)+2 \mu_{1}\left(4 Q_{1}+2 Q_{2}\right)-64 Q_{2}^{3}-4\left(2 Q_{1}+Q_{2}\right)^{3}+4\left(2 Q_{1}-Q_{2}\right)^{3} \tag{5.41}
\end{gather*}
$$

In these new coordinates, the system is symmetric about the axis $Q_{1}=0$. The unstable manifold of $E_{1}$ is therefore simply the reflection of the stable manifold of $E_{2}$, which means that the structure can be reconfigured from state $E_{1}$ to state $E_{2}$ in principle without energy input. Therefore, a heteroclinic connection between $E_{1}$ and $E_{2}$ is symmetric about the axis $Q_{1}=0$, and so must intersect $Q_{1}=0$ perpendicularly, i.e. $\dot{Q}_{2}=0$. The numerical method used to find heteroclinic connection follows McInnes and Waters [60]: for $\mu_{2}<1.2$ and $\mu_{1}=1, \dot{Q}_{2}$ is sufficiently small for an approximate hetercolinic connection to exist. Then when $\mu_{2} \approx 1.687$ and $\mu_{1}=1$, an exact hetercolinic connection exists, as is clearly shown in Fig. 5.6. This demonstrates that in principle for an exact value of $\mu_{1}$ there exist a value of $\mu_{2}$ not close to $\mu_{1}$ which admits
a heteroclinic path.


Figure 5.6: The value of $\dot{Q}_{2}$ at the first crossing of the unstable manifold with the $Q_{2}$ axis, with the increasing parameter $\mu_{2}\left(\mu_{1}=1\right)$.

The heteroclinic connection will therefore have a mirror image under $Q_{2} \rightarrow-Q_{2}$, as shown in Fig. 5.7 and Fig. 5.8. To initiate the heteroclinic connection, a small disturbance $\epsilon=10^{-3}$ is added along the unstable manifold of $E_{1}$. For a true heteroclinic connection, motion away from an unstable equilibrium point and towards a connected unstable equilibrium point is asymptotically slow. In practice the actual phase trajectory must shadow the real heteroclinic connection and a controller used to initiate and terminate the heteroclinic connection [64]. The corresponding shape of the surface during the transition from $E_{1}\left(\sqrt{\mu_{1}}, \sqrt{\mu_{1}}, \sqrt{\mu_{1}}, \sqrt{\mu_{1}}\right)$ to $E_{2}\left(-\sqrt{\mu_{1}},-\sqrt{\mu_{1}},-\sqrt{\mu_{1}},-\sqrt{\mu_{1}}\right)$ is shown in Fig. 5.9 .

Numerical experiments demonstrate that it is in general possible to find a heteroclinic connection for some choice of coupling parameters $\mu_{1}$ and $\mu_{2}$, while again a controller [64] can in principle be used to achieve the reconfiguration for a choice of parameters $\mu_{1}$ and $\mu_{2}$. In principle for a conservative system without internal dissipation, such reconfigurations do not required the input of energy, which is efficient compared to conventional strategies with transitions between passively stable configurations across a potential barrier. However, dissipation compensations using active control, as discussed in Chapter 4 for a 1-dimensional mass chain, can be envisaged.


Figure 5.7: Heteroclinic connection between at $E_{1}(8,0)$ and at $E_{2}(-8,0)$ for $\mu_{1}=1$ and $\mu_{2}=1.687 \mu_{1}$. The projection of the phase path in the new coordinate space $\left(Q_{2} \rightarrow-Q_{2}\right)$.


Figure 5.8: New coordinates $\left(Q_{1}-Q_{2}\right)$ for a heteroclinic connection between at $E_{1}(8,0)$ and at $E_{2}(-8,0)$ for $\mu_{1}=1$ and $\mu_{2}=1.687 \mu_{1}$.


Figure 5.9: Transition from unstable equilibria $E_{1}(1,1,1,1)$ at $t=0$ to unstable equilibria $E_{2}(\mathbf{- 1}, \mathbf{- 1}, \mathbf{- 1}, \mathbf{- 1})$ at $\mathbf{t}=\mathbf{1 0}$ for $\mu_{1}=1$ and $\mu_{2}=1.687 \mu_{1}$.

### 5.4 Structure-preserving stabilisation control

This section presents a control method to stabilise the unstable equilibrium configurations of the smart surface structure. For a Hamiltonian system, there exist hyperbolic equilibria that have stable, unstable and center manifolds, with the unstable manifold generating the instability. However, a control law can be applied which will establish Lyapunov stability of the relative motion about the equilibrium point and stabilise an unstable configuration [74, 75]. Assuming active control is actuated by the spring coupling parameters (equivalent to modulating their natural length), the dynamics of the controlled system can be written as

$$
\left[\begin{array}{c}
\ddot{q}_{1,1}  \tag{5.42}\\
\ddot{q}_{1,2} \\
\ddot{q}_{2,1} \\
\ddot{q}_{2,2}
\end{array}\right]=\mathbf{K}\left[\begin{array}{c}
q_{1,1}-\tilde{q}_{1,1} \\
q_{1,2}-\tilde{q}_{1,2} \\
q_{2,1}-\tilde{q}_{2,1} \\
q_{2,2}-\tilde{q}_{2,2}
\end{array}\right]+\mathbf{B}\left[\begin{array}{l}
\mu_{1} \\
\mu_{2}
\end{array}\right]=\mathbf{K} \boldsymbol{q}+\mathbf{B} \boldsymbol{u}
$$

$$
\mathbf{K}=\left[\begin{array}{cccc}
\tilde{\gamma}_{1,2}^{1,1}-\tilde{\gamma}_{2,1}^{1,1}-6 \tilde{q}_{1,1}^{2} & \tilde{\gamma}_{1,2}^{1,1} & \tilde{\gamma}_{2,1}^{1,1} & 0  \tag{5.43}\\
\tilde{\gamma}_{1,2}^{1,1} & \tilde{\gamma}_{1,2}^{1,1}-\tilde{\gamma}_{2,2}^{1,2}-6 \tilde{q}_{1,2}^{2} & 0 & \tilde{\gamma}_{\gamma, 2}^{1,2} \\
\tilde{\gamma}_{2,1}^{1,1} & 0 & \tilde{\gamma}_{2,1}^{1,1}-\tilde{\gamma}_{2,2}^{2,1}-6 \tilde{q}_{2,1}^{2} & \tilde{\gamma}_{2,2}^{2,1} \\
0 & \tilde{\gamma}_{2,2}^{1,2} & \tilde{\gamma}_{2,2}^{2,1} & \tilde{\gamma}_{2,2}^{1,2}-\tilde{\gamma}_{2,2}^{2,1}-6 \tilde{q}_{1,1}^{2}
\end{array}\right]
$$

$$
\mathbf{B}=\left[\begin{array}{ll}
2\left(q_{1,1}-\tilde{q}_{1,1}\right) & 2\left(q_{1,1}-\tilde{q}_{1,1}\right)-2\left(q_{1,2}-\tilde{q}_{1,2}\right)-2\left(q_{2,1}-\tilde{q}_{2,1}\right)  \tag{5.44}\\
2\left(q_{1,2}-\tilde{q}_{1,2}\right) & 2\left(q_{1,2}-\tilde{q}_{1,2}\right)-2\left(q_{1,1}-\tilde{q}_{1,1}\right)-2\left(q_{2,2}-\tilde{q}_{2,2}\right) \\
2\left(q_{2,1}-\tilde{q}_{2,1}\right) & 2\left(q_{2,1}-\tilde{q}_{2,1}\right)-2\left(q_{1,1}-\tilde{q}_{1,1}\right)-2\left(q_{2,2}-\tilde{q}_{2,2}\right) \\
2\left(q_{2,2}-\tilde{q}_{2,2}\right) & 2\left(q_{2,2}-\tilde{q}_{2,2}\right)-2\left(q_{1,2}-\tilde{q}_{1,2}\right)-2\left(q_{2,1}-\tilde{q}_{2,1}\right)
\end{array}\right]
$$

where $\tilde{\gamma}_{m, n}^{i, j}=3\left(\tilde{q}_{i, j}-\tilde{q}_{m, n}\right)^{2}$.
The controllability matrix [76] for this third-order system is then given by

$$
\mathbf{C}=\left[\begin{array}{llll}
\mathbf{K} & \mathbf{K B} & \mathbf{K}^{2} \mathbf{B} & \mathbf{K}^{3} \mathbf{B} \tag{5.45}
\end{array}\right]
$$

If the equilibria satisfy the conditions $\tilde{q}_{1,1} \neq \tilde{q}_{1,2} \neq \tilde{q}_{2,1} \neq \tilde{q}_{2,2}$, it shows that rank $\mathbf{C}=4$, which implies that the system is fully controllable. However, for the example discussed above in Section 5.3, it can be shown that rank $\mathbf{C}=2$, so that additional actuators are needed to ensure controllability. Therefore, the $\mu_{1}$ terms (the coupling parameter between each mass and its boundary node) are divided into four parts as $\mu_{1,1}, \mu_{1,2}, \mu_{1,3}$ and $\mu_{1,4}$, which represent the relationship between corresponding individual masses and their fixed boundaries.

Then the matrix B can then be expressed as

$$
\mathbf{B}=\left[\begin{array}{ccccc}
\varrho_{1,1} & 0 & 0 & 0 & \varrho_{1,1}-\varrho_{1,2}-\varrho_{2,1}  \tag{5.46}\\
0 & \varrho_{1,2} & 0 & 0 & \varrho_{1,1}-\varrho_{1,2}-\varrho_{2,1} \\
0 & 0 & \varrho_{2,1} & 0 & \varrho_{1,1}-\varrho_{1,2}-\varrho_{2,1} \\
0 & 0 & 0 & \varrho_{2,2} & \varrho_{1,1}-\varrho_{1,2}-\varrho_{2,1}
\end{array}\right]
$$

where $\varrho_{i, j}=2\left(q_{i, j}-\tilde{q}_{i, j}\right)$.
It can then be shown that the controller is constructed as

$$
\begin{equation*}
\boldsymbol{T}_{c}=\left\{-\sigma^{2}\left[G_{1} \boldsymbol{u}_{+} \boldsymbol{u}_{+}^{\boldsymbol{T}}+G_{2} \boldsymbol{u}_{-} \boldsymbol{u}_{-}^{\boldsymbol{T}}\right]-\varphi^{2} G_{3}\left[\boldsymbol{u} \boldsymbol{u}^{\boldsymbol{T}}+\overline{\boldsymbol{u}} \overline{\boldsymbol{u}}^{\boldsymbol{T}}\right]\right\} \tag{5.47}
\end{equation*}
$$

where $G_{1} G_{2}$ and $G_{3}$ are the gain parameters, $\boldsymbol{u}_{+}$and $\boldsymbol{u}_{-}$are the stable and unstable manifolds with corresponding eigenvalues $\pm \sigma, \boldsymbol{u}$ and $\overline{\boldsymbol{u}}$ are center manifolds with corresponding eigenvalues are $\pm \varphi i$. A detailed development and proof of the control law
can be found elsewhere [74. This control strategy can work effectively through estimating the relative motion and maintaining the Hamiltonian structure of the problem. Through Eq. 5.47 the controller can now stabilise the smart surface to maintain its unstable configuration with the gain parameters $G_{1}=1 G_{2}=2$ and $G_{3}=3$, as shown in Fig. 5.10, with the required controls shown in Fig. 5.11.


Figure 5.10: Mass displacements under small disturbance around $E_{1}(1,1,1$, 1) (a) without control (b) with control.

A structure preserving controller has therefore been developed to stabilise the smart surface in an unstable configuration, and verified as effective numerically with suitable controls found. The controller is based on computing the local stability characteristics of the motion through the manifolds, which can in principle be realised through modulation of embedded smart materials (e.g. shape memory alloys) to manipulate the spring coupling parameters. Clearly, for a realistic smart surface energy is expended by the controller in maintaining the structure in an unstable equilibrium configuration, between reconfigurations using heteroclinic connections. The reconfiguration methodology proposed is considered as being used for applications where the structure has to frequently reconfigure between different configurations, for example for optical switching. In this way the energy efficiency of the heteroclinic connections for reconfiguration can compensate for the energy expenditure by the controller while temporarily in an actively controlled unstable state.

### 5.5 Connected smart surface units

The analysis from the previous section can now be used as the basis for the integration of connected smart surface elements. Such integrated systems can be extended to many potential applications which need frequent state switching to reduce mean power


Figure 5.11: Control actuators generated through the parameters $\mu_{1,1}, \mu_{1,2}, \mu_{1,3}$ and $\mu_{1,4}$.
consumption and waste heat dissipation. One important potential application of this integrated smart surface system is that it can be reconfigured between two states to provide motion, for example in a conveyer system, to move an object towards a goal position through arranging sufficient numbers of smart surface units.

It is instructive to consider an analogue model consisting of two smart surfaces to understand the general behaviour of smart surface units connected in series. As shown in Fig. 5.12, the two adjacent smart surface units are connected by rigid links, which provides a relationship between each mass of every smart surface unit. When a vertical displacement $\left(\delta_{1}, \delta_{2}\right)$ is applied in unit 1 , unit 2 will move with a corresponding displacement. The motion of the coupled system can then be described by

$$
\begin{align*}
& q_{u, 1,1}=q_{u, 2,1}=\delta_{1}  \tag{5.48}\\
& q_{u, 1,2}=q_{u, 2,2}=\delta_{2}  \tag{5.49}\\
& \ddot{\delta}_{1}=\ddot{q}_{u, 1,1}+\ddot{q}_{u, 2,1}  \tag{5.50}\\
& \ddot{\delta}_{2}=\ddot{q}_{u, 1,2}+\ddot{q}_{u, 2,2} \tag{5.51}
\end{align*}
$$

where $q_{u, 1,1}$ and $q_{u, 2,1}$ represent the two mass displacements of unit 1 and unit 2 , respectively; $q_{u, 1,1}$ and $q_{u, 2,1}$ represent the other two mass displacements of unit 1 and unit 2, respectively.

Figure 5.13 shows the mass displacement of the each unit, which can be considered as a heteroclinic connection of the integrated system. It can be seen that the relevant mass displacements between unit 1 and unit 2 have a rigid relationship, which is shown as the dashed line with the double-headed arrow. The parameters of the model used are the same as the model in Section 5.4. The corresponding shape of the connected smart surfaces associated with the initial and final configurations are shown in Fig. 5.14. It can be seen that unit 1 is in a saddle configuration initially and then changes to a stable configuration, accompanied with unit 2 being reconfigured from a stable equilibrium to a saddle. With this scheme, the heteroclinic connection can be used for reconfiguring an integrated smart surface which is assembled from distributed smart surface units.


Figure 5.12: Schematic diagram of two connected smart surface units.


Figure 5.13: Configuration change during transition from unit 1 to unit 2.

In the context of the proposed application, the two simply-connected smart surface
units can realise reconfigurations as an integrated system. The smart surface unit can transmit motion through connections with neighbouring units. This example is provided to demonstrate how the methodology develop can be used to perform the reconfiguration of a larger smart surface that would be energy efficient compared to traditional approaches with transitions between stable states across a potential barrier.


Unit 2


Figure 5.14: Corresponding shapes of the connected smart surface (a) initial condition (b) final condition.

### 5.6 Conclusion

Surface structures possessing multiple equilibria offer interesting dynamical behaviours with a broad range of potential applications. This Chapter has presented a preliminary study of a simple smart surface model composed of connected masses and linear springs. A general method has been provided to build the equations of motion of such a smart surface system. The theoretical model of the smart surface is nonlinear and complex, but some simple mathematical techniques can be employed to obtain a more compact normalized form. The nonlinear characteristics of the model can therefore be found by using dynamical system theory, which provides a predictive basis for the subsequent analysis of reconfiguring the smart surface and the design of structure-preserving stabilisation control. Then, an active reconfiguration scheme has been investigated to
connect equal-energy unstable (but actively controlled) configurations for the purpose of energy-efficient morphing of the smart surface. The reconfiguration of the smart surface between two unstable states does not in principle need additional energy input compared to reconfiguration between two stable configurations. In order to demonstrate that the structure can be actively controlled in an unstable state, a control strategy has been proposed to stabilise the unstable configuration. This control method establishes Lyapunov stability of the relative motion about the equilibrium point and stabilises an unstable configuration. A further development of the smart surface is proposed as an integral system, where the smart surface is extended by forming a series of connected smart surface units. The investigation into the reconfiguration of connected smart surface units can therefore be developed to design larger smart surfaces composed of many more units, which can be used for further applications, such as for conveying, sorting and positioning micro-parts.

## Chapter 6

## Linkage Mechanism

In previous Chapters, a spring-mass model has been used to investigate a simple smart structure from buckled beams to smart surface structures. The nonlinearity of these models was investigated by using dynamical system theory. Then, a set of unstable equilibria was found which in principle can be connected with heteroclinic paths in the phase space to achieve energy efficient reconfiguration.

In this Chapter, a classical four-bar mechanism with rigid linkages and torsional springs is firstly investigated in Section 6.2. The rigid model demonstrates the possibility of reconfiguring the mechanism between two unstable equilibria. Moreover, the rigid four-bar mechanism allows a simple controller to be developed to actively stabilise the unstable configurations of the structure. Then, in Section 6. 3 a single axial spring is used to substitute for one rigid bar to develop a pseudo-rigid model, which illustrates interesting complexities over the rigid models in previous Chapters. An approximation of the trigonometric terms in the governing equations is then used to construct a simple non-linear mathematical model which is employed to illustrate the use of heteroclinic connections and active control.

Lastly, in Section 6.3, a purely elastic model with torsional springs and axial springs for linkages is developed which allows bending, stretching and compression. An energybased method is used to verify the fidelity of the model relative to a flexible buckling beam in Section 6.3.3. The fundamental properties of the flexible model are then discussed using dynamical systems theory to determine which equilibria can be connected through the phase space of the problem. In Section 6.3.4, some numerical results are then presented to elaborate on the feasibility of this reconfiguration manoeuvre. In particular, paths in the phase space which join an equilibrium point to itself (homoclinic connections) and two different equilibrium point (heteroclinic connections) are sought.

The fully flexible model provides new insights into the use of heteroclinic connection for smart structures.

### 6.1 Rigid four-bar model

The motion of a link mechanism can be modelled using standard kinematic equations, which can be derived from [77]. A four-bar linkage is a basic mechanism which has only one degree of freedom, as shown in Fig. 6.1. The properties of this mechanism, such as range of movement, is based on the link lengths. In this Chapter, the nonlinearity of a four-bar linkage is discussed with specified dimensions, listed in Table 6.1, which were used in [78]. The input link can be chosen as link 2 , link 3 or link 4 , however, link 3 is selected here as the input link. Joint 2 and joint 3 are then assumed to have ideal torsional springs so that the system can be considered as conservative without friction. Therefore, the torsional springs can store or release energy when the mechanism moves. This re-distribution of (conserved) energy provides one or more distinct equilibrium positions (both stable and unstable), which is the basis for the following analysis on reconfiguration. The initial configuration of the mechanism is that link 3 is parallel to link 1 , denoted by $\theta_{3}=0$. Following the development of [79] the energy of the system can then be found from


Figure 6.1: Four-bar mechanism with torsional springs model.

$$
\begin{equation*}
V=\sum_{0}^{n} \frac{1}{2} \kappa_{i} \psi_{i}^{2} \tag{6.1}
\end{equation*}
$$

where $n$ is the numbers of torsional springs, $V$ is the potential energy of the system, $\kappa_{i}$ is the torsional spring constant of the $i^{\text {th }}$ torsional spring and $\psi_{i}$ is the angle of deflection of the bar. For each angle of deflection of the specific system shown in Fig. 6.1 it can
be seen that

$$
\begin{align*}
& \psi_{2}=\left(\theta_{3}-\theta_{30}\right)-\left(\theta_{2}-\theta_{20}\right)  \tag{6.2}\\
& \psi_{3}=\left(\theta_{4}-\theta_{40}\right)-\left(\theta_{3}-\theta_{30}\right)
\end{align*}
$$

where the subscript ' 0 ' indicates the initial angle of the rigid bar and link 1 is fixed in the horizontal direction as shown in Fig. 6.1. The total potential energy of the mechanism based on two torsional springs at joint 2 and joint 3 can then be written as

$$
\begin{equation*}
V=\frac{1}{2} \kappa_{1} \psi_{2}^{2}+\frac{1}{2} \kappa_{2} \psi_{3}^{2} \tag{6.3}
\end{equation*}
$$

Table 6.1: Properties of the four-bar mechanism model.

| Variable | Value | Description |
| :---: | :---: | :---: |
| $r_{1}$ | $12.70(\mathrm{~cm})$ | Link 1 Length |
| $r_{2}$ | $13.97(\mathrm{~cm})$ | Link 2 Length |
| $r_{3}$ | $13.97(\mathrm{~cm})$ | Link 3 Length |
| $r_{4}$ | $13.97(\mathrm{~cm})$ | Link 4 Length |
| $\kappa_{1}$ | $0.164(\mathrm{~N}-\mathrm{m} / \mathrm{rad})$ | Spring Constant |
| $\kappa_{2}$ | $0.164(\mathrm{~N}-\mathrm{m} / \mathrm{rad})$ | Spring Constant |

The moments required to keep the mechanism in a particular position can be obtained through the principle of virtual work [80]. The moment can be considered as the first derivative of the potential energy function with respect to the angle of the input link, so that the potential energy can be considered as

$$
\begin{equation*}
V=\int_{\theta_{0}}^{\theta} M d \theta \tag{6.4}
\end{equation*}
$$

and by considering link 3 as the input link, then taking the derivative of Eq. 6.4 the moment $M_{3}$ is found from

$$
\begin{equation*}
M_{3}=\frac{d V}{d \theta_{3}} \tag{6.5}
\end{equation*}
$$

The initial configuration of the mechanism is that link 3 is parallel to link 1, i.e. $\theta_{30}=0$. Therefore, the moment defined by Eq. 6.5 can be rewritten as

$$
\begin{equation*}
M_{3}=\kappa_{1} \psi_{2} \frac{d \psi_{2}}{d \theta_{3}}+\kappa_{2} \psi_{3} \frac{d \psi_{3}}{d \theta_{3}} \tag{6.6}
\end{equation*}
$$

Using the kinematics of the link mechanism [77], the derivatives in Eq. 6.6 can be
expressed using the additional relationships

$$
\begin{equation*}
\frac{d \theta_{2}}{d \theta_{3}}=\frac{r_{3} \sin \left(\theta_{3}-\theta_{4}\right)}{r_{2} \sin \left(\theta_{4}-\theta_{2}\right)} \tag{6.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d \theta_{4}}{d \theta_{2}}=\frac{r_{4} \sin \left(\theta_{4}-\theta_{2}\right)}{r_{3} \sin \left(\theta_{3}-\theta_{2}\right)} \tag{6.8}
\end{equation*}
$$

The equilibrium positions of the mechanism can then be determined from the first derivative of the total potential energy when it is null. The stability of these equilibrium positions can also be determined by considering the sign of the second derivate of the potential energy. Any positions corresponding to local minima (local maxima) are stable (unstable) equilibrium points.

Some characteristics of the system will now be considered. The dimensions of the fourbar mechanism model are again listed in Table 6.1, where the model is a symmetric system with torsional springs at joints $B$ and $C$ only. The total potential energy of the torsional springs is shown in Fig. 6.2. It can be seen that there are two unstable equilibrium positions and three stable equilibrium positions in this symmetric model, listed in Table 6.2. The corresponding shape of the four-bar mechanism can be seen in Fig. 6.3, which shows one torsional spring in compression while the other is extended in the unstable equilibrium positions.


Figure 6.2: Energy and moment for the rigid four-bar mechanism.

In order to verify the reliability of the analytical results, a practical four-bar mechanism
was fabricated based on dimensions of Table 6.1. The mechanism is made of the carbon fibre bar and joints with torsional springs. The configurations $E_{0}, E_{3}$ and $E_{4}$ are shown in Fig. 6.4, which corresponds to the numerical results shown in Fig. 6.3.

Table 6.2: Equilibrium points and corresponding potential energy.

| Point | $\theta_{3}$ (degrees) | V (Potential) | Type |
| :---: | :---: | :---: | :---: |
| $E_{0}$ | 0 | 0 | stable |
| $E_{1}$ | -26.83 | 0.21844 | unstable |
| $E_{2}$ | 26.83 | 0.21844 | unstable |
| $E_{3}$ | -92.60 | 0.1687 | stable |
| $E_{4}$ | 92.60 | 0.1687 | stable |



Figure 6.3: Shape of the four-bar mechanism in equilibrium positions.

In addition, a bifurcation diagram can be constructed through using different ratios between $\kappa_{1}$ and $\kappa_{2}$, as shown in Fig. 6.5. Again, the number and position of the equilibria can be modified based on the free parameters of system.

A transition from $E_{1}$ to $E_{2}$ is now considered as an example to illustrate the method whereby equal-energy unstable configurations can be connected. The model is again considered to be a conservative system with the simplification that it has unit mass. We can now define the problem by a dynamical system of the form

$$
\begin{gather*}
\dot{\theta}_{3}=\omega_{3}  \tag{6.9}\\
\dot{\omega}_{3}=\kappa_{1} \psi_{2} \frac{d \psi_{2}}{d \theta_{3}}+\kappa_{2} \psi_{3} \frac{d \psi_{3}}{d \theta_{3}} \tag{6.10}
\end{gather*}
$$



Figure 6.4: Experimental four-bar mechanism in equilibrium positions.


Figure 6.5: Bifurcation diagram for the four-bar mechanism, solid line: stable equilibria, dashed line: unstable equilibria.

Due to numerical error (and practically since the transition is between unstable equilibria) active control is required, which captures trajectories in a neighbourhood of $E_{2}$. The system has only one degree of freedom, so that only a simple controller is required. Here, the torsional spring at joint 3 is used as a control input, where it is assumed that the spring is fabricated from a suitable material, such as a shape memory alloy. In order to ensure convergence to some required equilibrium point $\tilde{\theta}_{3}$ a Lyapunov function [66] will be defined as

$$
\begin{equation*}
\phi\left(\theta_{3}, \omega_{3}\right)=\frac{1}{2} \omega_{3}^{2}+\frac{1}{2}\left(\theta_{3}-\tilde{\theta}_{3}\right)^{2} \tag{6.11}
\end{equation*}
$$

where $\phi\left(\theta_{3}, \omega_{3}\right)>0$ and $\phi\left(\tilde{\theta}_{3}, 0\right)=0$. The time derivative of the Lyapunov function is then

$$
\begin{equation*}
\dot{\phi}\left(\theta_{3}, \omega_{3}\right)=\omega_{3}\left(\dot{\omega}_{3}+\left(\theta_{3}-\tilde{\theta}_{3}\right)\right) \tag{6.12}
\end{equation*}
$$

Substituting from the Eq. 6.10 the controller for $\kappa_{2}$ can be defined as

$$
\begin{equation*}
\kappa_{2}=-\frac{1}{\psi_{3} \frac{d \psi_{3}}{d \theta_{3}}}\left(\kappa_{1} \psi_{2} \frac{d \psi_{2}}{d \theta_{3}}+\eta \omega_{3}+\left(\theta_{3}-\tilde{\theta}_{3}\right)\right) \tag{6.13}
\end{equation*}
$$

for some control parameter $\eta$. It is noted that $\psi_{3} \frac{d \psi_{3}}{d \theta_{3}} \neq 0$ in the neighbourhood of the required equilibrium point $\tilde{\theta}_{3}$. It can then be seen that $\phi$ is monotonically decreasing such that

$$
\begin{equation*}
\dot{\phi}\left(\theta_{3}, \omega_{3}\right)=-\eta \omega_{3}^{2} \leqslant 0 \tag{6.14}
\end{equation*}
$$

and so $\theta_{3} \rightarrow \tilde{\theta}_{3}$ and $\omega_{3} \rightarrow 0$ within the neighbourhood of $E_{2}$.
In order to simulate the transition from $E_{1}$ to $E_{2}$ a small perturbation of the state variable is used to begin the transition towards $E_{2}$. The transition from $E_{1}$ to $E_{2}$ can be seen in Fig. 6.6, where the controller ensures capture and stabilisation at $E_{2}$. The corresponding control time history is shown in Fig. 6.7, which uses $\kappa_{2}$ as the control with fixed $\kappa_{1}$ while the corresponding geometry of the transition process can be seen in Fig. 6.8. These results demonstrate that the controller can compensate for errors to generate a path between two unstable equilibrium points for this simple rigid bar system.


Figure 6.6: Variation of $\theta_{3}$ during the transition from $E_{1}$ to $E_{2}$.


Figure 6.7: Control in the neighbourhood of $E_{2}$ actuated through the parameter $\kappa_{2}$.


Figure 6.8: Kinematics of the transition process.

### 6.2 Pseudo-rigid four-bar model

Building on the rigid four-bar mechanism from Section 6.1, an approximate flexible model can now be considered to investigate the effect of elastic bars, shown in Fig. 6.9. The middle rigid bar is now substituted by an axial spring with two torsional springs now at both ends.

### 6.2.1 Pseudo-rigid model



Figure 6.9: Pseudo-rigid model with a single axial spring.

Due to the elastic bar, the pseudo-rigid four-bar mechanism is now a two degree-offreedom system. Two angles are now utilised as the state variables, and the torsional springs used as controllers. If the angles of the two rigid bars are defined by $\boldsymbol{\theta}\left(\theta_{1}, \theta_{2}\right)$, while the span of the mechanism is $d$ and the length of each rigid bar is $r$, as shown
in Fig. 6.9, it can be demonstrated that the axial spring has length $l$, which with deformation, is given by

$$
\begin{equation*}
l=\sqrt{\left(d-r\left(\cos \theta_{1}+\cos \theta_{2}\right)\right)^{2}+\left(r\left(\sin \theta_{1}-\sin \theta_{2}\right)\right)^{2}} \tag{6.15}
\end{equation*}
$$

First, the model is again considered to be a conservative system with the simplification that it has unit mass. The free parameters of the model are now the axial spring stiffness $k$ and natural length $l_{0}$, the torsional spring stiffness $\boldsymbol{\kappa}\left(\kappa_{1}, \kappa_{2}\right)$ and initial (undeflected) angles $\theta_{10}$ and $\theta_{20}$. The Hamiltonian for this model can be defined from the kinetic energy and potential energy with a simplification of unit moment of inertia through Eq. 6.16 and 6.17 as

$$
\begin{gather*}
T(\boldsymbol{\omega})=\frac{1}{2} \omega_{1}^{2}+\frac{1}{2} \omega_{2}^{2}  \tag{6.16}\\
V(\boldsymbol{\theta}, \boldsymbol{\kappa})=\frac{1}{2} \kappa_{1}\left(\theta_{1}-\theta_{10}\right)^{2}+\frac{1}{2} \kappa_{2}\left(\theta_{2}-\theta_{20}\right)^{2}+\frac{1}{2} k\left(l_{1}-l_{10}\right)^{2} \tag{6.17}
\end{gather*}
$$

with angular velocity coordinates $\omega_{1}$ and $\omega_{2}$. The problem can now be fully defined by a dynamical system of the form

$$
\begin{gather*}
\dot{\theta}_{1}=\omega_{1}  \tag{6.18}\\
\dot{\omega}_{1}=-\kappa_{1}\left(\theta_{1}-\theta_{10}\right)-k\left(l_{1}-l_{10}\right) \frac{d l}{d \theta_{1}}  \tag{6.19}\\
\dot{\theta}_{2}=\omega_{2}  \tag{6.20}\\
\dot{\omega}_{2}=-\kappa_{2}\left(\theta_{2}-\theta_{20}\right)-k\left(l_{1}-l_{10}\right) \frac{d l}{d \theta_{2}} \tag{6.21}
\end{gather*}
$$

Here, the aim of the pseudo-rigid model is to understand how heteroclinic connections can be found for a two-degree-of-freedom system, to enable such connections to be found for the fully elastic model in Section 6.4. Therefore, in order to capture the essential dynamics of the model, but to keep the model tractable, Taylor expansions are used to substitute for trigonometric function using Eqs. 6.22 and 6.23 as

$$
\begin{align*}
& \sin \theta=\theta-\frac{\theta^{3}}{6}+o\left(\theta^{5}\right)  \tag{6.22}\\
& \cos \theta=1-\frac{\theta^{2}}{2}+o\left(\theta^{4}\right) \tag{6.23}
\end{align*}
$$

Then, dynamical system theory can be used to investigate the characteristics of this simplified smart structure model [66]. It will be shown that the system defined by Eqs. 6.18 6.21 has a number of equilibria which are both stable and unstable and may
be connected in the phase space of the problem. Again, heteroclinic connections can be found which requires that the stable and unstable manifolds of the two unstable equilibria are connected. Solving Eqs. 6.19 and 5.21 for equilibrium conditions yields five equilibria for the parameter set, $\kappa_{1}=\kappa_{2}=\kappa=1 \mathrm{Nm} / \mathrm{rad}, d=15 \mathrm{~cm}, l_{0}=10 \mathrm{~cm}$, $r=5 \mathrm{~cm}, k=1 \mathrm{~N} / \mathrm{m}$. The location of the equilibria are listed in the Table 6.3.

Table 6.3: Equilibrium points with corresponding potential energy.

| Point | $\theta_{3}$ (degrees) | $\theta_{3}$ (degrees) | $\mathrm{V}($ Potential $)$ | $D\left(1 \times 10^{-6}\right)$ | Type |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $E_{0}$ | 0 | 0 | 1.25 | 0.9047 | stable |
| $E_{1}$ | 44.38 | 44.38 | 0.8 | -0.1705 | unstable |
| $E_{2}$ | -44.38 | -44.38 | 0.8 | -0.1705 | unstable |
| $E_{3}$ | -34.11 | 34.11 | 0.4278 | 0.3932 | stable |
| $E_{4}$ | 34.11 | -34.11 | 0.4278 s | 0.3932 | stable |

Then, the Hessian matrix of the potential energy can be used to test the linear stability properties of these equilibria. In the second derivative test for determining extrema of the potential function $V(\boldsymbol{\theta}, \boldsymbol{\kappa})$, the discriminant $D$ is given by

$$
D=\left[\begin{array}{cc}
\frac{\partial^{2} V}{\partial \theta_{1}^{2}} & \frac{\partial^{2} V}{\partial \theta_{1} \partial \theta_{2}}  \tag{6.24}\\
\frac{\partial^{2} V}{\partial \theta_{2} \partial \theta_{1}} & \frac{\partial^{2} V}{\partial \theta_{2}^{2}}
\end{array}\right]
$$

According to the second derivative test, it can be determined that the system possesses 1 unstable equilibrium point $E_{0}$, where the potential has a global maximum, 2 unstable equilibria $E_{1}$ to $E_{2}$ where the potential has a saddle and 2 stable equilibria $E_{3}$ to $E_{4}$ where the potential has a global minimum, as can be seen in Fig. 6.10

### 6.2.2 Numerical solution

In Section 5.3, heteroclinic connections were used to reconfigure a simple smart structure model between two unstable equilibria which lie on the same energy surface [60]. Therefore, integrating forwards or backwards from an unstable equilibrium point, the eigenvectors can again be mapped to approximate the stable and unstable manifolds. The initial conditions in the neighbourhood of each equilibrium point in phase space $\boldsymbol{z}^{\boldsymbol{e}}=(\tilde{\boldsymbol{\theta}}, \mathbf{0})$ for forward and backward integration can be defined as Eqs. 5.33 and 5.34 where $\tilde{\boldsymbol{\theta}}$ corresponds to the location of the appropriate equilibrium point.


Figure 6.10: Potential $V(\theta, \kappa)$ and equilibria (3 unstable equilibria $E_{0}, E_{1}$ and $E_{2}$, and 2 stable equilibria $E_{3}$ and $\left.E_{4}\right)$.

Due to the sensitivity of the problem, phase trajectories emerging from one unstable equilibrium point will not reach the other unstable equilibrium precisely. To compensate, the symmetry of the problem can again be used to search for an accurate heteroclinic connection. The symmetric case $\kappa_{1}=\kappa_{2}=\kappa$ will now be considered so that the ratio $\kappa / k$ can be manipulated to find an ideal heteroclinic connection. Following [60] and considering the symmetry of the problem, a coordinate transformations can be used to rotate the coordinate axes $\left(\theta_{1}, \theta_{2}\right)$ anticlockwise such that

$$
\binom{\theta_{1}}{\theta_{2}}=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & -1  \tag{6.25}\\
1 & 1
\end{array}\right)\binom{\Theta_{1}}{\Theta_{2}}
$$

In this new coordinate system, the equations of motion can be obtained to find a heteroclinic connection [60]. The system is now symmetric about the axes $\Theta_{1}=0$ and $\Theta_{2}=0$ and the unstable manifold of $E_{1}$ is symmetric with the stable manifold of $E_{2}$. Therefore, a heteroclinic connection between $E_{1}$ and $E_{2}$ must be perpendicular to the $\Theta_{1}=0$ axis, which means $\dot{\Theta}_{2}=0$ (or less than some cut-off) on crossing the axis and so the heteroclinic connection will have a mirror image under $\Theta_{2} \rightarrow-\Theta_{2}$, as shown in Fig. 6.11 and Fig. 6.12

Numerically, it is found that for $\kappa / k<1, \dot{\Theta}_{2}$ is sufficiently small for an approximate heteroclinic connection to exist, as shown is Fig. 6.13. Then when $\kappa / k \approx 1.7$, a hete-


Figure 6.11: Heteroclinic connection between $E_{1}$ and $E_{2}$ with the projection of the phase space onto the configuration space shown (note the perpendicular crossing of $\Theta_{1}=0$ ).


Figure 6.12: Transformed coordinates $\Theta_{1}$ and $\Theta_{2}$ for a heteroclinic connection between $E_{1}$ and $E_{2}$.


Figure 6.13: Value of $\dot{\Theta}_{2}$ at the first crossing of the unstable manifold of $E_{1}$ with the $\Theta_{2}$ axis, with increasing parameter ratio $\kappa / k$.


Figure 6.14: Uncontrolled heteroclinic connection between $E_{1}$ and $E_{2}$ in the original untransformed coordinate axes $\left(\theta_{1}, \theta_{2}\right)$.


Figure 6.15: Untransformed coordinates $\theta_{1}$ and $\theta_{2}$ for an uncontrolled heteroclinic connection between $E_{1}$ and $E_{2}$.
rocinic connection exists, irrespective of the value of $k$, as is clearly seen in Fig. 6.13 , This demonstrates that for each value of $k$ there is a value of $\kappa$ which admits a heteroclinic connection. The heteroclinic connection can also be seen in Fig. 6.14 and 6.15 , which is shown in the original untransformed coordinate axes $\left(\theta_{1}, \theta_{2}\right)$.

While this method is suitable for the relatively low order problem represented by the pseudo-rigid four-bar model, other methods must now be sought for the more complex fully-elastic four-bar model.

### 6.3 Fully-elastic four-bar model

### 6.3.1 Modelling and analysis

In order to further explore the possibility of reconfiguring smart structures using heteroclinic connections, a more complex fully elastic model will now be considered, building on the two-degree-of-freedom model in Section 6.2. A buckled beam is now assumed to be divided into three linear axial springs with unit mass and four torsional springs considered, as shown in Fig. 6.16. While this represents a fully elastic model of the four-
bar mechanism, it also clearly represents an approximate model of a buckling beam. It has been shown that the former model in Section 6. 3 admits families of heteroclinic connections in the phase space of the problem. This more complex problem greatly increases the number of equilibria in the system and the difficulty of finding all exact equilibria by purely numerical means. Only a subset of the large number of equilibria will therefore be used to illustrate the properties of the system and seek heteroclinic connections between two unstable equilibria.


Figure 6.16: Fully elastic four-bar mechanism/buckling beam model.

In Fig. 6.16, the distance between two ends of the structure is denoted by $d$. The length of the three springs are denoted by $l_{1}, l_{2}$ and $l_{3}$ with corresponding stiffness $k_{1}, k_{2}$ and $k_{3}$ respectively. Considering each of these springs as links, $\theta_{1}$ and $\theta_{2}$ are the angles of spring 2 and spring 3 with respect to the horizontal with torsional stiffness $\kappa_{1}$ and $\kappa_{2}$. Finally, $\theta_{3}$ and $\theta_{4}$ are the angles of spring 2 and spring 3 with respect to spring 1 with torsional stiffness $\kappa_{3}$ and $\kappa_{4}$. This new model of a flexible four-bar link is a four degree-of-freedom system with two constrained points $\mathrm{B}\left(x_{1}, y_{1}\right)$ and $\mathrm{C}\left(x_{2}, y_{2}\right)$, with A the origin. The angles can therefore be defined as

$$
\begin{gather*}
\theta_{1}=\tan ^{-1} \frac{y_{1}}{x_{1}}  \tag{6.26}\\
\theta_{2}=\tan ^{-1} \frac{y_{2}}{d-x_{2}}  \tag{6.27}\\
\theta_{3}=\cos ^{-1}\left(\overrightarrow{\boldsymbol{v}}_{1}, \overrightarrow{\boldsymbol{v}}_{2}\right)  \tag{6.28}\\
\theta_{4}=\cos ^{-1}\left(-\overrightarrow{\boldsymbol{v}}_{1}, \overrightarrow{\boldsymbol{v}}_{3}\right) \tag{6.29}
\end{gather*}
$$

where $\overrightarrow{\boldsymbol{v}}_{1}, \overrightarrow{\boldsymbol{v}}_{2}$ and $\overrightarrow{\boldsymbol{v}}_{3}$ denote the axial direction vectors of the springs, as shown in

Fig. 6.16. The deformation of the springs can therefore be defined as

$$
\begin{align*}
\Delta l_{1} & =\left|\overrightarrow{\boldsymbol{v}}_{1}\right|-l_{1}  \tag{6.30}\\
\Delta l_{2} & =\left|\overrightarrow{\boldsymbol{v}}_{2}\right|-l_{2}  \tag{6.31}\\
\Delta l_{3} & =\left|\overrightarrow{\boldsymbol{v}}_{3}\right|-l_{3} \tag{6.32}
\end{align*}
$$

Again, this fully elastic model is considered to be a conservative system. The potential energy can then be defined as

$$
\begin{equation*}
V=\frac{1}{2} \kappa_{1} \theta_{1}^{2}+\frac{1}{2} \kappa_{2} \theta_{2}^{2}+\frac{1}{2} \kappa_{3} \theta_{3}^{2} \frac{1}{2} \kappa_{4} \theta_{4}^{2}+\frac{1}{2} k_{1} \Delta l_{1}^{2}+\frac{1}{2} k_{2} \Delta l_{1}^{2}+\frac{1}{2} k_{3} \Delta l_{1}^{3} \tag{6.33}
\end{equation*}
$$

where $\kappa$ is the torsional spring constant and $k$ is the axial spring constant.
Established methods can now be employed to select the appropriate spring constants for the model using geometric and material parameters, according to the following [81]

$$
\begin{align*}
\kappa & =\frac{2 E I}{l_{\text {eff }}}  \tag{6.34}\\
k & =\frac{C A E}{l} \tag{6.35}
\end{align*}
$$

where $E$ is the equivalent elastic modulus, $I$ is the equivalent cross-sectional moment of area, $l_{\text {eff }}$ is an effective length, $A$ is the equivalent cross-sectional area and $l$ is length of the axial spring. Equations 6.34 and 6.35 present a direct relationship between the basic material parameters of a continuous beam and the model parameters so that it is possible to construct a practical purely elastic model with actual material parameters. The potential energy can then be defined as a function of $E$ and $l_{e f f}$ as

$$
\begin{equation*}
V=f\left(E, l_{e f f}, l\right) \tag{6.36}
\end{equation*}
$$

for some functional relationship $f$. Equation 6.36 provides a relationship between the potential energy and basic material properties, so that these parameters can be selected to construct a reasonable fully elastic model as described in Section 6.3 .2 below.

### 6.3.2 Euler-Bernoulli beam model

The Euler-Bernoulli equations for an elastic buckled beam are now used to evaluate the spring model discussed above. It is known that the first and second buckling shapes are given by

$$
\begin{equation*}
y_{1}=a_{1}\left(1-\cos \left(2 \pi \frac{x}{L}\right)\right) \tag{6.37}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{2}=a_{2}\left(1-\cos \left(2 \pi \frac{x}{L}-\cos \left(N \frac{x}{L}\right)+\frac{2}{N} \sin \left(N \frac{x}{L}\right)\right)\right) \tag{6.38}
\end{equation*}
$$

respectively, where $N$ is the first positive solution to $\tan (N / 2)=N / 2$ and $a_{1}$ and $a_{2}$ are constants which can be determined through the method discussed in 82]. Note that here the $y$ is the displacement of a beam element from the $x$-axis.


Figure 6.17: Buckling modes of a clamped-clamped buckling beam.

Although more mode shapes could be used, the first two buckling modes provide a good approximation. Figure 6.17 depicts the first two modes of the buckled beam for each model shape corresponding to positive (solid line) and negative (dash line) values of $a_{1}$ and $a_{2}$.

The Euler-Bernoulli can now be used to optimise the selection of the free parameters of the model to best represent a true buckling beam.

### 6.3.3 Energy analysis

The deformation energy of the beam will now be used to compare the approximation between the Euler-Bernoulli beam model with the elastic beam model of Section 62.1. This deformation energy is defined in Cartesian coordinates and includes two parts, the bending energy and the compression energy. The bending energy of the Euler-Bernoulli beam is defined by 83

$$
\begin{equation*}
U_{b} \simeq \frac{E I}{2} \int_{0}^{L} y^{\prime \prime}(x)^{2} d x \tag{6.39}
\end{equation*}
$$

where $I$ is the area moment of area of the beam, $L$ is the compressed beam length (distance between clamping points), $E$ is the modulus of elasticity, $x$ is the horizontal axis distance along the beam and $y$ is the beam vertical displacement, shown in Fig 6.17. The compressive energy in the beam can be calculated directly from Hooke's Law as 83

$$
\begin{equation*}
U_{c}=\frac{A E\left[\left(L-L_{0}\right)+\int_{0}^{L} y^{\prime}(x)^{2} d x\right]^{2}}{8 L_{0}^{2}} \tag{6.40}
\end{equation*}
$$

where $A$ is the cross-sectional area of the beam and $L_{0}$ is the undeformed beam length.


Figure 6.18: Buckling modes of a clamped-clamped buckling beam.

Returning to Eq. 6.34, a more accurate elastic spring model can be sought through comparison with the Euler-Bernoulli model. Therefore, the purely elastic model can be modified by changing the effective length $l_{\text {eff }}$ to match the potential energy which is calculated in the Euler-Bernoulli model. Figure 6.18 depicts the bending energy with increasing effective length, while the red line is the energy of the first mode of the Euler beam model. From Fig. 6.18, the approximate value of the effective length can be selected as 1.7 , which will be used to define a modified fully elastic model.


Figure 6.19: Energy comparison between the fully elastic spring model and Euler-Bernoulli beam model for first 2 modes. $U_{b}$ is the bending energy, $U_{c}$ is the compressive energy, $U=U_{b}+U_{c}$.

The comparison between the elastic spring model and the Euler-Bernoulli is shown in Fig. 6.19 for the energy of each mode, where it can be seen that the first mode error is smaller than the second mode error. The deformation energy error of the first mode is approximately $3 \%$, while the deformation energy error of second mode is approximately $17 \%$. Therefore, the fully elastic spring model can be considered as a simplified model for a continuous beam and as a relatively accurate approximation.

### 6.3.4 Numerical validation

In order to explore the possibility of reconfiguring this new model, dynamical system theory can again be used to investigate its characteristics. Firstly, the model is again considered to be a conservative system with the assumption of unit mass. From Fig. 6.19, the Hamiltonian for this two mass model can then be defined from the kinetic
and potential energy through Eqs. 6.41 and 6.42 as

$$
\begin{gather*}
T(\boldsymbol{p})=\frac{1}{2}\left(\dot{x}_{1}\right)^{2}+\frac{1}{2}\left(\dot{x}_{2}\right)^{2}+\frac{1}{2}\left(\dot{y}_{1}\right)^{2}+\frac{1}{2}\left(\dot{y}_{2}\right)^{2}  \tag{6.41}\\
V(\boldsymbol{x}, \boldsymbol{L})=\frac{1}{2}\left[\begin{array}{llll}
\kappa_{1} & \kappa_{2} & \kappa_{3} & \kappa_{4}
\end{array}\right]\left[\begin{array}{c}
\theta_{1}^{2} \\
\theta_{2}^{2} \\
\theta_{3}^{2} \\
\theta_{4}^{2}
\end{array}\right]+\frac{1}{2}\left[\begin{array}{lll}
k_{1} & k_{2} & k_{3}
\end{array}\right]\left[\begin{array}{c}
l_{1}^{2} \\
l_{2}^{2} \\
l_{3}^{2}
\end{array}\right]=h\left(x_{1}, x_{2}, y_{1}, y_{2}\right) \tag{6.42}
\end{gather*}
$$

Now the system can be described by a Hamiltonian $H(\boldsymbol{x}, \boldsymbol{p}, \boldsymbol{L})=T(\boldsymbol{p})+V(\boldsymbol{x}, \boldsymbol{L})$ with the set $\boldsymbol{x}=\left\{x_{1}, x_{2}, y_{1}, y_{2}\right\}$ and the corresponding set of momenta $\boldsymbol{p}=\left\{p_{1}, p_{2}, p_{3}, p_{4}\right\}$. We can now fully define the problem by a dynamical system of the form

$$
\begin{gather*}
\dot{\boldsymbol{x}}=\boldsymbol{p}  \tag{6.43}\\
\dot{\boldsymbol{p}}=\boldsymbol{g}\left(x_{1}, x_{2}, y_{1}, y_{2}\right) \tag{6.44}
\end{gather*}
$$

with momentum coordinates $\boldsymbol{p}$ and for some functional relationship $\boldsymbol{g}$. It will be shown that the system defined by Eqs. 6.43 and 6.44 again has a large number of equilibria which are both stable and unstable and may be connected in the phase space of the problem. Although there are many equilibria in the system, considering the complexity of the problem (with trigonometric functions), it is difficult to locate all of the equilibria. Therefore an optimisation function fmincon in Matlab is now used to find some typical equilibria which are denoted as equivalent to the first mode and second mode of an Euler-Bernoulli beam, as shown in Fig. 6.20.

Linearisation of Hamilton's equations in the neighbourhood of each equilibrium point can now be used to determine the linear stability of these equilibria according to their eigenvalues $\lambda_{j}(j=1-8)$. A set of stable equilibria are expected with conjugate imaginary eigenvalues and a set of unstable equilibria are expected with real eigenvalues of opposite sign [66]. The corresponding parameters can be seen from Table 6.4 where $E_{0}$ is an unstable equilibrium, where the potential has a global maximum; $E_{1}$ and $E_{2}$ are stable equilibria, where the potential has a local minimum; $E_{3}$ and $E_{4}$ are unstable equilibria, where the potential has saddles.

Since the Hamiltonian of the system is constant, and formed by the potential and kinetic energy $V$ and $T$, the volume of phase space in $\mathbb{R}^{8}$, and its projection to the configuration space in $\mathbb{R}^{4}$, is constrained by the requirement that $T(\boldsymbol{p})>0$. Since the unstable equilibria $E_{3}$ and $E_{4}$ lie on the same energy surface, it can be assumed that in


Figure 6.20: Corresponding shape of fully elastic model in equilibrium positions.
principle a heteroclinic connection between these two equilibria may exist so that the structure can be reconfigured between them without work being done. Again in the absence of dissipation, the change in energy for the reconfiguration $\delta V \approx 0$.

Table 6.4: Stability properties of the 5 equilibria of the fully elastic model.

| Point | $E_{0}$ | $E_{1}$ | $E_{2}$ | $E_{3}$ | $E_{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{1}$ | 3.33 | 2.64 | 2.64 | 4.07 | 4.07 |
| $x_{2}$ | 0 | 4.07 | -4.07 | -2.20 | 2.20 |
| $y_{1}$ | 6.67 | 7.36 | 7.36 | 5.93 | 5.93 |
| $y_{2}$ | 0 | 4.07 | -4.07 | 2.20 | -2.20 |
| $\lambda_{1,2}$ | $\pm 0.95 i$ | $\pm 0.86 i$ | $\pm 0.86 i$ | $\pm 0.77 i$ | $\pm 0.77 i$ |
| $\lambda_{3,4}$ | $\pm 0.55 i$ | $\pm 0.54 i$ | $\pm 0.54 i$ | $\pm 0.55 i$ | $\pm 0.55 i$ |
| $\lambda_{5,6}$ | $\pm 0.54$ | $\pm 0.14 i$ | $\pm 0.14 i$ | $\pm 0.55 i$ | $\pm 0.55 i$ |
| $\lambda_{7,8}$ | $\pm 0.35$ | $\pm 0.40 i$ | $\pm 0.40 i$ | $\pm 0.096$ | $\pm 0.096$ |
| $V$ | 1.25 | 0.36 | 0.36 | 0.56 | 0.56 |
| Type | Saddle | Min | Min | Saddle | Max |

The system is strongly nonlinear so that it is difficult to find heteroclinic connections using the direct method presented in Section 6,2.2. Therefore, an optimisation method is employed to find a suitable parameter set. An objective function is constructed in Eq. 6.45, the minimisation of which provides the requirement for a heteroclinic connection.

$$
\begin{equation*}
F=\left(\dot{y}_{1}+\dot{y}_{2}\right)^{2}+\left(\left(\dot{x}_{1}, \dot{x}_{2}\right) \cdot\left(x_{1}-x_{10}, x_{2}-x_{20}\right)\right)^{2} \tag{6.45}
\end{equation*}
$$



Figure 6.21: Controlled transition from $E_{3}$ to $E_{4}$ with the controller active in the neighbourhood of $E_{4}$ (a) Homoclinic connection in the $x_{1}-x_{2}$ coordinate space (b) Heteroclinic connection in the $y_{1}-y_{2}$ coordinate space.

Therefore, for a heteroclinic connection between $E_{3}$ and $E_{4}$, if one exists, the symmetry property requires that Eq. 6.45 vanishes. The system of equations is integrated in the direction of the unstable eigenvector of $E_{3}$ as in Eq. 6.24, until it intersects the symmetry axis $y_{1}-y_{2}=0$, i.e. $y_{1}=y_{2}$, and the six states $\dot{x}_{1}, \dot{x}_{2}, \dot{y}_{1}, \dot{y}_{2}, x_{1}, x_{2}$ are measured. Through substitution of these values into Eq. 6.45, the value of the objective function can be calculated. Then, the condition $\left(\dot{y}_{1}+\dot{y}_{2}\right)=0$ guarantees that the trajectory is perpendicular to the symmetry axis $y_{1}-y_{2}$, and $\left(\left(\dot{x}_{1}, \dot{x}_{2}\right) \cdot\left(x_{1}-\right.\right.$
$\left.\left.x_{10}, x_{2}-x_{20}\right)\right)$ expresses the dot product of two vectors that ensure the projection of the heteroclinic connection is symmetric in $x_{1}-x_{2}$.


Figure 6.22: Displacements during the transition from $E_{3}$ to $E_{4}$.

Again, due to the sensitivity of the problem, phase trajectories emerging from one unstable equilibrium point will not reach the other unstable equilibrium precisely, which means Eq. 6.45 cannot obtain a precise set of parameters using the optimisation method. To compensate for such errors, the active control method which was used in Section 6. 2 is again used to capture phase space trajectories in a neighbourhood of the target unstable equilibrium point. The transition from $E_{3}$ to $E_{4}$ can be seen in Fig. 6.21, where the controller ensures capture and stabilisation at $E_{4}$. The connection in the coordinate space $x_{1}-x_{2}$ can be seen as a homoclinic connection, and in the coordinate space $y_{1}-y_{2}$ can be seen as a heterolinic connection. The transition can also be seen in Fig. 6.22, which provides the time history of the four state variables. The corresponding controls $\kappa_{1}, \kappa_{2}, k_{1}$ and $k_{2}$ are shown in Fig. 6.23. Figure 6.24 shows the geometry of the transition process. The closed dotted line indicates the midpoint of the transition.


Figure 6.23: Controls actuated at the end of the transition (a) torsional spring stiffness (b) axial spring stiffness.


Figure 6.24: Geometry of the transition process wherethe red point is the mid-point of the structure, which has a trajectory shown as a dashed line.

### 6.4 Conclusion

Using the kinematic theory of mechanisms, an analysis has firstly been presented regarding the reconfiguration of a simple four-bar linkage through heteroclinic connections. Then, a pseudo-rigid model was developed as an unstable structure which has several equilibria (stable and unstable), again with heteroclinic connections found. In principle, such reconfigurations do not require the input of energy, unlike transitions between stable equilibria which require the addition of and dissipation of energy. Finally, the reconfiguration method has been used to investigate the behaviour of a more realistic elastic smart structure model. By comparing the deformation energy of the elastic spring model and a truly continuous model, it can be verified that the spring model can provide a good approximation to a buckling beam. This more complex dynamical model, which has strong nonlinearity, can again be reconfigured through transitions between unstable equilibria.

## Chapter 7

## Continuous Beam Model and Experiment Validation

In previous Chapters, a series of spring mass models have been used to investigate a simple smart structure, varying from a buckled beam to a surface structure. Dynamical system theory was used to investigate the characteristics of these models and identified a set of unstable equilibria. Some of these can be connected with heteroclinic paths in phase space to achieve an energy efficient reconfiguration strategy for smart structures.

In this Chapter, a classical clamped-clamped continuous beam is firstly investigated based on Euler-Bernoulli beam theory. The mechanics and deflection of a deformable body are formulated in Section 7.2 and two different expressions are obtained for different model description (Eulerian description and Lagrangian description). In Section 7.3 , the classical clamped-clamped beam is investigated to be reconfigured between two unstable buckled states by using a heteroclinic connection. Both numerical simulation and preliminary experimental demonstration have been used to verify this concept.

### 7.1 Nondimensional buckling problem

Based on the analysis in [84], a beam is considered here as clamped-clamped without an external force so that the equation of motion can therefore written as

$$
\begin{gather*}
\ddot{w}+w^{i v}+P w^{\prime \prime}+c \dot{w}-\frac{1}{2} \int_{0}^{1} w^{\prime 2} d x=0  \tag{7.1}\\
w=0 \quad \text { and } \quad w^{\prime}=0 \quad \text { at } \quad x=0,1 \tag{7.2}
\end{gather*}
$$

where the overdot indicates the derivative with respect to time $t$, the prime indicates the derivative with the respect to $x$, and

$$
\begin{equation*}
P=\frac{\hat{P} L^{2}}{E I} \quad \text { and } \quad c=\frac{\hat{c} L^{2}}{\sqrt{m E I}} \tag{7.3}
\end{equation*}
$$

are nondimensional quantities.
The buckling problem can be obtained form Eq. 7.1 by dropping the time derivatives and denoting the buckled configuration by $\psi(x)$. The result is

$$
\begin{gather*}
\psi^{i v}+\left(P-\frac{1}{2} \int_{0}^{1} \psi^{\prime 2} d x\right) \psi^{\prime \prime}=\psi^{i v}+(P-\Gamma) \psi^{\prime \prime}=\psi^{i v}+\lambda^{2} \psi^{\prime \prime} d x=0  \tag{7.4}\\
\psi=0 \quad \text { and } \quad \psi^{\prime}=0 \quad \text { at } \quad x=0,1 \tag{7.5}
\end{gather*}
$$

and the corresponding buckled mode shapes $\psi(x)$ are given by

$$
\begin{equation*}
\psi(x)=c\left[1-\frac{\lambda(1-\cos \lambda)}{\lambda+\sin \lambda} x-\cos \lambda x+\frac{1-\cos \lambda}{\lambda+\sin \lambda} \sin \lambda x\right] \tag{7.6}
\end{equation*}
$$

where $c$ is a constant to be determined. The expression for $\psi(x)$ governs both symmetric and antisysmmetric buckling shapes.

However, while the buckled configuration $\psi(x)$ satisfies the boundary conditions, there is a condition that has not yet been satisfied, that is

$$
\begin{equation*}
\lambda^{2}=P-\Gamma=P-\frac{1}{2} \int_{0}^{1} \psi^{\prime 2} d x=0 \tag{7.7}
\end{equation*}
$$

Substituting Eq. 7.6 into Eq. 7.7 which is described in Appendix A, it can be shown that

$$
\begin{equation*}
\lambda^{2}=P-\frac{1}{4} c^{2} \lambda^{2} \quad \text { or } \quad c= \pm 2 \sqrt{\frac{P}{\lambda^{2}}-1} \tag{7.8}
\end{equation*}
$$

Thus, for a given axial load $P$ the constant $c$ corresponding to any eigenvalue $\lambda$ can be determined, and its corresponding buckled shape can then be obtained.

### 7.2 Numerical simulation and experimental validation

A typical bistable structure is a clamped-clamped elastic buckled beam. The buckling loads can be linearised by Eq 7.8 and combined with Eq 7.3 . The first critical load
$(\lambda=2 \pi)$ according to the first beam buckling mode is 85

$$
\begin{equation*}
P_{c r}^{(1)}=\frac{4 \pi^{2} E I}{l_{0}^{2}} \tag{7.9}
\end{equation*}
$$

where again $E$ is Young's modulus, $I$ is the moment of area of the cross-section and $l_{0}$ is the initial length of the beam. The second buckling critical load $(\lambda=8.9868)$ is greater than the first, according to the second beam buckling mode

$$
\begin{equation*}
P_{c r}^{(2)}=\frac{8.18 \pi^{2} E I}{l_{0}^{2}} \tag{7.10}
\end{equation*}
$$

The stability of these buckled configurations can be investigated through an analytical method [85] and the result shows that the first buckled configuration is a stable equilibrium position while the second buckled configuration is unstable. The buckled beam has the ability to snap from one stable state to the other when excited with sufficient input actuation. However, for frequently switched devices the accumulated work done will be significant in reconfiguring between stable equilibria. The intention in this section is to present this concept with a numerical simulation and experimental demonstration which are based on the previous simulation results [60, 64, 72]. This Section introduces Shape memory alloy wires in a buckled acrylic beam to enhance the instability and active reconfiguration, as shown in Fig 7.1.


Figure 7.1: The buckled beam model (a) schematic of an unstable buckledbeam (b) different stage (1-2-3-4) during the reconfigure through.

The SMA wires are fixed at both ends through pin-joints on the beam. The heating method is based on the Joule effects of SMA wire under an electrical current during the experiment. Separate electric circuits are connected to each SMA wires and controlled
by an external switch. Numerical simulation results are shown in Fig. 7.2 based on the governing equation of Eq. 7.1, with nondimensional quantities. According to the analytical results of the buckling problem, the corresponding first and second buckling mode shapes are given by Eq. 7.6. Then, in order to verify the heteroclinic connection between the unstable buckling configuration, one of the second buckling modes is used as the initial condition with a small perturbation used to solve the governing equation Eq. 7.1 by simply omitting the nonlinear terms $\frac{1}{2} \int_{0}^{1}{w^{\prime}}^{2} d x$ and the damping term $c \dot{w}$. The open-source package Chebfun [86] is used to obtain a numerical solution, which is shown in Fig. 7.2


Figure 7.2: Simulation result of the deflection history during reconfiguration. $\tau$ is the nondimensional time. $E_{i}^{u}, E^{s}$ and $E_{e}^{u}$ are the initial unstable configuration, the in-between stable configuration and the terminal unstable configuration, respectively.

Figure 7.2 shows the deflection of the buckled beam during reconfiguration between two unstable buckling modes $\left(E_{i}^{u}, E_{e}^{u}\right)$, where the transition goes through a stable mode $\left(E^{s}\right)$. Given that the system is formed by partial differential equations, it is hard to establish a phase space as with ordinary differential equations. Therefore, the deflection of some key points the on the beam can be considered to construct the phase space, which can show a continuous trajectory with time. In order to understand the heteroclinic connection in this system of partial differential equations, the position of extremum deflection $w_{1}$ and $w_{2}$ of the beam shape can be used as the coordinates to form a projection of the phase space. The two points firstly transfer to the midpoint then part in opposite directions, which can be regarded as a trajectory departing from one unstable equilibrium $E_{i}^{u}$ to another unstable equilibrium $E_{e}^{u}$ by crossing a stable equilibrium $E^{s}$, as shown in Fig. 7.3 .

In order to explore such transition in a real beam, two types of beam prototypes were

Table 7.1: Geometry property of the proposed beam.

| Description | Value $(\mathrm{mm})$ |
| :---: | :---: |
| Substrate Beam length | 400 |
| Substrate Beam width | 25 |
| Substrate Beam thickness | 2 |
| Test Beam length | 100 |
| Test Beam width | 25 |
| Test Beam thickness | 2 |

fabricated using acrylic with their geometrical properties listed in Table 7.1. The test beam is used to measure the Young's modulus of the material, which can be obtained by the basic constitutive relation

$$
\begin{equation*}
E=\sigma / \varepsilon=(\Delta F /(d \cdot t)) /\left(\Delta s / l_{0}\right) \tag{7.11}
\end{equation*}
$$

where $\sigma$ is the stress, $\varepsilon$ is the strain, $d$ is the width, $t$ is the beam thickness and $l_{0}$ is the initial length of the beam. $\Delta F$ and $\Delta s$ are the load and displacement measured by the testing machine. The result is shown in Fig. 7.4, where tension and compression are tested respectively, and elastic deformation used to calculate Young's modulus. Therefore, the first critical load and the second critical load can be obtained.


Figure 7.3: The schematic diagram of the heteroclinic connection between two distant equilibria $E_{i}^{u}$ and $E_{i}^{u}$ in the assumed phase space. $w_{1}$ and $w_{2}$ are the two extremum of deflection during reconfiguration.

Then, the thermo-mechanical properties of the SMA are reported in Table 7.2. The typical stress-strain-temperature behaviour of SMA was tested under different temperatures in a temperature-controlled cabinet, which is shown in Fig. 7.5


Figure 7.4: Resulting load-displacement curve of a test beam.

Two unique properties of the SMA are made possible through a solid state phase change in molecular rearrangement, which occurs in the SMA. The thermo-mechanical properties of SMA are due to a crystallographic phase transformation from a bodycentered cubic structure (austenite, the stronger phase of shape memory alloys, which occurs at higher temperatures) to a face-centered cubic structure (martensite, is the relatively soft and easily deformed phase of shape memory alloys, which exists at lower temperatures), or vice versa. The un-deformed artensite phase has the same size and shape as the cubic austenite phase on a macroscopic scale so that no change is visible in the size or shape of SMA until the martensite is deformed.

Moreover, the super-elastic effect is the property such that when mechanically loaded, the material deforms reversibly to very high strains (up to $10 \%$ ). Once the load is removed, the material regains its original shape. This is exhibited when the austenite temperature of the SMA is lower than the environment temperature, as shown in Fig. 7.5

Meanwhile, the shape memory effect is another property of SMAs, which can be observed when the temperature is cooled to below the martensite temperature $M_{f}$. At

Table 7.2: Selected SMA materials properties.

| Description | Value |
| :---: | :---: |
| Diameter, $d[\mathrm{~mm}]$ | 0.5 |
| Martensite Young's modulus, $E_{M}[\mathrm{GPa}]$ | 22 |
| Austenite Young's modulus, $E_{A}[\mathrm{GPa}]$ | 50.3 |
| Martensite start temperature, $M_{s}[\mathrm{C}]$ | 18.4 |
| Martensite finish temperature, $M_{f}[\mathrm{C}]$ | 9 |
| Austenite start temperature, $A_{s}[\mathrm{C}]$ | 32 |
| Austenite finish temperature, $A_{f}[\mathrm{C}]$ | 42 |
| Critical stress de-twinned martensite start $[\mathrm{MPa}]$ | 100 |
| Critical stress de-twinned martensite finish $[\mathrm{MPa}]$ | 170 |
| Thermal expansion coefficient $\Theta[\mathrm{MPa} / \mathrm{C}]$ | 0.55 |
| Variation of austenite critical temperature $C_{A}$ with stress $[\mathrm{MPa} / \mathrm{C}]$ | 13.8 |
| Variation of martensite critical temperature $C_{M}$ with stress $[\mathrm{MPa} / \mathrm{C}]$ | 8 |
| Limit Strain $\varepsilon_{L}[\%]$ | 7.2 |



Figure 7.5: Typical stress-strain-temperature behaviour of Shape Memory Alloys. The pseudo-elastic effect and the Shape memory effect with microscopic phenomenology.
this stage, the alloy is completely composed of martensite which can be easily deformed. After distorting the SMA, the original shape can be recovered simply by heating the wire above the temperature $A_{f}$. The heat transferred to the wire is the power driving the molecular rearrangement of the alloy, which is configured in the original shape of the wire, as shown in Fig. 7.5.

A series of experiments were carried out to investigate the effectiveness of the proposed beam stabilisation in an unstable configuration and the reconfiguration between different unstable states. These describe the static and dynamic behaviour of the combined system comprising of a beam and SMA wires. In the experimental study, the beam is clamped at both ends on a testing machine, as shown in Fig. 7.6a. In general, unstable buckled configurations will never occur because of the instability, but it is easy to actively control this unstable buckled configuration through heating the selected SMA wires pinned on the beam. Therefore, the initial unstable configuration of the beam could appear when the load is acting through the testing machine, as shown in Fig. 7.6b. The final unstable configuration is shown in Fig. 7.6 f , which is the symmetric geometry under active control.


Figure 7.6: Photograph of the buckled beam(a) acrylic beam without load (b) initial unstable configuration (c) final symmetric unstable configuration.

In order to illustrate that the experimental results are a good agreement with the numerical prediction, the load at both ends of the beam can be calculated through
numerical methods. According to the [84, the induced axial force caused by the beam's midplane stretching can be expressed as follows:

$$
\begin{equation*}
N_{a}=\frac{E A}{L} \Delta=\frac{E A}{2 L} \int_{0}^{L}\left(\frac{\partial w}{\partial x}\right)^{2} d x \tag{7.12}
\end{equation*}
$$

where $E A / L$ is the axial stiffness of the beam.


Figure 7.7: Load graph during the reconfiguration with three stages (a) numerical result, solid line: with residual tensile force, dash line: without residual tensile force (b) experimental result.

The support load in the both ends of the beam then can be calculated, when the beam is reconfiguring between different configurations. Figure 7.7 illustrates the load curves during the reconfiguration obtained by numerical methods and experimental methods respectively, where three stages are arranged to explain the reconfiguration scheme. The first stage is the loading procedure that the testing machine compresses the structure to produce the second buckled configuration. The value of the beam's second critical load is almost 14.5 N here ( $8.97 \%$ error with the theoretical value). This unstable configuration is then stabilized through the ohmic heating of selected SMA wires. The second stage is the reconfiguration, which switches the active control of the target SMA wires and the testing machines is stopped to ensure no extra load and displacement. The third stage is similar to the first stage, which is the load procedure.

A sudden drop of the load is observed in the second stage, which could not return to the value of the load before the reconfiguration. The reason for this sudden drop is that the structure is moving through the stable configuration $E^{s}$ (as shown in Fig. 7.1b), which is the first buckled configuration with lower critical load. Figure 7.7a shows that two load curves based on different situations, where the solid line and dash line represent the case with residual tensile force and without residual tensile force respectively. However, the residual tensile force cannot be ignored in practical situations, which will clearly influence revert back of the load curve as shown in Fig. 7.7p. Therefore, the third stage is arranged to guarantee that the reconfiguration between the unstable configurations is achieved. The third stage indicates that the structure returns to another unstable configuration, which has the same critical load as the first stage. The preliminary experimental results shown in this work are in good agreement with numerical prediction, and demonstrate that heteroclinic connetions between unstable states could be utilised for reconfiguring real structures.

### 7.3 Conclusion

A formulation of a classical clamped-clamped beam was firstly investigated based on Euler-Bernoulli beam theory. Different buckling conditions were obtained through analysis, which could then be considered for reconfiguration. Then, an experimental structure was fabricated and tested to demonstrate the effectiveness of exploiting the instability of the structure for reconfiguration. This smart beam offers the possibility of active control as a mechanical system through the use of a testing machine and shape memory alloys, which is used as sensor and actuator respectively. The internal force of the SMA wires helped both stabilize the unstable configuration of the beam and trigger the reconfiguration between configurations of the beam. Finally, the results presented provide strong confidence that instability of the structure can be controlled and that the structure can be reconfigured between different unstable states. This Chapter provided a high fidelity model and experimental investigation of a real structure to verify the concept of using heteroclinic connections for reconfiguring a smart structure.

## Chapter 8

## Conclusions

In this final Chapter, the research objectives of the thesis will be reviewed and the conclusions in response to the research objectives stated in Section 1.3 will be discussed. In addition, possible future research directions will be recommended.

### 8.1 Summary and review

The first research objective of this thesis considered the investigation of a simple representative spring-mass model to exploit the instability. First this concept has been demonstrated for a beam clamped at both ends in a mass chain with linear springs and the mathematical model simplified as a cubic nonlinearity. It has been shown that a set of equilibria can be obtained that represent different configurations of a buckled beam. In particular, the transitions between unstable states are more energy efficient than transitions between stable states, which do not require the input of, and then dissipation of, energy to cross the potential barrier separating the stable equilibria. Through analysing the characteristics of the system, it can be difficult to obtain such heteroclinic connections numerically in complex dynamical systems with strong nonlinearity. A computationally efficient method was therefore presented in two models with different degrees of complexity that use varying order polynomials to approximate the heteroclinic connection. Inverse methods were then developed to control the dynamics of the system to track the reference polynomial trajectory.

However, in consideration of the difference between the cubic and real spring model, a spring-mass model of the buckled beam clamped at both ends was developed to further verify the possibility of using heteroclinic connections to reconfigure smart structures. Again, a set of equilibria were found and could in principle be connected through
heteroclinic paths. Moreover, dissipation terms were added in the spring-mass model to approximate a realistic smart structure. Different strategies, using an end-point control method and an optimal control method were considered to deal with this nonconservative system. In addition, a bifurcation control strategy was investigated to allow the stability properties of the equilibria to be controlled, enabling stable equilibria to become temporarily unstable and so connected by heteroclinic paths.

In the third model, a simple discrete model of a smart surface structure was considered without dissipation. The surface structure was considered as an elastic plane which has a range of both stable and unstable configurations. As an approximation, the surface was modelled as a two-dimensional spring-mass array with a simplifying cubic nonlinearity to allow an investigation of its characteristics using dynamical system theory. A feedback control law was proposed that can stabilise the dynamics of the smart surface, in principle with the unstable equilibria actively controlled through embedded sensors and actuators. In addition, the reconfiguration of connected smart surface units could be developed to design larger smart surfaces composed of many more units, which could then be used for further applications.

The second research objective investigated a linkage mechanism to exploit multi-stability based on a geometric nonlinearity for reconfiguration between different states. Then, a flexible model was investigated by substituting one bar of this rigid model with a spring. An approximation of the trigonometric terms in the governing equations was then used to construct a simple mathematical model which was employed to illustrate the use of heteroclinic connections and active control. A purely elastic model with torsional springs and axial springs for linkages was developed which allows bending, stretching and compression. The fundamental properties of the flexible model were discussed using nonlinear systems theory to determine which equilibria can be connected through the phase space of the problem. Some numerical results were then presented to elaborate on the feasibility of this reconfiguration manoeuvre.

The last research objective investigated a continuous buckled beam model and experimental validation which was again used to illustrate the possibility of reconfiguration of smart structures by using heteroclinic connections. A buckled beam fixed at both ends was considered to reconfigure between different buckled configurations. Basic formulations of the buckled configurations were derived by using Euler-Bernoulli beam theory and different unstable buckled configurations were obtained for further reconfiguration. An experimental structure was then fabricated and tested to demonstrate its effectiveness for exploiting instability for reconfiguration. This smart beam offered the possibility of active control as a mechanical system through the use of a testing
machine and shape memory alloys.
In conclusion, heteroclinic connection were demonstrated as a novel means for reconfiguring smart structures. Traditional reconfiguration methods between stable states require the input of and then dissipation of energy. However, the concept of reconfiguring smart structures by using heteroclinic connections in principle introduces an energy efficient reconfigurable smart structures for frequent switching applications.

### 8.2 Future research

The research presented in this thesis has demonstrated the potential of using heteroclinic connection for reconfiguring smart structures. Therefore, this thesis supports an ongoing engineering effort to realise energy efficient concepts for reconfigurable smart structures applications. In order to complement or improve the current works, additional analysis is considered below.

The models used in this thesis are simplistic; they provide insights into the problem which can be exploited to develop the concept towards the reconfiguration of real smart structures. This investigation could be continued by developing prior theoretical mathematical models to practical engineering laboratory models. It is proposed in this thesis that to overcome the addition of or dissipation of energy to cross a potential barrier, reconfiguration between equal-energy unstable states can be achieved, which was verified by numerical methods in a simple smart structure model. The energy cost could be further considered and compared between different reconfiguring schemes in an optimized experimental set-up, which produces experimental data to prove the underlying concept.

Furthermore, as discussed in this thesis, due to the reconfiguration between unstable states, future analyses could include experimental work and further simulation for stabilising the unstable configurations. Optimised, real-time embedded controllers could be developed to ensure stability of such smart structures at unstable equilibria.

Moverover, the models employed throughout this thesis are valid under the assumption of an ideal, simplified buckled beam. In addition, when reconfiguring the structures, using the simplified structure model, the time-delay of controllers should be considered to avoid instability. In addition, novel practical applications of the reconfiguration of smart structures using heteroclinic connections could be considered across a range of sectors to pave the way for real-world applications.

Finally, the studies, design approaches and control methods presented in this thesis
have given some insights into approaches for designing energy efficient reconfigurable smart structures. However, key challenges, such as materials selection, fabrication and real-time control, still need to be addressed before such smart structures become practical for future applications.

## Appendix

## A Additional condition of the buckling problem

In this appendix, analysis of the additional conditions of the buckling problem will be provided.

While the buckled configuration $\psi(x)$ satisfies the boundary conditions, there is a condition (Eq. 7.4) that has not yet been satisfied, that is

$$
\begin{equation*}
\lambda^{2}=P-\Gamma=P-\frac{1}{2} \int_{0}^{1} \psi^{\prime 2} d x=0 \tag{A.1}
\end{equation*}
$$

The general solution of Eq. 7.4 is given by

$$
\begin{equation*}
\psi(x)=c_{1}+c_{2} x+c_{3} \cos \lambda x+c_{4} \sin \lambda x \tag{A.2}
\end{equation*}
$$

where the $c_{i}(i=1-4)$ are constants. Substituting Eq. A. 2 into Eq. 7.5 yields the following four algebraic equations

$$
\begin{gather*}
c_{1}+c_{2}=0  \tag{A.3}\\
c_{1}+\lambda c_{4}=0  \tag{A.4}\\
c_{1}+c_{2}+c_{3} \cos \lambda+c_{4} \sin \lambda=0  \tag{A.5}\\
c_{2}-\lambda c_{3} \sin \lambda+c_{4} \lambda \cos \lambda=0 \tag{A.6}
\end{gather*}
$$

Equations A.3 A. 6 then represent an eigenvalue problem for $\lambda$. Considering that the determinant of the coefficient matrix of Eq. A. 3 to Eq. A. 6 is equal to zero, as shown,
then

$$
\left[\begin{array}{cccc}
1 & 0 & 1 & 0  \tag{A.7}\\
0 & 1 & 0 & \lambda \\
1 & 1 & \cos \lambda & \sin \lambda \\
0 & 1 & -\lambda \sin \lambda & \lambda \cos \lambda
\end{array}\right]\left[\begin{array}{l}
c_{1} \\
c_{2} \\
c_{3} \\
c_{4}
\end{array}\right]=0
$$

where

$$
\operatorname{det}\left[\begin{array}{cccc}
1 & 0 & 1 & 0  \tag{A.8}\\
0 & 1 & 0 & \lambda \\
1 & 1 & \cos \lambda & \sin \lambda \\
0 & 1 & -\lambda \sin \lambda & \lambda \cos \lambda
\end{array}\right]=0
$$

Therefore, Eq. A.8 yields

$$
\begin{align*}
& \lambda-2 \lambda \cos \lambda-\lambda^{2} \sin \lambda+\lambda \sin ^{2} \lambda+\lambda \cos ^{2} \lambda  \tag{A.9}\\
& =2 \lambda-2 \lambda \cos \lambda-\lambda^{2} \sin \lambda=\lambda(2-2 \cos \lambda-\lambda \sin \lambda)=0
\end{align*}
$$

Because $\lambda$ cannot be equal to zero, it can therefore be obtained from the following characteristic equation of $\lambda$ given by

$$
\begin{equation*}
2-2 \cos \lambda-\lambda \sin \lambda=0 \tag{A.10}
\end{equation*}
$$

Solving A.3 A. 6 , it can be shown that

$$
\begin{equation*}
c_{1}=c \quad, \quad c_{2}=\frac{\lambda(1-\cos \lambda)}{\lambda-\sin \lambda} c \quad, \quad c_{3}=-c_{4} \quad \text { and } \quad c_{4}=\frac{1-\cos \lambda}{\lambda-\sin \lambda} c \tag{A.11}
\end{equation*}
$$

The derivative of the buckled configuration $\psi(x)$ can then be obtained as

$$
\begin{equation*}
\psi^{\prime}(x)=c_{2}-\lambda c_{3} \sin \lambda x+\lambda c_{4} \cos \lambda x \tag{A.12}
\end{equation*}
$$

Therefore, it can be shown that

$$
\begin{align*}
& \psi^{\prime 2}(x)=c_{2}^{2}+\lambda^{2} c_{3}^{2} \sin ^{2}(\lambda x)-\lambda^{2} c_{4}^{2} \cos ^{2}(\lambda x)+ \\
& \quad 2 \lambda c_{2} c_{4} \cos (\lambda x)-2 \lambda c_{2} c_{3} \sin (\lambda x)-2 \lambda^{2} c_{3} c_{4} \sin (\lambda x) \cos (\lambda x) \tag{A.13}
\end{align*}
$$

The integration of Eq. A.13 can be calculated as

$$
\begin{align*}
\int_{0}^{1} \psi^{\prime 2}(x) & =\left\{c_{2}^{2} x+\frac{1}{2} \lambda^{2} c_{3}^{2} x-\frac{1}{4} \lambda c_{3}^{2} \sin (2 \lambda x)+\frac{1}{2} \lambda^{2} c_{4}^{2} x\right. \\
& \left.+\frac{1}{4} \lambda c_{4}^{2} \sin (2 \lambda x)+2 c_{2} c_{4} \sin (\lambda x)+2 c_{2} c_{3} \cos (\lambda x)+\frac{1}{2} \lambda c_{3} c_{4} \cos (2 \lambda x)\right\}_{0}^{1} \tag{А.14}
\end{align*}
$$

So that Eq. A. 14 can then be simplified to

$$
\begin{align*}
\int_{0}^{1} \psi^{\prime 2}(x) & =c_{2}^{2}+\frac{1}{2} \lambda^{2} c_{3}^{2}-\frac{1}{4} \lambda c_{3}^{2} \sin (2 \lambda)+\frac{1}{2} \lambda^{2} c_{4}^{2}+\frac{1}{4} \lambda c_{4}^{2} \sin (2 \lambda) \\
& +2 c_{2} c_{4} \sin (\lambda)+2 c_{2} c_{3} \cos (\lambda)+\frac{1}{2} \lambda c_{3} c_{4} \cos (2 \lambda)-2 c_{2} c_{3}-\frac{1}{2} \lambda c_{3} c_{4} \\
& =c^{2}\left[\frac{3}{2} \lambda^{2}\left(\frac{1-\cos \lambda}{\lambda-\sin \lambda}\right)^{2}+\frac{1}{2} \lambda^{2}-\frac{3}{2} \lambda \frac{1-\cos \lambda}{\lambda-\sin \lambda}\right.  \tag{A.15}\\
& -\frac{1}{4} \lambda \sin (2 \lambda)+\frac{1}{4} \lambda^{2}\left(\frac{1-\cos \lambda}{\lambda-\sin \lambda}\right)^{2} \sin (2 \lambda)-2 \lambda\left(\frac{1-\cos \lambda}{\lambda-\sin \lambda}\right)^{2} \sin (\lambda) \\
& \left.+2 \lambda \frac{1-\cos \lambda}{\lambda-\sin \lambda} \cos (\lambda)-\frac{1}{2} \lambda \frac{1-\cos \lambda}{\lambda-\sin \lambda} \cos (2 \lambda)\right]
\end{align*}
$$

Then, considering the relationship

$$
\begin{equation*}
\frac{1-\cos \lambda}{\lambda-\sin \lambda}=\frac{1-1+\frac{1}{2} \lambda \sin \lambda}{\lambda-\sin \lambda}=\frac{\lambda \sin \lambda}{2(\lambda-\sin \lambda)} \tag{A.16}
\end{equation*}
$$

It can be shown that Eq. A.15 can be changed to

$$
\begin{align*}
\int_{0}^{1} \psi^{\prime 2}(x) & =c^{2}\left[\frac{3}{2} \lambda^{2}\left(\frac{\lambda \sin \lambda}{2(\lambda-\sin \lambda)}\right)^{2}+\frac{1}{2} \lambda^{2}-\frac{3}{2} \lambda \frac{\lambda \sin \lambda}{2(\lambda-\sin \lambda)}-\frac{1}{2} \lambda \sin \lambda \cos \lambda\right. \\
& +\frac{1}{2} \lambda\left(\frac{\lambda \sin \lambda}{2(\lambda-\sin \lambda)}\right)^{2} \sin \lambda \cos \lambda-2 \lambda\left(\frac{\lambda \sin \lambda}{2(\lambda-\sin \lambda)}\right)^{2} \sin (\lambda) \\
& \left.+2 \lambda \frac{\lambda \sin \lambda}{2(\lambda-\sin \lambda)} \cos \lambda-\frac{1}{2} \lambda \frac{\lambda \sin \lambda}{2(\lambda-\sin \lambda)}\left(1-2 \sin ^{2} \lambda\right)\right] \\
& =c^{2}\left\{\frac{1}{2} \lambda^{2}+\frac{1}{4(\lambda-\sin \lambda)^{2}}\left[\frac{3}{2} \lambda^{2}(\lambda \sin \lambda)^{2}+\frac{3}{2} \lambda \cdot 2(\lambda-\sin \lambda) \lambda \sin \lambda\right.\right. \\
& -\frac{1}{2} \lambda \sin \lambda \cos \lambda \cdot 4(\lambda-\sin \lambda)^{2}+\frac{1}{2} \lambda(\lambda \sin \lambda)^{2} \sin \lambda \cos \lambda-2 \lambda(\lambda \sin \lambda)^{2} \sin \lambda \\
& +2 \lambda^{2} \sin \lambda \cdot 2(\lambda-\sin \lambda) \cos \lambda-\frac{1}{2} \lambda^{2} \sin \lambda \cdot 2(\lambda-\sin \lambda) \cos \lambda \\
& \left.\left.-\frac{1}{2} \lambda^{2} \sin \lambda \cdot 2(\lambda-\sin \lambda)\left(1-2 \sin ^{2} \lambda\right)\right]\right\} \tag{A.17}
\end{align*}
$$

where

$$
\begin{align*}
& \frac{3}{2} \lambda^{2}(\lambda \sin \lambda)^{2}+\frac{3}{2} \lambda \cdot 2(\lambda-\sin \lambda) \lambda \sin \lambda-\frac{1}{2} \lambda \sin \lambda \cos \lambda \cdot 4(\lambda-\sin \lambda)^{2} \\
&+ \frac{1}{2} \lambda(\lambda \sin \lambda)^{2} \sin \lambda \cos \lambda-2 \lambda(\lambda \sin \lambda)^{2} \sin \lambda+2 \lambda^{2} \sin \lambda \cdot 2(\lambda-\sin \lambda) \cos \lambda \\
&- \frac{1}{2} \lambda^{2} \sin \lambda \cdot 2(\lambda-\sin \lambda) \cos \lambda-\frac{1}{2} \lambda^{2} \sin \lambda \cdot 2(\lambda-\sin \lambda)\left(1-2 \sin ^{2} \lambda\right) \\
&= \frac{3}{2} \lambda^{2}(\lambda \sin \lambda)^{2}-4 \lambda^{3} \sin \lambda+4 \lambda^{2} \sin ^{2} \lambda+2 \lambda^{3} \sin \lambda \cos \lambda \\
& \quad-2 \lambda \sin ^{3} \lambda \cos \lambda+\frac{1}{2} \lambda^{3} \sin ^{3} \lambda \cos \lambda-2 \lambda^{2} \sin ^{4} \lambda \\
&= \frac{3}{2} \lambda^{4} \sin ^{2} \lambda-4 \lambda^{3} \sin \lambda+4 \lambda^{2} \sin ^{2} \lambda+2 \lambda^{3} \sin \lambda\left(1-\frac{1}{2} \lambda \sin \lambda\right)  \tag{A.18}\\
&-2 \lambda \sin ^{3} \lambda\left(1-\frac{1}{2} \lambda \sin \lambda\right)+\frac{1}{2} \lambda^{3} \sin ^{3} \lambda\left(1-\frac{1}{2} \lambda \sin \lambda\right)-2 \lambda^{2} \sin ^{4} \lambda \\
&= \frac{1}{2} \lambda^{4} \sin ^{2} \lambda-2 \lambda^{3} \sin \lambda+4 \lambda^{2} \sin ^{2} \lambda-2 \lambda \sin ^{3} \lambda-\lambda^{2} \sin ^{4} \lambda+\frac{1}{2} \lambda^{3} \sin ^{3} \lambda \\
&-\frac{1}{4} \lambda^{3} \sin ^{3} \lambda(2-2 \cos \lambda) \\
&= \frac{1}{2} \lambda^{4} \sin ^{2} \lambda-2 \lambda^{3} \sin \lambda+4 \lambda^{2} \sin ^{2} \lambda-2 \lambda \sin ^{3} \lambda-\lambda^{2} \sin ^{4} \lambda+\frac{1}{2} \lambda^{3} \sin ^{3} \lambda \cos \lambda
\end{align*}
$$

with

$$
\begin{aligned}
& \frac{1}{2} \lambda^{4} \sin ^{2} \lambda-2 \lambda^{3} \sin \lambda+4 \lambda^{2} \sin ^{2} \lambda \\
& =\frac{1}{2} \lambda^{3} \sin \lambda(2-2 \cos \lambda)-2 \lambda^{3} \sin \lambda+4 \lambda^{2} \sin ^{2} \lambda=-\lambda^{3} \sin \lambda \cos \lambda-\lambda^{3} \sin \lambda+4 \lambda^{2} \sin ^{2} \lambda \\
& =-2 \lambda^{2}\left(1-\frac{1}{2} \lambda \sin \lambda\right)+2 \lambda^{2} \cos ^{2} \lambda-\lambda^{3} \sin \lambda+4 \lambda^{2} \sin ^{2} \lambda=2 \lambda^{2} \sin ^{2} \lambda=2(2-2 \cos \lambda)^{2}
\end{aligned}
$$

$$
\begin{aligned}
& \frac{1}{2} \lambda^{3} \sin ^{3} \lambda \cos \lambda-\lambda^{2} \sin ^{4} \lambda-2 \lambda \sin ^{3} \lambda \\
& =\frac{1}{2} \lambda^{2} \sin ^{2} \lambda \cos \lambda(2-2 \cos \lambda)-\lambda^{2} \sin ^{4} \lambda-2 \lambda \sin ^{3} \lambda \\
& =\lambda \sin \lambda \cos \lambda(2-2 \cos \lambda)-\lambda^{2} \sin ^{2} \lambda+\lambda^{2} \sin ^{4} \lambda-\lambda^{2} \sin ^{4} \lambda-2 \lambda \sin ^{3} \lambda \\
& =2(2-2 \cos \lambda) \cos \lambda-2 \lambda \sin \lambda\left(1-\sin ^{2} \lambda\right)-\lambda^{2} \sin ^{2} \lambda+\lambda^{2} \sin ^{4} \lambda-\lambda^{2} \sin ^{4} \lambda-2 \lambda \sin ^{3} \lambda \\
& =4 \cos \lambda-4 \cos ^{2} \lambda-2 \lambda \sin \lambda-\lambda^{2} \sin ^{2} \lambda+\lambda^{2} \sin ^{4} \lambda-\lambda^{2} \sin ^{4} \lambda \\
& =4 \cos \lambda-2(2-2 \cos \lambda)-4 \cos ^{2} \lambda-\lambda^{2} \sin ^{2} \lambda+\lambda^{2} \sin ^{4} \lambda-\lambda^{2} \sin ^{4} \lambda \\
& =8 \cos \lambda-4-4 \cos ^{2} \lambda-(2-2 \cos \lambda)^{2}=-2(2-2 \cos \lambda)^{2}
\end{aligned}
$$

Eq A. 18 equal to zero. Therefore, Eq. A. 15 can be then as

$$
\begin{equation*}
\psi^{\prime}(x)=\frac{1}{2} c^{2} \lambda^{2} \tag{A.21}
\end{equation*}
$$
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