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Abstract 

Recent years have seen an increase in interest in amorphous pharmaceutical solids 

due to their solubility benefits when compared to their crystalline counterparts. This thesis 

reports approaches for reliable collection and analysis of X-ray pair distribution function 

(PDF) data to enable structural insights to amorphous pharmaceuticals to improve 

understanding of structure and properties in these systems. A number of factors are 

considered and assessed for enabling high-quality laboratory PDF, including sample handling 

and data collection methodologies, before applying to the amorphous systems 

indomethacin-polyvinylpyrrolidone (IND-PVP) and AZD5718, a small-molecule active 

pharmaceutical ingredient (API) currently under development at Astra Zeneca. High-

throughput synchrotron X-ray PDF is applied to amorphous paracetamol (PCM) to 

understand structure and transformations in the amorphous solid. 

Optimisation of data collection, sample handling and data treatment procedures 

enabled laboratory PDF analysis of amorphous pharmaceuticals which compared favourably 

to benchmark synchrotron PDFs. This enabled in-house structural investigations including 

limit of detection of crystallinity and the impact of elevated humidity on the amorphous 

structure. PDF was found to be sensitive to both low levels of crystalline material and 

structural changes induced by moisture absorption. 

Investigations of amorphous AZD5718 revealed subtle structural changes as a result 

of preparation method, which were largely due to small differences in the water content in 

the two preparations, demonstrating again the sensitivity of PDF analysis to subtle structural 

changes. MD simulations revealed significant disruption of hydrogen bonds in the amorphous 

matrix by water. By extracting sample conformations from the MD simulations, the 
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dominance of the intramolecular structure to features in the low-𝑟 region of the PDF was 

demonstrated. 

High-throughput synchrotron PDF analysis enabled tracking of structural 

transformations in amorphous PCM, where subtle differences were detected statistically 

through the 𝛽- and glass transitions, and upon crystallisation. MD simulations coupled with 

PDF allowed production of a structural model of amorphous PCM, and provided a possible 

explanation for the observed crystallisation behaviour of amorphous PCM. 
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1.1. Background 

In the pharmaceutical industry, defining and controlling active pharmaceutical ingredient 

(API) physical form is a crucial part of drug development (Brittain, 2016). For reasons of 

stability and ease of characterisation, the crystalline phase is typically favoured in 

pharmaceutical formulations (S. J. Billinge, 2015), however, due to concerns about poor 

aqueous solubility impacting oral bioavailability of an increasing number of new chemical 

entities (NCEs) in the pharmaceutical pipeline, the amorphous phase is becoming of 

increasing interest (Hancock & Parks, 2000). This stems from the fact that amorphous solids 

possess higher Gibbs free energy and therefore display elevated solubility compares with 

their crystalline counterparts. Although understanding of the kinetic and thermodynamic 

behaviors of amorphous drugs has improved (Zografi & Newman, 2017), understanding of 

the structural features which underpin these properties is still lacking. Thus, structural 

characterisation of amorphous materials is of significant importance for developing 

understanding of these increasingly valuable materials. 

For crystalline drugs, structural determination is a crucial step in the development process, 

with single crystal X-ray diffraction (SXD) being the gold standard for structure solution (David 

et al., 2006) and is required by regulatory authorities where available to enable confirmation 

of identity. The use of SXD, however, is dependent on crystals of suitable size and quality for 

this method to be used. Thus, in the absence of crystals that allow for complete single crystal 

data to be collected, X-ray powder diffraction (XRPD) may be used. These approaches have 

been developed and exploited increasingly over the last two decades to give an alternative 

route to access the structure of polycrystalline samples (David, Shankland, McCusker, & 

Baerlocher, 2010a; David et al., 2006; Alastair J. Florence et al., 2003, 2005). Subsequently, 

as the use of SXD is dependent on there being reasonable size and quality crystals, the use of 
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XRPD is dependent on there being crystallites that give rise to Bragg diffraction and the 

subsequent application of global optimisation methods. Nanocrystals also present a 

challenge given the impact on line broadening and ability to resolve individual reflections in 

a diffraction pattern. A further extension of this challenge is encountered when considering 

amorphous materials: with no long-range periodic order, standard diffraction techniques 

cannot be used to gain understanding of their structure as no Bragg diffraction of X-ray is 

produced and so the standard toolbox of crystallographic methods cannot be applied. 

Therefore, we must turn to other methods to obtain knowledge of the structure of 

amorphous molecular solids. Recent years have seen an increase in interest in the use of the 

pair distribution function (PDF) method, produced by Sine Fourier transform of X-ray (or 

neutron) scattering data, for assessing “local” structure in disordered and amorphous APIs 

(S. J. Billinge, 2015). In the absence of long-range order, this method essentially provides 

information on the structure as generally defined by the first or second coordination shell 

around a given molecule. Despite being widely implemented for the study of nanostructure 

in inorganic materials (Young & Goodwin, 2011), there remains a significant gap in the 

routine implementation and analysis of PDF data for molecular organics. As such, the work 

herein assesses approaches for data collection, analysis and extraction of structural 

information from PDF data and seeks to move beyond the use of PDF as simply a 

fingerprinting technique, to enabling structural understanding of amorphous molecular 

solids. 

 

1.2. Pharmaceutical solid state 

Given that up to 80% of all pharmaceutical products are marketed as oral solid dose 

(OSD) forms (Couillaud, Espeau, Mignet, & Corvis, 2019), the importance of the solid state of 
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pharmaceuticals is clear. The process of identifying the most suitable phase for 

manufacturing is crucial in order to access the required drug properties, such as solubility, 

stability, and manufacturability, amongst others (Brittain, 2016). The range of solid forms 

available for a given drug can include polymorphs, co-crystals, salts, hydrates, solvates and 

the amorphous phase (Hilfiker & Raumer, 2018), briefly summarised in Table 1.1. 

 

Table 1.1: Summary of pharmaceutical solid forms. 

Solid form Structural features 

Polymorph Same molecular constituents with the ability to exist in different 3-

dimensional periodic or conformational arrangements 

Co-crystal Single phase crystalline material consisting of two or more different 

chemical constituents in a stoichiometric ratio 

Salt Combination of an ionisable drug with a counter-ion, forming a neutral 

crystalline complex  

Hydrate Crystal form combinating a drug with water in a stoichiometric ratio 

Solvate As with a hydrate, only the drug is combined with an organic solvent 

Amorphous Drug formulated such that there is no long-range periodic order, may 

require additional components to stabilise 
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1.3. Crystalline materials 

Crystalline materials are characterised by the presence of 3-dimensional translational 

and orientational order giving rise to a crystalline lattice (Clegg, 1998). The crystal structure 

consists of a basic building block, the unit cell, describing the lattice structure of the material. 

The basic component of a crystal is the asymmetric unit, which in itself can be used to 

describe the full periodic structure (Figure 1.1), by a series of symmetry operators. As a result 

of the repetitive nature of the crystalline structure, the conditions for Bragg diffraction are 

met (Section 1.7. onwards), meaning sharp intensities at distinct angles are observed, 

allowing structure determination/refinement to be performed (Wilson, 2000). 

 

Figure 1.1: 2D chemical structure of paracetamol (left), Single paracetamol molecule (second 
left), asymmetric unit for paracetamol Form III (second right), unit cell of paracetamol Form 
III (right). Coloured lines indicate unit cell axes 𝑎 and 𝑐. 

 

1.4. The amorphous phase 

The amorphous phase is described as lacking in the 3-dimensional periodic order 

characteristic of crystalline materials (Craig, Royall, Kett, & Hopton, 1999) (Figure 1.2). 

Despite the obvious characterisation issue facing these materials, amorphous 

pharmaceuticals have seen a recent surge in interest in academic and industrial communities 

(Beyer et al., 2016; Hancock, Shamblin, & Zografi, 1995; Hilden & Morris, 2004; Murdande, 
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Pikal, Shanker, & Bogner, 2011). This is largely due to the higher aqueous solubility exhibited 

by amorphous solids (Hancock & Parks, 2000). As solubility is of paramount importance to 

pharmaceutical product performance, these materials are obviously advantageous in 

increasing the amount of API available in molecular form for absorption from the gastro-

intestinal tract for example. However, the reduced thermodynamic favorability that leads to 

enhanced solubility can also lead to poor physical stability of amorphous APIs (Kratochvíl, 

2011). This, coupled with the poor understanding of their structure and associated material 

properties has hindered the implementation of rational, predictive approaches to assess risk, 

performance and stability within the context of the development and production of 

medicinal products.  

 

Figure 1.2: Schematic illustration of a crystalline (left) and amorphous (right) structure 
showing regular repeating packing (crystalline) and the disordered packing in an amorphous 
solid. 

 

Due to the lack of 3D periodic order in amorphous solids (Stachurski, 2011) 

amorphous materials lack the regular lattice planes present within crystalline materials, 

which in X-ray diffraction give rise to constructive interference when Bragg’s Law is satisfied 

that results in sharp diffraction peaks at specific angles. As such X-rays are scattered without 
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giving rise to X-ray diffraction resulting in a classic broad “halo” being observed during XRPD 

experiments, as shown in Figure 1.2.  

 

Figure 1.3: In-house molybdenum XRPD data for crystalline Form I (top) and amorphous 
(bottom) paracetamol. 

 

1.4.1. Stability of amorphous pharmaceuticals 

The implementation of amorphous pharmaceuticals has been hindered, in part, due to their 

inherently poor physical stability (Y. Sun et al., 2012), where their higher Gibbs’ free energy, 

in comparison to their crystalline counterparts, provides a thermodynamic driving force 

towards crystallisation. For example, commercially available amorphous tacrolimus was 

found to crystallise within 4 weeks upon exposure to elevated temperature and humidity 

(Trasi, Purohit, & Taylor, 2017). This presents a clear challenge for the implementation of 

amorphous solids in medicinal products, from both a quality perspective, and in the shelf-life 

of the resulting product. 
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1.4.2. Stabilisation of amorphous pharmaceuticals 

Given their inherent lack of stability against crystallisation, it is often favourable to 

formulate amorphous APIs with additional components, in a molecular dispersion, which 

serves to improve physical stability, whilst retaining their solubility benefits (Laitinen, 

Lob̈mann, Strachan, Grohganz, & Rades, 2013). These multicomponent systems often rely on 

polymers within which APIs are molecularly dispersed, though can also include co-

amorphous systems where an amorphous solid form is stabilized by mixing with another 

small molecule component (Moinuddin et al., 2017). Whilst the use of amorphous drugs 

remains relatively limited , a small number of APIs are currently marketed in the amorphous 

phase, both as pure drug product, and formulated with polymeric excipients for physical 

stability enhancement, with a few examples given in Table 1.2 (Wyttenbach & Kuentz, 2017).  

 

Table 1.2: Examples of APIs currently marketed in the amorphous form. 

Compound Trade name Manufacturer Carrier Preparation 

method 

Etravirine Intelence® Janssen HPMC1 Spray drying 

Griseofulvin Gris-PEG® Novartis/Pedinol PEG2 Hot -melt 

extrusion 

Lopinavir & Ritonavir Kaletra® AbbVie PVP VA 64 Hot-melt 

extrusion 

Nifedipine Afeditab® Elan/Watson Poloxamer or PVP3 Melt/absorb on 

carrier 

                                                           
1 Hydoxypropyl methylcellulose 
2 Polyethylene glycol 
3 Polyvinylpyrrolidone 
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Telaprevir Incivek®/Incivo® Vertex/Janssen HPMCAS4 Spray drying 

Troglitazone Rezulin® Pfizer PVP Hot-melt 

extrusion 

Verapimil hydrochloride Isoptin® SR-E 240 AbbVie HPC5/HPMC Hot-melt 

extrusion 

Cefuroxime axetil Ceftin® GlaxoSmithKline N/A N/A 

Quinapril hydrochloride Accupril® Pfizer N/A N/A 

 

1.5.  Structure of liquids and amorphous solids 

The development of techniques for studying amorphous structure have been largely 

pioneered by the inorganic community concerned with water, ceramics and functional 

materials (Biswas et al., 2018; Lamparter & Kniep, 1997; Treacy & Borisenko, 2012). For 

example the structures of liquid and solid amorphous water has been extensively studied 

(Liu, He, & Zhang, 2017; Narten, Venkatesh, & Rice, 1976; Petkov, Ren, & Suchomel, 2012; 

Skinner et al., 2013; Starr, Bellissent-Funel, & Stanley, 1998), where a tetrahedral orientation 

of water molecules has been determined as the most likely local arrangement of water 

molecules. Subsequently, the phenomena of polyamorphism, that is, the ability of an 

amorphous material to exist in two or more distinct thermodynamic phases, has been 

described, as in the case of high- and low-density amorphous ices. Examples of organic 

materials which have been reported to exhibit polyamorphism  include D-mannitol (Zhu, 

Wang, Perepezko, & Yu, 2015; Zhu & Yu, 2017) and triphenyl phosphite (TPP) (Walton et al., 

2020). An amorphous-amorphous phase transition has been observed for TPP using infrared 

                                                           
4 Hydroxypropyl methylcellulose acetate succinate 
5 Hydroxypropylcellulose 
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spectroscopy and microscopy, where each amorphous phase results in crystallisation of a 

separate crystal form, which are similar in terms of molecular conformation to the 

amorphous precursors. Furthermore, comparisons of the liquid and solid forms of 

amorphous water seem to support the theory that the amorphous solid is merely a 

continuation of the liquid phase (Mallamace, 2009), in that the structure does not change, 

however the liquid is significantly more mobile and less viscous.  

 The assumption that a glass is merely a continuation of the liquid phase is supported 

by the lack of first order phase transition typically observed between the liquid and 

amorphous phase (Berthier & Ediger, 2016), that is, a discontinuous change in entropy, 

corresponding to latent heat (Papon, Leblond, & Meijer, 2006). Instead the glass transition 

temperature, 𝑇𝑔, is present. The 𝑇𝑔 is a second order, or “kinetic” transition, and as such 

there is a continuous change in entropy, and instead of a re-ordering of the molecular 

packing, as would be observed in a first order transition, the material undergoes a change in 

heat capacity and viscosity typically referred to as moving from a glassy (below Tg) to a 

rubbery state (above Tg, see Figure 1.3). 
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Figure 1.4: Example free energy – temperature phase diagram (Zhang & Zhou, 2009). 𝑇𝑔 

represents the glass transition temperature, 𝑇𝑚 is the melting temperature. Crystal phase is 
demonstrated to be the lowest free-energy phase below 𝑇𝑚, above which the the liquid is 
the stable form. 

 

 Pharmaceutically relevant studies of amorphous and liquid structure include reports 

of molecular dynamics (MD) simulations of amorphous indomethacin (IND) (Xiang & 

Anderson, 2013), wherein it was determined that the structure consisted of both chains of 

IND molecules, found in the alpha polymorph, and carboxylic acid dimers, found in the 

gamma polymorph (Figure 1.4). These results compared favourably with spectroscopic 

analyses of amorphous IND, where similar hydrogen bonding patterns were revealed. MD 

simulations of glycogen in paracetamol-water solutions have demonstrated that introduction 

of a single polymer chain can result in ordering of drug molecules around the polymer (Lim, 
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Feng, & Liu, 2005), by calculating an order parameter and comparing this to the pure 

paracetamol-water solution. Refinements to neutron and X-ray total scattering data using 

empirical potential structure refinement (EPSR, see section 1.8.3.5) revealed significant 

hydration of imidazole molecules in aqueous solutions, where hydrogen bonding was 

dominated by imidazole-water interactions. Imidazole-imidazole interactions were 

predominantly due to 𝜋 − 𝜋 stacking of molecules in solution (Al-Madhagi, Callear, & 

Schroeder, 2020). All studies demonstrate that structure in amorphous and liquid materials 

is not necessarily a random arrangement of molecules. 

 

Figure 1.5: Example interactions in proposed model of the structure of amorphous 
indomethacin, left showing trimer similar to that found in alpha polymorph, right shows 
dimer similar to that present in gamma polymorph. 

 

1.6.  Structure solution and refinement using X-ray diffraction 

1.6.1. Principles of X-ray diffraction 

X-ray diffraction is a key technique in crystal structure solution. The ability for routine 

structure determination is essential within the pharmaceutical industry, given the occurrence 

of diverse polymorphism in a number of molecular solids (Brittain, 2016). The principle of 

structure solution using X-ray diffraction (XRD) can be described using Bragg’s Law (Bragg & 

Bragg, 1913), describing the conditions under which diffraction occurs when a beam of X-
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rays is incident upon a plane of atoms that is scattered by the electrons of the constituent 

atoms (Figure 1.4). Diffraction occurs due to constructive interference between X-rays which 

have reflected off a set of repeating interplane distances within a crystal. The occurrence of 

constructive interference is dependent on the path-length difference of the reflected X-rays, 

where due to the wave-like behaviour of light, it is required that the difference in path-length 

between the X-ray is an integer multiple of the wavelength, 𝜆. Due to this requirement for 

the Bragg condition to be met, sharp peaks are observed at distinct angles that are dictated 

by the d-spacing between planes in the crystal. Thus, the order of the reflection, 𝑛𝜆, is related 

to the interatomic distance, 𝑑 (Å), and scattering angle, 𝜃 (° 2𝜃), by 

𝑛𝜆 = 2𝑑 sin𝜃     (1.1) 

A short wavelength incident radiation is required for diffraction from molecular crystals 

as the wavelength needs to be comparable to the interatomic distances within the crystal in 

order for constructive interference to occur. Figure 1.4 shows a simplified 2-dimensional 

lattice. In 3-dimensions, these planes are described by a set of Miller indices (ℎ𝑘𝑙), which 

describe the intersection of the planes with the three unit cell axes (Waseda, Matsubara, & 

Shinoda, 2011) in reciprocal space. Thus, in the X-ray diffraction experiment, these 

reflections are detected as a regular series of high-intensity spots, related to distances within 

the reciprocal lattice, which can then be used to determine the spacings and symmetry in 

real-space. 
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Figure 1.6: Graphic illustrating the principle of Bragg's Law, where 𝜃 is the angle of the 
incident beam relative to the crystal plane and 𝑑 is the interatomic spacing. Thick line 
highlighted as 𝑑 𝑠𝑖𝑛 𝜃 represents the extra distance travelled by the lower diffracted beam. 

 

The principle of Bragg’s Law can be understood geometrically using the Ewald sphere 

(Clegg et al., 2009), shown in Figure 1.5., wherein the crystal is positioned at the centre of a 

sphere with radius 
1

𝜆
. The incident wave vector, 𝑠0, passes through the centre of the sphere 

and makes contact with the surface of the Ewald sphere.  This corresponds to the 0 0 0 

reflection and is the origin of reciprocal space. The Bragg condition is only met, however, 

when the scattered wave vector, 𝑠, makes contact with another point which lies on the 

surface of the sphere. The distance between the origin of reciprocal space and the lattice 

point touched by the scattered wave is equal to 
1

𝑑
, where 𝑑 is the interplanar distance. 

However, it is apparent from Figure 1.5. that from a single crystal orientation, not all lattice 

points are accessible experimentally. Thus, it is necessary to rotate the crystal, and therefore 

the reciprocal lattice, to enable as many points to be measured as possible. However, where 

it is not possible to collect data from all points, it may be necessary to use a shorter 

wavelength to probe more points in the reciprocal lattice. 
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Figure 1.7: Construction of the Ewald sphere, wherein 0 indicates the origin of reciprocal 
space, 𝑠0 is the incident wave vector, 𝑠 is the scattered wave vector and 𝑑∗ is the distance 
between the two reciprocal lattice points at the tips of the two wave vectors (Dinnebier & 
Billinge, 2008). 

 

Due to the relationship between real-space and the reciprocal lattice, the reflected 

intensities contain information regarding distances within the crystal lattice, and the 

symmetry within the unit cell. The electron density within the crystal is related to the 

diffracted intensities by Fourier transform, which is described as the structure factor, 𝐹ℎ𝑘𝑙, at 

each reciprocal lattice point ℎ𝑘𝑙. The structure factor for each reflection consists of an 
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amplitude, |𝐹ℎ𝑘𝑙|, and phase, ∅ℎ𝑘𝑙, and can be determined by Fourier transform of the 

electron density, by, 

𝐹ℎ𝑘𝑙 = ∫ 𝑝(𝑥𝑦𝑧)𝑒[2𝜋𝑖(ℎ𝑥+𝑘𝑦+𝑙𝑧)] 𝑑𝑉
𝑐𝑒𝑙𝑙

    (1.2) 

where 𝑝(𝑥𝑦𝑧) is the electron density and (ℎ𝑥 + 𝑘𝑦 + 𝑙𝑧) are the 3-dimensional 

coordinates of a given atom on a given plane, where the integral is performed for the entire 

unit cell volume. Conversely, the diffraction pattern may be obtained by performing an 

inverse Fourier transform on the electron density, by, 

𝑝(𝑥𝑦𝑧) =
1

𝑉
∑ 𝐹ℎ𝑘𝑙𝑒

[2𝜋𝑖(ℎ𝑥+𝑘𝑦+𝑙𝑧)]
ℎ,𝑘,𝑙     (1.3) 

where 𝑉 is the volume of the unit cell. However, only the amplitudes of the scattered 

intensities can be measured experimentally, and the phase information is lost (Hauptman, 

1997). Thus, it is not possible to perform the inverse Fourier transform shown in Equation 

1.3. This is known as the phase problem, where the structure factors cannot be directly 

determined from the experiment. A number of methods exist for solving the phase problem, 

including Direct Methods (Woolfson, 1971), Patterson Methods (A. L. Patterson, 1934) and 

Dual Space/Charge Flipping (Palatinus, 2013), among others. 

 

1.6.2. Structure determination from X-ray powder diffraction (SDPD) 

1.6.2.1. Global optimisation methods 

While single crystal XRD is the optimal method for crystal structure solution, in cases 

where it is not possible to obtain a high-quality single crystal, XRPD may be used for structure 

determination and refinement, as shown in Chapters 5 and 6. Direct methods and the 

Patterson method can be used in SDPD where sufficient data exist (Barbas, Kumar, Vallcorba, 

Prohens, & Frontera, 2020), the lack of spatial resolution accessible and the resulting overlap 
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of diffraction peaks makes it unfeasible to extract 1000s of independent accurate reflections 

in most cases concerning molecular solids. This is in part a consequence of their molecular 

complexity, and low crystal symmetry (David, Shankland, McCusker, & Baerlocher, 2010b). 

As such, global optimisation methods are typically the chosen technique to solve crystal 

structures from XRPD data.  Global optimisation differs from the standard methods used for 

structure determination using SCXRD in that they do not attempt to define the electron 

density from first principles, instead seeking to match the electron density calculated using 

atomic coordinates in a trial structure and adapting the structural model iteratively until the 

correct structure is identified.  

A significant issue in the use of powder diffraction for structure determination, in 

comparison to SCXRD, is the loss of information in the powder pattern with respect to a single 

crystal measurement (Bernstein & Reutzel-Edens, 2019). The number of measurable 

reflections are often insufficient to fully describe the crystal structure. Thus, structure 

determination is often not possible without some prior knowledge of the system, such as the 

known molecular structure of the molecule which reduces the number of independent 

parameters that need to determined. As such, in global optimisation methods, a trial 

structure is generated and adjusted over many iterations to improve the fit of the calculated 

to the experimental data. As such, the structure determination process ends once 

convergence has been achieved and no better fit to the observed data can be found. Global 

optimisation seeks to find the global minimum in the search space by trialing a series of 

structures. This process will be described in the context of simulated annealing (SA), a 

commonly used global optimisation method implemented within software packages such as 

DASH (David et al., 2006) and TOPAS (A. A. Coelho, 2003). A number of steps are involved in 

the SDPD process, which are outlined from Section 1.6.2.2 onwards. Once the structure has 
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been determined using global optimisation, subsequent structure refinement can be carried 

out using well established Rietveld methods (A. J. Florence et al., 2008). 

 

1.6.2.2. XRPD pattern indexing 

Indexing is the process of determining the unit cell parameters (𝑎, 𝑏, 𝑐, 𝛼, 𝛽, 𝛾 and 

space group) from the peaks in the diffraction pattern (David et al., 2010b). These are 

calculated by assigning ℎ𝑘𝑙 indices to the observed peaks in the diffraction pattern, from 

which the lattice parameters and space group symmetry may be determined. At this stage in 

the SDPD process, only accurate peak positions are important, as they relate to 𝑑-spacings 

within the material, whereas the intensities are related to the electron density and are 

required for structure determination. Examples of software packages which allow indexing 

of XRPD data include TREOR (Werner, Eriksson, & Westdahl, 1985), X-CELL (Neumann, 2003), 

DICVOL (Boultif & Louër, 2004) and singular-value decomposition (A. A. Coelho, 2003).  

 

1.6.2.3. Pawley refinement 

Once the space group and lattice parameters have been determined, it is necessary 

to confirm the indexed cell parameters and to extract reflection intensities by performing a 

Pawley fit (Pawley, 1981). Le Bail fitting (Le Bail, Duroy, & Fourquet, 1988) may also be used, 

however, it has been found that the Pawley method is more robust mathematically, due to 

the tendency of the Le Bail method to calculate negative intensities where there has been 

some over approximation of the background (David et al., 2010b). Pawley refinement 

methods are model independent, that is, there is no contribution of atomic sites to the 

calculated intensities, which are freely refined as extracted intensities associated with each 
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reflection. Therefore, it is only the indexed lattice parameters which are given as input to the 

fit, which are refined against the experimental data, along with the peak profile, background 

and zero point. As such, this fitting method gives an indication of the best possible fit to the 

experimental data, refined unit cell parameters and confirms all observed peaks are 

described by the unit cell e.g. confirming phase purity. 

 

1.6.2.4. Simulated annealing structure solution 

As SA is dependent on chemical information to construct structure models, it is first 

necessary to define a realistic model of the molecular structure. This can be done using a 

previously solved structure of the same compound. If this is not available, then models can 

be constructed via other means, for example using density functional theory (DFT) 

calculations to optimise the geometry of an input molecule (Altomare, Ciriaco, Cuocci, 

Falcicchio, & Fanelli, 2017). Once a suitable input has been created, attempts to solve the 

structure can be made. Due to the loss of data in the 1-dimensional XRPD pattern, it is 

necessary to limit the number of degrees of freedom (DOF) to improve the data: parameter 

ratio. Thus, a molecular z-matrix may be constructed to reduce the number of refined 

parameters (Dinnebier, 2013). This consists of defining rigid constraints between atoms in a 

molecule, which limits the number of refined parameters from four per atom (𝑥, 𝑦 and 𝑧 

coordinates, and isotropic temperature factor, 𝑏) to six per rigid body (𝑥, 𝑦 and 𝑧 translation 

and rotation), with the additional 𝑏-factor for each atom. The molecular z-matrix has the 

additional benefit of providing necessary constraints on bond distances, angles and torsions, 

thus ensuring a sensible molecular geometry.  

SA consists of generating random crystal structures, which are changed iteratively, 

and the calculated diffraction compared to the experimental data (Pecharsky & Zavalij, 2005). 



38 
 

The process involves taking each model through a simulated temperature cycle, wherein at 

higher temperatures, changes which improve and decrease the fit may both be accepted, in 

order to avoid the structure being trapped in a local minimum before subsequent refinement 

and elimination of poorly fitting structures at lower temperatures. The exact temperature 

regime, that is, the cooling rate and starting temperature, are largely dependent on the 

complexity of the input molecule. For example, a large molecule with a high number of 

flexible rotatable bonds may require a higher starting temperature or slower cooling rate, or 

both, to allow a larger search of the space, and increase the chances of finding the global 

minimum, as more complex structures have a higher probability of getting stuck in a local 

minimum if an insufficient search is performed.  

There are a number of related statistical evaluations to assess the suitability of the 

model structure. Ultimately, the goal is to minimise the ratio 𝑋𝑝𝑟𝑜𝑓𝑖𝑙𝑒
2 : 𝑋𝑃𝑎𝑤𝑙𝑒𝑦

2 , wherein a 

value less than 10 is typically considered sufficient (Alastair J. Florence et al., 2005). This ratio 

evaluates the goodness of fit of the SA run by determining whether the attempted structure 

solution has resulted in a realistic structure model. Given that 𝑋𝑃𝑎𝑤𝑙𝑒𝑦
2  is the lowest value 

expected for the solution, as the Pawley fit gives an indication of the best possible fit to the 

data, this ratio should not be lower than one. If values < 1 are obtained, it is necessary to 

evaluate the structural model and consider that the data have been “over-fitted”. Similarly, 

large values of this ratio should also be cause for concern, as reasonably similar values for 

𝑋𝑝𝑟𝑜𝑓𝑖𝑙𝑒
2  and 𝑋𝑃𝑎𝑤𝑙𝑒𝑦

2  should be obtained, assuming the global minimum has been found and 

there is minimal disorder or preferred orientation in the sample. 
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1.6.2.5. Rietveld refinement 

Rietveld refinement consists of using an existing structural model to replicate the 

observed diffraction data, by varying structural and instrument profile factors by a least-

squares refinement process (Rietveld, 1969). The step is performed after successful structure 

solution, using a least squares minimization of the differences between the observed and 

calculated structures. As with SA, it is important to minimise the number of refined 

parameters, in the case of covalent solids, by the use of a molecular Z-matrix. While 

additional information may be obtained via Rietveld refinement, such as grain size or surface 

roughness (Dinnebier, Leineweber, & Evans, 2019), it is typically only the background and 

scale factors, and structural parameters (translation and rotation, temperature factors, and 

flexible torsions) that are refined. Structural refinements to PDF data are also possible, as 

described in Section 1.8.3.3. 

 

1.6.3. XRPD and amorphous solids 

While XRD and XRPD may be used for structure solution and refinement when the 

material of interest is a crystalline solid, amorphous solids and liquids present a considerable 

challenge to diffraction and XRPD, due to the nature of Bragg’s law (Bragg & Bragg, 1913). As 

such, they require more advanced methods to study their molecular packing. Nanocrystalline 

solids also pose a significant challenge when applying standard diffraction methods (S. J. L. 

Billinge & Kanatzidis, 2004), where the small coherent scattering domain size results in 

significant line-broadening in the resulting XRPD pattern (Figure 1.1). Such effects in 

experimental data significantly hinders the ability to resolve individual reflections, and 

reliably determine peak positions and areas or reflection intensities. Therefore, the standard 

methods for extracting structural information fail, and we must turn to other techniques to 
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explore structure. XRPD is used extensively in this work for collection of raw data before 

transformation to the pair distribution function (see Section 1.8 onwards). 

 

Figure 1.8: Simulated XRPD of paracetamol Form I with different domain sizes. XRPD patterns 
calculated using TOPAS academic V6 (A. A. Coelho, 2003; Alan A. Coelho, 2018). 

 

 Structural analysis is of particular importance, given the occurrence of process-

induced amorphisation and intentional nano-sizing that can occur in a number of 

pharmaceutical processes such as spray drying, milling or compaction (P. A. Priemel, 

Grohganz, & Rades, 2016). In particular, the wide implementation of size-reduction methods 

to reduce particle size, such as ball milling (Patel, Baria, & Patel, 2008), have the potential to 

produce nanocrystalline and amorphous forms of APIs (Bøtker et al., 2011). Various other 

methods exist for preparation of the amorphous phase, including melt-quenching, spray 

drying and lyophilisation (Karmwar, Graeser, Gordon, Strachan, & Rades, 2011; Terban, 

Cheung, Krolikowski, & Billinge, 2016). 
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1.7. Characterisation of amorphous materials 

As described in Section 1.6.3, the standard methods for assessing structure in amorphous 

solids and liquids, such as XRD/ XRPD, fail, due to the lack of 3-dimensional periodicity. As 

such, a range of analytical techniques have been used to understand the kinetic and 

thermodynamic properties of amorphous pharmaceuticals. These include thermal and 

spectroscopic analyses of amorphous solids, which will be briefly described below. 

 

1.7.1. Thermal analysis of amorphous solids 

Differential scanning calorimetry (DSC) and thermogravimetric analysis (TGA) are two 

thermal analysis methods typically used for studying amorphous pharmaceuticals. Both 

techniques are applied in Chapter 4 for detecting phase separation and water uptake in 

formulated drug-polymer systems. DSC consists of applying a controlled temperature profile 

to a  sample, to observe thermally induced transitions within the material (Müllertz, Perrie, 

& Rades, 2016). These changes are typically observed by measuring the input energy required 

to maintain the sample at the same temperature, in comparison to a reference, for example 

an empty sample holder. Important information regarding the physical state of the material 

can be obtained therefore from the exothermic or endothermic events that can be observed, 

and as such, the kinetics and thermodynamics of the phase transitions can be studied. 

In the context of amorphous pharmaceutical solids, thermal events can give an indication 

of the stability of the amorphous phase (Figure 1.6). At the simplest level, the observation of 

a crystallisation exotherm gives a clear indication that the sample is not physically stable 

against crystallisation. However, the low temperature inflection shown in Figure 1.6 shows 

the glass transition temperature, 𝑇𝑔. This relates to an increase in molecular mobility, taking 
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the amorphous solid from a glassy material to a rubbery state (Papon et al., 2006). The glass 

transition is referred to as being a kinetic transition due to the lack of a first order phase 

transition between the glassy and supercooled state. This is apparent in Figure 1.6 wherein 

a subtle shift in the DSC trace is observed, in contrast to the crystallisation (exothermic) and 

melting (endothermic) peaks shown, which allow the calculation of the Heats of 

crystallisation and fusion respectively. 

 

Figure 1.9: Example DSC plot showing heating of crash-cooled amorphous paracetamol. Low 
temperature inflection at ~ 21 °C shows  𝑇𝑔, exothermic event at ~ 73 °C shows crystallisation, 

and endothermic event at ~ 157 °C shows melting of the crystalline material. 

 

TGA is similar to DSC in that a sample is taken through a temperature regime and its 

response in comparison to some reference (again, an empty sample holder) is measured. 

Contrary to DSC, it is the change in the mass of the sample which is measured (L’vov, 2007) 

(Figure 1.10), instead of the energy given out or taken up by the sample. However, some 

instruments are capable of measuring both simultaneously. TGA has a range of applications, 
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from assessing water absorption (Pyramides, Robinson, & William Zito, 1995) to degradation 

of materials at high temperature (De Oliveira, De Menezes, & Catharino, 2015). 

 

Figure 1.10: Example TGA plot showing heating of PVP polymer. Mass loss between 25 °C and 
100 °C corresponds to evaporation of absorbed water. 

 

1.7.2. Spectroscopic analysis 

Spectroscopic techniques such as solid-state nuclear magnetic resonance (ssNMR), FT-IR 

and Raman spectroscopy have been extensively applied in the context of pharmaceuticals to 

understand structure in amorphous and crystalline solids (Hédoux, 2016; Zimmermann & 

Baranović, 2011). In the context of his work, FT-IR is used for confirming sample consistency 

and detecting moisture in formulated materials in Chapter 4. Non-bonded interactions may 

be probed to compare structure in crystalline and amorphous pharmaceuticals 

(Zimmermann & Baranović, 2011) and interactions in amorphous drugs prepared via 

different methods, where it has been demonstrated that the structure of amorphous 

indomethacin is dependent on the preparation technique, detected using Raman 
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spectroscopy, among other techniques  (Karmwar et al., 2011). Spectroscopic methods have 

been applied extensively to characterise the structures of amorphous APIs dispersed in 

polymeric matrices (Fini, Cavallari, & Ospitali, 2008; Meng, Trivino, Prasad, & Chauhan, 2015; 

Rumondor, Ivanisevic, Bates, Alonzo, & Taylor, 2009; Zhao, Barker, Belton, McGregor, & 

Craig, 2012), to understand stability and molecular interactions in formulated systems. 

 

1.8. Pair distribution function 

The pair distribution function (PDF) describes the probability of two atoms being 

separated by a given distance (Takeshi & Billinge, 2012b). The PDF is essentially a histogram 

of interatomic distances within a sample of interest (Figure 1.11). As such, the power of the 

PDF method is that it can be applied regardless of physical state, such that structural 

information can be collected from crystalline solids, amorphous materials, liquids and gases. 

PDF analysis is a key analytical technique used extensively in this work to probe the structure 

of amorphous pharmaceutical solids. 

 

Figure 1.11: Diagram showing radial distances from central atom in graphene model. PDF 
shows peaks representative of interatomic distances in the graphene structure. 
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1.8.1. Definitions of the pair distribution function 

There are a number of definitions of the PDF, which have been described extensively 

elsewhere, and which are all described as the PDF, and as 𝐺(𝑟) (Keen, 2001). For the 

purposes of this work, the three most commonly used will be described. As all are commonly 

referred to as the PDF, they shall at this stage be defined individually as 𝐺(𝑟), 𝑇(𝑟) and 𝐷(𝑟), 

with the individual derivations and definitions described herein.  

Although there are a number of definitions of the PDF, for the purposes of this work, 

we define the PDF as the function identified as the differential correlation function, 𝐷(𝑟), 

(Keen, 2001), defined as:   

𝐷(𝑟) = 4𝜋𝑟𝑝0𝐺(𝑟)      (1.4) 

Where 𝑝0 is the average number density of the material, 𝑟 is the interatomic distance in Å 

and 𝐺(𝑟) is the total radial distribution function, which is equal to 

𝐺(𝑟) = ∑ 𝑐𝑖𝑐𝑗𝑓(𝑄)𝑖𝑓(𝑄)𝑗 [
𝑛𝑖𝑗(𝑟)

4𝜋𝑟2𝑑𝑟 𝑝𝑗
− 1]𝑛

𝑖,𝑗=1     (1.5) 

Where the sum goes over all atoms 𝑖 and 𝑗 in the material. The proportions of atoms 𝑖 and 𝑗 

are represented by 𝑐𝑖 and 𝑐𝑗, respectively. Additionally, 𝑓(𝑄)𝑖 and 𝑓(𝑄)𝑗 are the atomic form 

factors of atoms 𝑖 and 𝑗, respectively. The number of atoms of type 𝑗 that are between 

distances of 𝑟 and 𝑟 + 𝑑𝑟 from atoms of type 𝑖 is given by 𝑛𝑖𝑗(𝑟), and 𝑝𝑗  is equal to the 

proportion of atom 𝑗 multiplied by the average number density. There is a third correlation 

function which is less commonly used in crystallography: the total correlation function, 𝑇(𝑟), 

which is defined as 

𝑇(𝑟) = 𝐷(𝑟) + 𝑇0(𝑟)      (1.6) 

where 
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𝑇0(𝑟) = 4𝜋𝑟𝑝0(∑ 𝑐𝑖𝑓(𝑄)𝑖
𝑛
𝑖=1 )                          (1.7) 

All definitions of the PDF contain the same structural information, however, as will 

be demonstrated, they change by multiplicative or additive constants (usually related to the 

atomic number density, 𝑝0), which can have the effect of changing the background or scaling 

in the resulting dataset. For the purposes of the data and analysis herein, the function 𝐷(𝑟) 

is the most suitable. The 𝐷(𝑟) function is preferred over 𝑇(𝑟) and 𝐺(𝑟) for a number of 

reasons. Firstly, 𝐷(𝑟) itself oscillates around zero, which is related to the average number 

density of the material (essentially, the function starts at zero and ends at zero), this makes 

the data easy to visually analyse, and makes the visual assessment of any fitting of the data 

more simple. The same can also be said for 𝐺(𝑟), however, the use of 𝐷(𝑟) is preferred due 

to the multiplication of 𝐺(𝑟) by 4𝜋𝑟𝑝0 (equation 1.1), which emphasises the high-𝑟 region of 

the PDF, which is particularly useful for the study of amorphous materials, where the signal 

at higher-𝑟 values is weak, and attenuates to zero at low 𝑟 values, due to the lack of long-

range order. This behavior differs from that of the total correlation function, 𝑇(𝑟), which, 

due to the addition of 𝑇0(𝑟), as per equation 1.4, adds an 𝑟-dependent background to the 

data, which increases almost linearly with 𝑟. Thus, the data starts at zero, but ends at ∞, 

which makes it difficult to simultaneously observe the full range in 𝑇(𝑟).  

An additional benefit of the use of 𝐷(𝑟) is again due to the multiplication by 4𝜋𝑟𝑝0, 

as below the shortest atom-atom distance in the data, the function behaves like -4𝜋𝑟𝑝0, 

which provides a negative-sloping background in the data (Takeshi & Billinge, 2012b). This 

has the benefit of providing extra confidence in any potential fit to the data, as it will allow 

determination of whether the correct number density has been used in the experimental PDF 

transformations, as the 𝑝0 value has an effect on the low-𝑟 slope in the PDF, and 

subsequently, the amplitudes of observed features in the data. This can easily be determined 
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by visually comparing the experimental and refined datasets. Examples of 

𝐺(𝑟), 𝐷(𝑟)𝑎𝑛𝑑 𝑇(𝑟), calculated from experimental total scattering data from PCM Form I, 

are shown in Figure 1.4, where the key differences between each correlation function are 

apparent. 

 

Figure 1.12: Stack of G(r) (red), D(r) (blue), and T(r) (black) for PCM Form I, calculated in 
GudrunX (A K Soper, 2011). 

 

 

1.8.2. Calculation of the pair distribution function from total scattering data 

As described in Section 1.1, the PDF is produced by the Sine Fourier transform of 

total scattering data. A number of software packages exist for the calculation of PDFs from 

X-ray total scattering data, including GudrunX (Alan K Soper, 2011) and PDFgetX3 (Juhás, 

Davis, Farrow, & Billinge, 2013). As this work focusses on the implementation of X-ray PDF, 

henceforth all uses of the term PDF will imply the use of X-rays, unless otherwise stated. The 

term “total” scattering implies that all intensities collected during the XRPD experiment are 

used. This applies to all elastic scattering from the material of interest, that is, the Bragg and 
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diffuse intensities. This differs from standard XRPD in that the diffuse scattering in the 

experiment are usually disregarded, and are considered to be the “background” and are 

fitted as such (Young & Goodwin, 2011). However the diffuse scattering contains important 

information describing deviations from the average structure, when studying crystalline 

materials, and describes an “average” local structure in amorphous solids.  

In standard experiments, scattered intensities are described as a function of 

scattering angle, 2𝜃. As “intensities” in the PDF are described as a function of interatomic 

distance, 𝑟, it is necessary to convert the 1-dimensional XRPD pattern to an absolute scale. 

Thus, after subtracting the contribution to the scattering from the background (sample 

holder, air scatter) the first step in obtaining the PDF is in converting 2𝜃 to 𝑄, which describes 

the magnitude of the scattering vector, dictating the real-space experimental resolution, by 

𝑄 =
4𝜋 𝑠𝑖𝑛 𝜃

𝜆
       (1.8) 

where 𝜃 is half the scattering angle, and λ is the wavelength of the X-ray source. The next 

step is to correct for the atomic form factor, or scattering power of the atomic constituents 

of the sample, to determine the total scattering structure function, 𝑆(𝑄), by 

𝑆(𝑄) =
𝐼(𝑄)

〈𝑓(𝑄)〉2
      (1.9) 

where 𝐼(𝑄) represents the intensities from the original diffraction experiment, 

corrected for background, and 𝑓(𝑄) is the atomic form factor, with 〈… 〉 indicating a 

compositional average across the sample. Subsequently, a number of corrections are applied 

to remove the contributions due to Compton scattering, sample polarisation, multiple 

scattering and absorption, amongst others. Finally, the PDF is obtained by, 

𝐺(𝑟) =
2

𝜋
∫ 𝐹(𝑄) 𝑠𝑖𝑛(𝑄𝑟) 𝑑𝑄

𝑄𝑚𝑎𝑥

𝑄𝑚𝑖𝑛
     (1.10) 
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Where the Fourier transform is restricted by the upper and lower limits in 𝑄. The 

result of the Fourier transform is essentially a histogram of interatomic distances. 

Termination of the Fourier transform at some finite value has the unfortunate effect of 

introducing spurious ripples throughout the real-space data (Masadeh, 2016), which can 

affect interpretation of the PDF. This will be explained in greater detail in the next section. A 

simplified graphic demonstrating the data collection and treatment process is shown in 

Figure 1.5. 

 

Figure 1.13: Graphic showing data collection and normalisation/treatment process to obtain 
the PDF. Data shown are for paracetamol Form I. 

 

1.8.2.1. 𝑸𝒎𝒂𝒙 and real-space resolution 

The importance of 𝑄𝑚𝑎𝑥 cannot be understated for a number of reasons. First and 

foremost, 𝑄𝑚𝑎𝑥 dictates the resolution in the PDF, ∆𝑟, which is approximately equal to 
2𝜋

𝑄𝑚𝑎𝑥
 

(Takeshi & Billinge, 2012b). This differs from typical XRPD experiments in that it is the step 

size in 2𝜃 that determines the reciprocal-space resolution, which is ideally kept as small as 

possible, giving a smaller full width at half maximum (FWHM) in the Bragg peaks , which aids 

in resolving peak positions and areas. As such, in XRPD it is appropriate to use an X-ray source 

with a relatively long wavelength, such as a copper anode, the X-rays of which scatter the 
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same reflection to a higher angle than a source with a lower wavelength. For PDF analysis, as 

the resolution is dependent on 𝑄𝑚𝑎𝑥, reciprocal-space resolution is often sacrificed to extend 

the 𝑄-range of the experiment, by having a small sample-detector distance (Jacques et al., 

2013), and larger step-size in reciprocal space. This has the effect of maximising the angular 

range which can be measured, and simultaneously increasing the collection time per step. 

This in turn maximises 𝑄𝑚𝑎𝑥, as shown in equation 1.1., and enables optimisation of counting 

statistics across the full angular range. However, the poor reciprocal-space resolution, 

although not overly detrimental to the PDF, does result in a damping of features within the 

real-space data, as shown in Figure 1.4., where this is particularly noticeable at high-𝑟 values. 

 

 

Figure 1.14: Comparison of experimental PDF data calculated from total scattering 
measurements of PCM Form I from molybdenum laboratory (red) and synchrotron (blue) 
sources. Poorer reciprocal space resolution in the synchrotron data translates to a damping 
of features in the PDF, particularly at high-𝑟. 
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Also demonstrated in equation 1.1, is that 𝑄𝑚𝑎𝑥 is heavily dependent on the 

wavelength of radiation used in the measurement. As such, the copper anode typically used 

for XRPD is not suitable for PDF analysis, as the resolution offered by the copper source is not 

sufficient for real-space analysis. Figure 1.11 demonstrates this, where the PDFs of 

amorphous paracetamol and indomethacin have been calculated with a 𝑄𝑚𝑎𝑥 comparable 

to that accessible using a copper anode (8 Å-1), the two plots are very similar, and extraction 

of any meaningful information from this data is highly unlikely. This is in stark contrast to 

Figure 1.12, where a 𝑄𝑚𝑎𝑥 of 25 Å-1 has been used on the same dataset in the Fourier 

Transform. The higher real-space resolution results in two distinct PDFs, which is clearly 

better for accurate fingerprinting, and subsequent analysis of the data. 

 

Figure 1.15: PDFs of amorphous paracetamol and indomethacin, calculated with a 𝑄𝑚𝑎𝑥of 8 
Å-1, from experimental synchrotron total scattering data, using GudrunX (Alan K Soper, 2011). 
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Figure 1.16: PDFs of amorphous paracetamol and indomethacin, calculated with a 𝑄𝑚𝑎𝑥of 
25 Å-1, from experimental synchrotron total scattering data, using GudrunX (Alan K Soper, 
2011). 

 

It has been recommended that for a unique PDF, a 𝑄𝑚𝑎𝑥 of at least 12.5 Å-1 is 

required (Dykhne, Taylor, Florence, & Billinge, 2011), meaning that, as a bare minimum, a 

molybdenum anode is necessary for generating PDF-quality data on a laboratory instrument, 

as shown in Table 1.2. 

 

Table 1.3: Wavelengths and accessible 𝑄𝑚𝑎𝑥 of common laboratory X-ray sources. 𝑄𝑚𝑎𝑥 
values assume a 2𝜃𝑚𝑎𝑥 of 180°. 

X-ray source 𝐾𝛼1 wavelength (Å) Approximate 𝑄𝑚𝑎𝑥 (Å-1) 

Copper 1.5406 8 

Molybdenum 0.7093 17 

Silver 0.5594 22 
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Aside from the effect of 𝑄𝑚𝑎𝑥 on the resolution of the PDF, extending the 𝑄-range 

of the measurement also reduces the impact of the ripples described in Section 1.9.2., that 

are generated by the termination of the Fourier integral at finite value. In the ideal 

experiment, the integral in equation 1.3. has upper and lower limits of ∞ and −∞, 

respectively. As 𝑄 approaches ∞, the scattered intensities drop to zero due to form factor 

fall-off and the Debye-Waller factor, thus ensuring a smooth drop-off in intensity at 𝑄𝑚𝑎𝑥. 

However, in reality, this is impossible due to restrictions in the instrument geometry and 

wavelength of the source. Thus, termination at some finite value introduces a step-change in 

the Fourier transform. This ultimately results in the integration of a box-like function, the 

Fourier transform of which is a sinc function (Latry & Rouge, 2000) (Figure 1.2). These ripples 

are of the form 
sin(𝑄𝑚𝑎𝑥𝑟)

𝑟
 (Proffen & Billinge, 1999), and as shown, are particularly 

troublesome at low-𝑟. The best method to reduce the impact of termination ripples in the 

PDF is to collect to as high a 𝑄𝑚𝑎𝑥 as possible, and with good statistics on the data. However, 

as it is impossible to fully eliminate these ripples, a popular method that has emerged is the 

Soper-Lorch convolution (Alan K. Soper & Barney, 2012), which introduces a broadening in 

the real-space data, ∆𝑀, which thus minimises the detrimental effect of termination effects. 

An obvious drawback of this method is of course that all features in the resulting 𝐺(𝑟) data 

are broadened, so care must be taken to ensure a suitable trade-off between minimisation 

of termination ripples, and resolution of true structural features in the PDF. 



54 
 

 

Figure 1.17: Example of a Fourier transform of a box function (Wolberg, 1994). 

 

1.8.3. Analysis of PDF data 

While structure solution from PDF data has been attempted to some degree (Juhás 

et al., 2010; Prill, Juhás, Billinge, & Schmidt, 2016), it is not something that has been routinely 

implemented, and the same issues facing SCXRD and XRPD exist in structural understanding 

of amorphous solids using PDF. There are a number of methods which can be used to extract 

structural information from PDF data. The chosen method largely depends on the physical 

state of the material, and the length-scale over which the features of interest is observed. As 

with XRPD, the PDF can be used purely as a fingerprint of the material of interest (Dykhne et 

al., 2011), but more in-depth analysis may also be performed, from statistical analysis of the 

PDF (Chapman, Lapidus, & Chupas, 2015), to fitting the data to refine a structural model (Prill 

et al., 2016). Fitting of PDF data can largely be split into two types: small-box and big-box 

modelling, which shall be explained in more detail in Sections 1.9.3.4. and 1.9.3.5., 

respectively. 
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1.8.3.1. Fingerprinting and statistical analysis of PDF data 

While the application of the PDF technique has been implemented to a great extent 

within the inorganic community (Bell et al., 2008; Jiang, Grande, & Selbach, 2017; White, 

Provis, Proffen, Riley, & Van Deventer, 2010), the use of the method in the structural 

assessment of organic solids has been limited. This is probably due in no small part to the 

relative complexity of even simple organic molecules in comparison to many inorganic 

systems. As such, in studies of pharmaceuticals, the PDF has served as a fingerprint of the 

material, with minimal structural information extracted from the data (Dykhne et al., 2011) 

While the fingerprinting method seems minimal in terms of its information content, 

correlations between experimental datasets can be determined to study trends in data or to 

assess similarity between amorphous and crystalline forms of a material, and to track 

changes as a function of time, temperature or some other stress method. Principal 

component analysis (PCA) has been applied to PDF data of inorganic materials to evaluate 

structural differences between metal chloride, nitrate and sulphate solutions, changes during 

chemical reactions and structural transformations (Chapman et al., 2015), and in 

pharmaceutical systems, to infer information regarding the physical state of polymeric 

dispersions of amorphous drugs (Chieng et al., 2013) and to assess the extent of structural 

disorder in compressed and milled crystalline forms of APIs (S. Chen, Sheikh, & Ho, 2014).  

The software package PolySNAP (Barr, Dong, & Gilmore, 2004b) offers a 

comprehensive suite of statistical tools for analysis of multiple data formats, including PDF 

data, Raman, FT-IR and XRPD, among others. The software performs full profile matching by 

generating a correlation matrix and determining Pearson correlation coefficients 

(Szczepańska, 2011) between each dataset, which is then used to cluster the data for 
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identification of trends. Among the tools available in PolySNAP are PCA, Pearson correlation 

analysis and multidimensional scaling. 

 

1.8.3.2. Calculating the PDF from a structural model 

The PDF can be calculated from a structural model by (S. J. L. Billinge, 1998): 

𝐺𝑐𝑎𝑙𝑐(𝑟) =
1

𝑟
∑ ∑

𝑓(𝑄)𝑖𝑓(𝑄)𝑗

〈𝑓(𝑄)〉2𝑗𝑖 𝛿(𝑟 − 𝑟𝑖𝑗) − 4𝜋𝑟𝑝0    (1.11) 

where the sum goes over all atoms 𝑖 and 𝑗, and 𝑟𝑖𝑗 is the distance between the 𝑖th and 𝑗th 

atoms. A number of programs now exist which allow this functionality, such as TOPAS V6 (A. 

A. Coelho, Chater, & Kern, 2015; Alan A. Coelho, 2018) and PDFfit/ PDFfit2/ PDFgui (Farrow 

et al., 2007; Proffen & Billinge, 1999). This calculation allows a quick visual comparison of the 

experimental PDF, and can be used when applying the PDF as a fingerprinting tool (S. J. L. 

Billinge et al., 2010). This is particularly useful when dealing with a high throughput of data, 

and can be complemented with software packages such as polySNAP (Barr et al., 2004b), 

which can automate comparisons and statistical analyses of the data. 

 

1.8.3.3. Refinement of structural models to experimental PDF data 

 Further analysis based on the calculation of a PDF from a structural model is 

possible. The same software packages mentioned in Section 1.9.3.1. also allow a Rietveld 

refinement (Rietveld, 1969b) style of fit to experimental PDF data, wherein the goal is to 

minimise the difference between the observed, 𝐺𝑜𝑏𝑠, and calculated PDF, 𝐺𝑐𝑎𝑙𝑐, by changing 

structural or instrumental parameters to improve the fit to the experimental data. One such 
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commonly implemented method for quantifying the quality of a given fit is to determine the 

weighted-profile residuals factor, 𝑟𝑤𝑝, by (Peterson, Božin, Proffen, & Billinge, 2003), 

𝑟𝑤𝑝 = [
∑ 𝑤𝑖(𝐺𝑜𝑏𝑠−𝐺𝑐𝑎𝑙𝑐)

2𝑛
𝑖=1

∑ 𝑤𝑖(𝐺𝑜𝑏𝑠)
2𝑛

𝑖=1
]

1
2⁄

𝑥 100%     (1.12) 

where 𝑤𝑖 is the weighting factor. The smaller the 𝑟𝑤𝑝, the more closely the refined 

data matches the experimental. The parameters which may be refined in PDF refinements 

are in most instances identical to a Rietveld refinement (Dinnebier et al., 2019), and include 

atomic coordinates (or rigid body translation and rotation for molecular/ covalent materials), 

lattice parameters, isotropic displacement parameters (anisotropic displacement parameters 

in the case of PDFfit), scale, domain size and zero-error. As with Rietveld refinements of XRPD 

data, it is important to minimise the number of refined parameters in order to increase 

confidence in the resulting fit (Alastair J. Florence et al., 2005), and minimise the 

computational expense of the refinement. For PDF fits, the latter is significantly more of an 

issue than with XRPD, due to the number of interactions being modelled, as the number of 

pair interactions increases as the square of the number of atoms (A. A. Coelho et al., 2015).  

There are instrumental factors which also affect the PDF peak shape and amplitude. 

In practice, as these are instrumental parameters, these should not be freely refined in a 

given PDF fit, and as such should be refined against a measurement standard, as with XRPD 

(Cline, Mendenhall, Black, Windover, & Henins, 2015). These factors are related to the 

reciprocal-space resolution, where damping and broadening  (𝑄𝑑𝑎𝑚𝑝 and 𝑄𝑏𝑟𝑜𝑎𝑑, 

respectively) of features are observed in real-space, due to the typically poorer 𝑄-space 

resolution used in PDF measurements (Qiu, Božin, Juhas, Proffen, & Billinge, 2004). 
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1.8.3.4. Small-box modelling 

The small-box modelling method involves fitting the PDF based on a “small” box 

(typically a single unit cell) containing a small number (up to a few-hundred) of atoms (S. J. L. 

Billinge, 1998). All PDF refinements shown herein are performed using the small-box method. 

This is the approach employed in software packages such as TOPAS and PDFgui. As these 

refinements typically fit a small unit cell under periodic boundary conditions (PBCs), these 

methods are better suited to crystalline materials. While the refinement capability of this 

method is inherently limited for understanding disorder in large systems, due to the small 

box size, it has been implemented extensively for understanding local deviations from the 

average crystallographic structure in a number of studies (Jurkiewicz et al., 2018; Kumara et 

al., 2016; White et al., 2010).  

 

1.8.3.5. Big-box modelling 

As the name suggests, the “big-box” modelling approach consists of refinement to a 

supercell of a known structure, again under PBCs. This specific refinement method is not used 

in this work. Big-box modelling originated with the development of the Reverse Monte-Carlo 

(RMC) method (McGreevy & Pusztai, 1988), wherein a starting configuration (e.g. the 

supercell of a known phase) is provided, which is then iteratively changed by movement of a 

single atom/molecule. Whether a change to the structure is accepted or not is dependent on 

the change to the resulting fit. The process is repeated until the refinement can no longer be 

improved.  

 Several packages have been developed which implement the RMC method, including 

empirical potential structure refinement (EPSR) (A.K. Soper, 1996; Alan K. Soper, 2011), 

RMCprofile (Tucker, Keen, Dove, Goodwin, & Hui, 2007) and fullrmc (Aoun, 2016). The RMC 
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method is particularly useful for local structural studies, as the large cell used can assist in 

understanding correlated disorder across length-scales. Additionally, it is common for these 

programs to perform the refinement process against the corrected total scattering data, and 

the Fourier transform to the PDF is subsequently performed for the calculated and 

experimental data, allowing comparison in both reciprocal and real-space. EPSR and more 

recent versions of RMCprofile have implemented Lennard-Jones potentials (see Section 1.9) 

to minimise the energy as part of the refinement procedure. It is common for these software 

packages to exclude the contribution of thermal motion in the calculation of the PDF, as the 

large size of the cell allows for the contribution of correlated motion to peak widths to be 

replicated in the model. An example of cells used in small and big-box refinements is shown 

in Figure 1.14. 

 

 

Figure 1.18: Comparison of single unit cell used in small-box refinement methods (left), and 
a 5 x 5 x 5 supercell used in large-box refinements (right). Both images are of the crystal 
structure of PCM Form I. 

 

1.9. Molecular dynamics simulations 

Molecular dynamics (MD) simulations are a computational tool for analysing the 

movements and interactions of atoms or molecules by solving Newtons equations of motion 
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for a system of moving particles (Kamberaj, 2020). MD simulations are used in Chapters 5 

and 6 to understand structure in amorphous pharmaceutical solids. Fundamentally, MD 

packages calculate the forces acting upon particles as a function of some external 

perturbation, which for a single particle equates to Newton’s second law of motion, wherein 

the force, 𝐹, exerted upon some particle, 𝑖, is equal to its mass, 𝑚 multiplied by acceleration, 

𝑎, (Rapaport, 2004), 

𝐹𝑖 = 𝑚𝑖𝑎𝑖       (1.13.) 

The force acting between two particles, 𝐹𝑗𝑖, is a function of the potential energy, 𝑉, 

and the distance, 𝑟, between particles 𝑖 and 𝑗, by 

𝐹𝑗𝑖 = −∇𝑗𝑖𝑉𝑟𝑗𝑖      (1.14.) 

where −∇𝑗𝑖 is the negative gradient of the potential energy. Note that according to 

Newton’s third law that an object exerting a force upon another results in the second objects 

exerting an opposing force which is equal in its magnitude, however, acts in the opposite 

direction from the first object. Thus the forces acting upon a given particle 𝑗 due to any other 

particle 𝑖, 𝐹𝑖𝑗, is, 

𝐹𝑖𝑗 = −𝐹𝑗𝑖      (1.15.) 

Thus, for a system of 𝑁 particles, a given particle’s momentum, 𝑝𝑖, is a function of the 

external forces acting upon the single particle, 𝑓𝑖
𝑒, and the internal forces, 𝐹𝑗𝑖, on every 

particle in the system due to any given particle, 𝑗. Thus, by extension this is related to 

Newton’s second law by, 

𝑝𝑖 = ∑ (𝐹𝑖
𝑒𝐹𝑗𝑖)

𝑁
𝑗=1≠𝑖      (1.16.) 
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A trajectory consisting of particle positions, forces and velocities at small time 

intervals, 𝛿𝑡, is thus calculated by integrating the differential equation, 

𝑑𝑉

𝑑𝑟𝑖
=

𝑑2𝑟𝑖

𝑑𝑡2       (1.17.) 

The standard method for calculating Van der Walls (VdW) attractive and repulsive 

forces is the Lennard-Jones (LJ) potential (Kamberaj, 2020). LJ potentials have been shown to 

successfully replicate the physical properties of simple monoatomic systems (Verlet, 1967). 

While perhaps not best suited to more complex molecular systems, it is still the most 

commonly used method for approximating the VdW contribution to interatomic interactions. 

The LJ potential is thus applied by, 

𝑈(𝑟𝑖𝑗) = 4 ∈𝑖𝑗 ((
𝑟𝑖𝑗

𝜎𝑖𝑗
)
−12

− (
𝑟𝑖𝑗

𝜎𝑖𝑗
)
−6

)     (1.18.) 

where 𝑈(𝑟𝑖𝑗) is the potential energy, ∈𝑖𝑗  is the well-depth of the potential energy 

function and 𝜎𝑖𝑗 is the interparticle distance where the potential energy is zero. The 

individual values for the well depth and optimal interparticle distance are dependent on the 

VdW radius of a given atom. Additionally, multiple implementations of LJ-type potentials 

exist, however the LJ 12-6 potential shown in Equation 1.15. is the most commonly 

implemented within molecular simulations (X. Wang, Ramírez-Hinestrosa, Dobnikar, & 

Frenkel, 2020). While it is shown here that the potential energy is purely a function of the LJ 

potential, in reality there are a number of additional components which contribute to this 

(see Section 1.11.). The LJ potential gives a reasonable physical approximation of simple long-

range interactions, which are repulsive at very short distances and attractive at longer 

distances. In practice, it is necessary to define some cut-off distance, above which the 

interactions are ignored, for the purpose of reducing computational expense. The exact cut-
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off value is of course dependent on the computational power available, as well as the size of 

the simulation box. A graphical representation of the LJ potential is shown in Figure 1.14. 

 

Figure 1.19: Plot of the LJ 12-6 potential, showing the well-depth at ~ 1.6 Å. The optimal 

separation, at the potential energy minimum, is given as 𝑅𝑖𝑗
𝑚𝑖𝑛. 

 

 Electrostatic interactions are treated using a Coulombic function, wherein for neutral 

systems the contribution to the total potential energy is expressed as the sum of all partial 

charges between all particles pairs in the system. For two interacting atoms, 𝑖 and 𝑗, the 

partial charge, 𝑞𝑖, is represented as the sum of bond increments, 𝛿𝑖𝑗, which represent the 

separation of charges between the covalently bonded atoms, by, 

𝑞𝑖 = ∑ 𝛿𝑖𝑗𝑗      (1.19.) 

 Thus, the energetic contribution, 𝑈𝑞, from all electrostatic interactions is summed as 

(Sharma, 2019), 

𝑈𝑞 = ∑
𝑞𝑖𝑞𝑗

𝑟𝑖𝑗
𝑖𝑗      (1.20.) 
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 where the sum goes over all atoms 𝑖 and 𝑗, 𝑞𝑗 is the partial charge on atom 𝑗 and 𝑟𝑖𝑗 

is the distance between atoms 𝑖 and 𝑗. 

 

1.9.1. Force fields 

Force fields are used in MD simulations to calculate the forces exerted between atoms 

or molecules (Papon et al., 2006). Individual contributions to the potential energy are force 

field dependent, where the total potential energy is calculated as 

𝑈(𝑟) = 𝑈𝑏𝑜𝑛𝑑 + 𝑈𝑎𝑛𝑔𝑙𝑒 + 𝑈𝑡𝑜𝑟𝑠𝑖𝑜𝑛 + 𝑈𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑  (1.21.) 

where 𝑈𝑏𝑜𝑛𝑑  is the contribution from pairs of bonded atoms, 𝑈𝑎𝑛𝑔𝑙𝑒 is the sum of all 

angles between three bonded atoms, 𝑈𝑡𝑜𝑟𝑠𝑖𝑜𝑛 is the contribution relating to the energy 

change as a function of bond rotation and 𝑈𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑 is the energy from non-bonded 

interactions between particles, including VdW and electrostatic contributions. The work 

presented herein used two force fields for MD simulations, the optimised potential for liquid 

simulations all atom (OPLS-aa) force field (Jorgensen, Maxwell, & Tirado-Rives, 1996) and the 

condensed-phase optimised molecular potentials for atomistic simulation studies II 

(COMPASS II) force field (Huai Sun et al., 2016a). As simulations using the OPLS-aa force field 

were performed externally, the focus from here is on the COMPASS II force field.  

 The COMPASS force field (H Sun, 1998) was developed as an improvement to the 

consistent force field (CFF) and polymer consistent force fields (PCFF) (Huai Sun, Mumby, 

Maple, & Hagler, 1994). Both of these are ab initio force fields, where the forcefield 

parameters are fitted to the potential energy surface of a test functional group obtained via 

ab initio calculations, in order to obtain reliable geometries and intra/intermolecular 

interactions (Maple, Dinur, & Hagler, 1988). Additionally, the use of Lennard-Jones 9-6 (LJ 9-
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6) potentials are taken from these force fields for the description of VdW interactions, which 

is another commonly used implementation of the standard LJ potential, however one which 

has been shown to be more effective at short distances, as the standard method has been 

demonstrated to be “too repulsive”  at these short distances (Halgren, 1992).  

 A key objective in the development of the COMPASS force field was to correct the 

problems typically encountered by the PCFF and CFF force fields in the accurate calculation 

of density, and other temperature/pressure and volume dependent properties of systems 

under study. These problems arose due to the calculations which were used to develop the 

parameters of the force field. These were calculated at 0 K, wherein the molecules are static, 

however, the experimental data used to refine the parameters were measured at finite 

temperature. Thus, the resulting parameters include factors such as thermal expansion, 

which introduces problems due to the differing properties at the different temperatures. 

Therefore, these are only valid in cases where the calculations used to develop the 

parameters are performed under similar conditions to which the experimental data are 

collected. 

To overcome these issues, development of the COMPASS force field involved a complete 

re-parameterisation of the non-bonded interactions, and modification of the valence 

parameters, using a hybrid ab initio/empirical method, which is necessary for accurate 

prediction of thermodynamic properties. This is due to the typically small number of 

molecules used in ab initio calculations, which accurately calculate the intramolecular and 

short-range intermolecular interactions. However, in terms of paramaterisation of MD force 

fields, this means that these are only suitable for gas-phase applications, as they do not 

consider the longer-range interactions which are important in condensed-phase materials. 

Thus, the empirical part of force field development is crucial. This approach is commonly 



65 
 

used to determine non-bonded parameters (Sagarik & Ahlrichs, 1987), and has been found 

to be capable of accurately replicating experimental properties, for even simplistic Lennard-

Jones simulations of molecularly complex solids (Widmann, Laso, & Suter, 1995). Essentially, 

ab initio calculations are performed to generate the initial parameters, and MD simulations 

of condensed-phase systems are then performed, wherein the parameters are refined 

against experimental data (e.g. diffusion coefficient, molecular volume, dielectric constant 

etc.) such that the true physical properties can be replicated. A workflow of the 

paramaterisation of the COMPASS force field is shown in Figure 1.15. The COMPASS force 

field was recently updated to expand the number of polymers and molecules which can be 

accurately simulated (Huai Sun et al., 2016b).  

 

Figure 1.20: Workflow for paramaterisation of the COMPASS force field (H Sun, 1998). Left: 
Electrostatic potential energies (ESP) are calculated from ab initio methods to determine 
partial charges and valence parameters. VdW parameters are fixed at initial best-guess 
values. Right: Experimental data from systems in condensed and gas-phases are used to 
optimise valence and derive VdW parameters. 
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1.9.2. Thermodynamic ensembles 

1.9.2.1. Microcanonical ensemble 

The microcanonical ensemble, also known as the NVE (constant number of particles, 

N, constant volume, V, constant energy, E) ensemble is used when Newton’s equations are 

solved with no temperature or pressure control (Kamberaj, 2020). Thus, a system using the 

NVE ensemble is completely isolated, and therefore the energy is conserved throughout the 

dynamics calculations. Fluctuations in the kinetic and potential energy components do occur, 

however, the total energy is constant.  

 

1.9.2.2. Canonical ensemble 

The NVT ensemble, as with NVE, has a fixed number of particles and volume, 

however the system is coupled to a heat bath/thermostat for temperature (T) control. Thus, 

due to interaction between the simulation box and the heat bath, energy is able to transfer 

to and from the simulation box. The obvious benefit of the NVT ensemble is that the dynamic 

properties of the system can be studied as a function of temperature, which is not possible 

using the standard microcanonical ensemble. 

 A variation of the canonical ensemble exists, which is the NPH (constant number of 

particles, constant pressure, P, and constant enthalpy, H) ensemble. This allows variation of 

the size, and if required, shape, of the simulation box, by coupling to a barostat, such that 

pressure-induced changes in a sample material may be examined, without the additional 

perturbation of temperature affecting the dynamics. 
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1.9.2.3. Isothermal-isobaric ensemble 

The final ensemble described here is the NPT (constant number of particles, constant 

pressure and constant temperature) ensemble. The temperature and pressure are fixed by 

coupling to a thermostat and barostat, respectively, allowing the volume, and the shape if 

required, of the simulation box to change. The NPT ensemble is arguably the best method 

for simulating “real-life” properties of materials, as the density can be equilibrated to find 

the true experimental values, assuming the force field parameters are accurate. As such, it is 

common to run the equilibration stage of the dynamics calculation using the NPT ensemble, 

before changing to NVE or NVT for the analysis run. 

 

 

1.9.2.4. Temperature control 

In the NVT and NPT ensembles, the simulation box is coupled to a heat 

bath/thermostat for the purposes of regulating the temperature (Yong & Zhang, 2013). A 

number of thermostats are available for dynamics calculations, the most commonly used 

within the Materials studio package Forcite being the Berendsen (Berendsen, Postma, Van 

Gunsteren, Dinola, & Haak, 1984) and Nosé (Nosé, 1984) methods. Despite being widely 

implemented in MD simulations, recent studies have demonstrated that the Berendsen 

thermostat cannot generate reliable trajectories, due to the suppression of fluctuations in 

the kinetic energy (Braun, Moosavi, & Smit, 2018). While this is beneficial for quickly reaching 

equilibrium in the dynamics calculations, this results in unrealistic structural and dynamic 

properties. Thus the Berendsen method is suitable for bringing the system to equilibrium, 

before changing to another thermostat during the data collection phase. Typically, the Nosé 
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thermostat is preferred for sampling the equilibrium properties of the simulation, which does 

not artificially suppress the kinetic energy, resulting in more reliable dynamics. 

 

1.9.2.5. Pressure control 

The NPT and NPH ensembles use a barostat to regulate pressure. This is of course 

important where achieving the correct density of the material is of interest. In the Materials 

Studio software package a number of barostats are available. For the purposes of this work, 

two shall be briefly described, the Berendsen (Berendsen et al., 1984) and Parrinello-Rahman 

(Parrinello & Rahman, 1980) barostats. The Berendsen thermostat is widely implemented, 

due to it’s relative simplicity, however, suffers from the same issues that the Berendsen 

thermostat introduces (Braun et al., 2019), in that fluctuations in the kinetic energy are 

suppressed. The main advantage of this method is that it is capable of rapidly equilibrating 

the pressure, before switching to a more reliable barostat, or an ensemble wherein pressure 

is not controlled. This pressure regulation method is commonly implemented for liquid or 

amorphous simulations, as the cell is allowed to change volume, but not its shape. The 

Parinello-Rahman barostat is commonly used for simulations of periodic sytems, as the 

volume and shape of the cell are able to change, potenitally allowing the study of strain or 

phase transformations in crystalline systems. The additional benefit of the Parinello-Rahman 

method is that is does not suffer from the same issues as the Berendsen method. 

 

1.9.3. Amorphous Cell module in Materials Studio 

The Amorphous Cell (AC) module in Materials Studio is used to generate chemically 

sensible starting configurations of molecules. The method used to construct the simulation 
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cell is based upon the configurational bias Monte Carlo technique (Akkermans, Spenley, & 

Robertson, 2013), wherein individual molecules are constructed fragment by fragment. The 

positioning of fragments are chosen randomly, taking into consideration the positions of 

surrounding molecules and fragments, and their Boltzmann probabilities (Ilja Siepmann & 

Frenkel, 1992). As such, the accepted conformation is considered from the probabilities of 

the previously generated geometries, aiming to construct a box of “random” configurations 

based on a probability distribution, ultimately building a simulation cell consisting of “likely” 

conformations. 

During the construction stage of the AC, there are a number of additional 

considerations available to increase the likelihood of producing a cell that is in some 

minimum on the potential energy surface, and that is of course chemically sensible. The 

number of steps considered when loading fragments into the cell can be varied. Increasing 

the number of steps of course increases the likelihood of finding representative conformers 

from the Boltzmann distribution, however, at a computational cost. Additionally, the total 

number of steps used to load all molecules into the cell can affect this as it allows more 

options to be explored in the construction phase. The program is able to test for ring-

spearing, for example a covalent bond passing through an aromatic ring, and avoid such 

fragment placements, and can further limit the possibility of this occurring by restraining 

rings such that their surface areas are minimised. Imposing restraint on the rings themselves 

is also beneficial for retaining their geometries and ensuring they make chemical sense. 

Sensible close-contacts can be ensured by eliminating the possibility of two atoms 

becoming too close to each other, by setting a threshold value for the lower distance limit. 

This is done by defining a distance as a fraction of an atom’s VdW radius. Additional checks 

can be performed for the energies whilst fragments are being loaded into the cells, and by 
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increasing the number of sampled starting positions for a molecule’s construction, and the 

number of torsions sampled for each fragment, a larger distribution of conformations may 

be explored for a given molecule, thus, increasing the likelihood of the minimum being found. 

When constructing the AC, a molecule of interest is selected and the quantity of that 

given molecule is specified, wherein the software attempts to load a cell, which is typically 

cubic, but may also be tetragonal or orthorhombic, at a target density. There is an option to 

initially build the box at a density lower than the target, which further reduces the chances 

of unphysical interactions and positionings, such as ring spearing or atom overlap, before 

ramping to the required density. Multiple cells can be generated and geometry optimised, in 

order to increase the chances of finding the global minimum. 

 

1.10. Summary 

The following experimental chapters will explore the potential of PDF analysis in 

extracting structural information from amorphous pharmaceuticals. A set of 

recommendations are described for obtaining high quality PDF data using a laboratory 

instrument, before being applied to a case study of an amorphous drug substance currently 

in development at Astra Zeneca. Finally, the use of synchrotron sources for high throughput 

PDF data, and the information that can be accessed accordingly, are assessed. 

Complementary to PDF analysis and key to extracting structural information from amorphous 

APIs is the use of MD simulations, which is also demonstrated in the last two experimental 

chapters. 
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Chapter 2: Aims and objectives 
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2.1. Aims 

The principal aim of this work is to investigate structure in amorphous pharmaceuticals 

using pair distribution function (PDF) analysis. Methods for data collection and treatment will 

be investigated for optimising a laboratory diffractometer to enable in-house PDF analysis. 

This includes considerations for sample handling and preparation, using indomethacin (IND) 

and formulated IND-polyvinylpyrrolidone (PVP) as model crystalline and amorphous 

pharmaceutical systems. Structure in an amorphous API (AZD5718) will be investigated using 

PDF analysis and molecular dynamics (MD) simulations, to identify potential structural 

changes related to preparation method. Similarly, structure and transformations in 

amorphous paracetamol (PCM) will be investigated using variable temperature synchrotron 

PDF data, coupled with MD simulations. A range of analytical tools are implemented to 

complement PDF data and to build confidence in any structural interpretations drawn from 

this work.  

 

2.2. Objectives 

To achieve the stated aims of this work, the following were investigated:  

1. Optimisation of data collection and sample handling procedures to enable PDF 

analysis using a lab instrument. 

i. Explore the impact of using variable count time (VCT) and constant count 

time (CCT) data collection procedures, and different sample holder sizes on 

PDF data quality. 

ii. Investigate data treatment procedures for optimising data quality. 

iii. Implement a consistent sample preparation method to build confidence in 

any potential structural changes detected in PDF data. 



73 
 

iv. Determine the ability of PDF to detect the impact of humidity on samples 

and to implement suitable controls to minimise uncontrolled exposure of 

samples under ambient lab conditions. 

v. Comparison of the sensitivity of PDF analysis to complementary data from 

FT-IR and DSC to changes in solid state to understand technique limitations. 

2. Investigating the use of PDF to identify of structural changes in samples of an 

amorphous API (AZD5718) as a consequence of different preparation method. 

i. Evaluate variability in samples produced by the same method to build 

confidence that PDF can detect structural changes as a function of 

preparation method. 

ii. Comparison of experimental PDF data to PDFs calculated from theoretical 

structures derived from MD simulations AZD5718 samples with varying 

water contents to investigate the influence of water on the structure of 

amorphous AZD5718. 

iii. Use tools for mapping intermolecular interactions in the Crystal Structure 

Database (CSD) to assess differences between theoretical amorphous 

AZD5718 structures. 

3. Investigate structure and transformations in amorphous paracetamol (PCM). 

i. Collect variable temperature synchrotron PDF data of amorphous PCM. 

ii. Investigate structural transformations in amorphous PCM by statistical 

analysis of PDF data that include comparison with known structures, 

principal component analysis and area under curve calculations for VT PDF 

data. 

iii. Attempt to determine a thermodynamically feasible structural model for 

amorphous PCM using MD simulations coupled with PDF. 
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iv. Apply interfacial MD simulations to investigate observed crystallisation 

behaviour of amorphous PCM. 
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Chapter 3: Materials and methods 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



76 
 

3.1. Materials 

The materials used in the project are listed in Table 3.1. All materials were purchased 

from Sigma Aldrich, with the exception of AZD5718, which was received from Astra Zeneca, 

Gothenburg, Sweden. 

 

Table 3.1: Compound names and chemical formula of materials used in the project. 

Compound Chemical formula 

Indomethacin (98.5 – 100.5%) C19H16ClNO4 

Polyvinyl pyrrolidone K25 (PVP) (C6H9NO)n 

Paracetamol (≥ 97%) C8H9NO2 

AZD5718 C24H26N6O3 

 

3.2. Methods 

3.2.1. Sample characterisation and analysis 

3.2.1.1. Laboratory XRPD 

High-resolution XRPD data for phase identification purposes were collected on a 

Bruker D8 Advance, equipped with a copper source (wavelength 1.541Å) in Debye-Scherrer 

transmission and a LynxEye 1D Detector. Samples were lightly ground before loading into 

0.7mm borosilicate glass capillaries. Capillaries were rotated during data collection to ensure 

good powder averaging. Data collection parameters varied between scans. 

All lab data for PDF measurements were collected using a Malvern Panalytical 

EMPYREAN diffractometer, using a molybdenum source (wavelength 0.7093Å) unless 
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otherwise stated. A GaliPIX3D detector was used for detection of reflections. Measurements 

were collected at ambient temperatures. Samples were lightly ground before being loaded 

into either 2 mm or 3.5 mm borosilicate glass capillaries. The samples were rotated during 

data collection to ensure good powder averaging. A variable count time (VCT) data collection 

procedure was implemented to optimise signal-to-noise across the range in 𝑄, unless 

otherwise stated. Instrumental factors affecting PDF data (zero-error, 𝑄-damping and 𝑄-

broadening) were refined against NIST standard reference material 640c Si and fixed during 

any PDF calculations or refinements. Specific data collection parameters varied between 

scans. 

 

3.2.1.2. Synchrotron XRPD 

All synchrotron PDF data were collected at Diamond Light Source beam line I15-1, 

proposal number E17779. Data were collected for 300 seconds per sample using X-rays with 

wavelength 0.161669 Å and a PerkinElmer XRD 1611 CP3 area detector. Samples were lightly 

ground and loaded into 1.5 mm (OD) borosilicate glass capillaries. Capillaries were held in a 

12-slot motorised sample changer and rotated during data collection to ensure good powder 

statistics. Temperature control was achieved using a CryoJet with liquid nitrogen.  

 

3.2.2. PDF calculations and refinements 

3.2.2.1. Calculation of PDF from X-ray total scattering data 

3.2.2.1.1. xPDFsuite 

xPDFsuite (Yang, Juhas, Farrow, & Billinge, 2014) was used in Chapter 4 for calculation 

of PDF data from corrected and normalised X-ray total scattering data. This software 
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package was initially selected due to its ease of use and capability of handling a large 

number of data sets simultaneously for PDF calculations. A scan of an empty borosilicate 

glass capillary (either 1.5 mm or 2 mm, for synchrotron or laboratory, respectively) was 

used for background subtraction, before automated normalisation and corrections are 

applied for Fourier transformation to the PDF. An 𝑅𝑝𝑜𝑙𝑦 of 0.9 Å was used, which defines 

the shortest atom-atom distance in the sample, and a 𝑄𝑚𝑖𝑛 of 0.1 Å-1. The values used for 

𝑄𝑚𝑎𝑥 varied between samples. 

 

3.2.2.1.2. GudrunX 

GudrunX (Alan K Soper, 2011) was used from Chapters 5 and 6 to obtain the PDF from X-

ray total scattering data. A scan of an empty borosilicate glass capillary (either 1.5 mm or 3.5 

mm, for synchrotron or laboratory, respectively) was used for background subtraction, 

before normalisation and corrections are applied for Fourier transformation to the PDF. Data 

were treated with a Soper-Lorch convolution (Alan K. Soper & Barney, 2012) to minimise 

termination effects from the finite Fourier transform. The 𝑄𝑚𝑖𝑛 and 𝑄𝑚𝑎𝑥 values selected 

changed depending on sample and data collection parameters. The minimum radius for 

Fourier transform, defining the shortest atom-atom distance was 0.9 Å. 

 

3.2.2.2. Calculation of PDFs from structural models  

3.2.2.2.1. PDFfit 

PDFfit (Proffen & Billinge, 1999) was used for automated batch calculation of PDFs 

from MD simulation frames in Chapter 5. PDFfit was used in this instance due to its flexibility 

and capability of handling large volumes of PDF calculations. Anisotropic displacement 
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parameters (ADPs) were fixed at 0.0025 Å, and PDFs were calculated between 0.1 and 30 Å, 

with a step size of 0.02 Å. 

 

3.2.2.2.2. TOPAS Academic V6 

TOPAS academic V6 (A. A. Coelho, 2003; Alan A. Coelho, 2018) was used to calculate 

PDFs from MD simulation frames in Chapter 6, and refinement of the crystal structure to the 

experimental PDF data in Chapter 5. TOPAS was selected in these instances as it was only a 

single MD frame that was used for comparison to experimental data in Chapter 6, and the 

use of rigid body refinement (Chapter 1), which is not available in PDFfit, made fitting of the 

PDFs of molecular compounds possible in Chapter 5. The use of TOPAS is generally more 

applicable than other software packages for PDF calculations and refinements, as the macros 

have been modified to account for small thermal parameters at low-𝑟, due to correlated 

atomic motion, which increase gradually at higher-𝑟 to account for decreasing correlated 

motion due to intermolecular contacts. In packages such as PDFfit, ADPs are fixed across the 

full 𝑟-range, thus it is difficult to obtain suitable parameters. 

 

3.2.3. Sample handling and moisture control 

To minimise the contribution of environmental or process-induced sample variations 

to the PDF data, all materials were handled within a polyethylene glove bag (Aldrich® 

AtmosBag) under a dry nitrogen flow at ~25°C and <5% RH. This includes grinding of glass 

into powder, loading of powders into capillaries and long-term storage. Sample drying 

(where necessary) was carried out by loading powders or glass into a petri dish over P2O5 in 

a vacuum oven at room temperature. Samples were dried for up to 48 hours before being 
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transferred to the polyethylene glove bag for further handling/storage. Where samples were 

deliberately exposed to elevated humidity (Chapter 4), samples were transferred to a 

polyethylene glove bag containing a supersaturated sodium chloride – water solution (67-

71% RH) for up to 48 hours. 

 

3.2.4. Statistical analysis 

The statistical analysis package PolySNAP (Barr et al., 2004b) was used to perform 

pattern-matching and quantify the similarity between PDF data sets. PolySNAP quantifies 

similarity by calculating Pearson correlation coefficients (CCs) (Myers, Well, & Lorch, 2013) 

between two given patterns, where a CC of 1 suggests complete correlation between two 

patterns (e.g. superimposable) and a CC of -1 suggests a complete negative correlation. 

PolySNAP was chosen as it is capable of handling a number of data formats, allowing it to 

process diffraction, thermal and spectroscopic data if necessary and provides a rapid means 

of assessing the similarity between multiple data sets. 

 

3.2.5. Molecular dynamics simulations 

3.2.5.1. Amorphous cell 

The Materials Studio (San Diego, USA) Amorphous Cell (AC) package was used to 

generate starting configurations of molecules in a large box. The COMPASS II (Huai Sun et al., 

2016a) force field was used to calculate interactions between particles. The Ewald 

summation method was used to calculate long-range electrostatic interactions, with an 

Ewald accuracy of 1.0x10-5. The atom-based method of summation was used for van der 
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Waals with a cubic spline truncation at 13.5 Å, and a spline width of 1 Å. Partial charges were 

calculated as assigned by the COMPASS II force field. 

In the construction of the Amorphous Cell, the temperature used was 298 K, and a 

segment lookahead of 10 steps was selected, with a total number of loading steps of 1000, 

to appropriately explore the conformational space. Checks were performed for ring-spearing 

and aromatic ring geometries were fixed. 10 starting configurations were sampled for the 

initial input position of each molecule and each torsion angle. The cells were constructed 

with an initial density of 0.2 g/cm3, before being ramped to the target density. Following 

construction of the cell, the geometry was optimised using the Smart method, with 

convergence criteria for energy, force and displacement of 2x10-5 kcal/mol, 0.001 kcal/mol/Å 

and 1x10-5 Å, respectively. Standard pressure (1.013x10-4 GPa) was applied during geometry 

optimisation. 

 

3.2.5.2. Dynamics calculations 

The Forcite module in Materials Studio was used for molecular dynamics simulations. 

The same force field parameters and summation methods as outlined in Section 1.2.4.1 were 

applied for the dynamics calculations. In all cases, the initial velocities were randomly 

assigned. Regardless of total simulation time, the time step selected was 0.5 fs, and a frame 

output of 1/ps was chosen for analysis. In the NVT and NPT ensembles, the Nose (Nosé, 1984) 

thermostat was used. The Berendsen (Berendsen et al., 1984) barostat was used for pressure 

control in the NPT ensemble, with external pressure of 1.013x10-4 GPa. The Berendsen 

barostat was used, despite its drawbacks, due to its ability to rapidly equilibrate the pressure. 

This was an acceptable method as the volume of the cell was fixed during the analysis runs 

and as such did not affect the dynamics. 
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3.2.6. Searching, visualisation and analysis of structures  

All structures were visualised using the Mercury software within the CSD (Groom, 

Bruno, Lightfoot, Ward, & IUCr, 2016). Structure analysis was performed using the Aromatic 

Analyser and hydrogen Bond Coordination Quick-View modules within Mercury. The Mogul 

module in Mercury was used for assessing intramolecular geometries from MD simulations 

of amorphous PCM. Structures used for refinements to PDF and XRPD data are given in Table 

3.2. 

The Aromatic Analyser module assesses the strength of aromatic interactions using 

a neural network which has been trained using quantum mechanical calculations of phenyl 

rings in differing geometries. Aromatic interactions are scored between 0 and 10 and ranked 

as weak (0 – 3), moderate (3 – 7) or strong (7 – 10). Scores are calculated by selecting a 

molecule of interest. The software then automatically calculates the interaction score of the 

surrounding molecules. 

The Hydrogen Bonding Coordination Quick-View module allows a rapid assessment 

of the intermolecular geometries in a given structure. Hydrogen bonding is assessed by 

calculating the probability for the observed coordination numbers of hydrogen bonds within 

a structure, based on the data available within the CSD. Thus, the most feasible bonding 

arrangement in a series of structures can be determined by comparison of the probabilities 

calculated within the module, where a low probability suggests that there is a more feasible 

arrangement of intermolecular contacts.  
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Table 3.2: List of structures used for refinements to PDF and XRPD data, including refcodes 
where applicable. 

Compound Refcode Polymorphic form Source 

PCM HXACAN04 I CSD 

PCM HXACAN08 II CSD 

PCM HXACAN40 III CSD 

PCM HXACAN39 III-m CSD 

PCM HXACAN47 VII CSD 

AZD5718 N/A I AstraZeneca 

ConQuest (Bruno et al., 2002a) was used to search the CSD and the custom in-house 

database created using CSD Editor. Typically, an input structure was drawn within the 

software with a structural feature of interest identified for the search. ConQuest then 

searches for all structures within the CSD with the matching structural feature. Individual 

search criteria are specified in Chapter 6. 
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Chapter 4: Practical considerations for reliable pair 

distribution function of amorphous pharmaceuticals using 

laboratory sources 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



85 
 

4.1. Introduction 

A major challenge facing the pharmaceutical industry is the poor aqueous solubility of a high 

percentage of new chemical entities (NCEs) emerging from discovery programmes (Kanaujia 

et al., 2015). As such, there has been a surge in interest in amorphous solids, to exploit the 

solubility advantages exhibited in contrast to their crystalline counterparts (Hancock & Parks, 

2000). The drawback of amorphous pharmaceutical solids, is the risk of spontaneous 

conversion to a more thermodynamically favoured form that can occur during processing, 

storage or use (Qian, Huang, & Hussain, 2010). The unstable character of amorphous solids 

can be countered by the use of a polymeric matrix, which can improve stability through solid-

state interactions with the active pharmaceutical ingredient (API) and by kinetically hindering 

mobility of the drug (Baghel et al., 2016). 

As such, a key research objective has been to understand the thermodynamic phase 

behaviour of formulated drug-polymer systems (Bordos et al., 2019; Rumondor et al., 2009; 

Yuan et al., 2015). To fully achieve this, it is useful to have the capability to unambiguously 

characterise the structures of amorphous solids and their polymeric formulations and to 

detect structural changes indicative of any change in solid state. Structural characterisation 

of crystalline materials is a routine procedure in drug development. However, given the lack 

of long-range order in amorphous solids, the requirements for Bragg’s law cannot be met, 

resulting in the amorphous “halo” observed in X-ray powder diffraction (XRPD) experiments 

(Stachurski, 2011). Despite the lack of long-range ordering, amorphous solids do exhibit a 

“local” structure, which can be probed to understand nano-scale local ordering, by Fourier 

transformation of XRPD data to the pair distribution function (PDF) (Takeshi & Billinge, 2012). 

The growing interest in the commercial exploitation of amorphous pharmaceuticals has 

driven interest in the applications of the PDF method in understanding amorphous APIs. 
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Historically employed in the study of inorganic liquids and glasses (Kirkwood & Boggs, 1942; 

Lorch, 1969; Thijsse, 1984; Wagner, 1980), PDF analysis has found utility in the analysis of 

nanocrystalline materials and disordered crystals (Cliffe et al., 2010; Jiang et al., 2017; 

Masadeh et al., 2007; Young & Goodwin, 2011). The last decade has seen these applications 

extend to molecular organic materials, with an emphasis on pharmaceutical solids (de Araujo 

et al., 2017; Shi et al., 2017; Terban et al., 2016, 2020) in an effort to understand what is 

becoming an increasingly important class of functional materials. 

Most PDF studies are performed at synchrotron facilities to benefit from the high flux and 

detector efficiencies for good signal to noise, rapid data acquisition to high Q (Chupas et al., 

2003, 2007; Sutter et al., 2016). As such, a number of challenges arise for generating reliable 

PDFs using a laboratory diffractometer, particularly in the characterisation of low-atomic 

number materials, such as organic pharmaceuticals and polymers (Petkov et al., 2013). While 

there are a few literature examples of PDF studies of pharmaceuticals using a laboratory 

system (Chieng et al., 2013; Geddes et al., 2019; Nollenberger et al., 2009), there has been 

little effort to address the specific data collection and sample handling procedures required 

for reliable PDF data. Firstly, due to the wavelength-dependence of the accessible 𝑄𝑚𝑎𝑥 in 

the experiment (Chapter 1; Section 1.8.2.1), it has been recommended that a molybdenum 

anode (𝐾𝛼1 = 0.709 Å, 𝑄𝑚𝑎𝑥 ~ 17 Å-1) is necessary to meet the minimum resolution 

requirements for a unique PDF (Dykhne et al., 2011). A further significant hurdle in data 

collection is in altering the diffraction experiment to address the drastic fall-off of elastic 

scattering at high 𝑄, which is also met with an increase in inelastic scattering. One such 

approach to optimise counting statistics at high 𝑄 is to implement a variable count time (VCT) 

collection procedure (Dinnebier & Billinge, 2008; Florence et al., 2005; te Nijenhuis et al., 

2009), wherein 2𝜃 is split into sections, and corresponding collection times increased with 

each angular range to minimise noise where measured intensities are weakest. Sample 
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holders should minimise background contributions and allow for a wide angular range of 

measurement in 2𝜃. A transmission geometry instrument is well suited to this (David et al., 

2010), in addition to avoiding effects of sample movement during measurement as a result 

of phase transitions for example. Additionally, containing material within a capillary can also 

minimise exposure to environmental factors, such as elevated humidity.  

Beyond instrument and data quality considerations, there are, of course, sample-

specific requirements for reliable PDF data. Common factors that can impact on the PDF 

include: homogeneity (uniformity of the amorphous dispersion); composition (API and 

polymer concentration); amorphous content (completely free of crystalline API); residual 

humidity (minimal moisture content); article size (consistent particle size distribution) and 

degradation of API/polymer. Indeed, these factors are related, and it is thus crucial to 

minimise any variables or processes which may have a uncontrolled effect on any of the 

above. Central to achieving this is the preparation method, and the repeatability and 

reproducibility of any process implemented to produce the amorphous form. A number of 

properties of formulated amorphous solids can vary as a consequence of the preparation 

method, as detailed in Table 4.1.  
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Table 4.1: Thermodynamic status and destabilisation driving force for solid 

dispersions/solutions (Qian et al., 2010). 

Thermodynamic status  ASD structure Destabilization driving 

force 

Thermodynamically stable 

glass 

Amorphous solid solution (ASS)/ 

molecular dispersion of API and 

polymer 

None 

Thermodynamically stable 

liquid 

Amorphous solution (AS)/ 

molecular dispersion of API and 

polymer 

None 

Supersaturated glass Amorphous-amorphous phase 

separated/ Crystalline-amorphous 

phase separated (AAPS/CAPS) 

Amorphous phase 

separation, crystallisation 

of supersaturated API  

Supersaturated liquid Amorphous-amorphous phase 

separated/ Crystalline-amorphous 

phase separated (AAPS/CAPS) 

Amorphous phase 

separation, crystallisation 

of supersaturated API 

Supersaturated and 

immiscible glass 

Amorphous-amorphous phase 

separated (AAPS) 

Amorphous phase 

separation 

Supersaturated and 

immiscible liquid 

Amorphous-amorphous phase 

separated (AAPS) 

Amorphous phase 

separation 

 

The indomethacin-polyvinylpyrrolidone (IND-PVP) solid dispersion is a well-studied miscible 

amorphous system (Yoshioka et al., 1994; Yuan et al., 2015; Tian et al., 2016) used for the 

stabilisation of the BCS class II API indomethacin. Due to the presence of hydroxyl group (see 
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Figure 1.1b), IND is amenable to hydrogen bond formation with PVP (which has a hydrogen 

bond acceptor group, see Figure 1.1a) and together IND and PVP form an amorphous solid 

dispersion. PDF analysis was applied to study this amorphous system with a view to achieving 

a consistent approach to producing high quality lab derived PDFs that can be used to 

characterise the local structure and stability in this model system as a function of 

composition, manufacturing route and storage. 

 

 

Figure 4.1: Chemical structures of (a) PVP monomer and (b) IND, highlighting the hydrogen 
bond donor and acceptor groups (red circles) respectively.  

 

4.2. Experimental methods 

4.2.1. Materials 

4.2.1.1. Reference materials 

Indomethacin and PVP Kollidon® 25 were purchased from Sigma Aldrich. Reference 

data were collected for the as-received materials (as-received indomethacin was purchased 

in the gamma polymorphic form). 

 

 

(a) (b)

(d)(c)
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4.2.1.2. Processed materials 

Table 4.2 lists the processed ASD materials that were prepared from the reference materials 

and used throughout this work in the physical states listed. All processed materials were 

analysed within 30 minutes of preparation. 

 

Table 4.2: Nomenclature used to describe ASD preparations. 

ASD composition Shorthand Physical states Description 

IND-PVP 85:15 wt% EXTD-C85 Extrudate C85 powder Triturated extrudate powder 

EXTD-C85 Extrudate C85 glass Extrudate glass  

SD-C85 Spray dried C85 Spray dried powder 

- Melt cooled C85 glass Melt cooled glass  

- Melt cooled C85 powder Triturated melt cooled powder  

IND-PVP 70:30 wt%  EXTD-C70 Extrudate C70 powder Triturated extrudate powder 

 EXTD-C70 Extrudate C70 glass Extrudate glass  

 SD-C50 Spray dried C50 Spray dried powder 

 SD-C70 Spray dried C70 Spray dried powder 

 SD-C85 Spray dried C85 Spray dried powder 

IND-PVP 70:30 wt% EXTD-C50 Extrudate C50 powder Triturated extrudate powder 

 EXTD-C50 Extrudate C50 glass Extrudate glass  

 SD-C50 Spray dried C50 Spray dried powder 
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IND-PVP 20:80 wt% EXTD-C20 Extrudate C20 powder Triturated extrudate powder 

EXTD-C20 Extrudate C20 glass Extrudate glass  

 

4.2.1.3. Amorphous IND 

Amorphous IND was prepared by weighing 10g of as-received IND into a stainless-

steel beaker that was submerged into a pre-heated (175°C) silicon oil bath. Temperature 

control was achieved using a hot-plate and temperature probe. Continuous stirring was 

performed for 5-15 minutes using an overhead 2-blade pitched impeller at ~400rpm. When 

all sample was melted, the beaker was transferred to a polyethylene glove bag (Aldrich® 

AtmosBag) under a dry nitrogen atmosphere at ~25°C and <5% RH to cool for 15 min. Use of 

the glove bag ensured minimal exposure to environmental humidity. Following this, the 

amorphous glass was removed and ground for 4 minutes inside the glove bag.  

 

4.2.1.4. Alpha IND 

Alpha indomethacin was prepared by antisolvent crystallisation from hot ethanol (80 

°C), as described in the literature (Chen et al., 2002). Room temperature filtered water was 

used as antisolvent. The re-crystallised sample was dried in a vacuum oven at room 

temperature for 24 hours before recovery. 

 

4.2.1.5. Melt cooled C85 

8.5 g of as-received IND and 1.5 g of PVP (dried for 19 hours at 110 °C to minimise 

water content) were weighed into a 100 ml stainless-steel beaker. A light pre-mixing of the 

mixture was performed within the beaker using a spatula to assist the melting process. The 
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beaker was immersed in a silicon oil bath as described in Section 2.1.2.1. Sample was heated 

for an initial period of 10 minutes with no mixing as this allowed the powders to melt without 

deposition of powder on the impeller blades and beaker walls, affecting the composition of 

the final product. After the initial melting period, mixing was achieved using the 2-blade 

impeller (Section 2.1.2.1.). After 5 minutes of mixing, the sample was transferred to the glove 

bag and ground for four minutes. 

 

4.2.1.6. Extruded C20, C50, C70 and C85 

All extruded materials were prepared using a Thermo Scientific® Process 11 11mm 

twin-screw hot-melt extruder. All compositions were weighed out as dried powders into 25 

ml sample bottles and shaken vigorously to produce a homogeneous blend. Powders were 

fed into the extruder using a spatula. The screw speed was set to 100 rpm. Temperature was 

fixed at 50 °C for initial processing, before being ramped to 170 °C before the die zone (die 

diameter = 1mm), to minimise thermal degradation. A Terwin Instruments 2000 was used to 

monitor pressure. 

 

4.3. X-ray powder diffraction instrumentation 

4.3.1.1. Laboratory silver X-ray powder diffraction 

All silver X-ray powder diffraction data were collected using a Malvern Panalytical 

EMPYREAN diffractometer (molybdenum anode, 0.5594 Å) in Debye-Scherrer transmission 

geometry, equipped with a GaliPIX3D detector. Data were collected in the angular range 3 – 

147 ° 2Θ, with step-size of 0.014 °, and a constant count time of 1 second per step. 
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All powder samples were lightly triturated to minimise any preferred orientation effects. 

Samples were loaded into 1 mm borosilicate glass capillaries (Capillary Tubes Supplies Ltd.). 

A GaliPIX3D detector was used in 1D mode for all scans. Measurements were performed at 

ambient temperature unless otherwise stated. 

 

4.3.2. Laboratory molybdenum X-ray powder diffraction 

All molybdenum X-ray powder diffraction (0.7093 Å) data were collected as described in 

2.2.1. Data were collected in the angular range 3 – 147 ° 2𝜃, employing a VCT procedure as 

shown in Table 4.3, with a constant step-size of 0.014 ° 2𝜃. All powder samples were lightly 

triturated to minimise any preferred orientation effects, or in the case of amorphous 

samples, to ensure optimal packing density within the capillaries. Samples were loaded into 

2 mm borosilicate glass capillaries (Capillary Tubes Supplies Ltd.). GaliPIX3D detector was 

used in 1D mode for all scans. Measurements were performed at ambient temperature 

unless otherwise stated.  

 

Table 4.3: XRPD VCT data collection parameters for laboratory PDF analysis 

Angular range (° 2𝜃) Time per step (s) 

3 – 15 0.5 

15 – 32 1 

32 – 44 1.5 

44 – 61 3.5 

61 - 147 8 
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4.3.3. Synchrotron X-ray powder diffraction 

All synchrotron X-ray total scattering data was collected on the Diamond Beamline I15-1 

(proposal EE17779), using a wavelength of 0.161669 Å and a PerkinElmer XRD 1611 CP3 area 

detector. Powder samples were lightly triturated, sealed in 1.5 mm borosilicate capillaries, 

and mounted onto a 12-slot motorized sample changer. The sample changer was used to 

align each capillary with the X-ray beam for measurements. A cryojet was used for 

temperature control to achieve and maintain temperatures in the range –173 °C – 175 °C. All 

programming was carried out using an in-house Python® software. 

 

4.3.4. Pair distribution function 

Although a number of software packages exist for the automatic transformation of total 

scattering data to the PDF, xPDFsuite (Yang et al., 2014) was used in this study enabling its 

assessment for ease of use, minimal user input for calculations and reliable PDF generation 

A scan of an empty 2mm borosilicate glass capillary was used for background subtraction, 

unless otherwise stated. An 𝑅𝑝𝑜𝑙𝑦 of 0.9 Å was used, which defines the shortest atom-atom 

distance in the sample, along with a 𝑄𝑚𝑖𝑛 of 0.1 Å-1. The values used for 𝑄𝑚𝑎𝑥 varied between 

samples, as termination effects are partly dependent on the amplitude of 𝐹(𝑄), as will be 

demonstrated. 

 

4.4. Measuring effect of drying and elevated humidity on the PDF 

4.4.1. C20 

To assess the effect of moisture absorption on the PDF, C20 extrudate was ground in the 

glove bag for 4 minutes, before being transferred to a petri dish, under P2O5, in a vacuum 
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oven at room temperature for 24 hours. After sampling for analysis, the material was 

transferred to a glove bag with a supersaturated sodium chloride solution, which provided 

elevated humidity in the range 67 – 71% RH, for 48 hours. After exposure to humidity, the 

material was once again placed in the vacuum oven for 48 hours, to remove moisture. 

 

4.4.2. PVP 

Before any initial drying of PVP was performed, some pre-processing of the as-received 

powder was carried out. 5g of as-received PVP was weighed into the stainless steel beaker, 

and heated as described in 2.1.2.1, only the heating process was allowed to continue for 25 

minutes. After cooling, the powder was dried and exposed to elevated humidity, before re-

drying, as described in the Section 2.3.1. 

 

4.5. Statistical analysis 

The software package PolySNAP (Barr, Dong, & Gilmore, 2004a) was used to quantify 

similarity between PDFs, by calculating Pearson correlation coefficients (CC) between each 

data set. A CC of 1 indicates a complete correlation between two PDFs, whereas a CC of -1 

indicates a complete negative correlation. Various analysis windows were used for PDF data, 

as indicated in each section. 

 

4.6. Results and discussion 

4.6.1. Reproducibility of the PDF 

Reliable PDF analysis of amorphous materials requires reproducible total scattering 

measurements. It is necessary to optimise the data collection procedure when using a 
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laboratory X-ray diffractometer (particularly capillary size, sample presentation, source 

anode, and counting time), due to the limitations imposed by the instrument geometry and 

flux, in contrast with synchrotron sources. The procedure taken in this work is discussed from 

Section 3.1.1. onwards. 

 

4.6.2. Capillary size and sample presentation 

1 mm and 2 mm borosilicate glass capillaries were tested for data collection for PDF analysis, 

using a molybdenum source. These contrast with the 0.7 mm capillary typically used for 

copper XRPD, which, due to the narrow diameter, provide greater angular resolution but at 

the expense of signal-noise ratio (SNR) due to the lower irradiated sample volume. The data 

collected from samples held in the 1 mm capillary are shown to have higher levels of noise 

than the 2mm capillary data. This is illustrated in Figure 4.2, with a comparison of the 𝐹(𝑄) 

profiles showing higher levels of noise at high-𝑄 for the 1 mm capillary. The improved SNR 

from the 2mm capillaries also was shown to provide reproducible 𝐺(𝑟) curves (Figure 4.3). 

The effect of noise is visible in the resulting PDF generated from the 1 mm capillary data, as 

higher noise in 𝐹(𝑄) (Figure 4.2) introduces significant variations in the 𝐺(𝑟) despite having 

a generally similar 𝐹(𝑄) profile and identical 𝑄𝑚𝑎𝑥. On closer inspection of the G(r) curves, 

the ripples resulting from higher noise in the 1 mm capillary also have higher amplitudes. 
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Figure 4.2: Stack of 𝐹(𝑄) profiles of crystalline indomethacin using a 1mm (blue) and 2mm 
(green) capillary. 

 

 

Figure 4.3: 𝐺(𝑟) curves generated from 1 mm and 2 mm borosilicate capillaries for Gamma-
IND. 
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The high similarity between the PDFs calculated from crystalline IND in 2mm capillaries is 

reflected in the PolySNAP analysis (Table 4.4), where PDFs were compared in the region 3.5Å 

to 30Å. The CCs between all samples are close to 0.99. However, in comparison to the 1 mm 

measurement, the poor reproducibility due to the limited sample volume is shown, where 

the highest CC is 0.749. While only a single measurement was taken using the molybdenum 

source and 1 mm capillary, the poor correlation between the 2mm and 1mm PDFs is striking. 

This demonstrates that the wider diameter capillary is far more suitable for PDF analysis using 

a laboratory instrument.  

 

Table 4.4: Pearson correlation coefficients between 1 mm and 2mm PDFs of crystalline IND. 
Values lower than 0.9 are highlighted bold. 

 2 mm (1) 2 mm (2) 2 mm (3) 1 mm 

2 mm (1) 1 0.992 0.993 0.742 

2 mm (2)  1 0.985 0.749 

2 mm (3)   1 0.729 

1 mm     1 

 

4.6.3. Effect of noise using a silver laboratory source 

The effect of optimising data collection procedures and the detrimental impact of 

noise on PDF reproducibility was investigated with a low-wavelength laboratory Ag source 

(𝜆 = 0.5594 Å), using a constant counting time (CCT) and a 1 mm borosilicate capillary 

(Section 2.2.1.). Figure 4.4 shows the variability in 𝐺(𝑟) curves produced by very noisy signals 

at high-𝑄. In 𝐹(𝑄), high levels of noise mask any features in the true signal, particularly at 
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high-𝑄. The random noise translated into poor reproducibility in the resultant 𝐺(𝑟) curves 

with significant small-amplitude ripples evident. This renders the PDFs unsuitable for reliable 

analysis. Whilst the low wavelength of the silver anode has a higher accessible 𝑄𝑚𝑎𝑥, the 

results show the impact of data collection where adequate scattering across the 𝑄 – range is 

not implemented. As such, for lab PDF, there is a trade-off between the useable 𝑄𝑚𝑎𝑥, the 

quality of the data, and collection time required for suitable data to be obtained. 

 

 

Figure 4.4: 𝐹(𝑄) and corresponding 𝐺(𝑟) curves of three crystalline indomethacin samples, 
collected using a silver X-ray source with CCT data collection procedure. 

 

The poor reproducibility of the Ag measurements is also clearly evident from the PolySNAP 

analysis (Table 4.5), where all values are significantly lower than 0.9. By contrast to the 

molybdenum VCT scans using the 2 mm capillary, which were all above 0.9.  
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Table 4.5: Pearson correlation coefficients between Ag PDFs of crystalline IND. Values lower 
than 0.9 are highlighted bold. 

 Ag (1) Ag (2) Ag (3) 

Ag (1) 1 0.818 0.718 

Ag (2)  1 0.686 

Ag (3)   1 

 

4.7. PDF data treatment and improvement  

Obtaining atomic PDFs that enable and facilitate accurate characterisation of amorphous 

APIs and solid dispersions requires carefully collected XRPD data and potential application of 

data treatment procedures that minimise systematic errors in PDF analysis. In this section, 

options are explored for improving the quality of the 𝐺(𝑟) curves of amorphous and 

crystalline materials used in this work. These procedures address (i) artefacts introduced 

from experimental noise, and (ii) systematic errors introduced in the processing of the raw 

experimental data. 

 

4.7.1. Addressing ripples from Fourier transformation 

Ripples caused by termination of the Fourier transform at 𝑄𝑚𝑎𝑥 < ∞ can be 

modelled as sin𝑄𝑚𝑎𝑥𝑟 𝑟⁄ , and have a wavelength of ~2𝜋 𝑄𝑚𝑎𝑥⁄  (Takeshi and Billinge, 2012). 

This is shown by performing the Fourier transform of 𝐹(𝑄) simulated as a flat line and 

comparing to the calculated curves of sin𝑄𝑚𝑎𝑥𝑟 𝑟⁄  to compare ripple periodicity (Appendix 

1: Section 7.). For 𝐹(𝑄) simulated as a flat line, its value remains constant at unity throughout 

the entire 𝑄-range. This means that the wavelength of ripples is dependent on 𝑄𝑚𝑎𝑥, and 

the higher 𝑄𝑚𝑎𝑥 is, the shorter the ripple wavelength. A plot of ripple wavelength versus 
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𝑄𝑚𝑎𝑥 demonstrates this (Figure 4.5). Also, the effect of 𝑄𝑚𝑎𝑥 on 𝐺(𝑟) profiles generated 

from a flat line 𝐹(𝑄) is shown in Figure 4.6. Since no structural information is contained in 

these 𝐺(𝑟) profiles, what is observed is purely the effect of Fourier transforming the 

termination function at a finite 𝑄 value. As expected, the wavelengths of the 𝐺(𝑟) profiles 

decrease with increasing 𝑄𝑚𝑎𝑥. 

 

 

Figure 4.5: Ripple wavelength as a function of 𝑄𝑚𝑎𝑥. 𝐺(𝑟) generated from 𝐹(𝑄) = 1 (shown 
in Figure 4.6). 
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Figure 4.6: 𝐺(𝑟) profiles for different values of 𝑄𝑚𝑎𝑥. 𝐺(𝑟) generated from 𝐹(𝑄) = 1.  

 

Secondly, the amplitude of termination ripples is shown to be dependent on the value of 

𝐹(𝑄) at the termination point i.e. 𝐹(𝑄) at 𝑄𝑚𝑎𝑥. This is demonstrated in Figure 4.7, where a 

flat line is input as the 𝐼(𝑄). Termination of the Fourier transform at 𝑄𝑚𝑎𝑥 where the 

amplitude of 𝐹(𝑄) ≠ 0 results in higher ripple amplitudes. Where 𝐹(𝑄) = 0, ripples are 

significantly dampened; therefore, the impact of ripples can be further reduced by 

terminating 𝑄𝑚𝑎𝑥 where 𝐹(𝑄) is close to zero. While these of course represent idealised 

cases wherein there are no statistical errors in the 𝐼(𝑄) or 𝐹(𝑄) input data, this can be 

translated to experimental data where noise is present. It is also important to note that for 

experimental data, the resulting PDF is convoluted with both the Fourier transform of the 

termination function, and the Fourier transform of the noise (Takeshi & Billinge, 2012b). 
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Figure 4.7: Ripple amplitude as a function of 𝐹(𝑄) value. 𝐺(𝑟) generated from flat line as 
𝐼(𝑄).  

 

4.7.2. Addressing ripples from experimental counting statistics  

As shown above, the wavelength and amplitude of ripples in a measured PDF caused by 

termination at 𝑄𝑚𝑎𝑥 can be well described and at least their impact minimised. However, 

ripples caused by low SNR in the raw intensity data. For strongly scattering crystalline 

materials, the 𝐺(𝑟) has intense peaks at high-𝑟, therefore ripples in this range are largely 

inconsequential. However for amorphous systems where  featureless 𝐺(𝑟) curves at higher 

𝑟 are generated the ripples present potentially bigger impact on the interpretation of PDFs. 

It is desirable to address ripples that arise from the raw data and result in noise in 𝐺(𝑟) to 

ensure features are not wrongly assigned, especially where materials have significant 

amorphous content and emerging structural features (e.g. nanocrystallinity) may be weak.  
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4.7.3. Approaches to mitigating ripples in 𝑮(𝒓) curves 

Two approaches to correcting undesirable, spurious ripples in 𝐺(𝑟) curves are evaluated in 

the following sections, namely minimising errors and Savitzy-Golay smoothing (Zimmermann 

& Kohler, 2013). Assessment of these correction techniques was performed in MATLAB® 2016 

to aid flexibility and improve understanding already afforded by commercially available PDF 

software. 

 

4.7.3.1. Error minimisation 

One possible approach to reducing the amplitude of termination ripples in 𝐺(𝑟) is to 

terminate 𝐹(𝑄) at a 𝑄𝑚𝑎𝑥 where the value of 𝐹(Q)~ 0, as demonstrated in Section 4.1. In 

Figure 4.8, the 𝐹(𝑄) of Amorph-IND was terminated at 𝑄𝑚𝑎𝑥 of 16 Å-1 and 20 Å-1 to observe 

the effect of the termination point (𝐹(𝑄) value) on the amplitude of ripples in 𝐺(𝑟). An 

immediate consequence of terminating 𝐹(𝑄) at different 𝑄𝑚𝑎𝑥 is a variation in 𝐺(𝑟) features 

as shown in Figure 4.9. Terminating at lower 𝑄𝑚𝑎𝑥 of 16 Å-1 not only resulted in a loss of real-

space resolution, evidenced by broadened peaks in the low-𝑟 region, but also caused 

distortions to the low-𝑟 features at 2.6 Å, 3.6 Å and 3.9 Å. The most noticeable change in the 

low-𝑟 region occurred at <1 Å where the positions of termination ripples changed alongside 

reduced amplitudes for 𝑄𝑚𝑎𝑥 of 16 Å-1. In the high-𝑟 region, visibly higher amplitudes of 

termination ripples were observed for 𝑄𝑚𝑎𝑥 of 20 Å-1. A closer view of this range in Figure 

4.10 demonstrates this. It is important to note that the increased amplitudes of ripples in the 

high-𝑟 region is also a contribution from a much noisier 𝐹(𝑄) truncation at 𝑄𝑚𝑎𝑥 of 20 Å-1. 
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Figure 4.8: Termination of 𝐹(𝑄) of Amorph-IND at different 𝑄𝑚𝑎𝑥  values.  

 

These results illustrate the challenge in terminating at a maximum attainable 𝑄𝑚𝑎𝑥  

(where counting statistics are not detrimental) does not necessarily result in better quality 

PDF where 𝑄𝑚𝑎𝑥 is negatively impacted and therefore the overall quality/information 

content of the PFD is reduced. The error minimisation method therefore is an optimisation 

of the termination point which satisfies the requirement of a maximum attainable 𝑄𝑚𝑎𝑥, and 

a value of 𝐹(𝑄) that is close to zero, which as seen in Figure 4.9 the location can have 

significant impact on G(r) quality and interpretability. Thus whilst the error minimisation 

approach is helpful in mitigating ripples, care is required in implementing the best cut-off 

positions and in selecting these for each sample compositions/material used. 
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Figure 4.9: 𝐺(𝑟) curves for 𝐹(𝑄) terminated at 𝑄𝑚𝑎𝑥 of 16 Å-1 and 20 Å-1 for Amorph-IND. 
𝑟 = 0 – 30 Å. 

 

 

Figure 4.10: 𝐺(𝑟) for 𝐹(𝑄) terminated at 𝑄𝑚𝑎𝑥 of 16 Å-1 (green) and 20 Å-1 (blue) for Amorph-
IND. Truncated between 𝑟 = 10 – 30 Å. 
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4.7.3.2. Smoothing of 𝑭(𝑸) 

The propagation of random noise from the raw data into the 𝐺(𝑟) is a major hindrance to 

the use of higher 𝑄𝑚𝑎𝑥 values from a laboratory or synchrotron source. Smoothing of the 

𝐹(𝑄) is a potential way to de-noise the signal, removing extraneous, random variations in 

amplitude whilst maintaining the fundamental integrity of the F(Q) signal so that high -𝑄 data 

can be included in the Fourier transform. This principle is demonstrated in Figure 4.11 for 

Amorph-IND. Here, the corrected, normalised experimental 𝐹(𝑄) signal was de-noised by 

smoothing with a Savitsky-Golay algorithm. The Savitsky-Golay filter was selected as it is 

regularly applied for data smoothing and de-noising in spectrum analysis, signal processing, 

and image processing fields (Zimmermann & Kohler, 2013). The key advantage of this filter is 

due to the method in which it processes data points. As any given dataset is split into a series 

of analysis windows, consisting of only a few points (e.g. 5), the important features in the 

data (e.g. Bragg peaks or broad diffuse features in the case of XRPD data) are largely 

unaffected (Savitzky & Golay, 1964). Note that at the selected truncation point of 𝑄𝑚𝑎𝑥 = 20 

Å-1 used in this study, 𝐹(𝑄)  = 0.0039 (i.e. ~0) the resultant ripples in the 𝐺(𝑟) are due to 

contribution from random noise in 𝐹(𝑄) and finite termination. On inspection of the normal 

and smoothed F(Q) derived 𝐺(𝑟) curves respectively, significantly more ripples are present 

in the original 𝐺(𝑟), with the smoothing reducing ripple amplitudes by ~50% in the  high-𝑟 

region (see bottom pane of Figure 4.11), whilst showing no significant alteration to the 

underlying shape of the F(Q) profile. Given that the key features in 𝐹(𝑄) remain unchanged, 

it is apparent that the structural information encoded within the 𝐹(𝑄) passes the filter 

unaffected.  
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Figure 4.11: (Top) original (blue) and smoothed (red) 𝐹(𝑄), (middle) 𝐺(𝑟) calculated from 
original (blue) and smoothed (red) 𝐹(𝑄) for Amorph-IND. 𝑟 = 3 – 30Å. (Bottom) truncated 
view of middle pane showing 𝑟 = 10 – 30Å.  

 

The effectiveness of smoothing 𝐹(𝑄) to de-noise data  shows potential promise 

though does require further evaluation. Since statistical noise propagated from 𝑆(𝑄) is 

amplified in 𝐹(𝑄), a potential approach would be to smooth the 𝑆(𝑄) data. Smoothing has 

been applied as an error mitigation technique in the PDF analysis of nanoparticles (Mullen & 

Levin, 2011). In their work, an aws (adaptive weights smoothing) algorithm was able to 

handle SNRs as low as 25 and appeared to reconstruct the noise-free signal reasonably well. 

While smoothing 𝐹(𝑄) is shown to be effective at minimising the effect of noise at high-𝑟, it 

is apparent from Figure 4.12 that this does not affect the low-𝑟 termination ripples to any 

significant extent. This is due to truncation effects and as such, smoothing will not change 

the amplitudes of these features, as it is an inherent limitation of the finite integral (Chapter 
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1). As such, other approaches could be assessed to minimise this, such as the real-space 

Soper-Lorch convolution function (Alan K. Soper & Barney, 2012), however, these are not 

discussed or implemented in this chapter. 

 

 

Figure 1.12: Original and smoothed 𝐹(𝑄) and corresponding 𝐺(𝑟)curves for Amorph-IND. 
PDF truncated between 0 and 10 Å. 

 

4.8. Lab and synchrotron derived PDFs of reference samples  

Having selected a suitable lab data collection and data treatment procedure, 𝐺(𝑟) curves of 

reference samples (Processed PVP, as-received PVP, 𝛾-IND and 𝛼-IND) were generated using 

the PDF method outlined for molybdenum and synchrotron X-ray sources (Section 2.2.4.). 

Figure 4.13 shows stacked 𝐺(𝑟) curves for the reference samples generated from 

synchrotron X-ray total scattering data. The 𝐺(𝑟) curve for 𝛾-IND shows well defined features 

which extend into the high-𝑟 region, beyond the upper-𝑟 limit shown reflecting the long-

range ordering in the sample, characteristic of a crystalline material. Amorph-IND and all PVP 

𝐹(𝑄)
Smoothed 𝐹(𝑄)

𝐺(𝑟)
Smoothed 𝐺(𝑟)

No changes to features of 

interest in the low-𝑟 region

Source: Synchrotron

Material: Amorph-IND

Form: Powder

Capillary: Borosilicate 2 mm

𝑄𝑚𝑎𝑥 = 20 Å-1

λ = 0.161669 Å
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samples displayed a lack of features in this 𝑟-range, reflecting their amorphous character and 

absence of long range order.  

On close observation of the PDF curves of the amorphous samples, the presence of periodic 

small-amplitude sinusoidal features across 𝐺(𝑟) is evident. Commonly overlooked in 

literature (Peterson et al., 2012; Shi et al., 2017), these graphical features in the calculated 

PDF G(r) may be misinterpreted as actual structural features. For example, falsely indicating 

the presence of nanocrystalline domains in an otherwise homogeneous amorphous sample. 

However, these fluctuations are mainly due to noise and truncation errors (Takeshi and 

Billinge, 2012). These ripples can be modelled and have a wavelength of ~2𝜋 𝑄𝑚𝑎𝑥⁄  (Takeshi 

& Billinge, 2012a). This is a mathematical consequence of the theoretical 𝐺(𝑟) being 

convoluted with noise and the Fourier transform of the termination function (Chapter 1). 

This is discussed in more detail in section 4.4. The small-amplitude termination ripples are 

visible in the high-𝑟 region of the 𝐺(𝑟) curves of Processed PVP, as-received PVP and 

Amorph-IND due to the lack of underlying structural features at high-𝑟 Though are less 

apparent in the crystalline 𝐺(𝑟) curve due to the relatively strong structural features in the 

crystalline PDF in this region. 
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Figure 4.13: Stacked PDF traces of reference materials generated from synchrotron X-ray 
source. High and low intensity termination ripples are highlighted across the range in 𝑟. 
Structural features at high-𝑟 for crystalline IND are also highlighted. 

 

In the low-𝑟 region (0 – 1 Å) in Figure 4.13, high-amplitude ripples are also observed 

and these artefacts may be misinterpreted as real atom-atom correlations in the molecular 

structure, with the exception of the feature observed at ~ 1 Å, which is characteristic of the 

shortest C – H and O - H covalent bonds present in IND and PVP.  

 In Figure 4.14, the 𝐺(𝑟) curves obtained from molybdenum X-ray data show similar 

characteristics for crystalline and amorphous materials to those displayed by the 𝐺(𝑟) curves 

obtained from synchrotron measurements in Figure 4.13. Interestingly, the low-𝑟 

termination ripples in molybdenum 𝐺(𝑟) curves have smaller amplitudes than observed in 

the synchrotron 𝐺(𝑟) curves for the same 𝑄𝑚𝑎𝑥 termination. This was found to be an effect 
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of the different 𝑄𝑚𝑎𝑥 − 𝑖𝑛𝑠𝑡 values between the laboratory molybdenum instrument and 

synchrotron X-ray source. The 𝑄𝑚𝑎𝑥 − 𝑖𝑛𝑠𝑡 value selected in xPDFSuite sets the range over 

which the data are fitted for the ad-hoc corrections implemented in the software package, 

thus affecting how resulting PDFs are scaled (Juhás et al., 2013; Yang et al., 2014).  

 

 

Figure 4.14: Stacked PDF traces of reference materials generated from laboratory 
molybdenum X-ray source. From top to bottom: Processed PVP, dried PVP, as-received PVP, 
amorphous IND, and gamma-IND. 

 

To demonstrate the effect of 𝑄𝑚𝑎𝑥 − 𝑖𝑛𝑠𝑡 on the resulting PDFs, an overlay of 

Gamma-IND 𝐹(𝑄) and 𝐺(𝑟) curves obtained from synchrotron and molybdenum sources 

(Figure 4.15) shows the lower synchrotron 𝐹(𝑄) signal resulting from fitting the data over a 

wider range at 𝑄𝑚𝑎𝑥 − 𝑖𝑛𝑠𝑡 = 23.4 Å-1. The resulting 𝐺(𝑟) curve has smaller absolute 
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intensities than the 𝐺(𝑟) from laboratory molybdenum radiation. The major peaks and 

features in both 𝐺(𝑟) curves are at the same 𝑟-positions, however at <1 Å differences in 

profiles occur. This highlights the impact that termination ripples, as with the low-𝑟 ripples 

in the synchrotron-derived 𝐺(𝑟) which have higher amplitudes, can mask real structural 

features in this low-𝑟 region. This highlights a general issue with the particular 

implementation of data analysis approaches in the XPDFSuite software package, in that the 

𝐺(𝑟) is not the Fourier transform of the true differential scattering cross section (Alan K 

Soper, 2011), which should be normalised such that 𝑆(𝑄) and 𝐺(𝑟) are near identical 

regardless of experimental factors such as the X-ray wavelength and 𝑄𝑚𝑎𝑥. Of course, other 

instrumental considerations can affect the resulting profile, such as any error in 2𝜃 values 

and step-size in the diffraction experiment, among others as discussed in Chapter 1. Thus, a 

direct statistical comparison of the lab and synchrotron PDFs is not possible when xPDFsuite 

is used to determine the experimental 𝐺(𝑟). 
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Figure 4.15: Comparison of 𝐹(𝑄) and 𝐺(𝑟) from synchrotron and molybdenum sources at 
different 𝑄𝑚𝑎𝑥 − 𝑖𝑛𝑠𝑡. 

 

Generating 𝐹(𝑄) and 𝐺(𝑟) at the same 𝑄𝑚𝑎𝑥 − 𝑖𝑛𝑠𝑡 of 17 Å-1 (Figure 4.16), still well 

above the limit for reliable PDFs, produces comparable absolute 𝐺(𝑟) intensities for both 

sources, with similar magnitudes in both the F(𝑄) and 𝐺(𝑟) profiles. Also, in the low-𝑟 region 

(<1 Å) the ripple amplitudes are similar. Aside from the lower intensities observed in 𝐹(𝑄), 

the amplitude differences in the resulting PDFs are due to damping and broadening of 

features in real-space due to the poorer 𝑄-resolution in the synchrotron data (Takeshi & 

Billinge, 2012b). The poor reciprocal-space resolution is due to both the angular resolution 

of the measurement, and shorter wavelength used in the diffraction experiment. These 
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instrumental factors also complicate any direct absolute statistical comparisons between the 

data sets, however, it is clear by a visual assessment that the lab PDFs capture all relevant 

structural information collected in the synchrotron measurements. 

 

Figure 4.16: Comparison of 𝐹(𝑄) and 𝐺(𝑟) from synchrotron and molybdenum sources at 
same 𝑄𝑚𝑎𝑥 − 𝑖𝑛𝑠𝑡. 

 

Overall, both 𝐺(𝑟) curves of the reference materials contain unique information that can be 

used for accurate fingerprinting of a sample. Importantly the lab collected data show 

excellent reproducibility as well as similarity to the synchrotron derived PDF features 

confirming their suitability. Aside from the identification of crystalline and amorphous 
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materials from long-range characteristics, the 𝐺(𝑟) curves of Amorph-IND and 𝛾-IND have 

excellent overlap in the region between 1.5 – 4 Å for both molybdenum and synchrotron 

PDFs. This suggests the local packing at these distances are similar in the amorphous and 

crystalline forms of IND, whereas long-range order beyond ca. 10Å is absent in the 

amorphous material. Given that the molybdenum PDFs compare favourably with the 

synchrotron data, the value of the laboratory instrument for high-quality PDF generation is 

demonstrated.  

For extrudate ASDs in Figure 4.17 and Figure 4.18, the regions at 𝑟 = 3Å and 3.7Å show a 

response correspondence with increasing and decreasing IND content. This potentially opens 

the possibility of using these PDF data quantitatively for identifying unknown IND-PVP ASD 

compositions.  

 

 

Figure 4.17: Overlaid 𝐺(𝑟) curves of extrudate ASD compositions generated from 
synchrotron X-ray source. Inset shows plot truncated between ~3Å and 10Å for clarity. 
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Figure 4.18: Overlaid 𝐺(𝑟) curves of extrudate ASD compositions generated from laboratory 
molybdenum X-ray source. 

 

4.9. Reproducibility of ASD preparation method 

To assess the reproducibility of the lab derived data, multiple PDFs were prepared from 

a fresh ASD sample obtained from a standardised preparation method. Obviously ensuring a 

consistent ASD sample is an important criterion, avoiding uncontrolled sample variation as a 

possible contribution to changes observed in 𝐺(𝑟) curves. To assess this, three different 

samples of Melt cooled C85 were prepared on different days following the method in section 

2.1.2.3. C85 was used in this instance as it represents a model amorphous pharmaceutical 

system, and the preparation method had been optimised allowing rapid sample preparation. 

The freshly prepared Melt cooled C85 samples were analysed using FTIR and DSC as 

references for control (Appendix 1: Section 3.) as well as using PDF.  
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FTIR and DSC data (Appendix 1: Section 3) confirmed the consistency of the sample 

preparation method. The FTIR data of the three samples showed near-superimposable first 

derivative traces, indicating the high similarity between samples. Similarly, the DSC data were 

consistent in the detected glass transition temperatures (~46°C) and melting point of 

recrystallised IND (~154°C), showing that their physical properties are similar. These analyses 

overall indicate that the chosen preparation method was sufficient to produce reproducible 

ASD samples. 

Comparison of the 𝐺(𝑟) curves in Figure 4.19 revealed similar local structures of all 

samples in the range 1.5 – 6 Å. Given that the FTIR and DSC data indicate that the three 

samples are similar, this gives further confidence in the preparation method, but also in the 

reliability of the data collection procedure used for PDF measurements. Based on the results, 

the standardised preparation method is suitable for the preparation of consistent ASD 

samples, and the proposed data collection procedure is sufficient for tracking structural 

changes in ASDs prepared in the lab. 
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Figure 4.19: F(Q) (top) and G(r) (bottom) curves of day 0 melt cooled C85 powders. Good 
agreement is shown between low-𝑟 features. No crystallinity is apparent from either 𝐹(𝑄) 
or at high-𝑟 in 𝐺(𝑟). Inset shows PDF truncated between ~3Å and 10Å for clarity. 

 

The PolySNAP analysis of the G(r) for the fresh C85 samples shows all CCs are below 0.9 (Table 

4.6) in contrast with the results from the crystalline material, all of which were above this 

value. Given the lack of structural information above ~ 9Å, the window of analysis was 

reduced to 3.5 – 8.5Å (Table 4.7) to minimise the impact of noise on the PDF comparison. As 

shown, this improves the comparisons between C85 sample PDFs allowing a more 

informative assessment of the similarity between the PDFs in the region of most interest for 

amorphous sample comparison. On this basis, it was concluded that the collection procedure 

used is sufficient to obtain reproducible PDFs of the amorphous material. 
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Table 4.6: Pearson correlation coefficients between the PDFs generated from molybdenum 
XRPD data collected from fresh C85 samples, analysed between 3.5 and 30Å. Values lower 
than 0.9 are highlighted bold. 

 C85 (1) C85 (2) C85 (3) 

C85 (1) 1 0.83 0.886 

C85 (2)  1 0.879 

C85 (3)   1 

 

Table 4.7: Pearson correlation coefficients between fresh C85 samples, analysed between 
3.5 and 8.5Å.  

 C85 (1) C85 (2) C85 (3) 

C85 (1) 1 0.989 0.992 

C85 (2)  1 0.991 

C85 (3)   1 

 

4.10. Detecting levels of crystallinity with PDF upon aging 

With reliable lab derived PDF measurements and sample handling capabilities, it is 

possible to apply PDF analysis to stability studies and assess the sensitivity of the technique 

to detecting early signs of crystallinity in ASDs stored for extended periods of time (i.e. aged 

ASDs). To do this, ASD powders and extrudates were stored for up to 130 days to allow for 

thermodynamically driven phase separation (AAPS) and recrystallisation to occur. The 

outcomes of the study are discussed below.  
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4.10.1. Aged Extrudate C50 glass and powder 

Figure 4.20 shows the 𝐹(𝑄) and 𝐺(𝑟) curves of Extrudate C50 glass and powder stored for 

130 and 125 days, respectively. It was expected that the powder would recrystallise before 

the glass due to the mechanical stress from the grinding process (Bhugra, Shmeis, & Pikal, 

2008). It is apparent from the 𝐹(𝑄) data that there is no detectible crystallinity in any of the 

samples, due to the absence of Bragg peaks in the diffraction patterns, which are almost 

superimposable. Similarly, the 𝐺(𝑟) curves show no crystallisation, due to the absence of 

peaks at high-𝑟 values. The PDFs remain very similar to the day 0 sample, aside from subtle 

differences at ~ 3 - 6Å. These small changes are expected to be due to noise/termination 

ripples. This is supported by the PolySNAP analysis (Table 4.8), wherein all CCs were above 

0.9, indicating that the 𝐺(𝑟) curves remain highly similar. Thus, the PDF and diffraction data 

demonstrate that C50 is stable over the storage period. These results are supported by 

triplicate DSC traces of EXTD-C50 powder D125 (Appendix 1: Section 4.) which also showed 

no signs of recrystallisation, suggesting stability after prolonged storage. 
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Figure 4.20: 𝐹(𝑄) and 𝐺(𝑟) of Extrudate C50 stored in glass and powder form. Inset shows 
PDF truncated between ~3Å and 10Å for clarity. 

 

Table 4.8: Pearson correlation coefficients between the PDFs generated from molybdenum 
XRPD data collected from fresh and aged C50 samples, analysed between 3.5 and 30Å.  

 C50 powder D125 C50 glass D130 C50 powder D0 

C50 powder D125 1 0.963 0.975 

C50 glass D130  1 0.98 

C50 powder D0   1 
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4.10.2. Aged Extrudate C70 glass and powder 

Figure 4.21 shows the 𝐹(𝑄) and 𝐺(𝑟) curves of Extrudate C70 glass and powder 

stored for 123 and 127 days respectively. As with C50, the absence of Bragg peaks and the 

good overlap of 𝐹(𝑄) profiles of EXTD-C70 powder D127 and EXTD-C70 glass D123 with the 

day 0 Extrudate C70 powder (EXTD-C70 powder D0) suggests that both samples were stable 

for the duration of storage. The PDF data also reflects this, where the curves are visually very 

similar, and CCs are all above 0.9 (Table 4.9). However, the DSC trace of EXTD-C70 powder 

D127 detected two overlapping 𝑇𝑔s, revealing the presence of DSC-detectable phase-

separated amorphous domains (AAPS) (Appendix 1: Section 4.).  This demonstrates the 

enhanced stability of the C70 glass compared to the powdered form, as would  be expected 

due to the increased surface area of the powder (Zografi & Crowley, 2002). While the 

unstable nature of this system has been confirmed using DSC, it is apparent that the PDF is 

not as sensitive to these subtle changes in the structure, based on the available data. 
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Figure 4.21: 𝐹(𝑄) and 𝐺(𝑟) of Extrudate C70 stored in glass and powder form. Inset shows 
PDFs truncated between ~3Å and 10Å for clarity. 

 

 

 

 



125 
 

Table 4.9: Pearson correlation coefficients between the PDFs generated from molybdenum 
XRPD data collected from fresh and aged C50 samples, analysed between 3.5 and 8.5Å.  

 C70 glass D123 C70 powder D127 C70 powder D0 

C70 glass D123 1 0.984 0.982 

C70 powder D127  1 0.984 

C70 powder D0   1 

 

4.10.3. Aged Extrudate C85 glass and powder 

In Figure 4.22, the 𝐹(𝑄) of EXTD-C85 powder D128 (Extrudate C85 powder aged for 

128 days) and EXTD-C85 glass D134 (Extrudate C85 glass aged for 134 days) show similarity 

in the overall signal profile associated with the amorphous system except for the emergence 

of sharp peaks between 2Å-1 – 7Å-1  in the 𝐹(𝑄) data for EXTD-C85 powder D128, indicating 

emerging crystallinity from the bulk amorphous sample. Similarly, the emerging crystallinity 

is apparent in the PDF, where subtle increases in the peak amplitudes are evident above 10Å. 

Given that these features are present beyond the 𝑟-values associated with intramolecular 

contacts in the IND molecule, it can be concluded that these features are consistent with the 

emergence of long-range order in the otherwise amorphous sample. These data confirm the 

ability of PDF to detect relatively low levels of crystallinity in ASDs. This is consistent with the 

DSC data (Appendix 1: Section 4.) where a crystallisation even was observed at ~110°C, with 

a subsequent melting event. The results suggest that extruded C85 is less stable when stored 

as a powder than as extrudate and less kinetically stable than extrudate C70 powder. This is 

in line with theoretical PC-SAFT predictions (Prudic et al., 2015) as the C70 composition is 

closer to the solubility limit of IND in PVP. By contrast, C85 is supersaturated, far less stable, 

and therefore expected to phase-separate and recrystallise more readily. The amount of 
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crystalline IND, 𝑋𝑐, already present in the EXTD-C85 powder D128 sample was determined 

as 2.61% by DSC (Appendix 1: Section 5.). 

Further work would be required to quantify the level of crystallinity directly from the 

PDF trace. An overlay of the 𝐹(𝑄) profiles of EXTD-C85 powder D128 and 𝛾-IND confirmed 

that the peaks detected at 2.3 Å-1, 3.2 Å-1, 4.5 Å-1, and 4.9 Å-1 (red tick marks in Figure 4.23) 

were characteristic of a small amount crystalline 𝛾-IND in the aged powder sample.  
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Figure 4.22: a) 𝐹(𝑄) and b) 𝐺(𝑟) of Extrudate C85 stored in glass and powder form. 
Emergence of crystallinity is apparent in the PDF of the aged C85 powder (blue), highlighted 
in red. Inset shows highlighted regions for clarity. Crystallisation evident in 𝐹(𝑄) by the 
presence of Bragg peaks in the profile.  
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Figure 4.23: Overlay of 𝐹(𝑄)s of Gamma-IND and EXTD-C85 powder D128. Red tick marks 
indicate Bragg diffraction peaks observed in the aged sample. 
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4.11. Investigating structural changes with PDF: Effect of moisture 

The effect of moisture on the local structure of Extrudate C20 and Processed PVP was 

investigated by drying, humidifying, and re-drying samples of both materials according to the 

procedure outlined in Section 2.6. 𝐺(𝑟) curves were generated from laboratory molybdenum 

X-ray total scattering measurements as described in Section 2.2.4, and samples were also 

analysed by FTIR and TGA to correlate moisture content to the observed 𝐺(𝑟) curves. 

 

4.11.1. Processed PVP 

Figure 4.24 shows the 𝐹(𝑄) and 𝐺(𝑟) data for the dried, humidified and re-dried PVP 

samples.  The difference between the wet and dry samples is strongly evident in the 𝐹(𝑄) 

with significant changes in the 1-8A-1 region, where striking changes in the peak positions and 

intensities are observed. Re-drying largely reversed these changes, with the re-dried 𝐹(𝑄) 

being almost superimposable with that of the original sample.  

This is also observed in the PDF data. Re-drying the humidified sample reversed the effects 

shown in the PDF, and resulted in closely overlapping 𝐺(𝑟) curves for DWD-PVP-DRIED and 

DWD-PVP-REDRIED with subtle differences indicating the difficulty in controlling residual 

moisture content in the re-dried sample. The reversible effect of low moisture content on 

the 𝐺(𝑟) confirmed the sensitivity of PDF to changes in the local structure of Processed PVP 

that arise from the absorption of water altering the local molecular packing. Differences 

between the wet and dry powder samples were also detected by FTIR analysis with a shift of 

the non-H-bonded amide C=O stretch (1676 cm-1 peak) to the right (Appendix 1: Section 6.). 

The 𝐺(𝑟) for DWD-PVP-WET showed distinct differences in the low-𝑟 region when compared 

with DWD-PVP-DRIED and DWD-PVP-REDRIED. A relative increase in moisture content in wet 

PVP of 8.5 wt% (Appendix 1: Section 6.) resulted in reduced peak heights between 1.5 – 3.5 
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Å, as well as significant distortions to features and shifts in positions of peaks between 3.6 – 

10 Å. There is striking variation in the peak amplitudes between 3.5 and 5 Å between the dry 

and wet sample. The intensities of these features are significantly higher for the wet material, 

indicating possible interaction of water with the PVP chains, suggesting an increase in 

molecular contacts at this range. The effect of such structural changes on the PDF have not 

been extensively studied, and as such, are poorly understood. Above this range, there is a 

slight drop in the amplitudes of the features when compared to the dry sample. Again, while 

the specific structural meaning of these observations cannot be definitively explained at this 

stage, it is possible that this is evidence of a subtle decrease in inter-chain contacts. This is 

potentially due to the plasticising effect of water, which results in swelling of the material 

and an increase in the inter-chain distance (Hodge, Bastow, Edward, Simon, & Hill, 1996). 



131 
 

 

Figure 4.24: 𝐹(𝑄) (top) and 𝐺(𝑟) (bottom) curves of dried, wet, and re-dried Processed PVP. 
Inset shows the corresponding FTIR data. Peak shift from ~1660cm-1 to ~1640cm-1 indicative 
of moisture uptake in the wet sample 
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4.11.2. Extrudate C20 

Figure 4.25 shows a similar reversible effect of moisture on the local structure of 

Extrudate C20 powder. The relative increase in DWD-C20-WET of 8.3 wt% (Appendix 1: 

Section 6) resulted in both the 𝐹(𝑄) and 𝐺(𝑟) showing significantly different profiles with 

distortions to features and shifts in peak positions between 3.6 – 10 Å. The effect of water 

on C20 is similar to that of the pure PVP sample, indicating that the interactions of water with 

the polymer are not disturbed by the presence of the IND molecules. This is an expected 

finding as C20 is below the solubility limit of the IND-PVP system, allowing both water and 

IND to interact with the polymer chains. Although there may also be water-drug interactions, 

this was not evident from the available data. 

 Drying of C20 appeared to be more complete than for pure PVP evidenced by 

identical 𝐹(𝑄) and 𝐺(𝑟) for the raw and redried samples. The reversible effect indicated that 

Extrudate C20 powder remained physically stable and did not undergo any permanent 

structural changes resulting from prolonged exposure (~12 hours) to moisture at 21 °C. This 

is consistent with the fact Extrudate C20 is a sub-saturated amorphous solid solution at room 

temperature and would be expected to remain thermodynamically stable. FTIR also detected 

the presence of moisture in the DWD-C20-WET sample with a corresponding shift of the 1676 

cm-1 peak to the right (Appendix 1: Section 6), indicating the hydrogen bonding of water to 

carbonyl functional groups.  
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Figure 4.25: 𝐹(𝑄) and 𝐺(𝑟) curves of dried, wet, and re-dried Extrudate C20 powders. Inset 
shows the corresponding FTIR data. Peak shift from ~1660cm-1 to ~1640cm-1 indicative of 
moisture uptake in the wet sample 
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4.12. Recommendations for PDF data collection and treatment 

Based on the findings from the different data collection, sample presentation, data 

treatment and analysis approaches evaluated in this section, the following recommendations 

are made with the objective of enabling access to data with sufficiently large 𝑄𝑚𝑎𝑥 values 

with appropriate signal to noise to enable the routine generation of high quality, true 𝐺(𝑟) 

curves using laboratory equipment for the study of amorphous pharmaceuticals. 

a. Reproducible sample preparation method to ensure consistent sample composition 

i. Use of complementary techniques to ensure sample consistency 

ii. Minimal exposure to environmental humidity and temperature by use of a 

glove bag or other dry sample container. 

b. Optimised data collection for high quality PDF 

i. Implementation of a short-wavelength source (molybdenum or silver) to 

meet resolution requirements in real-space. 

ii. Use of VCT data collection procedure to optimise data quality, particularly at 

high-𝑄. 

iii. Larger sample volume using ≥ 2mm capillaries to improve scattering signal 

whilst avoiding X-ray absorption from large samples. 

c. Obtaining a reliable PDF from diffraction experiment 

i. Identification and minimisation of termination ripples in 𝐺(𝑟) to avoid 

misinterpretation of features (see below). 

ii. Optimising termination point in Fourier transform such that the value of 

𝐹(𝑄) at 𝑄𝑚𝑎𝑥 is close to zero. 

iii. Smoothing of 𝐹(𝑄) where necessary to reduce impact of noise in 𝐺(𝑟). This 

is not implemented within xPDFsuite and as such, needs to be performed in 

external software. j 
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d. Validation of PDF reproducibility using appropriate statistical comparison 

i. PolySNAP offers a suite of tools for data analysis. Pearson correlation 

coefficients offer a rapid method for assessment of similarity. 

ii. Selection of suitable analysis window depending on physical state of 

material. 

i. For crystalline materials where PDF extends to high 𝑟-values, a 

suitable range includes both short and long-range components of 

PDF, for example 3.5Å to 30Å, as used here. 

ii. For amorphous materials, analysis window can be reduced to reduce 

impact of noise on any comparisons, for example 3.5Å to 8.5Å, as 

used here. 

 

4.13. Conclusions 

This work has addressed important practicalities that are often overlooked in PDF literature, 

particularly concerning the analysis of amorphous pharmaceuticals. Discussions have 

highlighted factors that should be considered when preparing and handling amorphous 

samples to ensure accurate and reproducible production of homogeneous and fully 

amorphous ASDs for fingerprinting. Intricacies surrounding total scattering measurements of 

poorly scattering pharmaceutical materials on in-house laboratory X-ray sources, including 

appropriate choice of radiation source and attainable 𝑄𝑚𝑎𝑥 have been discussed. Moreover, 

collection procedures to ensure good counting statistics, including capillary sizing and VCT 

implementation have been proposed.  

Data treatment procedures were also investigated, where it was found that an optimisation 

of the termination point in the Fourier transform (𝑄𝑚𝑎𝑥 where 𝐹(𝑄)~0) is able to significantly 

reduce the amplitudes of termination ripples in the resulting PDF (Section 3.2). It was also 
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determined that smoothing the 𝐹(𝑄) data using a suitable filter, in this case a Sovitzky Golay 

filter, was able to reduce the impact of noise on the high-𝑟 ripples in the PDF, while retaining 

the key structural features, thus enabling further investigation with confidence in the data 

quality. 

Our investigation has demonstrated that the application of optimised laboratory total 

scattering data collection procedures outlined in this work can yield high-resolution, 

reproducible PDF fingerprints of crystalline and amorphous pharmaceuticals that are 

comparable to synchrotron-generated PDFs (Section 3.3.). In addition, consistent amorphous 

APIs and ASDs are obtainable through standardised preparation methods as demonstrated 

in this work. Importantly, we have shown that optimised total scattering measurements of 

accurately and consistently produced samples can enable reliable PDF analysis to be carried 

out on amorphous APIs and ASDs of interest.  

Regarding the capabilities of PDF analysis in studying amorphous pharmaceuticals, 

laboratory generated PDF was able to detect structural differences in amorphous materials 

subjected to stress conditions (Section 3.6.). For instance, the effect of moisture on the local 

structure of humidified PVP and C20 samples was easily detected by PDF and corroborated 

by FTIR data. A visual analysis of the PDF suggests that the introduction of water molecules 

in the polymer chains increases the number of atom-atom contacts at short distances (~ 3.5 

– 5 Å). This is potentially due to water-polymer interactions, while simultaneously decreasing 

the number of interactions beyond this distance, possibly due to an increase in inter-chain 

distance caused by swelling due to the plasticising effect of water. This demonstrates the 

need for careful sample handling and storage when dealing with amorphous 

pharmaceuticals, particularly hygroscopic materials, such as the PVP used in the study. As 
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expected, moisture-induced structural changes in the undersaturated C20 sample were 

reversible owing to its thermodynamically stable nature.  

Stability studies performed on ASDs of IND-PVP demonstrated the sensitivity of laboratory 

generated PDFs in detecting the presence of crystalline domains (Section 3.5.). In particular, 

laboratory generated PDF was found to have a limit of detection of crystallinity beyond 2.6% 

in phase-separated ASD. Additionally, the physical stability of IND-PVP ASDs was found to be 

dependent on the physical state in which samples were stored. For example, a powder 

sample of supersaturated C85 ASD was found to be less stable than the extrudate glass form 

as recrystallisation occurred sooner, as detected by PDF and DSC. As expected, powder 

samples of C50, C70, and C85 behaved as kinetically stable glasses, with varying degrees of 

AAPS and recrystallisation occurring after finite storage time according to increasing IND 

wt%. Interestingly, all extrudate glass samples remained stable for the period of storage. The 

effect of surface area on the physical stability of amorphous indomethacin has been 

investigated (Zografi & Crowley, 2002), where increased surface area was found to 

correspond to a decrease in the physical stability of the amorphous material. 

Overall, the work shown herein demonstrates that PDF analysis has potential to enable 

better understanding of amorphous materials alongside other traditional characterisation 

methods. Further optimisation of the data collection procedures may be necessary to obtain 

high-quality PDF data at shorter time scales. This will enable routine in-house rapid 

fingerprinting of amorphous pharmaceutical materials with respect to preparation method, 

and the study of structural changes in metastable formulations. Additionally, it can be useful 

to explore other methods, such as molecular modelling/ MD simulations to assist in 

extracting structural information from the PDF of amorphous pharmaceuticals, as will be 

demonstrated in the following experimental chapters. 
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Chapter 5: Structure and stability in amorphous AZD5718 

prepared by different manufacturing routes 
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5.1. Introduction 

AZD5718 is a novel active pharmaceutical ingredient (API) currently under 

development for the treatment of coronary artery disease (Ericsson et al., 2018). The drug 

shows promise as a potential treatment, however, aqueous solubility of the crystalline phase 

(AZD5718 Form A), of which there is one known single-component form, is poor. Hence, the 

amorphous phase is of interest for the purposes of targeting higher solubility (Hancock & 

Parks, 2000). However, lack of structural understanding of amorphous solids creates a 

challenge to characterize and explain preparation-dependent differences in properties of the 

amorphous API. The implementation of pair distribution function (PDF) analysis, coupled 

with molecular dynamics (MD) simulations is of considerable interest therefore as means to 

provide a greater understanding of the structure of amorphous systems, the impact of 

processing conditions on the resultant structure and therefore stability and performance,, 

and on the structural changes that may accompany phase changes during manufacture, 

storage and/or during administration (Y. Chen et al., 2016; Karmwar et al., 2011; Karmwar, 

Graeser, Gordon, Strachan, & Rades, 2012; J. E. Patterson et al., 2005). 

The known crystal form of AZD5718 has a P212121 orthorhombic unit cell (a = 

5.67096, b = 18.00112, c = 21.2832), shown in Figure 5.1. The structure largely forms chains 

and rings of up to six AZD5718 molecules. The crystalline conformer contains an 

intramolecular hydrogen bond, between a carbonyl oxygen and the nitrogen on the 

carboxamide group, resulting in an “L-shaped” conformer, which has been confirmed as the 

global energy minimum by density functional theory (DFT) calculations at the B3LYP-D/6-31G 

level of theory.   



140 
 

 

Figure 5.1: Left: molecular structure of AZD5718. Right: Crystal structure of AZD5718, viewed 
down crystallographic a axis. 

 

As mentioned, the poor solubility of the Form A form has led to the investigation of 

this drug as an amorphous phase to access the higher solubility and dissolution rates that 

accompany the increased free energy. Amorphous AZD5718 was originally prepared using 

spray drying (Norberg, personal communication, September 2019), however, due to the poor 

scalability of the method, an alternative preparation route was sought. A continuous 

precipitation method was developed for production of the material (Siddique, personal 

communication, September 2019). Both methods have been demonstrated to successfully 

deliver amorphous AZD5718. Whilst confirmation of structural similarity is straightforward 

for crystalline materials using Bragg diffraction for example, it is less straightforward when 

considering amorphous systems (Stachurski, 2011). Hence the interest in amorphous 

AZD5718 is to investigate whether PDF can confirm that both routes produce equivalent 

amorphous materials or if any measurable differences can be observed. In principle, changes 

in the underlying structure of an API in the solid state can lead to differences in the 

manufacturability, stability or performance of the final product (Karmwar et al., 2011), where 

it has been found that for amorphous indomethacin, the preparation method (milling, melt-
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quenching or spray drying) affected both the local structure of the amorphous solid (assessed 

using Raman spectroscopy) and the physical stability against recrystallisation. For AZD5718 

specifically, whilst both routes result in the formation of an amorphous material by standard 

XRPD and DSC analysis, differences in particle size/morphology was observed.  

The possibility of polyamorphism, that is, the ability of an amorphous material to 

exist as two or more distinct thermodynamic forms, has been suggested for pharmaceuticals 

(Hancock, Shalaev, & Shamblin, 2002). Examples include the reports of separate amorphous 

phases of paracetamol, affecting polymorphic outcome upon recrystallisation (Nguyen Thi, 

Rademann, & Emmerling, 2015), and the alleged amorphous forms of D-mannitol, which 

have shown apparent evidence of a first-order phase transition (Zhu et al., 2015; Zhu & Yu, 

2017). This is a well-established phenomenon for inorganic materials, particularly with water, 

where low- and high- density amorphous ices have been extensively examined (Finney et al., 

2002; Narten et al., 1976; Tulk et al., 2002). Despite this, there remains limited evidence of 

thermodynamically distinct amorphous phases of APIs, and no reported examples where a 

complete assessment of structure, thermodynamics and phase transitions has been 

performed. 

MD simulations have been used to study structure in amorphous pharmaceutical 

materials (Gupta, Nunes, Vyas, & Jonnalagadda, 2011; Lerbret et al., 2009; Xiang & Anderson, 

2013, 2014). However, most have lacked the complementary structural measurement 

provided by PDF analysis, with a single exception being a study of amorphous felodipine in a 

polymeric dispersion (Geddes, Blade, McCabe, Hughes, & Goodwin, 2019). As such, the 

majority of studies have had no way to confirm that the simulated structures were a true 

reflection of the material itself. Clearly therefore the combination of MD and PDF, 
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supplemented by traditional thermal, diffraction and spectroscopic techniques, offer the 

potential to provide true understanding of structure in these complex materials.  

Here, samples of AZD5718 produced by both spray drying and continuous 

precipitation were assessed by PDF analysis. These experimental data were compared to MD 

simulations to give insight to the structure of the material and provide understanding of the 

physical properties of amorphous AZD5718 and their process dependence. 

 

5.2. Materials and methods 

5.2.1. Preparation of amorphous AZD5718 

Samples of spray dried (SD) AZD5718 were received from AstraZeneca. Precipitated 

(PREC) AZD5718 was prepared at the University of Strathclyde using a continuous 

precipitation method (Siddique et al., unpublished, 2019). 

 

5.2.2. X-Ray powder diffraction  

High resolution X-Ray powder diffraction (XRPD) data for AZD5718 Form A was 

collected on a Bruker D8 Advance II diffractometer, equipped with a copper (𝑘𝛼1 = 1.54 Å) 

anode and a Lynxeye Series 1 position sensitive detector, for the purposes of phase 

identification. The sample was loaded into a 0.7 mm borosilicate glass capillary (Capillary 

Tube Supplies Ltd, UK) and flame sealed. Data were collected between 3° and 40° 2𝜃, with 

step-size 0.017 ° 2𝜃 at 10 seconds per step. 

For PDF analysis, data were collected on a PANalytical EMPYREAN series 2 

diffractometer, equipped with a molybdenum (𝑘𝛼1 = 0.7093 Å) anode, and a GaliPIX3D 

detector. Samples were loaded into 3.5 mm borosilicate glass capillaries in a glove bag under 
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a dry nitrogen flow, to minimize moisture absorption from environmental humidity. 

Capillaries were then removed from the glove bag to be flame sealed. For a reference PDF of 

water, de-ionised water was injected into the capillary using a syringe and flame sealed. A 

variable count time (VCT) procedure (Shankland, David, & Sivia, 1997) was used to optimise 

counting statistics across 2𝜃, with a constant step-size of 0.3° 2𝜃. Angular ranges and 

counting times at each range are shown in Table 5.1. 

 

Table 5.1: XRPD VCT data collection parameters for PDF analysis 

Angular range (° 2𝜃) Time per step (s) 

3 - 32 18 

32 – 44 36 

44 – 61 72 

61 - 147 216 

  

5.2.3. Pair distribution function 

For PDF analysis, data were collected as described in Section 2.2. GudrunX (A K Soper, 

2011; Alan K. Soper & Barney, 2011) was used to apply corrections and normalisations for 

background, multiple scattering, polarisation, Compton scattering and atomic form factor to 

extract the differential scattering cross-section for transformation to the PDF, using a 𝑄𝑚𝑎𝑥 

of 16.95 Å-1. A Soper-Lorch (Alan K. Soper & Barney, 2011, 2012) broadening of 0.08 Å was 

applied to minimise the impact from ripples arising as a result of termination of the Fourier 

transform at finite value. 
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5.2.4. Molecular dynamics simulations 

MD simulations were received from AstraZeneca. Simulations of AZD5718 containing 

0, 0.5, 1, 2 and 4 wt% water were provided. AZD5718 – water compositions for each 

simulation are shown in Table 5.2. The Materials Studio (San Diego, USA) Amorphous Cell 

module was used to generate starting models for amorphous AZD5718. MD Simulations of 

AZD5718 were then performed using the GROMACS code (Hess, Kutzner, Van Der Spoel, & 

Lindahl, 2008), employing the optimised potential for liquid simulations all atom (OPLS-aa) 

force field (Jorgensen et al., 1996). The NPT ensemble was used during equilibration, which 

was run for 600 ns. The Berendsen thermostat (Berendsen et al., 1984) was used for 

temperature control and the Parrinello-Rahman barostat (Parrinello & Rahman, 1980) was 

used for pressure control during dynamics runs. 

 

Table 5.2: AZD5718-water composition for each simulation 

Water content 

(wt%) 

AZD5718 molecules Water molecules Total number of atoms 

0 128 0 7552 

0.5 128 16 7600 

1 128 32 7648 

2 128 65 7747 

4 128 132 7948 
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5.2.5. Analysis of MD simulations 

GROMACS commands gmx hbond and gmx clustsize were used to assess hydrogen 

bonding and water clustering in MD simulations, respectively. The last 100 ns were used for 

all analyses, to ensure the system had equilibrated. For gmx hbond, OH and NH groups are 

always assumed to be donors, whereas O and N are always acceptors. As this is not 

necessarily the case, the total number of hydrogen bonds were assessed, as opposed to 

individual donor or acceptor groups. Two molecules are identified as being hydrogen bonded 

if the donor and acceptor sites are within 3.5 Å of each other. 

 

5.2.6. Calculation of PDFs for MD simulations 

PDFfit (Proffen & Billinge, 1999) was used for batch calculation of PDFs from MD 

simulations. For each frame in every simulation provided, a PDF was calculated, by (Takeshi 

& Billinge, 2012b) 

𝐺𝑐𝑎𝑙𝑐(𝑟) = (
1

𝑟
) ∑ ∑ [(

𝑓(𝑄)𝑖𝑓(𝑄)𝑗

〈𝑓(𝑄)〉2
) 𝛿(𝑟 − 𝑟𝑖𝑗)] − 4𝜋𝑟𝑝

0𝑗𝑖     (5.1) 

where 𝑓(𝑄)𝑖  and 𝑓(𝑄)𝑗  are the atomic form factors of atoms 𝑖 and 𝑗, respectively, 〈… 〉 

indicates the compositionally averaged form factor, and 𝑝0 is the average number density. 

To obtain the time-averaged PDF for comparison to experimental data, the mean PDF was 

determined for each trajectory. PDFs were also calculated for a range of AZD5718 single 

molecules with a distribution of conformations, as well as a number of PDFs for two 

interacting AZD5718 molecules in the simulation box, for which the mean PDF was also 
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obtained, for comparison to experimental data. A 𝑄𝑚𝑎𝑥  of 100 Å-1 was used in PDF 

calculations to minimise simulated termination ripples in calculated data, to mimic the Soper-

Lorch broadening applied to experimental data. 

 

5.2.7.   PDF and Pawley refinements for AZD5718 Form A 

Pawley and PDF refinements were performed using TOPAS Academic Version 6 (A. 

A. Coelho, 2003; A. A. Coelho et al., 2015; Alan A. Coelho, 2018). For Pawley refinements 

(Pawley, 1981), peak profile, zero error and axial divergence were fit against NIST silicone 

640c standard reference material. For PDF fits, reciprocal-space resolution-dependent 

broadening and damping were refined against the same standard material. The molecular Z-

matrix was generated automatically using DASH (David et al., 2006). Molecular translation 

and rotation were refined, along with scale factor, zero-error and isotropic temperature 

factors for each atom (modified to increase as a function of interatomic distance, 𝑟, 

accounting for correlated motion at low-𝑟). 

 

5.2.8. Statistical analysis 

PolySNAP 3 (Barr et al., 2004b) was used to compare experimental PDFs, by 

generating Pearson correlation coefficients (CC) (Szczepańska, 2011) between each dataset, 

to quantify the similarity between PDFs. Using this method, a CC of one indicates a complete 

correlation between two datasets, zero indicates no correlation, and -1 implies a negative 

correlation. For all datasets, comparisons were performed between 3.5 and 8.5 Å. 

 

 



147 
 

 

5.2.9. Aromatics analyser 

The aromatics analyser (AA) functionality within the Mercury software (Bruno et al., 

2002b) from the Cambridge Crystallographic Data Centre (CCDC) was used to assess the 

strengths of aromatic interactions in amorphous and AZD5718 Form A. Aromatic interaction 

strengths are predicted using a neural network, which is based upon quantum mechanical 

calculations performed on phenyl rings with differing relative geometries. Interactions are 

then scored between 0 and 10 and ranked as either weak (0 – 3), moderate (3 – 7) or strong 

(7 – 10). For AA calculations, 12 molecules were picked at random from the first frame of the 

last 100 ns of the trajectories corresponding to 2% and 4% water (closest to experimental). 

The 12 molecules represent approximately 10% of the total number of AZD5718 molecules 

present within each simulation. 

 

5.2.10. Hydrogen bonding analysis 

The H-bond Coordination Quick-View module within Mercury was used to assess 

feasibility of hydrogen bonding in amorphous and AZD5718 Form A. Bonding is rapidly 

assessed by calculating probabilities for coordination numbers of hydrogen bonds, based on 

available structural data in the crystal structure database (CSD). The stability of hydrogen 

bonding networks can thus be quickly assessed by comparing observed coordination 

numbers to the optimal values, with a low probability suggesting that a more favourable 

hydrogen bond network exists for the material. 
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5.3. Results and discussion 

5.3.1. Characterisation of reference materials 

While both preparation routes result in the formation of amorphous AZD5718, some 

differences exist between the materials. For example, small agglomerated particles were 

produced via the PREC method, whereas SD AZD5718 exhibited larger, spherical particles, 

observed using scanning electron microscopy (SEM) (Norberg, personal communication, 

September 2019). Additionally, it was determined that PREC had a higher water content than 

the SD powder, determined by thermal analyses (Siddique, personal communication, 

September 2019). While both amorphous materials exhibit long term physical stability, 

understanding of the impact of preparation method on the underlying structure is necessary 

to determine whether a consistent product is produced. 

 

5.3.2. XRPD analysis of AZD5718 reference materials 

5.3.2.1. Copper XRPD of AZD5718 Form A 

XRPD data for AZD5718 Form A are shown in Figure 5.2. The presence of Bragg peaks 

gives clear evidence of the long-range order in the sample. For the purposes of phase 

identification, and a rapid purity assessment, a Pawley fit (Pawley, 1981) was performed on 

the known single crystal unit cell parameters and space group, against the data obtained for 

the crystalline material (Figure 5.2). The excellent fit (𝑅𝑤𝑝= 3.99 %) obtained gives confidence 

in the phase purity of the sample, meaning that any further analysis and comparison to SD 

and PREC AZD5718 is representative of the AZD5718 molecule, and the known crystalline 

phase. 
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Figure 5.2: Pawley fit to the XRPD data for AZD5718 Form A, with red showing observed 
profile (𝑦𝑜𝑏𝑠), black the calculated profile (𝑦𝑐𝑎𝑙𝑐), and blue the difference plot (𝑦𝑜𝑏𝑠 − 𝑦𝑐𝑎𝑙𝑐). 

 

5.3.2.2. Molybdenum XRPD of SD and PREC AZD5718 

The absence of crystallinity is apparent in the XRPD of SD and PREC materials (Figure 

5.3), where a broad, featureless halo is present in both cases. From a visual inspection, there 

is little noticeable difference between the two, and little information may be inferred based 

upon this data.  
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Figure 5.3: Stack of molybdenum XRPD data for SD and PREC AZD5718, truncated between 3 
° and 50 ° 2𝜃. 

 

5.3.2.3. PDFs of AZD5718 reference materials 

The data from Figure 5.3 were corrected, normalised and transformed to PDFs as 

described in Section 2.3. Figure 5.4 shows the experimentally derived PDF patterns, 

determined from the molybdenum XRPD data for the AZD5718 reference materials. The PDFs 

are truncated at 20 Å for clarity. For AZD5718 Form A, the peaks in 𝐺(𝑟) extend out to high-

𝑟 values, well beyond the upper-𝑟 limit shown. This is expected and reflects the long-range 

3D periodic order within the crystal lattice of AZD5718. Conversely, for PREC and SD 

AZD5718, the absence of long-range order is apparent and the features in the PDF attenuate 

to zero at around 10 Å. From a basic visual comparison, it appears that the local ordering in 

SD and PREC AZD5718 are very similar. However, closer analysis of the SD and PREC AZD5718 

PDFs show subtle but significant differences on closer inspection. 



151 
 

 

Figure 5.4: Stacked PDFs of AZD5718 reference materials. 

 

In comparison to the crystalline material, local structure in SD and PREC AZD5718 are 

significantly different. The main PDF peak positions are, however, similar, out to ~ 6 Å (Figure 

5.5), with the exception of the broad feature at ~ 4.4 Å in the amorphous material. However, 

upon an inspection of the features in the crystalline PDF, there are two peaks in the 

crystalline phase, at 4.25 Å and 4.55 Å, which sit either side of this feature observed in the 

amorphous material. It is possible that in amorphous AZD5718, these two peaks “merge” due 

to the significant disorder in the amorphous sample. However, the more obvious differences 

between the amorphous and crystalline are the amplitudes of the features in the PDFs. These 

differences may be explained by the long-rang ordering within the crystalline material, with 

the repeating distances, even at low-𝑟, effectively increasing the amplitudes of features in 

the data, which are typically higher in the PDF of AZD5718 Form A than amorphous. Similar 

observations have been made in a PDF study of low and high density amorphous ices, where 

differences in peak amplitudes have been assigned to differences in coordination of water 

molecules (Mariedahl et al., 2018). 
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Figure 5.5: Comparison between PDFs of SD and AZD5718 Form A, truncated between 3.5 Å 
and 10 Å. Dashed lines highlight common peaks in the low-r region. 

 

5.3.2.4. PDF fit of AZD5718 Form A 

A fit of the PDF calculated from the AZD5718 crystal structure to the experimentally 

determined PDF of AZD5718 Form A was performed in which the structure is adjusted to 

achieve the best fit to the experimental data by minimising the difference between the 

calculated PDF and the experimental data (Section 2.8.; Figure 5.6). An overlay of the crystal 

structure and the structure obtained by refinement to the experimental PDF data is shown 

in Figure 5.7. The quality of the fit (𝑅𝑤𝑝 = 9.604%) demonstrates that the VCT procedure used 

to collect the data is sufficient to achieve an acceptable signal-noise ratio across the angular 

range, which is particularly important at high-𝑄. Additionally, the close fit achieved to the 

experimental provides confidence that the corrections and normalisations performed were 

reliable. It is also evident from Figure 5.7 that the refined structure is sensible, given the good 

visual comparison in the overlay of the single crystal structure, and that obtained from the 

PDF refinement. The low MSD value of 0.0227 further supports this. Despite the good visual 

agreement between the observed and calculated profiles, there are clear differences 
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between the two, which are caused by several factors. The propagation of instrumental or 

sample-derived differences and uncertainties in the raw data through the Fourier transform 

to generate the PDF is not currently accounted for in available software packages such as 

TOPAS and PDFgui (Farrow et al., 2007) and may have an impact on the data. Whilst preferred 

orientation corrections, which have recently been developed for PDF data (Cervellino & 

Frison, 2020) have not yet been implemented in the TOPAS code for PDF, as opposed to 

routine XRPD analysis (Dollase, 1986). Finally, local deviations from the average 

crystallographic structure, which are observable in the PDF if present, cannot be fitted easily 

using the small-box method (Hou, Zhao, Paterson, Li, & Jones, 2018) applied in TOPAS, which 

consists of refinement to a single unit cell, and would require a big-box style refinement to 

understand and fit (Neilson & McQueen, 2015), allowing refinement to a supercell of a known 

phase, examples of which include RMCprofile (Tucker et al., 2007) and Fullrmc (Aoun, 2016).   
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Figure 5.6: PDF fit of AZD5718 Form A, with red showing observed profile (𝑦𝑜𝑏𝑠), black the 
calculated profile (𝑦𝑐𝑎𝑙𝑐), and blue the difference plot (𝑦𝑜𝑏𝑠 − 𝑦𝑐𝑎𝑙𝑐). 

 

 

Figure 5.7: Structure overlay of single crystal (blue) AZD5718 crystal structure, and calculated 
structure obtained from fit to experimental PDF data for AZD5718 Form A (red). RMS = 
0.0227. Structure viewed down crystallographic a axis. 
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5.3.3. Comparison between SD and PREC AZD5718 

5.3.3.1. Reproducibility of PDF measurements for SD and PREC AZD5718 

In order to ensure that any differences observed between the PDFs of SD and PREC 

AZD5718 are due to structural differences between the materials, as opposed to sample or 

data analysis variations or artefacts, three samples of each material were measured for PDF 

analysis. The overlays are shown in Figure 5.8. The multiple scans of each material show a 

high degree of similarity across 𝐺(𝑟). However, some subtle differences are apparent 

between different samples from the same preparation method. These differences may be 

explained by several factors. Firstly, although it is possible to approximate the background 

contribution to the data by subtraction of a reference pattern, in practice this is almost 

impossible to achieve with 100% accuracy. This is largely due to differences in capillary 

packing efficiency and variations in the incident beam intensity. Additionally, it is possible 

that the sample undergoes come constant change/ relaxation (Newman, Hastedt, & 

Yazdanian, 2017; Vranić, 2004) as a result of mobility in the amorphous phase, as well as 

similar changes within the material as a result of moisture. Although samples were loaded 

into capillaries in a glove bag, there is still potential for some exposure to ambient conditions 

whilst sealing the capillary, and subsequently whilst transferring from the glove bag to the 

instrument. 
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Figure 5.8: Stacked overlays of PDFs of SD and PREC AZD5718. 

 

Table 5.3 shows the Pearson correlation coefficients (Szczepańska, 2011) (CCs) for all 

PDFs when compared to each other, as calculated using polySNAP (Barr et al., 2004b). The 

use of CCs gives a quantitative measure of the similarity between observed data sets, and as 

such is an ideal tool to identify subtle differences in the PDF traces shown. For all AZD5718 

samples prepared by the same method, the CCs are all higher than 0.99, whereas when 

comparing SD and PREC, they are all below or equal to this value. Therefore, the differences 

observed in the PDFs between SD and PREC appear significant, and worth further 

investigation. At this stage, it appears likely that the differences are due to the increased 

water content present within the PREC material, however, the relation between these 

differences and the structural features within each material will be investigated further. 
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Table 5.3: Summary of correlation coefficients between PDFs of AZD5718 samples. 
Correlations higher than 0.99 are shown in bold 

 PREC 1 PREC 2 PREC 3 SD 1 SD 2 SD 3 

PREC 1 1 0.996 0.996 0.987 0.98 0.99 

PREC 2  1 0.993 0.985 0.98 0.988 

PREC 3   1 0.983 0.971 0.986 

SD 1    1 0.991 0.996 

SD 2     1 0.991 

SD 3      1 

 

Figure 5.9 shows the overlays of the PDFs of SD and PREC AZD5718 samples. 

Although there is good agreement between the data, in terms of the peaks present in the 

PDFs, there are minor differences in the amplitudes of these features, where SD has generally 

higher intensities than PREC from around 5 Å onwards. Although issues in background 

subtraction have been highlighted above, the correlation coefficients are highest for samples 

prepared by the same method. The correlation coefficient between the two sample types 

show subtle but consistently larger differences across the PDF range used in the comparisons 

which can be related to structural differences between the SD and PREC samples.  

Potential explanations for the basis of these structural differences in SD and PREC 

AZD5718 may be that the increase of water molecules present in the PREC sample increases 

the local density of the material, which in turn decreases the amplitude of features within 

the PDF in PREC. The baseline of which is dependent on the number density, or number of 

atoms per sample volume (Figure 5.20). Additionally, the higher water content may decrease 

the number of AZD5718- AZD5718 contacts in the material, which will be replaced by 
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AZD5718-water interactions. As the scattering power of water is significantly lower than that 

of AZD5718, due to the lack of higher atomic number scatterers in the molecule, this could 

decrease the amplitude of the features observed in the PREC material. Thus, from a visual 

inspection of the PDF data, it may be inferred that the increase in water content in PREC 

results in the disruption of AZD5718- AZD5718 interactions in the amorphous solid. However, 

it appears that the local structure observed within SD is largely preserved in PREC, with the 

addition of water molecules potentially filling voids in the structure. The causes of these 

differences are explored further by comparison with MD from section 3.2.3. onwards. 

 

 

Figure 5.9: Overlay of PDFs of SD and PREC AZD5718. 

 

5.3.4. Comparison of experimental PDFs to MD derived structural models 

Table 5.4 shows the CCs for the experimental data when compared to the mean PDFs 

calculated from MD simulations. In line with experimental observations, SD AZD5718 has the 

highest CC with the mean PDF of the 2 wt% water MD simulation, whereas, PREC appears to 

be more similar to those containing 4 wt% water. Although this is expected, due to the higher 
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water content in PREC than SD, it demonstrates the reliability of the MD simulations, in that 

at the very least, the subtle impact of water on the structure of amorphous AZD5718 is 

observed. Overlays of the best fit MD PDFs with experimental data are shown in Figure 5.10. 

It is clear from comparison of the data in Figure 5.10 that there is a striking similarity between 

the observed and calculated PDFs for both sample preparation methods. Whilst differences 

are present between the experimental and MD PDFs, it is important to note that there has 

been no structural refinement of the models to the experimental data, and as such, the 

observed differences are not unexpected. 

 

Table 5.4: Summary of correlation coefficients for experimental PDFs compared to simulated 
PDFs from MD simulations. Highest CCs are shown in bold. 

 PREC SD 

0% 0.762 0.780 

0.5% 0.814 0.851 

1% 0.821 0.890 

2% 0.807 0.904 

4% 0.868 0.835 
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Figure 5.10: Overlay of PDFs of SD and PREC AZD5718 with PDFs calculated from MD 
simulations of 2 and 4 wt% AZD5718, respectively. 

 

5.3.5. Analysis of MD simulation boxes 

5.3.5.1. Water clusters in amorphous AZD5718 

Figure 5.11 shows the maximum observed water cluster sizes for each simulation. 

The clustering of water molecules in amorphous solids is of considerable importance, due to 

their plasticising effects (Authelin, Mackenzie, Rasmussen, & Shalaev, 2014; Shalaev et al., 

2019), and in this case, in understanding the structural differences between SD and PREC. 

The maximum observed cluster size is dependent on the concentration of water in the 

material, which has been reported elsewhere (Authelin et al., 2014), where at 0.5 wt% water, 
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the largest cluster contains 3 water molecules, whereas at 4 wt%, the largest contains 14 

water molecules. 

 

Figure 5.11: Largest water cluster observed for each AZD5718 simulation. 

 

The probabilities of a given water cluster size being observed are shown in Figure 

5.12. Note that no description of how probabilities are determined is given in the GROMACS 

documentation, and as such, these are treated as arbitrary values. To normalise the 

probabilities for comparison across water contents, they are shown here as a percentage of 

the sum of all probabilities for each water content. As expected, there is a lower probability 

of water clustering occurring at low water contents, particularly at 0.5% water, where there 

are approximately 8 AZD5718 molecules for every water molecule. The probability, 

therefore, of two water molecules being near each other is low. Subsequently, as water 

content increases, the probability of clustering increases. It is only at 4 wt% water, that 
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clusters larger than 6 water molecules are observed. While this analysis shows that water 

clustering can occur at all water contents, the behaviour of water at larger concentrations 

may help explain the apparent differences between the PDF data of SD and PREC (Section 

3.2.). This is consistent with Figure 5.15, where the PDFs of SD and PREC are overlaid with 

that of water. 

 

Figure 5.12: Probabilities of water cluster sizes observed in MD simulations. Inset shows 
probabilities for cluster sizes larger than 10 molecules. 

 

Figure 5.13 shows the first frame of the last 100ns of 2 and 4 wt% water simulations, 

with all AZD5718 molecules removed, showing the distribution of water in the amorphous 

solids. As would be expected, there is a significant increase in the number of water molecules 

at 4 wt%, and as such, a visual inspection reveals that there is a subsequent increase in the 

number of water-water interactions. Despite the low weight percentage of water in the 

simulations, it is clear that there is potential for significant hydration of AZD5718 molecules 



163 
 

at both shown water concentrations. In fact, at 4% water, there are more water molecules 

than AZD5718, with an obvious potential to disturb AZD5718- AZD5718 interactions. 

 

Figure 5.13: Snapshots of MD simulations, showing only water molecules, with a) 2% water 
and b) 4% water. 

 

Figure 5.14 shows a few typical water clusters observed in the simulations. From 

these images alone, it is clear that water does not only interact with neighbouring AZD5718 

molecules, but also with itself. The presence of phase separated water is observable in the 

PDF data when compared to a reference PDF of water, where there are changes in the data 

for AZD5718 that correspond with water-water contacts (Figure 5.15). The clustering of 

water molecules, demonstrated in Figure 5.11 and Figure 5.12, can explain these changes, in 

that the larger occurrence of phase separated water at higher water concentrations gives 

rise to bulk water-like features in the experimental PDF data for AZD5718. 
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Figure 5.14: Example water clusters found in MD simulations. 

 

 

Figure 5.15: Overlay of the PDFs of SD and PREC AZD5718 with water. Dashed lines highlight 
differences between SD and PREC which align with features in the PDF of water. 

 

 

 

 

5.3.5.2. Hydrogen bonding in amorphous AZD5718 

Figure 5.16 shows the mean number of bonds per frame for all trajectories, displayed 

as a percentage of the total number of bonds. As shown, the percentage of AZD5718- 
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AZD5718 hydrogen bonds reduces as a function of water content, whilst all interactions 

involving water drastically increase. By 4 wt%, AZD5718 molecules interact more with water 

than they do with neighbouring AZD5718 molecules. While the bulk structure of amorphous 

AZD5718 is similar, regardless of SD or PREC preparation method, as evidenced by the PDF 

data (Section 3.2.), it is evident that there is some disruption of AZD5718- AZD5718 

interactions at higher water contents. 

 

Figure 5.16: Mean number of bonds per frame for each trajectory, calculated for AZD5718- 

AZD5718, AZD5718-water and water-water contacts as a percentage of the total number of 
interactions in the system. 

 

 

5.3.5.3. Assessment of aromatic interactions 

A summary of the analysis of the aromatic interactions is shown in Table 5.5. For 

AZD5718 Form A, the aromatic interactions are the same for every molecule, due to the 
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periodic nature of the material, and as such, only a single AA calculation was used. For the 

crystalline material, there are no “strong” interactions, with the majority of them being 

“moderate”, and only a single “weak” interaction, with a mean score of 5 (moderate 

strength). As this is the crystalline form, a higher score than the amorphous material is 

expected, which is the case here. Given that this is the only known pure polymorph of 

AZD5718 (there is a solvate crystal structure), a higher score may be expected than that 

shown here, however, it is possible that in the case of AZD5718, the hydrogen bonds play a 

larger role in stabilising the structure, as opposed to any other attractive force. This would 

appear to also be the case for the amorphous phase. Despite there being a small number of 

“strong” interactions, the majority of them are “weak”. However, it is possible that hydrogen 

bonding is responsible for the stability of the amorphous material. 

 

Table 5.5: Summary of aromatic interactions for 2% and 4% water MD simulations, and 
AZD5718 Form A. 

 2 wt% water 4 wt% water Form A 

Strong interactions 2 3 0 

Moderate interactions 10 12 4 

Weak interactions 46 46 1 

Mean interactions per 

molecule 

4.83 4.62 5 

Mean score 1.66 1.95 5 

Mean rank Weak Weak Moderate 
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5.3.5.4. Assessment of hydrogen bonding 

Table 5.6 shows a summary of the hydrogen bonding analysis. AZD5718 Form A has 

the most favourable bonding arrangement out of the three, where all interactions are 

coordinated according to the most suitable identified by the Mercury software. The high 

mean probability (0.7249) of hydrogen bond coordination observed for AZD5718 Form A 

confirms the feasibility of the bonding arrangements. For amorphous AZD5718, a high 

percentage of all interactions are identified as being unsuitable (> 95% are unsuitable). Given 

that this is a non-crystalline material, this is not unexpected. However, this analysis is based 

purely upon coordination numbers of the hydrogen bonds and gives no consideration to the 

molecular geometries or locations of the hydrogen bonded molecules. Despite this, Table 5.6 

demonstrates the structural similarity between SD and PREC, in that both exhibit structural 

behaviour which contrasts with the crystalline phase.  

 

Table 5.6: Summary of hydrogen bonding coordination analysis for 2% and 4% water MD 
simulations, and AZD5718 Form A. 

 2 wt% water 4 wt% water Form A 

Non-ideal coordinated (% of all 

interactions) 

95.06 95.19 0 

Ideal coordinated (% of all interactions) 4.94 4.81 100 

Mean probability (all interactions) 0.05 0.05 0.725 

Mean probability (all non-ideal 

coordinated) 

0.001 2.49E-05 N/A 

Mean probability all (ideal coordinated) 0.98 0.99 0.725 
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Mean probability (AZD5718 non-ideal 

coordinated) 

0.001 3.18E-05 N/A 

Mean probability (AZD5718 ideal 

coordinated) 

0.98 0.99 0.725 

Mean probability (water) 3.88E-05 2.14E-09 N/A 

    

Figure 5.17 shows the distribution of hydrogen bond motifs observed in the 

crystalline and amorphous structures, based upon graph-set analysis in Mercury. Due to 

differences in the number of independent units in the cells for crystalline and amorphous 

AZD5718, these are shown as a percentage of the total number of hydrogen bonds. There 

are significant differences in hydrogen bonding between crystalline and amorphous forms. 

For both amorphous structures, the motifs present are very similar, reflecting the structural 

similarity between the two. For amorphous AZD5718, molecules largely form dimers, or 

other finite arrangements, whereas for the crystalline material, chains and rings are the 

dominant structural features. Whilst a very small amount of ring motifs exists in the 

amorphous structure, there are no chains of AZD5718 molecules, which form the majority of 

hydrogen bonds in the crystalline material. For all of the structures, intramolecular hydrogen 

bonds are present, which gives an indication of the presence of the L-shape conformer which 

exists in the crystal structure. In the case of the amorphous structures, there may be other 

conformers present which also contain this intramolecular interaction, however, this does 

suggest that some similar conformations contribute to the distribution in the amorphous 

form, the majority of which appear to be distinct from that observed in the crystalline 

material. For example, in the case of 2 wt%, a total of 27 intramolecular hydrogen bonds are 

present in the frame used for this analysis, out of a possible 128 AZD5718 molecules. 
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Similarly, 25 are observed at 4%. There does not appear to be any significant difference in 

the conformer distribution between 2% and 4% water, as these are likely to change during 

the course of the dynamics runs, therefore, no definitive conclusions regarding the 

conformer distributions can be determined by assessing a single frame. A complete 

assessment of the conformations in the amorphous material was not performed during the 

analysis. 

 

Figure 5.17: Structural motifs present in 2% and 4% water MD simulations, and AZD5718 

Form A. 
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5.3.5.5. Conformation in amorphous AZD5718 

A distribution of conformations is observed in the amorphous AZD5718 structures, 

as shown in the overlay in Figure 5.18. AZD5718 can feasibly adopt a range of internal 

geometries, owing to the number of flexible rotatable bonds, from “V-shaped” molecules, to 

fully extended conformers. It has already been established from the previous analyses 

(Section 3.2.3.2.; Figure 5.17) that the low energy L-shaped conformation observed in the 

crystalline form is not a dominant conformer in the amorphous phase. The difference in 

conformation between amorphous and AZD5718 Form A potentially enhances the resistance 

of the amorphous solid to crystallisation, as conformational rearrangement would require 

significant energy input to occur.  
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Figure 5.18: Overlay of 100 example AZD5718 conformations adopted in the amorphous 
phase, extracted from multiple frames of MD trajectories for 2 and 4 wt% water. The range 
of potential AZD5718 conformations is evident, due to the conformational flexibility of the 
molecule as a result of the large number of flexible rotatable bonds. 

 

Due to the lack of long-range ordering in the amorphous material, it is likely that the 

PDF signal is dominated by molecular and short-range intermolecular interactions. Figure 

5.19 shows an overlay of SD AZD5718 with the mean PDF calculated from a range of single 

AZD5718 molecules with a distribution of conformations. A total of 100 single molecules 

were used to obtain this distribution. Several peak positions in the experimental data are 

reproduced in the mean single molecule PDF, however, the amplitudes are significantly 

different, where in the simulated data, the amplitudes are higher. This is because the single 

molecule calculations are based upon a single AZD5718 molecule in the large MD box. This 
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drastically reduces the number density of the material, which drops to near zero, as the 

majority of the cell has no contents. As the baseline in the PDF is dependent on the number 

density, any atom-atom contacts will result in significant peak amplitudes, as the density of 

these contacts will be significantly larger than the average across the cell. The effect of box 

size, and effectively the average number density, on single molecule PDF calculations, is 

demonstrated in Figure 5.20, where a single molecule was placed inside three different cell 

sizes, with cell lengths of 15 Å, 25 Å and 50 Å, where it is observed that the larger box sizes 

have higher amplitudes, attributed to the lower number density of the cell. It is clear, 

however, that not all of the features in the PDF are reproduced, and it is likely that the 

features not observed in the calculated PDF are due to intermolecular contacts, related to 

the first coordination shell around a given AZD5718 molecule 

 

 

Figure 5.19: Plot of PDF for amorphous AZD5718 and the mean PDF calculated from 100 
different AZD5718 conformers. 
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Figure 5.20: PDFs calculated for a single AZD5718 molecule, with varying cell dimensions, 
with 15 Å cell length (red), 25 Å cell length (green) and 50 Å cell length (blue) shown. PDF is 
truncated at 10 Å for clarity. 

 

5.3.6. Mapping structural features in PDF of amorphous AZD5718 

Some example interactions extracted from the MD simulations, which reproduce 

distances observed in experimental amorphous PDFs, are shown in Figure 5.21. The identified 

distances are all less than 6 Å, as these are the dominant features in the PDF, after which, the 

local structure is less well-defined, as the disordered nature of the material is reflected in the 

low peak amplitudes. The peak at ~ 3.7 Å  in this case has not been investigated, as it is 

apparent from Figure 5.19 that the main contribution to this feature is from intramolecular 

interactions, as evidenced in the mean PDF of the single AZD5718 molecules.  

As the PDF shows distributions of interatomic distances, centroids were calculated 

for a functional group or ring of interest, to obtain an average distance for all points, which 

is manifest as the peak maxima in the experimental data. Good agreement is obtained by 

measuring distances between functional groups involved in hydrogen bonded interactions, 

and ring-ring centroids accurately reflect longer distances in the material. The shortest 

distance compared to the experimental data, at 3 Å, seems to correspond to atoms involved 
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in hydrogen bonds in AZD5718, with the example showing an NH…N hydrogen bond. It is 

worth noting that there are several other close contacts which will contribute to these 

features, including intramolecular distances. However, for simplicity, and ease of 

identification, the focus here has been on the hydrogen bonding. Beyond this, the distance 

at ~ 4.4 Å, in this case, corresponds to a ring-ring centroid, with ring positions close to the 

functional group involved in the hydrogen bond. Given the common occurrence of rings in 

the chemical structure of AZD5718, these types of interactions are likely to contribute 

significantly to the data. At ~ 5 Å, this is again related to atoms involved in the hydrogen 

bonding, however, given the positions and number of atoms near the bond in the 

carboxamide group, the centroid-centroid distance is larger than that at 3 Å. The final 

distance shown at ~ 5.3 Å corresponds to a ring-ring centroid between two molecules, at 

positions further from the hydrogen bond, again showing the large contribution of the rings 

to the observed peaks. All distances compare favourably to the experimental data. Due to 

the large size of the AZD5718 molecule, only first-neighbour molecules appeared to 

contribute to these low-𝑟 distances. As such, the types of interactions and ring-ring contacts 

highlighted are largely representative of the features observed in the data. Of course, the 

peaks in the PDF represent distributions of interatomic contacts, and therefore, a great 

number of other distances will exist in the material.  

It is apparent from the snapshots shown of interactions in amorphous AZD5718, that 

the structure differs significantly from the crystalline form, which is also evident in Figure 

5.17, where the dominant features are chains and rings of AZD5718 molecules, whereas in 

the amorphous form, more finite arrangements are formed, such as the dimers observed 

below. The formation of dimers in the amorphous phase has been reported in simulations 

and spectroscopic studies of pharmaceuticals (Kamińska et al., 2020; Strachan, Rades, & 

Gordon, 2007; B. Wang & Pikal, 2010), as opposed to the more complex motifs often 
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observed in their crystalline counterparts. Additionally, notable structural diversity is present 

in the amorphous solid, in comparison to the crystalline form. The observation of a larger 

distribution of motifs is, of course, expected due to the disordered nature of the material. 

Hydrogen bonds in the crystal are also directed by NH…O=C contacts. From the few images 

shown below, there is appreciable deviation from this in the amorphous phase, where a 

significant number of NH…N interactions are formed.   

 

 

Figure 5.21: Distances identified in MD structures which are comparable to experimental PDF 
data, with a) identification of distance at ~ 3 Å, b) distance at ~ 4.4 Å, c) distance at ~ 5 Å and 
d) distance at ~ 5.3 Å. For all images, the hydrogen bond is highlighted by a blue line, and the 
distance of interest is shown by a green line. 

 

A comparison of the experimental SD reference PDF to the mean PDF calculated  for 

the interactions shown in Figure 5.21 is shown in Figure 5.22. There is good agreement 

between the peak positions and relative peak amplitudes between the experimental and 

calculated data. Aside from the differences described in Section 3.2.3.6., related to the 
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number density, the differences present here can be attributed to the small sample size used 

for the calculation, as it is likely that not all the “average” interactions in the MD simulations 

are captured in the four frames used. However, this demonstrates that the small number of 

interactions selected above are sufficient to describe the majority of the low-𝑟 peaks in the 

PDF.  

While it is evident from Figure 5.19 that the intramolecular structure contributes 

significantly to the amorphous PDF, it is clear that the PDF also contains useful information 

related to intermolecular interactions, as a number of the features in the experimental data 

are not replicated using only the single molecule calculations. In particular, the feature at ~ 

5 Å, which is not accounted for in the mean PDF for the calculated conformers, is clearly 

reproduced in the calculated PDF shown in Figure 5.22. Beyond ~ 5 Å, however, there is poor 

comparison between the observed features, which suggests that the sample interactions 

shown are not representative of all interactions in the amorphous material. Given the 

structural diversity observed in the MD simulations and the weak peak intensities, which 

reflect the loss of structural coherence at these distances, this is expected.  
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Figure 5.22: Comparison of experimental PDF of SD AZD5718 to the mean PDF calculated 
for selected interactions. 

 

 

5.4. Summary 

Subtle changes in the local structure of amorphous AZD5718, which are directly 

attributed to the presence of water as a result of preparation method, were detected using 

PDF analysis. This demonstrates the sensitivity of the technique in probing the local structure 

of amorphous materials, where a subtle change in the water content had a significant impact 

on the data, as evidenced by the change in CCs, where for samples prepared by the same 

method, CCs were > 0.99, which dropped to ≤ 0.99 when comparing samples prepared by 

different methods. As such, the technique could be used to unambiguously identify SD and 

PREC AZD5718, the latter of which has a higher water content. 

Comparison of the reference experimental PDFs of SD and PREC AZD5718 to those 

calculated from MD simulations showed excellent agreement, where PREC showed higher 

similarity to the MD simulations with higher water content. The opposite was true for SD, in 

line with experimental observations. An investigation into the structure in MD simulations of 
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amorphous AZD5718 revealed potential disruption of AZD5718- AZD5718 hydrogen bonds 

by water at higher water content. The disruption of molecule-molecule hydrogen bonds by a 

plasticiser has been suggested in an MD study of sucrose (Gupta, Nunes, & Jonnalagadda, 

2013), wherein it was suggested that this may contribute to increased mobility at elevated 

humidity. Similarly, this has been reported in an experimental study of thermoplastic starch 

(Ma & Yu, 2004), where the use of formamide and glycerol as plasticisers seemed to disrupt 

interactions between starch chains, evidenced by FT-IR. Water clustering was identified in 

the MD simulations for AZD5718 (Section 3.2.3.1; Figure 5.12), particularly at high water 

contents, which contributes to the differences between the PDF data for SD and PREC 

(Section 3.2.3.1.).  

As expected, the intramolecular structure of AZD5718 contributes significantly to the 

strongest PDF features. This has been confirmed using single molecule PDF calculations 

(Section 3.2.3.6.; Figure 5.19), where the feature at ~ 3.7 Å was shown to align with several 

intramolecular contacts, specifically third and fourth nearest neighbour atoms in the 

molecular structure. However, a calculated mean PDF obtained from pairs of interacting 

AZD5718 molecules (Section 3.2.4.; Figure 5.22) reproduced the key features in the 

experimental PDF highlighting contributions from intermolecular interactions out to ~ 6 Å. 

Key distances observed in the reference experimental PDF for SD AZD5718 were mapped to 

selected structural features from the MD simulations at 2% water (Section 3.2.4.; Figure 

5.21), showing good agreement. The identified features were related to hydrogen bonded 

interactions from AZD5718- AZD5718 contacts. 

The need for careful sample handling and processing, particularly for non-crystalline 

materials, is an important aspect of the experimental investigation of amorphous materials 

by PDF. The long analysis times (~ 22 hours for a PDF measurement), and sample preparation 

do mean samples can undergo relaxation or dehydration which could impact on the results, 
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due to the sensitivity of PDF analysis in this context. However, aside from the sensitivity of 

the PDF, the technique allowed the differences resulting from the two manufacturing 

methods to be confirmed, and through correlation with the MD simulations, assign this 

difference to changes in the water content of the two samples. Given the structural changes 

that were identified as a direct result of water interaction with AZD5718, the need for careful 

sample handling is reinforced, and it is crucial to control environmental variables, such as 

temperature and humidity, during the development stage of any drug product.  
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Chapter 6: Structure and dynamics in amorphous 

paracetamol 
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6.1. Introduction 

The painkiller paracetamol (PCM) is a model pharmaceutical system whose crystalline 

solid-state behaviour has been widely investigated and characterised (Di Martino, Conflant, 

Drache, Huvenne, & Guyot-Hermann, 1997; Nichols & Frampton, 1998b; Perlovich, Volkova, 

& Bauer-Brandl, 2007; Reiss, Van Mechelen, Goubitz, & Peschar, 2018a; Shtukenberg et al., 

2019; Zimmermann & Baranović, 2011). PCM exhibits extensive polymorphism, with five 

single-phase forms being structurally characterised to date (Nichols & Frampton, 1998b; 

Reiss et al., 2018a; Shtukenberg et al., 2019) and several additional polymorphs reported 

although full crystal structures have not yet been determined for them all (Shtukenberg et 

al., 2019; Smith, Bishop, Montgomery, Hamilton, & Vohra, 2014). The known crystal 

structures of PCM and lattice parameters are shown in Figure 6.1 and Table 6.1, respectively. 

 

Figure 6.1: Known structures of PCM, showing (a) Form I, (b) Form II, (c) Form III, (d) Form III-
m, and (e) Form VII. 
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Table 6.1: Lattice parameters for Forms I (Naumov, Vasilchenko, & Howard, 1998), II 
(Nichols & Frampton, 1998a), III and III-m (Reiss, Van Mechelen, Goubitz, & Peschar, 2018b) 
and VII (Shtukenberg et al., 2019). 

Form  𝑎 (Å)  𝑏 (Å) 𝑐 (Å) α (°) β (°) γ (°)  Z’ 

I 7.094 9.263 11.657 90 97.672 90 1 

II 17.166 11.777 7.212 90 90 90 1 

III 11.838 8.569 14.818 90 90 90 2 

III-m 11.755 8.572 14.516 90 90 90 4 

VII 16.844 9.482 9.142 90 90 90 2 

 

 

 While there is significant structural diversity in solid forms of PCM, hydrogen bonds 

form exclusively between the OH in the phenyl group and the C=O in the N-acetyl group; and 

the NH in the N-acetyl group and the phenyl OH. No deviation from these motifs have been 

reported for the crystalline phases. PCM molecules are hydrogen bonded to four other PCM 

molecules, in all reported structures except Form VII, in which one of the molecules in the 

asymmetric unit forms only two hydrogen bonds (OH…O=C) in a chain-like motif. The 

structural similarity between Forms II, III and III-m is apparent in Figure 6.2, wherein sheets 

of hydrogen-bonded PCM molecules form chains and rings, which differ from the 

herringbone-type structures shown for Forms I and VII. The differences in packing between 

Forms II, III and III-m are due to subtle changes in the torsion angles in the N-acetyl and 

hydroxyl groups, which change the direction of the hydrogen bonds. The structural similarity 

between these forms is also reflected in their lattice parameters, where for III and III-m these 

are almost identical, and when comparing III and III-m to Form II, the parameters are closely 

related, with 𝑎 ≈ 𝑏, 𝑏 ≈ 
1

2
𝑎 and 𝑐 ≈ 2𝑐. 
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Figure 6.2: Structure overlay of Forms II (red), III (blue) and III-m (green) highlighting the 
common structural motif in these forms. 

 

Structural characterisation of Form III eluded researchers for a number of years due 

to the poor physical stability of the polymorph and difficulty in isolating the form as a stable 

sample to allow measurement although  a number of studies have reported the detection of 

the phase using thermal and spectroscopic analyses (Gaisford, Buanz, & Jethwa, 2010; 

Zimmermann & Baranović, 2011). The first report of the crystal structure of Form III was in 

2009 (Perrin, Neumann, Elmaleh, & Zaske, 2009), where the metastable phase was isolated 

following crystallisation from the melt, and a Rietveld refinement performed to a predicted 

crystal structure. Whilst this was an achievement, given the lack of success in isolating Form 

III, the fit to the experimental data was suboptimal, with a reported 𝑟𝑤𝑝 of 13.8%. The authors 

attributed this poor fit to disorder in the material that was not taken account of in the 

structural model. Following this, a reassessment of the structure was performed (Reiss et al., 

2018a), wherein it was possible to solve the structure from the XRPD data, with a more 
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reliable 𝑟𝑤𝑝 of 4.2%. This yielded a similar result to the initial structural report, which differed 

by the positioning of the methyl group, and distance of the OH…O=C hydrogen bond. 

It has been reported that crystallisation of Form III from the bulk amorphous solid is 

dependent on the material being confined, for example, under a glass cover slip or within a 

glass capillary (Nanubolu & Burley, 2012; Perrin et al., 2009). Under these conditions Form III 

crystallises within the bulk material whereas Form II crystallisation begins on the surface. It 

has been suggested that surface mobility can be a significant factor in the crystallisation of 

molecular glasses (Yoshioka, Hancock, & Zografi, 1994; Yu, 2016). Where molecular mobility 

is reduced at the surface of a pharmaceutical solid this may reduce the mass transfer or 

reorientation processes involved in their re-crystallisation, and thus stabilise the amorphous 

solid. This is supported for example by experimental observations that nano-confinement of 

paracetamol in porous activated carbon can produce particles loaded with amorphous solid 

(Miriyala, Ouyang, Perrie, Lowry, & Kirby, 2017), supporting the theory that suppressing 

surface mobility can hinder crystallisation. Similarly, adhesion of particles of amorphous 

indomethacin to polymeric surfaces (Petra A. Priemel et al., 2013) has been demonstrated to 

improve the stability of the amorphous form due to a reduction in surface molecular mobility 

induced by drug-polymer interactions at the interface. 

The potential for the amorphous form to template crystallisation of pharmaceutical 

polymorphs has been raised for PCM, where a study of crystallisation from organic solvents 

reported two distinct amorphous precursors to crystallisation, resulting in either the 

formation of Form I or II, detected by PDF analysis and Raman spectroscopy (Nguyen Thi et 

al., 2015). Whilst this suggests a possible templating effect of the amorphous structure, the 

work does not address the potential impact of residual solvent in the PDF attributed to the 

reported amorphous form. As such, the contribution from residual solvent to the total PDF 
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(see Chapters 4 and 5) would be difficult to deconvolute and so a definitive description of 

local ordering in the amorphous precursors remains lacking. Therefore careful control of 

sample environment is essential during preparation and measurement to avoid any 

contribution from environmental or process-induced variations in the sample or 

experimental data.  

Here, amorphous PCM was produced by melt-quenching the liquid phase, and 

transformations in the amorphous material and crystalline forms tracked using synchrotron 

derived PDF analysis. Comparison to known polymorphs of PCM and MD simulations of bulk 

amorphous PCM are used to provide insight to local ordering in the amorphous phase. MD 

simulations of amorphous PCM at vacuum and SiO2 interfaces are also performed to 

understand the role of surface molecular mobility in directing the crystallisation of 

metastable forms. 

 

6.2. Materials and methods 

6.2.1.  Materials 

Paracetamol was purchased from Sigma Aldrich and used as received. 

 

6.2.2. Synchrotron X-ray powder diffraction 

Synchrotron XRPD data were collected at Diamond Light Source (DLS) beam line I15-1 

(proposal EE17779), using a wavelength of 0.161669Å and a PerkinElmer XRD 1611 CP3 area 

detector. Samples were loaded into 1.5mm (outer) diameter borosilicate glass capillaries. 

Data were collected for 300 seconds per sample. A camera positioned near the sample stage 

allowed images of the sample to be taken at each temperature. 
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Variable temperature (VT) data were collected on the sample, with temperature control 

achieved using a CryoJet. Following a room temperature (RT) reference scan of as-received 

crystalline Form I, the sample was heated to 180°C, to induce melting, before crash cooling 

to -155°C. This was followed by a temperature ramp, returning to the melting point in 5°C 

increments, with a measurement at each temperature interval.  

 

6.2.3.  Pawley fitting of crystalline PCM 

TOPAS Academic V6 (A. A. Coelho, 2003; A. A. Coelho et al., 2015) was used to perform 

Pawley fits (Pawley, 1981) to as-received and recrystallised PCM samples for the purposes of 

phase identification. Lattice parameters used in Pawley fits were the same as those shown in 

Table 6.1. 

A peak shape function, describing the reciprocal-space resolution dependence of the 

peak shapes and amplitudes, was refined against a silicone reference material. These values 

were then fixed in subsequent Pawley refinements to the experimental data. 

 

6.2.4.  Pair distribution function 

GudrunX (Soper, 2011; Soper & Barney, 2011) was used to apply corrections and 

normalisation for background, multiple scattering, polarisation, Compton scattering and 

atomic form factor to extract the differential scattering cross-section before transformation 

to the PDF, using a 𝑄𝑚𝑎𝑥 of 25 Å-1. A Soper-Lorch (Soper & Barney, 2012) broadening of 0.08Å 

was applied to minimise the impact from ripples arising as a result of termination of the 

Fourier transform at finite value. 

 



187 
 

6.2.5. Molecular dynamics simulations 

6.2.5.1. Production of bulk amorphous cell 

The Amorphous Cell module in the Materials Studio (BIOVIA, San Diego, USA) 

package was used to generate 10 cubic sample cells of 100 paracetamol molecules, at a 

density of 1.25g/cm3. The initial density was chosen as this is lower than, but close to, the 

density of crystalline forms of PCM (~1.3g/cm3) (Naumov et al., 1998). Each cell was 

generated with an initial density of 0.2g/cm3, to avoid atomic overlap and ring-spearing (see 

Chapter 1), before ramping to the target density. The Condensed-phase optimised molecular 

potentials for atomistic studies (COMPASS II) (Huai Sun et al., 2016b) force field was used to 

describe interactions between particles. The Ewald summation method was used to calculate 

long-range interactions. Geometry optimisation (GO) was performed using the Smart 

method, which is a cascade of the steepest descent, adjusted basis set Newton-Raphson 

(ABNR), and quasi-Newton methods of geometry optimisation, to accelerate GO. 

Subsequently, the lowest energy cell was used for further analysis. 

 

6.2.5.2. Construction of PCM-interface boxes 

Boxes consisting of PCM-vacuum and PCM-SiO2 interfaces were produced to study 

the effect of a silica-air interface on the mobility of amorphous PCM at an air glass interface. 

The PCM-silica box was produced using a starting model for amorphous SiO2 (included with 

Materials Studio software), with cell dimensions a = b = 28.51Å, c = 40Å. The c-axis is 

expanded such that approximately 60% of the volume of the cell is unoccupied. This allowed 

the Amorphous Cell packing task to be used to fill the void space with PCM molecules, at a 

density of 1.22g/cm3, in line with the equilibrated density of bulk amorphous PCM (see 
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Section 3.5.3). Following packing of the cell, the geometry was optimised using the Smart 

method, before dynamics simulations were run. 

The PCM-air cell was produced using the bulk amorphous PCM cell after equilibration 

under the NPT ensemble, as a starting configuration. The b-axis was expanded to 55Å, 

allowing approximately half of the cell to be occupied with PCM molecules. The remaining 

volume was left unoccupied, to reflect the PCM-air boundary. No input atoms were used due 

to the low density of air. A geometry optimisation was performed using the Smart algorithm 

before further analysis. 

 

6.2.5.3. Molecular dynamics simulations of amorphous PCM boxes 

The Forcite module within the Materials Studio package was used for molecular 

dynamics (MD) simulations. The lowest energy cells were used for dynamics simulations in 

all cases. Simulations of the bulk amorphous PCM box was performed for 2ns initially using 

the NPT ensemble to equilibrate the density, using the Nose thermostat (Nosé, 1984) and 

the Berendsen thermostat (Berendsen et al., 1984) for temperature and pressure control, 

respectively. After an initial equilibration, calculations were performed for a further 2ns using 

the NVT ensemble, with the Nose thermostat for temperature control. The final density of 

the NPT simulations was 1.22g/cm3, which was used as the target density of the PCM 

populated volume of the cell in the PCM-SiO2 box. The interfacial amorphous cells were 

equilibrated for 2ns, using the NVT ensemble, with a further 2ns performed for analysis of 

the trajectories. Further simulations at 60°C were performed using the same settings as 

above, to compare mobility in the amorphous solid at high and low temperature. 
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6.2.5.4. Calculation of PDFs from MD-derived structural models 

TOPAS Academic V6 (A. A. Coelho, 2003; A. A. Coelho et al., 2015) was used to 

calculate PDFs from individual MD frames using Equation 6.1 (Takeshi & Billinge, 2012b) 

𝐺𝑐𝑎𝑙𝑐(𝑟) = (
1

𝑟
) ∑ ∑ [(

𝑓(𝑄)𝑖𝑓(𝑄)𝑗

〈𝑓(𝑄)〉2
) 𝛿(𝑟 − 𝑟𝑖𝑗)] − 4𝜋𝑟𝑝

0𝑗𝑖      (6.1) 

where 𝑓(𝑄)𝑖  and 𝑓(𝑄)𝑗  are the atomic form factors of atoms 𝑖 and 𝑗, respectively, 

𝑝0 is the average number density, and 〈𝑓(𝑄)〉 indicates the compositionally averaged form 

factor. Calculated PDFs were convoluted with a 𝑠𝑖𝑛𝑐 function to replicate the 𝑄𝑚𝑎𝑥-

dependent termination ripples in the experimental data. A further convolution was applied 

to account for the Soper-Lorch broadening (Alan K. Soper & Barney, 2012) applied to the 

experimental data. When calculating the PDF from the MD-derived structural model of 

amorphous PCM, only the scale and zero-error were refined. 

 

6.2.5.5. Calculation of diffusion coefficients in interfacial MD simulations 

Diffusion coefficients (DCs) were calculated for the MD simulations of bulk 

amorphous PCM, PCM-vacuum and PCM-SiO2 by fitting a straight line of the form 𝑌 = 𝑚𝑥 +

𝑐 to the plot of the mean squared displacement (MSD) to simulation time, where 𝑚/6 is 

equal to the diffusion coefficient (Mauritz, Storey, & George, 1990). Standard deviations 

(SDs) were obtained by splitting the plot into four sections and calculating the DC 

independently for each. SDs are thus calculated as the standard deviation of the 4 DC values. 
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6.2.6.  PDF refinements of known PCM structures to experimental amorphous PCM 

TOPAS Academic V6 was used to perform PDF-refinements of the MD-derived structures 

of known PCM polymorphs to the experimental data for amorphous PCM. A damping 

parameter was used to simulate the known forms as 7.5nm nanocrystals, such that the 

attenuation of the PDF signal was comparable to the experimental data. This was calculated 

by multiplying the PDF by the autocorrelation function (S. J. L. Billinge et al., 2010):  

𝑓(𝑟; 𝑑) = [1 −
3𝑟

2𝑑
+

1

2
(

𝑟

𝑑
)
3
]Φ(𝑑 − 𝑟)    (6.2) 

where 𝑑 is the diameter of the domain, assuming a spherical particle. 

Coordinates of known forms were constrained by dummy atoms, with distance restraints 

applied, to prevent the resulting structure from deviating uncontrollably from the starting 

positions. 𝑄-related damping and broadening were refined against a silicon reference 

standard and were fixed during refinement of PCM structures to the experimental 

amorphous PDF. 

 

6.2.7.  Statistical analysis 

PolySNAP 3 (Barr et al., 2004b) was used to compare the experimental PDFs across 

the temperature range to the calculated PDFs of known PCM forms, by generating Pearson 

correlation coefficients (CC) (Szczepańska, 2011) between each dataset. This coefficient 

provides a quantitative measure of the similarity between PDFs. Using this method, a CC of 

one indicates a complete correlation between two datasets, zero indicates no correlation, 

and -1 implies a negative correlation. For all datasets, comparisons were performed between 

3.5 and 8.5Å, as above this value there is minimal structural information in the PDF of 

amorphous materials. 
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6.2.8. Principal component analysis  

The PCA module in Origin (OriginPro 2018, academic) was used to identify trends in the 

experimental VT PDF data. The 𝑟-range used in the analysis was 3.5 – 8.5Å. Three principal 

components were used as these were found to account for >96% of the variance in the data. 

The first principal component (PC1) was able to account for > 90% of the variance in the data, 

while principal component 2 (PC2) only accounted for ~ 5% of the variance. A third 

component (PC3) was included in the analysis, however, this was only able to account for ~ 

1% of the variance. Score plots were calculated for PC1 and PC2, and PC1 and PC3. 

 

 

6.2.9.  Area under the curve (AUC) 

The trapezoidal method was used to integrate the area, 𝐼, under PDF curves, by (Liengme, 

2014), 

𝐼 ≈ ∑
1

2
𝑛
𝑖=1 (𝑦𝑖+1 + 𝑦𝑖)∆𝑥    (6.3) 

where the area under the curve is divided into small segments based on the step-size in the 

x-axis, ∆𝑥, and is calculated as the height of each segment multiplied by ∆𝑥. The PDF data 

were analysed in the region between 3.5Å and 8.5Å. 
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6.2.10. Conquest search of structural features in small-molecule crystal structures 

A search of the Crystal Structure Database (CSD) was performed using ConQuest 

(Bruno et al., 2002a) to identify the occurrence of C=O dipole interactions in small molecule 

crystal structures, for comparison to the MD-derived amorphous PCM structure. An input 

structure was drawn describing the N-acetyl group found in PCM (Figure 6.3). A non-bonded 

contact defined between the two drawn carbonyl groups, up to a maximum distance of 3.5Å 

was used as the search criteria. 

 

Figure 6.3: Input structure describing N-acetyl functional group found in PCM. Used as search 
criteria for ConQuest search. 

 

ConQuest was also used to search torsion distributions in known crystalline PCM 

structures and the MD-derived structural model, using a custom CSD database (Section 2.12). 

A 2D drawing of a PCM molecule was used as input for the ConQuest search, with two flexible 

torsions defined as shown in Figure 6.4. 
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Figure 6.4: Input structure used for ConQuest search of PCM flexible torsions in crystalline 
forms and MD-derived structural model. 

 

6.2.11. Full Interaction Maps (FIMs) 

Full Interaction Maps (FIMs) are a tool available within the Mercury software that 

provide an alternative way to visualise and identify intermolecular interactions. They allow 

the calculation of contour plots around a given functional group, where the contours give an 

indication of the preferred hydrogen bonding location, or other non-bonded interaction. 

Thus, where a donor-acceptor site sits out with the contour, this indicates that there is a 

more feasible or preferred bonding arrangement. Here, FIMs are used to assess the 

intermolecular geometries within the MD-derived structural model of amorphous PCM. The 

contours were calculated with a likelihood level of 2, 4, and 6, meaning that the contour will 
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be generated around an area wherein the density of interactions is 2, 4 or 6 times that which 

would be expected at random.  

 

6.2.12. Construction of IsoStar plot from MD frames 

A crystal structure database (CSD) searchable database was created using the Industrial 

CSD editor software (V2.21.0) (Groom, Bruno, Lightfoot, & Ward, 2016). The database 

consisted of frames from the RT bulk amorphous PCM MD trajectory. The IsoStar (Bruno et 

al., 1997) plot was calculated by searching the custom database using ConQuest (Bruno et 

al., 2002a). The corresponding files are then manually exported to IsoGen, where the 3D plot 

is automatically generated. 

 

6.2.13. Conformational assessment of amorphous PCM 

The CSD software package MOGUL (Bruno et al., 2004) was used to assess the 

intramolecular geometries generated from a geometry optimised frame extracted from the 

MD simulations, to ensure they were chemically reasonable. The program DSNAP (Barr, 

Dong, Gilmore, Parkin, & Wilson, 2005) was used to assess conformational similarity between 

PCM molecules in the MD simulation frames and the known crystal structures of PCM. The 

comparison was enabled by exporting the ConQuest files described in Section 2.10 to DSNAP. 

 

6.3. Results and discussion 

6.3.1. VT-XRPD 

Selected VT-XRPD data are shown in Figure 6.6. The scan of as-received Form I is shown 

for reference. The absence of long-range order where the XRPD pattern is a broad halo due 
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to melting is evident from the liquid melt at 180°C. Subsequent scans of the crash-cooled 

glass also reflect this lack of 3D periodicity. From visual inspection of the amorphous XRPD 

data (Figure 6.5), there is very subtle change in the amorphous “halo” as a function of 

temperature, reflecting the similarity in the local structure of the glass and liquid samples. 

There is a subtle shift in the maxima for the melt towards higher scattering angles, which 

would suggest shorter average distances in the local structure of the liquid. This contrasts 

with the general expectation of thermal expansion increasing average intermolecular 

distances and that liquids have lower density than solid materials (Khachan, 2018), with 

water being the exception (Ball, 2008; Tanaka, Girard, Davis, Peuto, & Bignell, 2001). While 

this was not investigated further, it is an unusual observation, and at the time of writing there 

are no known reports of similar behaviours in amorphous pharmaceuticals.  

 

Figure 6.5: Overlay of XRPD data for PCM glass at -155 °C (red), glass at -5 °C (green), and 
melt at 180 °C (blue). Truncated between 1 and 5° 2𝜃 for clarity. 

 

 The sample underwent crystallisation to Form III upon heating the glass to ~60°C, 

confirmed by Pawley refinement of the lattice parameters to XRPD data (Section 3.2). 
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Following the initial crystallisation of form III the sample underwent a subsequent solid-solid 

transformation to Form II at 100°C, and a subsequent conversion to Form I at 155°C. The 

observed events are close to reported values for PCM polymorph crystallisation from the 

melt (Burley, Duer, Stein, & Vrcelj, 2007; Di Martino et al., 1997). By comparison of the 

reference Form I scan to the recrystallised Form I, it is evident that there is significant 

preferred orientation in the recrystallised sample.  

 

Figure 6.6: Stack of selected plots from VT-XRPD data collection. From bottom to top: RT 
reference scan of Form I, liquid PCM after melting Form I at 180 °C, crash-cooled glass after 
cooling the melt to -155 °C, glass after heating from 155 °C to -5 °C, recrystallised Form III 
after heating glass to 60 °C, transformation to Form II following heating of Form III to 100 
°C, transformation to Form I after heating Form II to 155 °C. Data shown is truncated 
between 0 and 10° 2𝜃 for clarity. 

 

 

6.3.2.  Pawley fits of known lattice parameters to recrystallised samples 

For the purposes of phase identification, the XRPD data from samples of as-received and 

recrystallised sample were used in a Pawley refinement against the known lattice parameters 

for each polymorph. The resultant fits and refined lattice parameters are shown in Figure 6.7 
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and Table 6.2, respectively. Whilst the poor reciprocal-space resolution is worth noting, the 

excellent fits give confidence in the identified phases.  

 

Figure 6.7: Pawley fits of known lattice parameters to as-received and recrystallised PCM. 
From bottom to top: Fit of Form I lattice parameters to as-received material, fit of Form III 
lattice parameters to recrystallised sample, after heating the amorphous solid to 60 °C; fit of 
Form II lattice parameters to sample after heating recrystallised Form III to 100 °C; fit of Form 
I lattice parameters after heating recrystallised Form II to 155 °C. In all cases grey shows the 
observed data (𝑌𝑜𝑏𝑠), red shows the calculated (𝑌𝑐𝑎𝑙𝑐) and blue shows the difference (𝑌𝑜𝑏𝑠 −
𝑌𝑐𝑎𝑙𝑐). 𝑅𝑤𝑝 values were all <4%. 

 

Table 6.2: Refined lattice parameters from Pawley refinement to experimental VT XRPD 
data. 

Sample A (Å) B (Å) C (Å) 𝛼 (°) 𝛽 (°) 𝛾 (°) 

Form I reference 

 

7.0805 9.3303 11.6903 90 97.4091 90 

Re-crystallised Form III 

 

11.7603 8.5304 14.9652 90 90 90 
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Re-crystallised Form II 

 

17.0084 11.5597 7.2545 90 90 90 

Re-crystallised Form I 7.1155 9.5979 11.5510 90 97.7758 90 

 

 

6.3.3.  VT-PDF data 

Figure 6.8 shows selected PDF data sets, calculated from appropriately corrected and 

normalised (Section 2.4) synchrotron total scattering data (see Section 2.5), across the 

temperature range. From visual inspection, no significant change in the amorphous structure 

is observed as a function of temperature before the first crystallisation event at 60°C. 

However, upon closer inspection of the features in the amorphous PDFs (Figure 6.10), there 

are subtle differences between the PDFs of the liquid melt and subsequent measurements 

of the amorphous solid.  

 

Figure 6.8: Selected VT-PDF data in the range 0-30 Å showing transformations from the 
amorphous solid, starting with the liquid melt (bottom) produced by melting Form I at 180 
°C, followed by the PDF of the amorphous glass following cooling of the melt to -155 °C. 
Subsequent data sets show transformations induced in the material after heating the glass 
to the temperatures shown in the plot.  
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Figure 6.9: Overlay of PDF data in the range 1-10 Å for PCM glass at -155 °C, after cooling 
from the melt at 180 °C (red), glass at -5 °C following heating of the sample from -155 °C 
(green), and melt at 180 °C, after melting of as-received Form I (blue). 

 

 

Figure 6.10: Overlay of PDF data in the range 3.5-7.5 Å for PCM glass at -155 °C (red), to the 
glass at -5 °C (green) and melt at 180 °C after melting of as-received Form I (blue).  
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Attempts to reproduce the observed intensity differences between the PDFs of solid 

and liquid PCM using MD simulations performed at 500K failed (Figure 6.11). Similarly, there 

was no unexpected changes in the density, which was lower for the high temperature MD 

simulation than those run at lower temperatures. While some structural change is expected 

between the experimental PDF data for the melt and the amorphous solid, the differences 

shown in Figure 6.10 differ from what may be expected for a liquid and solid. Notably, it 

would reasonably be expected that the peaks of the liquid would be broader than that of the 

solid material, due to increased mobility and thermal vibrations in the high-temperature 

melt. This is not necessarily the case here as in some cases, the features in the solid are 

observed to be broader. While thermal parameters do not affect the PDF data of amorphous 

materials as significantly as that for crystalline due to the significant static disorder in the 

amorphous material (S. J. L. Billinge, 2011), it is reasonable to assume that the liquid PDF 

would exhibit broader features than the solid.  

The expected effect of thermal vibrations on the PDF on an amorphous material is 

demonstrated in Figure 6.12, where PDFs are calculated from the bulk amorphous PCM MD 

box (See sections 2.5.4) using varying thermal parameters (beqs). As expected, the increasing 

thermal parameters introduce a broadening effect on the calculated PDF. This change is 

minimal initially but becomes more apparent as thermal parameters are increased. This is 

particularly evident in the low-𝑟 region as the features become increasingly broad and 

dampened as a result, making it difficult to resolve individual features in the data. The 

significant changes in the low-𝑟 region are due to the largely intramolecular nature of these 

features, where there is significant correlated atomic motion as a result of the covalent bonds 

between the atoms (Prill, Juhás, Schmidt, & Billinge, 2015). Above ~3.5Å a similar damping 

and broadening of intermolecular features is observed, demonstrating the expected 

behaviour of an amorphous material as a function of temperature. The observed effect on 
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the calculated PDFs contrasts with the experimental data, indicating some structural change 

between liquid and solid samples of PCM which cannot be explained by increasing thermal 

vibrations.  

 

 

Figure 6.11: Comparison of PDF calculated from MD simulations of bulk amorphous PCM ran 
at 25°C and 227°C. 
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Figure 6.12: Comparison of PDFs calculated from the bulk amorphous PCM MD box using 
different thermal parameters (beqs). 

 

6.3.4.  PDF fits of known PCM polymorphs to experimental amorphous PDF 

To understand local packing in the amorphous solid, PDF fits of known PCM polymorphs 

to the data obtained from a crash-cooled sample of PCM at -155°C were performed (Figure 

6.13). The calculated PDFs were modified to resemble a 7.5Å nanoparticle (See section 2.6) 

such that the PDF attenuates to zero at 𝑟-values comparable to an amorphous material. To 

demonstrate the effect of this modification, Figure 6.14 shows the calculated PDF of PCM 

Form I before and after modification by the nanoparticle shape function. When the PDF is 

modified to resemble that of a nanoparticle, the PDF attenuates to zero at much shorter 

distances. Otherwise the features in the unmodified PDF extend to beyond the upper limit 

shown. Additionally, the amplitudes of the PDF peaks are smaller than the unmodified 

calculation. The use of the modification function thus allows comparison of local order in the 

amorphous solid to crystalline forms while minimising the contribution of long-range order 

to the PDF.  
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All fits compare reasonably in the low-𝑟 region, which is expected due to the dominance 

of intramolecular bonding in this region of the PDF (Prill et al., 2015). The PolySNAP (Barr et 

al., 2004b) analysis of the data (Figure 6.15), reveals that Form III has the closets similarity to 

the experimental data, where the highest CC is for Form III (CC = 0.957). This value shows a 

strong similarity and is significantly higher than the comparisons between any of the other 

refined PDFs, where the next highest value is for Form I (0.917).  

The high CC between the calculated PDF for Form III and the experimental amorphous 

PDF implies there is significant similarity between the local structures of Form III and the 

amorphous material. This similarity may suggest that the amorphous structure possibly acts 

as a template for Form III. Amorphous PCM has previously been reported to template 

polymorphic form in solution crystallisation experiments (Nguyen Thi et al., 2015). This is 

consistent with Ostwald’s rule of stages (Ostwald, 1897), wherein phase transitions are 

directed by the smallest change in free energy. Structural similarity between amorphous and 

crystalline forms have been reported for inorganic (Mavračić, Mocanu, Deringer, Csányi, & 

Elliott, 2018) and molecular (Mariedahl et al., 2018) systems, where the tetrahedral 

arrangement of water molecules observed in the crystalline forms is retained in the liquid. 
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Figure 6.13: Stack of refined PDFs calculated from the known crystals structures to the 
experimental PDF of amorphous PCM at -155°C. From top to bottom: Form VII, Form III-m, 
Form III, Form II, and Form I. CCs calculated between refined and experimental data shown 
above each plot. 
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Figure 6.14: Overlay of calculated PDFs of PCM Form I with and without nanoparticle 
modification function. Red line shows bulk crystalline material, blue is PDF of Form I modified 
to resemble a 7.5nm nanocrystal. Attenuation of the PDF peaks at low-𝑟 is apparent in the 
nanocrystalline example, whereas for bulk crystalline material, peaks extend to beyond the 
upper 𝑟-limit shown, reflecting long-range order. PDFs calculated using TOPAS Academic V6. 

 

Figure 6.15 shows the CCs for the refined PDFs of known forms when compared to 

experimental PDF data across the measured temperature range -5-50°C.  The crash-cooled 

amorphous solid displays a very similar local structure to both the liquid and Form III (both 

CCs > 0.95). As temperature increases, a significant drop in CC for the melt is apparent, where 

the lowest CC is 0.918 at 50 °C, immediately before crystallisation. The similarity to Form III, 

however, remains relatively constant, with the lowest CC being 0.949. This value is still 

considerably higher than the largest CC value for any of the other forms. CCs for the 

crystalline forms also see a striking reduction in their similarity to the amorphous solid across 

the temperature range. 
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Figure 6.15: Plot of correlation coefficients for refined crystalline PDFs of each known form 
to experimental VT-PDF data for amorphous PCM.  

 

6.3.5. Area Under Curve (AUC) Analysis for VT-PDF data 

It is apparent from Figure 6.15 that the amorphous structure undergoes some subtle 

change as a function of temperature however the exact cause of these is difficult to interpret. 

Whether these changes are due to structural re-organisation or purely a temperature effect 

that reflects the mobility of PCM molecules in the amorphous material is unknown. In an 

effort to examine the changes in PDF that occur as a function of temperature the area under 

each PDF curve was determined and plotted across the temperature range (Figure 6.16). 

Significant variations in the AUC occur as a function of temperature, transformations to and 

between crystalline forms being readily discernible. Overall, a downward trend is shown to 

occur with increasing temperature, after the initial crystallisation. This decrease in the AUC 

is expected to be due to broadening and damping of features in the PDF due to increased 

thermal motion and expansion. 
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Figure 6.16: Area under PDF curves as a function of temperature. Figure annotated with key 
transformations.  

 

When focussing on the temperatures below the crystallisation temperature, it is 

apparent that subtle changes occur in the amorphous phase (Figure 6.17). Changes in the 

plot shown are approximately consistent with reported transformations in amorphous PCM, 

where an increase in the AUC is shown from ~ 12°C, directly before a reported 𝛽-relaxation 

in PCM (~17°C) (Johari, Kim, & Shanker, 2005; Sibik et al., 2015),  and the reported 𝑇𝑔 of PCM 

of ~23°C (Sibik, Sargent, Franklin, & Zeitler, 2014). The 𝛽-relaxation process relates to an 

intramolecular relaxation and is often viewed as a precursor to the glass transition 

temperature. Above these events, there is a steady drop in the AUC. This steady drop, as 

described earlier in this section, is expected to be due to increased mobility in the sample. 

The AUC then seems to plateau at ~45°C, where it remains relatively stable directly before 

crystallisation to Form III. 
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The observed changes in the AUC also align with images taken of the sample on the 

beamline during data collection. Specifically, the glass changes from transparent to opaque 

before the reported 𝛽-relaxation (Sibik et al., 2015). Following this, the sample changes to a 

transparent material at the 𝑇𝑔. At ~40°C, before the AUC plateaus, the sample is again 

transparent. However, the sample was visibly more mobile inside the borosilicate glass 

capillary. Whilst AUC is not a widely used method for analysis of PDF, this analysis shows the 

total PDF signal does appear to vary around known physical transformation in PCM. Hence, 

we propose AUC as a relatively simple and convenient means to analyse temperature series 

PDF data to identify transition points quickly, allowing individual PDFs of interest to be 

selected for more detailed analysis. 

 

Figure 6.17: AUC of PDFs in the range T = -10-55 °C i.e. up to the crystallisation temperature. 
Figure is annotated with key physical transformations in the amorphous solid as well as 
images of the sample at each key temperature. Opaque regions are due to cracks in the glassy 
material not the presence of crystalline PCM. In all cases, X-ray beam was focussed on right-
hand side of each image, ensuring data were collected from the sample volume closest to 
the Cryojet sample heater. PDF data collected at the same temperature as each image shown.  
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6.3.6.  PCA of VT-PDF data 

Score plots (see Section 2.8) for the VT-PDF data are shown in Figure 6.18. A clear 

temperature dependent trend is present in the data, shown in plot 16 (a) of PC1 against PC2 

where PDFs below the 𝑇𝑔 are clustered (state T range  labels or cluster colour). Above 𝑇𝑔 

(T>25°C), there is a systematic trend with increasing temperature. The melt (180°C) appears 

distinct from all other data sets. In Figure 6.18b, showing score plot for PC1 and PC3, a similar 

trend is apparent. However, of interest is the region highlighted purple in the score plot, 

where temperatures associated with transitions reported in amorphous PCM (Section 3.6.) 

are clustered. Specifically, the temperatures in this purple cluster are associated with the 𝑇𝑔 

and 𝛽-relaxation events (12°C – 25°C) and the temperature range at which the sample was 

observed to be more mobile in the capillary (42°C). It is likely that there is some structural 

change associated with this cluster of points, whether related to structural or conformational 

relaxation, or otherwise. These temperatures were also identified using the AUC method and 

by visual observation of the sample (Section 3.6). It is worth noting that while PC3 describes 

only a small percentage of the variance (1.3%), the separation of clusters of PDFs 

corresponding to changes in the material demonstrate the value in including PC3 in the 

analysis. 
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Figure 6.18: PCA score plots for VT-PDF data: (a) score plot of PC1 against PC2 and (b) score 
plot of PC1 against PC3. Trends are highlighted for ease of interpretation. Data labels are 
temperatures (°C) that corresponding data set was collected at. 

 

6.3.7.  Comparison of experimental amorphous PDF to MD-derived structural model 

Figure 6.19 shows the overlay of the experimental PDF of amorphous PCM with the PDF 

calculated (see Section 2.5.4) from a single geometry optimised frame from the bulk 

amorphous PCM trajectory (see Section 3.10, Figure 6.28). Although small differences are 

apparent between the two PDFs there has been no refinement of the structural model to the 

experimental data. Only the scale factor and zero-error were refined. This initial fit shows all 

the main features observed in the experimental data appear to have reproduced suggesting 

that the MD simulation have captured the representative interactions present in the 

amorphous solid. 
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Figure 6.19: Overlay of experimental PDF of crash cooled amorphous PCM with PDF 

calculated from geometry optimised MD structure. 

 

6.3.8. Assessment of intramolecular geometries in bulk amorphous PCM MD box 

6.3.8.1. MOGUL geometry check 

An assessment of the intramolecular geometries in the bulk amorphous PCM box 

was performed using MOGUL (Bruno et al., 2004) to ensure that the resulting structure was 

chemically reasonable. All distances and most angles were in agreement with similar 

fragments within the CSD, demonstrating that sensible intramolecular geometries were 

retained using the COMPASS II force field. The angles identified as unusual were always 

related to the N-acetyl group and were only slightly out with the threshold identified for PCM 

molecules. However, a ConQuest search of the N-acetyl group reveals similar values have 

been found for other molecules in the CSD. Mogul identified 11 molecules out of 100 where 

torsion values lay out with the normal torsion angle distributions. This demonstrates that 

most MD-derived geometries are in agreement with the data available within the CSD, 

suggesting that they are low-energy conformations. While the majority of conformers align 
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with the CSD, the 11 identified as “unusual” may have a high conformational potential 

energy, as would be expected due to the conformational distribution within the high-energy 

amorphous solid, which may be otherwise stabilised by non-bonded intermolecular 

interactions.  

 

6.3.8.2. Torsion distributions 

Figure 6.20 shows the torsion distributions obtained by a search of the CSD using 

ConQuest (Section 2.10). A distribution of the torsion angles defined in Section 2.10 is 

apparent in the bulk amorphous MD box, compared to the structurally characterised forms 

of PCM. This is expected due to the relatively low 𝑍′ of all PCM crystal structures, all of which 

are ≤4. By contrast, the MD-derived structure contains 100 independent units. This is 

reflected in the torsion distributions, where rotation of the N-acetyl and hydroxyl groups 

result in a number of distinct conformers. For both torsion angles, there is a large distribution 

within the MD-derived structure and there is no obvious similarity or preference for any of 

the known crystalline forms of PCM. 

 

Figure 6.20: Comparison between torsion distribution for bulk amorphous PCM MD box 
and known crystalline forms for (left) Torsion 1 as defined in Section 2.12 (right) Torsion 2. 
Despite the small number of rotatable bonds, a significant distribution of conformations is 
apparent, largely due to rotation of the N-acetyl and hydroxyl groups. 

 

6.3.9.  3D IsoStar plot of interactions in bulk amorphous PCM 
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Figure 6.21 shows the 3D IsoStar plots corresponding to short-range non-aromatic 

interactions, calculated from the bulk amorphous PCM MD trajectory file (Section 2.10). For 

the contact points shown in the plots, red points represent oxygen, blue are nitrogen and 

grey are carbon. The software used to calculate the 3D plot (IsoGen) assumes that a single 

conformation is present across all structures provided. Thus, the reference conformer shown 

corresponds to that described by the first set of coordinates encountered by the software in 

the calculation. This will impact on the exact geometries of subsequent interactions mapped 

in the density plots however should not have a significant impact on the overall distributions 

observed in the disordered material.  

Analysis of the intermolecular interaction types in the amorphous PCM model show he 

N-H…O=C interactions. This interaction is not observed in any of the polymorphic forms of 

PCM (see Section 1) although has been observed in amorphous PCM samples using FTIR 

spectroscopy (Trasi & Taylor, 2012), where the peak attributed to the C=O stretch (assigned 

to the O-H…O=C hydrogen bond) splits. This peak spitting is attributed to both the O-H…O=C 

interactions, also observed in the crystal forms, but also to N-H…O=C. This N-H…O=C hydrogen 

bond therefore appears to be exclusive to the amorphous solid. It is also worth noting that 

this feature emerged at higher wavenumbers than the O-H…O=C peak, indicating that this 

interaction is weaker than the favoured O-H…O=C. This gives a possible explanation for the 

absence of this interaction in the crystalline phases, where stronger interactions are formed. 

Further differences in the amorphous PCM model from crystalline structures are 

apparent in the phenyl O-H group interactions, where OH…OH interactions are present 

(Figure 6.20c). Although OH…OH interactions do not represent a majority of non-bonded 

contacts involving this functional group, these are absent from all of the single-component 

polymorphic crystal forms. In line with the known forms, there is an abundance of C=O and 
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N-H interactions with the OH group. There is also evidence of a small number of C=O…C=O 

dipole interactions (Figure 6.20a) which have been shown to be comparable in strength to 

medium-strength hydrogen bonds, and around half that of a strong hydrogen bond, such as 

C=O…H-O (Allen, Baalham, Lommerse, & Raithby, 1998). Although not observed in the 

crystalline PCM polymorphs, the NH…NH interaction (Figure 6.20b) also appears in the 

amorphous solid. While not a favoured interaction for PCM, a search of the CSD using 

ConQuest (Section 2.10) (Bruno et al., 2002b) reveals this is a relatively common interaction 

within small molecule crystal structures containing the acetyl or N-acetyl functional groups.  

Around the N-H group, there is a narrower distribution of intermolecular contact sites 

compared with the OH or C=O groups. This is expected to be due to steric effects arising from 

the aromatic ring, effectively limiting the available space for PCM molecules to feasibly form 

non-bonded interactions. Crystal forms of PCM exhibit similar behaviour (Figure 6.22). This 

contrasts with the C=O and O-H groups, which lie at either end of the molecule, increasing 

the potential volume available for interactions to occur.  

 

 

Figure 6.21: IsoStar plot for bulk amorphous PCM MD trajectory. Plot shows interactions 
from functional groups in PCM molecules, where (a) shows contact points corresponding to 
carbonyl C=O interactions, (b) shows points representing N-acetyl N-H interactions, and (C) 
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shows points representing phenyl O-H interactions. Cut-off distance for non-bonded contacts 
was 4Å. 

 

 

Figure 6.22: Full interaction maps (FIMs) calculated for functional groups for PCM conformer 
from form I. The smaller contour around the N-H group demonstrates the relatively small 
volume available for non-bonded interactions to occur due to steric effects from the aromatic 
ring. 

 

The aromatic interactions also show a large distribution of molecular contacts (Figure 

6.23). As aromatic ring centroid-centroid distances were probed in the ConQuest search, the 

non-bonded cut-off was increased to 5Å. The occurrence of such interactions suggests a 

significant role of π- π interactions in the structure of the amorphous solid. As with the other 

non-bonded contacts (Figure 6.20) there is a distribution on 𝜋 − 𝜋 geometries, with parallel 

and parallel displaced dominating over other geometries such as edge-to-face. This again 

differs from the crystal forms (Figure 6.24), where a narrower distribution of potential 𝜋 

interaction sites are shown in keeping with the disordered structure.   
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Figure 6.23: IsoStar plot for bulk amorphous PCM MD trajectory. Plot shows pi-pi interactions 
around the PCM aromatic ring. Cut-off distance for non-bonded contacts was 5 Å. 

 

 

Figure 6.24: FIMs calculated for aromatic ring in PCM conformer from Form I. Contours 
correspond to aromatic carbons. Contours show a narrower distribution of potential 
interaction sites for 𝜋 interactions to occur, contrasting with that observed for amorphous 
PCM. Two views of calculated FIMs shown for clarity. 



217 
 

 

6.3.10. Assessment of intermolecular interactions in bulk amorphous PCM MD box using 

Full Interaction Maps (FIMs) 

FIMs (Section 2.11) calculated around sample interactions from the bulk amorphous 

PCM MD box are shown in Figure 6.25. The majority of interactions fall within the contours 

calculated around the central PCM molecules, demonstrating the feasibility of the MD-

derived structure. The majority of the PCM molecules are coordinated via hydrogen bonds 

to four other PCM molecules as is observed in all but one of the known PCM polymorphs 

(Section 1). In the amorphous cell some variation from this is observed with a number of 

occurrences where the central molecule forms only three hydrogen bonds.  

The images shown demonstrate that the majority of hydrogen bond motifs in 

amorphous PCM are observed in the crystalline forms. However as expected without the 

constraints of symmetry a wider distribution of geometries and types of intermolecular 

interactions are observed in the amorphous PCM model (Figure 6.26). For example, two cases 

are shown here of N-H…O=C hydrogen bonds and an OH…OH bond. Furthermore, where the 

structure deviates significantly from the crystalline behaviour, the hydrogen bond location 

sits out with the calculated contour. Deviation from the contour location demonstrates that 

the hydrogen bond is in a suboptimal location based on the data within the CSD. As this is a 

high-energy amorphous form, some deviation from the preferred locations may be expected. 

This is particularly evident at the N-H…O=C interactions. Structural deviations are also 

demonstrated in the central image in Figure 6.24, where the OH…OH interaction also sits out 

with the calculated contour and is not observed in the crystalline forms. 
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Figure 6.25: FIMs calculated around central PCM molecule for selected interactions found 
in bulk amorphous PCM MD box. 

 

 

Figure 6.26: Example interaction from bulk amorphous PCM box. Hydrogen bonds are shown 
in turquoise. The hydrogen bonded motif shown is not observed in the crystalline forms, due 
to the single hydrogen bond formed by the OH group on the central PCM molecule. In 
addition, the OH…OH interaction shown is not present in crystalline forms. 

 

 

6.3.11. Interfacial MD simulations 

6.3.11.1. Role of molecular mobility in directing crystallisation 

Figure 6.27 shows snapshots of the three MD simulation boxes described in section 2.5. 

DCs were calculated for each trajectory after equilibration (Figure 6.28; Section 2.5.5), to 

assess the impact of surface and bulk mobility on crystallisation in the amorphous solid.  
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All DC values are summarised in Table 6.3. From highest to lowest, the DCs calculated 

from the RT MD simulations are PCM-vac (1.783x10-7cm/s), PCM at PCM-SiO2 interface 

(1.208x10-8cm/s), PCM bulk (9.167x10-9cm/s) and SiO2 at PCM-SiO2 interface (3.750x10-

10cm/s). Notably, the DC for the PCM-vacuum box is by far the largest (1.78x10-7cm/s), at two 

orders of magnitude greater than all other PCM values. This indicates significantly higher 

mobility of PCM molecules at the surface of the amorphous material in comparison to PCM 

molecules in the bulk or at the PCM-SiO2 interface (1.97x10-9cm/s and 1.21x10-8cm/s, 

respectively). This suggests that interactions of PCM with SiO2 therefore significantly reduce 

surface mobility. Mobility of PCM molecules at the SiO2 interface is close to that determined 

for the bulk material.  

 

Table 6.3: Summary of DC values calculated from interfacial MD trajectories. 

MD box Compound for DC 

calculation 

DC at 25°C (cm/s) DC at 60°C (cm/s) 

PCM-SiO2 SiO2 3.750x10-10 3.333x10-10 

PCM- SiO2 PCM 1.208x10-8 1.583x10-8 

PCM bulk PCM 9.167x10-9 5.625x10-8 

PCM-vacuum PCM 1.783x10-7 N/A 

 

The kinetically driven crystallisation of Form II, which occurs when the amorphous solid 

is left exposed to the environment (Section 1), is hindered by the introduction of the SiO2 

interface, which significantly reduces surface mobility. In the bulk material, crystallisation 

may instead be driven thermodynamically (relative thermodynamic stability of PCM forms 
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observed here: III<II<I), as the kinetic drive for recrystallisation has been reduced by the SiO2 

at the surface. Recrystallisation here thus results in Form III before converting to the more 

thermodynamically favoured Form II as temperature is increased. These findings 

complement previous reports that Form II crystallisation begins at the surface of the 

material, whereas Form III emerges from the bulk (Nanubolu & Burley, 2012). The role of 

interfaces in stabilising the amorphous form has been previously reported (Palomäki, 

Lipiäinen, Strachan, & Yliruusi, 2020), where trehalose and melibiose were able to stabilise 

amorphous PCM. Thus, MD simulations offer some insight to the observed crystallisation 

behaviour when combined with the structural similarity between the amorphous phase and 

Form III determined by comparison of known crystal forms to the experimental amorphous 

PDF (Section 3.4). 

A different trend is observed for the simulations run at 60°C. From highest to lowest, the 

DCs calculated from the MD simulations ran at 60°C are PCM bulk (5.625x10-8cm/s), PCM at 

PCM-SiO2 interface (1.583x10-8cm/s) and SiO2 at PCM-SiO2 interface (3.333x10-10cm/s). 

However, like the RT simulations, the SiO2 DC (3.333x10-10cm/s) is the smallest for all high 

temperature calculations. Additionally, the PCM DC at the SiO2 boundary (1.583x10-8cm/s) 

also remains relatively small. It appears that even at high temperatures, where PCM 

crystallisation to Form III is observed, SiO2 is able to hinder molecular mobility of PCM at the 

glass-glass interface. At this interface, the DC is comparable to the RT simulations. At 60°C, 

the mobility of the bulk material is almost an order of magnitude greater than the all other 

values at this temperature (5.625x10-8cm/s). Mobility of the bulk material is still significantly 

lower than the surface at RT. While this demonstrates the significant mobility on the surface 

on the sample leading to Form II crystallisation, it is apparent that bulk mobility is sufficient 

to enable reorganisation to another metastable state. Given the structural similarity between 
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the amorphous phase and Form III (Section 3.4), the emergence of Form III is favoured, as it 

represents the lowest change in free energy within the system. 

 

Figure 6.27: Snapshots of MD boxes. From left to right: bulk amorphous PCM, PCM-vacuum 
interface box, PCM-SiO2 interface box. 

 

 

Figure 6.28: Diffusion coefficients for each MD box. Error bars represent 1 standard deviation 
of the mean DC value. Black points correspond to DCs for simulations ran at 25°C, red points 
correspond to simulations ran at 60°C. 
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6.4. Summary 

The structure of amorphous PCM has been studied using PDF analysis and MD 

simulations. Statistical analysis of the PDF data (Sections 3.5 and 3.6) allowed subtle changes 

in the local structure of amorphous PCM to be identified as a function of temperature. 

Clustering in PCA and an AUC approach aligned with reported secondary relaxations in the 

material (𝑇𝑔 and 𝛽-relaxation) (Sibik et al., 2015) and crystallisation events. These also aligned 

with visual changes in the material (Figure 6.17) as shown in the images taken of the sample 

on the beam line. These results demonstrate the sensitivity of PDF analysis in detecting subtle 

changes in the local structure of amorphous molecular solids. 

 Use of MD simulations has enabled the first thermodynamically feasible structure for 

amorphous PCM to be proposed. Analysis of the intra- and intermolecular structure provided 

an understanding of the distribution of conformations and intermolecular interactions that 

accurately accounts for the experimental amorphous PDF (Section 3.7). By fitting the 

structures of known crystalline forms of PCM it was also demonstrated that structure in 

amorphous PCM has the closest similarity to Form III (Section 3.4).  

Structure in bulk amorphous PCM was found to contain similar hydrogen bonding 

patterns to all known forms (Section 3.10). In addition, some new hydrogen bonded motifs 

were observed for example an N-H…O=C interaction, which has previously been described in 

a spectroscopic study of amorphous PCM (Trasi & Taylor, 2012), and OH…OH hydrogen bonds 

were also observed. Analysis of the torsion distributions in the amorphous phase (Section 

3.9.2) revealed no preference or similarity to the crystalline PCM forms.  

MD simulations were also used to provide insight to the preferred crystallisation of PCM 

Form II when the amorphous solid is left exposed to the environment. Interfacial MD 

simulations revealed significantly increased mobility of surface molecules in the amorphous 
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solid (Section 3.11.1), where the DC calculated for the PCM-vacuum box was two orders of 

magnitude higher than those calculated for the bulk and PCM-SiO2 boxes. These results are 

consistent with previous reports of Form II crystallisation occurring on the surface of the 

material, whereas Form III emerges from the bulk (Nanubolu & Burley, 2012). MD simulations 

at 60 °C indicate that the bulk DC increases drastically at high temperature. However, this is 

still an order of magnitude smaller than the RT surface DC, reflecting the high mobility of 

surface molecules and their role in directing crystallisation to Form II. Thus, due to the SiO2 

interface minimising the kinetic drive for Form II crystallisation, phase transitions in the 

sample were directed by the thermodynamics of the system and follow Ostwald’s rule of 

stages (Ostwald, 1897). 

The sensitivity of PDF analysis in detecting subtle changes in local ordering as a function 

of temperature has been demonstrated. Subsequent analysis of the PDF, supported by MD 

simulations, gave insight into structure and transformations in the amorphous solid, and 

offered an explanation for the confinement-dependent crystallisation behaviour of PCM. It 

was also shown that molecular mobility on the surface of the amorphous material may play 

a role in directing the kinetic crystallisation of Form II. The findings from this may be used to 

inform formulation development of amorphous solids and can assist in targeting metastable 

phases or stabilising the amorphous form. Thus, the value in employing PDF analysis to 

understanding the interrelationships between structure and function in amorphous 

pharmaceuticals is demonstrated. 
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Chapter 7: Conclusions and future research 
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7.1. Conclusions  

The work presented herein addresses practical approaches for the reliable collection, 

treatment and interpretation of PDF data from amorphous pharmaceutical solids. A set of 

recommendations are presented in Chapter 4 for laboratory PDF data collection with 

approaches for sample handling, data collection procedure and data treatment discussed. 

These approaches are applied to an amorphous API (AZD5718) in Chapter 5 to understand 

the impact of manufacturing method on local structure. Further investigation couple 

experimental PDFs with calculated PDFs from MD simulations to access thermodynamically 

feasible structures. Finally, approaches for analysis of high-throughput synchrotron PDF data 

are presented using amorphous paracetamol as a case study. The value of MD simulations 

coupled with PDF data is again demonstrated. This technique pairing enabled structural 

understanding and insight into the crystallisation behaviour of the amorphous solid.  

The implementation of a laboratory diffractometer for in-house PDF studies of 

amorphous pharmaceuticals presents a number of challenges. Specifically, the poor 

scattering power of most amorphous pharmaceutical materials, a consequence of low atomic 

number components and the absence of constructive interference in the scattering 

experiment, is a significant hurdle for delivering high-quality data suitable for PDF analysis. 

The use of appropriate data collection and treatment procedures, as demonstrated herein, 

can assist in overcoming these challenges. There are a range of available software packages 

for calculation of the PDF from experimental data. In this work, GudrunX and xPDFsuite were 

implemented and each has been shown to produce reliable PDF data. As discussed in Chapter 

4, whilst xPDFsuite is a useful tool for rapid calculation of the PDF requiring little user input, 

it does not allow the same extent of customization of data treatment and correction available 

in other packages such as GudrunX. For example, the automated data correction procedures 
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can result in a reduced structure function, 𝐹(𝑄), that is not properly normalised. As a 

consequence given PDFs are not on an absolute scale, using xPDFsuite, the comparison of 

PDFs generated from data collected using two different instruments requires scaling of PDF 

data to allow direct comparison. This cannot be done with the current version of xPDFsuite. 

GudrunX allows this direct comparison due to normalisation of the scattering data to the 

differential scattering cross section by normalising the experimental intensities to the source 

flux. Also, the implementation of the Soper-Lorch function in GudrunX, for minimising the 

impact of noise and termination effects on 𝐺(𝑟), provides an additional data treatment 

procedure when those discussed in Chapter 4 are insufficient for obtaining high-quality PDF. 

It has been demonstrated that as long as long data collection times are implemented, 

laboratory PDF can assist in enabling structural understanding of amorphous 

pharmaceuticals. While laboratory PDF collection has been previously applied to provide a 

fingerprint of a given material, structural changes can also be detected as a function of stress, 

storage or processing. Challenges remain for non-ambient data collection. For example, in 

variable temperature experiments, the large sample volumes can make reliable temperature 

control difficult using capillary and Cryostream setups. In such instances or where high-

throughput PDF data is required, it is often desirable or even necessary to seek access to 

synchrotron sources for the higher flux and shorter collection times. The laboratory PDF data 

shown here have been demonstrated to be comparable to that obtained at a synchrotron in 

terms of the useful representation of amorphous structure. 

Molecular dynamics simulations coupled with PDF have been found to be invaluable in 

enabling structural understanding of amorphous solids in this work. The Materials Studio 

software package provides a series of tools for generation of large boxes of molecules 

(Amorphous Cell), geometry optimisation and dynamics (Forcite), providing 
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thermodynamically feasible trajectories of molecules. The COMPASS II force field represents 

the state-of-the-art in MD simulations for organic systems due to extensive parameterisation 

on representative functional groups. It is thus recommended to implement this force field if 

available. The OPLS-aa force field applied in Chapter 5 is a popular alternative to COMPASS II 

and has been found to produce reliable MD simulations for a range of materials (Fluitt & De 

Pablo, 2015; Moultos, Tsimpanogiannis, Panagiotopoulos, Trusler, & Economou, 2016; 

Robertson, Qian, Robinson, Tirado-Rives, & Jorgensen, 2019). Hence, selection of a specific 

force field is often governed by availability and access to a given MD package. Beyond the 

force field itself, there are a number of other considerations for obtaining reliable dynamics. 

For example, the use of the Ewald summation method for calculation of long-range 

interactions and the Nosé thermostat for temperature control have been recommended 

(Chapter 1, Section 1.9.2.4) as suitable methods for MD calculations. Where either of these 

methods have been applied, the resulting intra- and intermolecular geometries have been 

verified using the tools within the CSD. As the use of the Berendsen barostat has been found 

to produce unreliable dynamics, the Berendsen barostat was only applied to equilibrate the 

density in this work before switching to an ensemble with no pressure control. Thus, the 

dynamics are not expected to be adversely affected by the use of this barostat (Chapter 1; 

Section 1.9.2.5).  

Structural analysis of large boxes of simulated molecules necessary to describe an 

amorphous material also represents a challenge to visualisation and interpretation of 

structural features. By contrast, in small-molecule crystallography, the structure can be 

explained by a small unit cell repeating in three dimensions. In this work, a simplification of 

the large MD structure was generated using the tools within the CSD.  Specifically, the CSD 

Editor, Isogen and IsoStar, were used to create 3D spatial distribution plots where the 

average locations of non-bonded interactions can be observed. The implementation of these 
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methods for MD simulations has enabled the first proposed structure of amorphous PCM. 

Given the hurdles in applying and interpreting PDF data from organic molecular solids, this 

proposed structure represents a significant step in advancing the use of PDF within the 

pharmaceutical materials community. 

The methods applied here offer useful techniques for extracting information from PDF 

data and demonstrate that application of PDF to the materials discussed here is not trivial 

and can be greatly improved using the methodology recommendations discussed. A number 

of challenges and opportunities for further progress remain in this area. Advances in 

computing methods and power as well as data and structural analysis methodologies will 

help to further the applicability of PDF to an important class of functional materials. These 

advances will allow the application beyond the single-component systems discussed here to 

formulated systems for example. 

 

7.2. Future research 

A number of opportunities remain in the application of PDF to amorphous 

pharmaceutical solids, where structural understanding can be enabled through high quality 

PDF data coupled with MD simulations (Anderson & Xiang, 2016; Munjal & Suryanarayanan, 

2021). There are various methods which may be used to enhance the value of PDF data in 

pharmaceutical development, some of which are discussed below. 

While the use of a lab instrument for reliable PDF data has been demonstrated, further 

optimisations of data collection and treatment protocols could enable the use of a silver 

source for PDF analysis of poorly scattering molecular solids, enabling higher resolution PDF. 

Advances in detector technology enabling higher sensitivity to low-wavelength X-rays, and 

lab sources with higher flux may allow the implementation of such sources for PDF analysis. 
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The use of a silver source has the potential to increase sensitivity to the subtle structural 

changes indicative of phase separation in formulated drug-polymer systems during stability 

studies. PDFs generated from these data offer the potential to enable better prediction of 

stability as well as detecting small structural changes resulting from process history. 

Alternatively, the current data collection procedure may be tailored to enable high-

throughput PDF data in the laboratory, allowing rapid fingerprinting of amorphous APIs to 

accelerate development programs. This could be achieved via a number of methods, for 

example by using a larger diameter capillary or by increasing the step-size in the scattering 

experiment to allow longer counting times.  

The value of MD simulations coupled with PDF for providing structural insights to 

amorphous single-component systems could be extended to formulated drug-polymer or co-

amorphous drug-drug systems. Given the large volume of research in understanding stability 

and solubility in these materials, coupling MD simulations and PDF may assist in identification 

of stable formulations, with the experimental PDF data used to validate structural models 

calculated from the MD simulations. This approach would lead to the potential for greater 

predictive design in amorphous formulations and therefore minimise the requirement for 

time- and material- consuming experimental efforts.  

Developing robust approaches for probing amorphous structure will benefit the from the 

use of multiple techniques. Techniques which may offer complementary information to PDF 

include small-angle X-ray scattering (SAXS) (Laggner & Paudel, 2018) and time of flight 

secondary ion mass spectrometry (ToF-SIMS) (Iuraş et al., 2016). These techniques can allow 

tracking and correlation of structural changes from atomic (PDF, Å to nm scale) to nano 

(SAXS, up to few hundred nm scale) to micro (ToF-SIMS, up to few hundred 𝜇m) scales, 

allowing complete analysis across the entire system. As the value of other complementary 
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techniques (e.g. FTIR, DSC, TGA) has been demonstrated, additional analysis tools such as 

SAXS and ToF-SIMS may enable a thorough understanding of structure and properties of 

these industrially important systems.  

PDF has been shown to provide useful insights to structure and transformations in 

amorphous materials. The results have demonstrated the value of lab PDF in development 

of amorphous pharmaceutical solids and emphasised the potential of MD simulations in 

providing complementary structural insights. With the ability to apply PDF analysis in the 

laboratory allowing routine application, future developments as discussed may enable the 

routine determination of amorphous pharmaceutical structure for the first time enabling 

structure property relationships to be explored, feeding a new era of rational design of 

amorphous systems. 
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Appendix A4 (Chapter 4) 

A4.1 Experimental methods 

A4.1.1. Differential scanning calorimetry and thermogravimetric analysis  

All differential scanning calorimetry (DSC) and thermogravimetric analysis (TGA) 

measurements were collected using a Netzsch DSC214 Polyma and Netzsch Jupiter F1 449 

instrument, respectively. Buoyancy correction was carried out with an empty pan prior to 

sample analysis. Temperature and sensitivity calibrations were carried out over the 

temperature range –93 – 605 °C with indium, tin, bismuth, zinc, and caesium chloride 

standard materials for DSC. All data analysis was carried out with the Netzsch Proteus 

Analysis software v7.0.1 for DSC and v6.1.0 for TGA. Unless otherwise stated, all samples 

were prepared and measured in triplicate (i.e. 3 lots of the same sample) for DSC and TGA 

measurements.  

Based on results from a heating rate study, samples were heated from 25 – 225 °C 

for TGA and –20 – 225 °C for DSC at a heating rate of 5 °C/min under flowing helium purge 

gas at a flow rate of 40 ml/min. To ensure accurate determination of the sample 𝑇𝑔, two 

heating cycles were carried out for the DSC to obtain the 𝑇𝑔 from the second heat absent 

from the influence of moisture. The sample weight loss over the temperature range 40 °C – 

130 °C was determined. The 𝑇𝑔 (onset, midpoint, endset, ∆𝐶𝑝 and ∆𝐻𝑟𝑒𝑙𝑎𝑥) was determined 

for DSC, in addition to crystallisation and melting peak temperatures (𝑇𝑐 and 𝑇𝑚) and 

enthalpies (∆𝐻𝑐 and ∆𝐻𝑚).  

Standard samples were allowed to equilibrate for 30 min in a petri dish on a 

laboratory bench at room temperature (21 °C) and laboratory RH to minimise variation in 

residual moisture content. Standard samples were weighed into aluminium pans, sealed 

with pierced lids, after which DSC and TGA analysis was started immediately. Samples for 
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dry conditions were placed in a vacuum desiccator over P2O5 with pan lids removed to dry 

for 48 hours at 60 °C. Samples for moist conditions were placed in a humidifying glove bag 

(Aldrich® AtmosBag) with pan lids removed to humidify for 24 hours at 65 – 71% RH. 

Samples were hermetically sealed with lids immediately upon removal from a 

desiccator/glove bag, then weighed, and lids were only pierced immediately before 

insertion into the DSC and TGA instruments for analysis.  

 

A4.1.2. Thermo gravimetric analysis 

TGA data were collected using a Netzsch Jupiter F1 449. 3-5 mg of sample were 

weighed into aluminium pans and heated between 25 °C and 225 °C at 5 °C per minute, 

under a flowing helium purge. Buoyancy correction was carried out on an empty pan prior 

to analysis. Data analysis was performed using the Netzsch Proteus Analysis Software 

V6.1.0. Mass loss over the temperature range 35 - 100 °C was determined. 

 

A4.1.3. Fourier transform infra-red spectroscopy 

All Fourier transform infra-red (FTIR) data were collected on a Bruker Tensor II ATR 

FTIR spectrometer in a spectral range of 400 – 4000 cm-1. The resolution was 4 cm-1, and 

the final spectra were a mean of 16 scans. Data processing was performed using the Bruker 

OPUS version 7.5 (Bruker Optik GmbH, UK) software. All analysed samples were 

transported to the benchtop instrument in sealed glass vials and scanned within 1 min. 
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A4.2. Characterisation of day 0 reference materials and ASDs 

All reference and day 0 powder materials were characterised using various solid-

state analytical techniques to capture solid-state information about freshly prepared 

samples prior any changes upon storage or additional processing. 

 

A4.2.1. FTIR characterisation 

The region of interest for the IND-PVP system is between 1525 – 1800 cm-1 where 

the IND benzoyl C=O stretch can shift depending on whether IND is crystalline or amorphous, 

and also where hydrogen bonding between IND and PVP occurs in the ASD (Taylor & Zografi, 

1997) (Figure S.1 and Figure S.2).  

 

 

Figure A4.1: Overlaid FTIR spectra of day 0 powders of reference materials with labelled 
key bands. 

 

Amorph-IND
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non-H bonded acid 
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C=O stretch

IND asymmetric 
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cyclic dimer
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Figure A4.2: Overlaid FTIR spectra of day 0 powders of IND-PVP ASDs. Note that C20, C50, 
and C70 were prepared by HME, while C85 was prepared by melt cooling. 

 

Table A4.1: Tabulated FTIR data of reference materials and ASD containing key bands in the 
C=O region. 

Material IR band Experimental 

(cm-1) 

Taylor and Zografi, 

1997 (cm-1)  

Observations 

IND-PVP 

ASD 

Amorphous 

IND non-H 

bonded acid 

C=O stretch  

1726 

(shoulder) 

1726 (shoulder) Peak intensity 

increases with 

increasing IND wt% 

in the ASD, and goes 

from a shoulder at 

low concentrations 

of IND, where the 

absorbance of the 

C85 day 0

C70 day 0

C50 day 0

C20 day 0
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PVP carbonyl 

dominates the 

spectrum, into a 

single broad peak at 

high IND content.  

Amorphous 

IND 

asymmetric 

acid C=O 

stretch of a 

cyclic dimer 

1713 

(medium) 

  

Amorphous 

IND benzoyl 

C=O stretch 

1676 (strong)  As Amorph-IND 

content decreases in 

the ASD, a 

corresponding shift 

from left to right of 

this peak is 

observed. 

PVP H 

bonded C=O 

stretch 

1635 (weak) 1636 (band 

intensity varies 

depending on IND-

PVP composition) 

Peak is present in 

IND-PVP ASDs 

containing 5 – 50 

wt% PVP. As the 

concentration of PVP 

increases further this 
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peak merges with 

the non-hydrogen 

bonded carbonyl 

peak at 1666 cm-1 

and is apparent only 

as a shoulder at (60 – 

70 wt% PVP). At 80 

wt% PVP (C20) it is 

barely visible. 

Gamma-

IND 

Crystalline 𝛾-

IND 

asymmetric 

acid C=O 

stretch of a 

cyclic dimer 

1713 (strong) 1717 (strong)  

Crystalline 𝛾-

IND benzoyl 

C=O stretch 

1689 (strong) 1692 (strong)  

Dried PVP PVP non-H 

bonded 

amide C=O 

stretch 

1660 

(strong)† 

1679 (strong)‡  
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As-

received 

PVP 

PVP non-H 

bonded 

amide C=O 

stretch 

1661 (strong)   

Processed 

PVP 

PVP non-H 

bonded 

amide C=O 

stretch 

1666 (strong)   

Amorph-

IND  

Amorphous 

IND non-H 

bonded acid 

C=O stretch 

1732 

(shoulder) 

1735 (shoulder)  

Amorphous 

IND 

asymmetric 

acid C=O 

stretch of a 

cyclic dimer 

1706 (strong) 1710 (strong)  

Amorphous 

IND benzoyl 

C=O stretch 

1679 (strong) 1684 (strong)  

IND-PVP 

physical 

mixture 

Crystalline 

𝛾-IND 

asymmetric 

1713 (strong)  This peak is 

indicative of the 

presence of 
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acid C=O 

stretch of a 

cyclic dimer 

crystallinity. The 

intensity of this peak 

is observed to 

increase with 

increasing crystalline 

content in the ASD 

 Crystalline 

𝛾-IND 

benzoyl 

C=O stretch 

1689 (strong)  The emergence of 

this peak, initially as 

a shoulder in the 

ASD is indicative of 

the presence of 

crystallinity. The 

progressive shift of 

this peak to the left 

is observed to occur 

with increasing 

crystalline content in 

the ASD 

†PVP-K25 ‡PVP-K90 

 

 

A4.2.1. Laboratory molybdenum XRPD characterisation 

Figure S.3 shows the X-ray diffraction patterns of day 0 reference powder materials 

measured with a lab Molybdenum source. As anticipated, intense Bragg peaks identified 
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the crystalline Gamma-IND, while the amorphous materials showed a characteristic broad 

halo. It is clear from the patterns of the amorphous samples that they do not contain 

detectable traces of crystallinity, and as such, they can be regarded as X-ray amorphous. 

The patterns observed are very similar for as-received PVP, Dried PVP, and Processed PVP, 

giving a distinct double halo between 4 – 10 °2𝜃.  

Figure S.4 shows the stacked plot of MoXRPD patterns of day 0 ASDs. A double halo 

characteristic of PVP was exhibited by the amorphous EXTD-C20 powder between 4 – 10 

°2𝜃, indicating the high PVP content. However, the halo at ~4 °2𝜃 decreased in intensity 

with increasing IND content. 

 

 

Figure A4.3: Stacked plot of MoXRPD patterns of day 0 reference materials. 
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Figure A4.4: Stacked plot of MoXRPD scans of day 0 ASDs. 

 

A4.3. Reproducibility of ASD 

A4.3.1. FTIR analysis 

Figure S.5 shows the overlaid IR absorption spectra of all three day 0 Melt cooled C85 

powder samples (ASD-R1, ASD-R2, and ASD-R3). The close match of the spectra from the 

powder samples is indicative of a high similarity in the compositions, however the spectra 

do not completely overlap, and this is likely due to measurement artefacts arising from 

sample effects (e.g. particle size, orientation etc.). To eliminate such effects and amplify any 

subtle differences between samples, a first derivative of all three absorption spectra was 

taken and compared. As shown in Figure S.5, all three first derivative spectra overlap 

indicates a high reproducibility between samples. 
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Figure A4.5: FTIR analysis showing absorbance and derivative spectra of day 0 Melt cooled 
C85 powders. 

 

A.4.3.2. PSD analysis 

Figure S.6 shows the Morphologi measurements obtained for all three Melt cooled C85 

powder samples after gently triturating the clear, dark yellow glass for 4 min. The particle 

size distribution (PSD) of ASD-R1 was broadest, followed by ASD-R2, with both having 

similar 𝑑4,3 values of 162 μm and 164 μm respectively. The volume mean diameter, 𝑑4,3 is 

chosen as a definition of the mean size since it is very sensitive to the presence of large 

particles in the distribution. ASD-R3 had larger particles with 𝑑4,3 of 175 μm, highlighting 

the variability in PSD that is introduced by a manual trituration operation. Small variations 

like these in PSD are unlikely to cause significant differences in sample behaviour, however 

very broad or bi-modal distributions may lead to notably different sample behaviours 

during the dynamic heating step of DSC measurements.  

 

ASD-R1 D0

ASD-R2 D0
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Figure A4.6: Morphologi PSD measurements of day 0 Melt cooled C85 powders. 

 

A4.3.3. DSC analysis 

In Figure S.7 all three samples showed very similar DSC traces, with an average mid-

point 𝑇𝑔 of 48 ± 1.0 °C and a 𝑇𝑚 of 154 ± 0.2 °C confirming good reproducibility of sample 

compositions. 

 

Figure A4.7: Stack plot of DSC measurements from day 0 Melt cooled C85 powders. 
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A4.4. Detecting levels of crystallinity 

 

Figure A4.8: DSC trace of EXTD-C50 powder D125 showing a single 𝑇𝑔 with no signs of 

phase separation or recrystallisation after extended storage. 

 

 

Figure A4.9: DSC trace of EXTD-C70 powder D127 showing the early occurrence of two 𝑇𝑔 

values. 
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Figure A4.10: DSC trace of EXTD-C85 powder D128 showing the occurrence of two 𝑇𝑔s. 

 

A4.5. Calculation of percentage crystallinity 

The amount of crystalline IND, 𝑋𝑐, already present in the EXTD-C85 powder D128 sample 

was determined using the equation below (Kong & Hay, 2002) to make allowance for 

amorphous IND crystallising on heating. 

 

𝑋𝑐 = (∆𝐻𝑚 − ∆𝐻𝑐)/∆𝐻𝑚
0    (A4.1) 

 

where ∆𝐻𝑚 is the enthalpy of fusion of the sample at the melting temperature, 𝑇𝑚, ∆𝐻𝑐 is 

the enthalpy of crystallisation of the sample, and ∆𝐻𝑚
0  is the heat of fusion of the 

completely crystalline IND at the equilibrium melting temperature, 𝑇𝑚
0 . ∆𝐻𝑚

0  was 118.6 J/g 

as determined for Gamma-IND. 

 

1st heat run

Heating rate: 5  C/min

Form: Powder

Dynamic: 1st and 2nd heat run

2nd heat run

1st heat run

2nd heat run

1st heat run

2nd heat run
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A4.6. Investigating structural changes 

A4.6.1. Preparation of C20 samples 

Freshly extruded ASD using HME technique was ground into a fine powder using a 

mortar and pestle in a nitrogen filled glove bag with humidity <4%. Ground ASD was 

isolated in a vacuum oven for drying under P2O5 in petri-dish for 24 hours at room 

temperature, afterwards it was separated into two batches Batch A and Batch B in a dry 

glove bag. Batch A was isolated in a sealed vial pending loading into a 2 mm capillary 

within the glove bag for EMPYREAN X-ray measurement. DSC, IR, and TGA measurements 

were also carried out. Batch B was isolated in a humidifying glove bag using a petri dish/ 

weighing boat for 48 hours to humidify sufficiently. Humidification was provided by a NaCl 

supersaturated solution to give a maximum of 67 - 71% RH in the glove bag. The wet ASD 

(Batch B) was then sampled for DSC, TGA and PDF measurements in a 2mm capillary. 

Finally, the wet ASD (Batch B) was re-dried in a vacuum oven at room temperature for 48 

hours with P2O5 to return it as close as possible to the original dry state. 

 

A4.6.2. Preparation of Processed PVP Samples 

5g of PVP-K25 was weighed out into the stainless steel beaker and was immersed into hot 

oil at 175 °C. Processed PVP was thus prepared using Method C by heating the PVP powder 

for 25 min while stirring intermittently with an overhead impeller. The processed PVP bulk 

was isolated into a glove bag and the steel containment beaker was covered with parafilm 

to prevent the uptake of moisture while allowing the powder to cool down to room 

temperature. The processed PVP was then spread across a petri dish and dried in a vacuum 

oven for 19 hours at ~80 °C. After drying, a sample was isolated into TGA pans alongside the 

bulk material, and further dried in a desiccator at room temperature for 21 hours with 

P2O5. After drying, the DWD-PVP-DRIED was sampled for PDF, TGA, and IR. The remaining 
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bulk was placed in a humidifying glove bag with 65 - 71% RH to humidify for over 22 hours. 

After humidification, DWD-PVP-WET was sampled and analysed by PDF, IR, TGA, and then 

re-dried in a desiccator with P2O5 at 60 °C for ~22 hours. The final DWD-PVP-REDRIED was 

then analysed by the above techniques and PDF to assess influence of moisture on PDF 

trace. 

 

 

Figure A4.11: FTIR absorption spectra of Processed PVP for dried, wet, and re-dried 

powders. 

 

Table A4.2: Weight loss in Processed PVP and Extrudate C20 samples from TGA analysis 

Sample Experiment name Mean weight loss 

(%) 

Processed PVP DWD-PVP-DRIED 6.7 ± 0.85 

 DWD-PVP-WET 15.2 ± 1.56 

DWD-PVP-DRIED

DWD-PVP-REDRIED

DWD-PVP-WET
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 DWD-PVP-REDRIED 2.5 ± 0.59 

Extrudate C20 DWD-C20-DRIED 2.9 ± 0.88 

 DWD-C20-WET 11.2 ± 0.91 

 DWD-C20-REDRIED 3.18 ± 0.14 

 

 

 

Figure A4.12: FTIR absorption spectra of Extrudate C20 for dried, wet, and re-dried 

powders. 

 

A4.7. Ripples from Fourier transformation: Relationship with 𝑸𝒎𝒂𝒙 and 𝑭(𝑸) 

 

Table A4.3: Comparison of calculated ripple wavelength in the 𝐺(𝑟) with observed ripple 

wavelength in flat line 𝐺(𝑟) at different 𝑄𝑚𝑎𝑥 values. 

𝑄𝑚𝑎𝑥 (Å-1) Measured flat line ripple  Calculated ripple wavelength,  

DWD-C20-DRIED

DWD-C20-REDRIED

DWD-C20-WET
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wavelength (Å) 2𝜋 𝑄𝑚𝑎𝑥⁄  (Å) 

1 6.325 6.283 

2 3.168 3.142 

4 1.569 1.571 

6 1.05 1.047 

8 0.787 0.785 

10 0.627 0.628 

12 0.527 0.524 

14 0.45 0.449 

16 0.395 0.393 

18 0.349 0.349 

20 0.313 0.314 

22 0.288 0.286 

24 0.261 0.262 

30 0.21 0.210 

35 0.178 0.179 

 

A4.8. Error minimisation algorithm 

close all 

clear all 

clc  

%import files 

Fqraw = xlsread('FQ.xlsx','Amorph IND','C2:C858'); 
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Q = xlsread('FQ.xlsx','Amorph IND','B2:B858'); 

  

%Minimise F(Q) and find corresponding Qmax  

Qrange = find(Q>=15); %sets lower limit of Qmax range as 15 

Qval = Q(Qrange);  

[Fqmin,I] = min(abs(Fqraw(Qrange))); %Finds minimum value of F(Q) 

Qmax = Qval(I); %Finds corresponding Q value for minimum F(Q) 

disp ('Qmax for F(Q) =') 

disp (Qmax) 

 

%plot F(Q) 

figure(3) 

x=0; 

ax1=subplot(2,1,1); 

plot(ax1,Q,Fqraw,'r-'); 

hold on 

plot(ax1,Qmax,(min(Fqraw):0.001:max(Fqraw)),'g.-','Linewidth',0.5) 

hold on 

plot(ax1,Q, x*ones(size(Q)),'k-', 'Linewidth', 0.5) 
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title(ax1,'Reduced Structure Function F(Q)') 

ylabel(ax1,'F(Q)','fontsize', 12) 

xlabel(ax1,'Q (A^-^1)','fontsize', 12) 

legend (ax1,'F(Q) raw'); 

 


