Statistical glossary
A statistical glossary has been included for clarity. Most of these terms are fully explained in Chapter 6, but are summarised here for convenience.
	Term
	Summarised definition

	Pearson’s correlation coefficient
	A measure of linear association between continuous variables. The correlation coefficient can range from -1 to 1. Values close to ‘-1’ relate to a strong negative relationship (one variable increases as the other decreases). Values close to ‘1’ relate to a strong positive relationship (both variables increase together). Values close to ‘0’ relate to no association between the variables.

	Chi-square test
	A type of statistical test for cross-tabulation tables. The test detects whether the categorical variables show a significant association.

	p-value
	The output of a statistical test. Commonly, values less than the threshold of 0.05 are deemed “significant”, while values of 0.05 or greater are “non-significant”. The p-value indicates the probability at which the observed association in the collected sample happened purely by chance rather than existing in the wider population.

For example, a p-value of 0.01 means that there is only a 0.1% chance that the observed association happened by chance. It is therefore very likely that the association exists within the wider population.

	Significant
	An association between variables can be classed as “significant” if the associated p-value is less than 0.05. Associations within the data can be positive or negative.
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