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Abstract

hy2Foam is a newly-coded open-source two-temperature computational fluid dynamics

(CFD) solver that aims at (1) giving open-source access to a state-of-the-art hypersonic

CFD solver to students and researchers; and (2) providing a foundation for a future hy-

brid CFD-DSMC (direct simulation Monte Carlo) code within the OpenFOAM frame-

work. Benchmarking has firstly been performed for zero-dimensional test cases and

hy2Foam has then been shown to produce results in good agreement with previously

published data for a 2D-axisymmetric Mach 11 nitrogen flow over a blunted cone and

with the dsmcFoam code for a series of Fourier cases and a 2D Mach 20 cylinder flow

for a binary reacting mixture. This latter case scenario provides a useful basis for other

codes to compare against. hy2Foam and dsmcFoam capabilities have eventually been

utilised to derive and to test a new set of chemical rates based on quantum-kinetic

theory and that could be employed for Earth atmospheric re-entry computations.
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“Alone we can do so little; together we can do so much”

- Helen A. Keller
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Chapter 1

Introduction

1.1 Background

The study of high-speed vehicles entering a planetary atmosphere is of current interest

as witnessed by the ongoing tests on the Orion capsule (see Figure 1.1(a)) [1, 2]. This

exploration vehicle, conceived by the National Aeronautics and Space Administration

(NASA), has the goal to take humans farther into space and is thought to ultimately

be able to ferry and sustain a crew during a journey to Mars in the 2030s. Access

to space continues to be a challenging area with significant economic and scientific

implications in the near-future for the leading countries [3, 4]. Mastering the art of the

high-speed regime is not solely limited to space missions though and new prospects may

emerge such as those related to hypersonic civilian transportation. This future vision

of air-space transportation is embodied by vehicles, such as the cFASTT-1 [5] shown in

Figure 1.1(b) designed in the Centre for Future Air-Space Transportation Technology

(cFASTT) at the University of Strathclyde, flying at cruise-altitudes around ten times

higher than today’s aircraft. However, many scientific and technological hurdles remain

to be cleared before turning this future into a reality. The technological challenges

remain considerable from an engineering, environmental, and societal standpoint [6].

In particular, previous missions have highlighted the harsh environment experienced by

a spacecraft during the descent phase and the essential role played by thermal protection

systems to preserve the integrity of the vehicle. The accurate prediction of aerodynamic

and thermal loads are thus a vital prerequisite to any outer space missions. Despite the

1
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significant amount of studies focusing on the subject area since the 1960s [7] a thorough

understanding and characterisation of the aerothermodynamic flow conditions during

re-entry is yet to be resolved as no definitive models exist to describe the wide range

of physical phenomena encountered by the re-entry craft.

(a) Orion spacecraft. Credit: National
Aeronautics and Space Administration
(NASA)

(b) cFASTT-1 hypersonic airliner.

Figure 1.1: Two visions of the future of air-space transportation

1.2 Re-entry flow regimes and related numerical aspects

The highly complex flow field surrounding a re-entry vehicle needs to be captured by

means of numerical simulations with a satisfactory level of accuracy and within realistic

timescales. The Knudsen number, Kn, defined as the ratio of the mean free path of

the gas particles to the characteristic length of the problem, is commonly employed to

gauge the degree of rarefaction of a gas. During the entry in a planetary atmosphere

at hypervelocities, a craft will traverse the full range of the Knudsen number, from the

free-molecular regime down to the continuum regime (see Figure 1.2) due to the change

in atmospheric density with altitude. These regimes are shown in the altitude-velocity

map in Figure 1.3 along with other characteristic flow features.

Re-entry flight paths for the Space Shuttle, the Apollo mission (lunar return), a

Mars return and a far Solar system return are shown. For the later two, the initial

descent is not displayed but their re-entry velocities are approaching 16 km s−1. As a



CHAPTER 1 INTRODUCTION 3

Figure 1.2: Flow regimes depending on the Knudsen number

vehicle initiates its descent in the atmosphere, it first encounters a collisionless environ-

ment where the free-stream flow particles are widely spaced apart and are essentially

interacting with the craft surface but not between each other. This region obeys to

the free-molecular flow regime. From that follows the transition regime that exhibits

the on-set of particle collisions within the gas flow and the flow-field is greatly affected

as a consequence with the formation of strong shock waves, a dramatic increase in the

wall heat flux and the rise of aerodynamic forces as the altitude reduces. There is still

an insufficient amount of inter-particle collision events and this results in a flow that

departs significantly from thermal equilibrium. The chemically reacting environment

over the craft has also to be accounted for as it is of importance for the correct pre-

diction of aerodynamic loads and surface heating. Ranges for reactions of dissociation

and ionization to occur are highlighted on the map. The atmosphere gets denser at

lower altitudes and the vehicle then enters into the continuum-transition regime that

is composed of a mixture of continuum and non-continuum flows. Under the flow con-

ditions at these altitudes, rarefied flow areas are located in the wake of the vehicle

and in regions of strong gradients in shocks waves and boundary layers [8]. Finally,

the transition between laminar and turbulent flow is shown to be taking place at alti-

tudes slightly below 60 km and it is observed that it is delayed as the Mach number

increases [9].

Practically, this translates into the need for different numerical techniques to resolve

the flow-field past such hypersonic bodies. The two approaches considered in this thesis

are the direct simulation Monte Carlo (DSMC) method and conventional computational

fluid dynamics (CFD). They present the advantage of being well-established numerical

techniques in the hypersonics community, being both widely used in academia and space

agencies, whereas industry is predominantly using CFD. As such they can be described

as relatively engineering-friendly approaches. The DSMC particle-based methodology
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Figure 1.3: Flow-field features encountered during the Earth atmosphere re-entry (adapted from
Longo et al. [10] and Anna [11]). The band limits are defined as 10% and 90% of the phenomenon
full activation.

developed by Bird [12] is numerically efficient for high Knudsen number flows but

requires significant computational effort when Kn is less than 0.05, which occurs when

solving continuum regions. Abbate et al. [13] reported that the computational demands

of DSMC scale with Kn−4. As an example, following this rule of thumb would yield

to a couple of hours DSMC real time for the simulation of a flow field with Kn = 0.1,

and to a day and a year of computations using values of Kn equal to 0.05 and 0.005,

respectively. Conversely, the CFD approach that solves the Navier–Stokes–Fourier

(NSF) equations is generally adopted for the lower altitude range. NSF solutions are

appropriate for continuum flows (Kn below 0.005) but fail to accurately predict non-

equilibrium flow behaviour. To extend the range of applicability of the NSF equations

towards the transition regime, Park formulated the two-temperature CFD model [14],

thus distinguishing the trans-rotational energy pool from the vibro-electronic energy

pools and modelling the energy exchange processes via vibrational rate equations.

In between higher and lower altitudes lies an intermediate zone where DSMC is

computationally prohibitive and where conventional CFD fails due to the presence of
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non-continuum regions within the flow-field [15]. For re-entry studies into the Earth’s

atmosphere, this region typically spans from 60 to 80 km altitude, while for Mars entry

it lies at lower altitudes. The numerical resolution of such problems is detailed in the

subsequent section.

1.3 Flow computations at intermediate altitudes

In the light of the previous discussion, hybrid CFD-DSMC simulations naturally emerge

as a potential candidate to address the issue created by the co-existence of non-

continuum and continuum areas within the flow-field, and therefore to explore flow-

fields across the whole range of Knudsen numbers. However, CFD-DSMC coupling

possesses potential pitfalls due to fundamental differences between CFD and DSMC

solving methodologies. Indeed, Petkow et al. [16] stated that there might be some is-

sues in the optimisation and parallelisation processes and that special care should be

given to ensure numerical stability. Burt and Boyd [17] emphasized the fact that the

disadvantage of DSMC is its large statistical scatter and that there might be a problem

when transferring information from the DSMC domain to the CFD boundary, unless

significant computational effort is undertaken to reduce the statistical noise.

All continuum/rarefied coupling methods involve the definition of a breakdown

parameter to determine the extent of the continuum and particle zones, and thus the

position of the continuum/particle interface (and if required its spatial evolution with

respect to the simulation time). The initial position of the interface is crucial to ensure

the accuracy and numerical efficiency of any coupling methodology. Indeed, an incorrect

initial position of the interface, i.e., an interface located out of the collisional equilibrium

region, will generate physical inaccuracies because the NSF equations are not valid in

this region. So, maximizing the numerical efficiency is synonymous with an interface

location being as close as possible to the edge of the non-equilibrium region, since

it limits the spatial extent of the DSMC domain and hence saves computational time.

The local gradient-length Knudsen number initially proposed by Boyd [18] is extensively

used as a breakdown parameter in the literature, e.g. in [8, 13, 19, 20], and is defined

as follows
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KnGLL−φ =
λ

φ
|∇φ| (1.1)

where λ is the local mean free path of the gas molecules and φ is a local macro-

scopic flow quantity such as the gas density ρ, the magnitude of the velocity vector

|U| (or max (|U|, a) in the denominator where a is the speed of sound for low-speed

regions [21]), or a temperature T . The degree of local continuum breakdown is then

evaluated as the maximum for all the three aforementioned flow quantities

KnGLL = max
(
KnGLL−ρ, KnGLL−T , KnGLL−|U|

)
(1.2)

An improvement of this formulation that can be obtained from a DSMC computa-

tion has been proposed in [22]. The breakdown parameter given in Eq. 1.2 works well

in pre-shock, stagnation and wake regions, whereas the one defined in Eq. 1.3 is also

said to better reproduce the thermal non-equilibrium in the post-shock region that is

not accounted for in Eq. 1.2. It states

KnGLL = max

(
KnGLL−ρ, KnGLL−T , KnGLL−|U|, 5× Tt − Tr

Tr

)
(1.3)

where Tt and Tr are the local translational and rotational temperatures of the gas

molecules, respectively. Cut-off values of the continuum-breakdown parameter, de-

noted as KnBr, that are slightly greater or equal to 0.05 are often recommended for

hypersonic flows (see e.g. [8, 18, 22–24]). Boyd and Deschenes [23] claimed that a

conservative value of 0.05 should not introduce more than 5 % error within a hybrid

simulation compared to a full DSMC simulation. A general discussion of the various

continuum-breakdown parameters has been conducted by Boyd [25] and their influence

on accurately reproducing shock waves and gas expansion flow features is debated.

Some definitions of breakdown parameters are also presented in [23].

Detail about CFD-DSMC coupling methodologies are outside of the scope of this

study and the reader is referred to [8, 13, 26, 27]. Instead, the functioning of the hybrid

solver is treated as a black box and the interest is placed on the inputs and outputs

from the CFD code perspective. This is represented in Figure 1.4.

After the calculation of the KnGLL number, the required CFD outputs are: the
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Figure 1.4: Sketch of the computational domain and basic communications when using a hybrid
code

extent of the DSMC region(s) as prescribed by KnBr, and within these regions the

velocity, the temperatures, the density, the partial density for each of the species, and

in some cases the diffusion velocities. Conversely, the CFD solver should accommo-

date with the following inputs for the whole computational domain: the velocity, the

temperatures, the density, and the partial densities for each of the species.

1.4 Previous contributions

There are various ways of classifying the many CFD and DSMC solvers that gravitate

around the hypersonic community. One of them is their accessibility to the public and

following this direction, previous efforts to simulate hypersonic flows can fall into two

categories: proprietary and open-source codes. Proprietary codes include specialised

in-house solvers developed in a given institution for the specific task of modelling hy-

personic flows and whose source code is not meant to be shared and used freely by

anyone outwith this institution or partner laboratories. Among proprietary CFD codes

dedicated to the hypersonic regime are NASA’s LAURA (Langley Aerothermodynamic

Upwind Relaxation Algorithm) [28], DPLR (Data-Parallel Line Relaxation) [29], Le-

MANS [30, 31] the aerothermal Navier-Stokes solver of the University of Michigan,

US3D (UnStructured 3D) [32, 33] from the University of Minnesota and the TAU
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solver [34] from the German Aerospace Center (DLR). In terms of proprietary DSMC

solvers, there are essentially DS1V, DS2V and DS3V by Bird [35, 36], MONACO [37]

from the University of Michigan, DAC [38] (the DSMC Analysis Code) from NASA’s

Langley Research Center and later Johnson Space Center and SMILE [39] (Statistical

Modeling In Low-density Environment) by the Laboratory of Computational Aerody-

namics in the Khristianovich Institute of Theoretical and Applied Mechanics of the

Siberian Branch of the Russian Academy of Sciences.

Proprietary codes also include commercial codes which are designed to accommo-

date the needs of most companies/users, thus providing a reasonable solution to a wide

range of flow problems and therefore being labelled as general purpose codes. An-

sys FLUENT [40] and CFD++ [41] for instance possess features for aeronautical and

aerospace applications.

In their review on the “evaluation of CFD codes for hypersonic flow modeling” dated

July 2010, Maicke and Majdalani [42] pointed out two main driving parameters for the

selection of a CFD code in a preliminary design phase. Those were computational

efficiency and the ease of use1. They insisted on the latter driver and in particular

on the logical bridge that can be made between education and engineering. According

to them, the benefits of CFD code accessibility at college level are twofold: a) an

improved understanding of the modelling of physical phenomena and especially a better

comprehension of the underlying assumptions which guarantee that models can be

applied in certain conditions, and b) a gain in confidence in the work they produce after

graduation. This is of primordial interest considering that a great deal of knowledge

and skills are needed to meet the needs of the high-speed sector that is very demanding

but nonetheless exciting. In this regard, concrete hands-on sessions and projects to

complement lectures and tutorials at university level should indeed seek to develop

scientific aptitudes but also to nurture scientific vocations. And yet not all universities

can afford costly commercial solvers and even fewer of them can benefit from restricted

in-house hypersonic codes. Hence, an overview of the main open-source codes for

planetary entry purposes is given in the subsequent paragraphs.

1Please note that all reviewed codes were proprietary codes in the absence of open-source solvers
for such purpose. It is therefore implied here that the code features are rigorously verified/validated.
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1.4.1 Open-source DSMC codes

dsmcFoam and dsmcFoam+

For low-density flow conditions, a DSMC solver called dsmcFoam (first publication

in 2010) has been developed and validated within the framework of the open-source

CFD platform OpenFOAM (Open Field Operation and Manipulation) [43] at the

University of Strathclyde [44, 45]. The two main features of dsmcFoam are that

vibrational-translational post-collision energy redistribution is executed using a quan-

tum version of the Larsen-Borgnakke procedure [44, 46] and that chemical reactions

are described by Quantum-Kinetic (QK) theory, as initially proposed by Bird [47]. It

has recently received the addition of the electronic energy and this version is renamed

dsmcFoam+ [48, 49] and more details will be given in Chapter 2. The code can model

arbitrary 2D/3D geometries while taking advantage of unlimited parallel processing.

Focusing solely on space applications, dsmcFoam has served to compute flow-fields past

the Orion and SARA capsules [45, 50], the demise of a satellite [51] and the interaction

of a rocket plume with the Martian soil [52].

SPARTA

SPARTA (Stochastic PArallel Rarefied-gas Time-accurate Analyzer) [53] (first publica-

tion in 2014 [54]) is a massively parallel C++ DSMC code developed by Sandia National

Laboratories that performs 2D or 3D simulations of rarefied gases. It possesses all the

required capabilities for planetary entry studies such as the ability to model ionized

plasmas and to deal with both gas-phase and surface chemistry reactions to name just a

few. SPARTA has so far been applied to model the Richtmyer-Meshkov instability [55]

and to resolve the case of a hypersonic flat plate and flows over a flared cylinder and a

planetary probe [56].

1.4.2 Open-source CFD codes

Eilmer3

Eilmer3 [57, 58] is a C++ solver from the University of Queensland, Australia. Hyper-

velocity external flows have been tackled by Gollan [59] and a two-temperature model
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was developed. The implementation was tested for an inviscid, frozen flow of nitrogen

over a 2D cylinder and a steady 1D shock tube simulation. The code was used to sim-

ulate expansion tube operation. Further work on hypersonic flow problems verification

and validation included for example [58] and a list of all undergraduate projects using

Eilmer3 can be found in Ref. [60]. Current focus is set on modelling high-speed internal

flows dealing in particular with the interaction between combustion and turbulence for

potential propulsion applications, e.g. scramjet flow-field simulations.

COOLFluiD

COOLFluiD (Computational Object-Oriented Libraries for Fluid Dynamics) [61, 62] is

a C++ platform created in 2002 at the Von Karman Institute (VKI) for Fluid Dynamics

in Rhode-St-Genèse, Belgium. It has been released open-source in 2014. State-of-the-

art thermodynamic and transport models for high-speed entry are implemented in

the C++ MUTATION (Multicomponent Thermodynamic And Transport properties

for Ionized gases) library and the parallel implicit finite-volume CFD solver within the

COOLFluiD platform has been shown to be robust and to provide satisfactory solutions

when simulating chemically reacting flows up to Mach 35 [63]. Performed computations

included for example the vehicle forebody of the European eXPErimental Re-entry

Test-bed (EXPERT) and the Stardust Sample Return Capsule (SRC) [63].

1.5 Project objectives

The aim of this project is to lay the foundations for solutions of satisfactory accuracy

using time-efficient open-source simulations to traverse the full spectrum of rarefied to

continuum conditions during the planetary atmosphere entry of a spacecraft. As stated

earlier in this Chapter, the problem is to be addressed from an engineering perspective

and the CFD and DSMC approaches are customarily employed in this framework.

For high altitudes, the dsmcFoam code is a natural candidate because of a) its

maturity, b) the good exposure it benefits from thanks to the OpenFOAM platform

-that is widely used in academia and in industrial research [64]-, and c) the expertise of

the group at the Universities of Strathclyde and Glasgow. dsmcFoam was in fact the
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only open-source DSMC code to contain all the required features for Earth atmospheric

re-entry when this work was initiated early in 2014.

At low altitudes, an open-source two-temperature CFD solver is required and al-

though Eilmer3 would certainly merit consideration, the reasons why this option was

not retained are twofold: a) the code is fully explicit which greatly affect its computa-

tional efficiency, and b) hypersonic developments are thought to be resumed with the

release of Eilmer4 [65] that is coded in D language. As for COOLFluiD, it was not

an option as of early 2014 since its first open-source release came later in September

2014 and the platform does not benefit from a user community as large as OpenFOAM.

On practical grounds having CFD, DSMC and hybrid CFD-DSMC solvers coded into

more than one platform would make their distribution cumbersome. The learning

curve for the user would also be steeper having to get accustomed to two different

platforms. With the benefit of hindsight2, implementing hypersonic CFD capabili-

ties directly within the OpenFOAM framework undeniably facilitates communications

between the CFD and DSMC solvers in an attempt to anticipate future code develop-

ments. Indeed, in parallel to this work investigations led by Espinoza et al. [66] on a

hypersonic hybrid hydrodynamic-molecular gas flow solver to operate at intermediate

altitudes are underway and should ultimately use dsmcFoam and the future hypersonic

OpenFOAM CFD solver within the same software suite.

In addition, the new two-temperature CFD solver should be an answer to Maicke

and Majdalani’s discussion on state-of-the-art hypersonic code accessibility [42], i.e.,

the code should be posted open-source upon completion of this work and it should be

relatively easy to use. To address this, a suitable OpenFOAM CFD solver, rhoCentral-

Foam, has first been identified and assessed. This solver was created by Greenshields et

al. [67] to resolve supersonic flows, making use of central-upwind interpolation schemes

of Kurganov, Noelle and Petrova [68]. Basic chemistry features have then been added

to rhoCentralFoam by incorporating parts of the solver reactingFoam, an OpenFOAM

solver dealing with subsonic combustion. The newly blended code has been given the

name hyFoam and the two-temperature solver that will share the same foundations

will be called hy2Foam. Therefore, it is foreseen that little time should be needed for

2COOLFluiD and Eilmer3 are coded in C++ while the OpenFOAM solver dsmcFoam is coded in
what is regularly called “OpenFOAM C++”
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experienced rhoCentralFoam users to grasp the functioning of hyFoam and hy2Foam.

1.6 Dissertation overview

Chapter 2 addresses the state-of-the-art numerical procedures that have been imple-

mented in hy2Foam to solve hypervelocity flow-fields in near-thermal equilibrium. This

Chapter then describes the DSMC method as implemented in the dsmcFoam code and

particular emphasis is set on the QK chemistry framework.

Chapter 3 aims at demonstrating the correct implementation of the CFD fea-

tures presented in Chapter 2. Zero-dimensional adiabatic heat baths are reviewed

at length considering the contributions of competing mechanisms in isolation. Multi-

dimensional case scenarios of progressive complexity are then considered. The verifi-

cation/validation process is supported by comparisons with data from the literature,

results from the CFD solver LeMANS and the DSMC code dsmcFoam.

Chapter 4 exploits the combined DSMC and CFD capabilities of dsmcFoam+ and

hyFoam to address the problem of chemical rate constants modelling during the Earth

atmosphere re-entry. dsmcFoam+ QK chemistry framework allows the determination

of the full set of 116 chemical rate constants without relying on any macroscopic data.

They are derived therein and tabulated in Appendix C. Chapter 4 ends with recom-

mendations.

Chapter 5 reports the key findings, the future areas of work and the perspectives

opened up by this research.



Chapter 2

Computational Methods

2.1 Conventional computational fluid dynamics

This section describes the state-of-the-art numerical procedures that have been im-

plemented in hy2Foam to solve hypervelocity flow-fields in near-thermal equilibrium.

Section 2.1.1 recalls the non-equilibrium Navier-Stokes-Fourier (NSF) equations that

are used in the framework of a two-temperature CFD model for a weakly-ionized flow.

The different variables appearing in these equations are detailed in the subsequent sec-

tions. Transport quantities are shown in Section 2.1.2, the mixing rules employed in

this thesis are described in Section 2.1.3, while mass diffusion models are presented in

Section 2.1.4. Energy transfers between the different energy modes and finite-rate chem-

istry modelling are then addressed in Sections 2.1.5 and 2.1.6 with emphasis placed on

chemistry-vibration coupling. Finally, numerical schemes and details about the bound-

ary conditions used in hy2Foam are given in Section 2.1.8.

2.1.1 Non-equilibrium Navier-Stokes-Fourier equations

The computation of transient hypersonic reacting flows in the continuum regime tra-

ditionally employs the non-equilibrium NSF equations. These are shown in Eq. 2.1 in

flux-divergence form using a Cartesian coordinate system for a mixture composed of Ns

species, including Nm molecules. The continuity equation, the Ns species transport and

13
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reaction equations1, the momentum equations, the Nm vibrational energy equations,

and the total energy equation can be written as [15]

∂U
∂t

+
∂ (F i, inv −F i, vis)

∂xi
= Ẇ (2.1)

The vector of conserved quantities, U , is defined as

U = (ρ, ρs, ρu, ρv, ρw, Eve,m, E)T s ∈ Ns , m ∈ Nm (2.2)

u, v, and w are the components of the velocity vector. ρ is the mass density of the fluid

and ρs is the partial density of species s. The flux vectors are split into inviscid and

viscous contributions and are written as follows

F i, inv =



ρui

ρsui

ρui u+ δi1p

ρui v + δi2p

ρuiw + δi3p

Eve,m ui

(E + p)ui



(2.3)

and

F i, vis =



0

−Js, i

τi1

τi2

τi3

−qve,i,m − eve,m Jm,i

τiju
j − qtr,i − qve,i −

∑
r 6=e

hrJr,i



(2.4)

where the index i refers to one of the three dimensions of space and δ is the Kro-

1Both total and all individual species continuity equations are solved for robustness as explained
in [69]. However, it is possible to solve Ns − 1 species transport and reaction equations as well.
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necker delta. E and Eve,m represent, respectively, the total energy and the total vibro-

electronic energy for molecule m. In the remainder of the thesis, the index tr denotes

the trans-rotational energy mode, ve the vibro-electronic energy mode and e the elec-

tron energy mode. hs is the enthalpy per unit mass of species s, while the pressure, p,

is recovered from the partial pressures using Dalton’s law

p =
∑
s 6=e

ps + pe =
∑
s 6=e

(ρsRs Ttr) + ρeRe Te (2.5)

where Rs is the specific gas constant for species s.

It should be noted that no additional vibro-electronic energy equations are solved

for ions but instead, species are grouped into energy pools and the vibro-electronic

temperature of an ion is forced to follow the vibro-electronic temperature of the non-

ionized molecule. Hence, Tve,N+
2

= Tve,N2
for example. The atomic temperature is

given a similar treatment should the electronic energy be included into the calculations:

their vibro-electronic temperature is set to the undissociated molecule vibro-electronic

temperature. For instance,

Tve,N = Tve,N2
with inclusion of the electronic energy

Tve,N = 0 otherwise
(2.6)

Moreover, the electron temperature is set to the vibro-electronic temperature of a

reference particle and Te = Tve,ref.

In Eq. 2.4, τij represent the components of the viscous stress tensor which can be

written as follows

τij = µ

(
∂ui
∂xj

+
∂uj
∂xi

)
+ (λ+ µb)

∂uk
∂xk

δij (2.7)

where µ is the shear viscosity, λ is the second viscosity coefficient, and µb is the bulk

viscosity. Unless otherwise stated, this work assume that Stokes’ hypothesis is valid,

namely that µb = 0 and that the shear and second viscosity are not independent

quantities but given by the relation λ = −2
3 µ. The validity of this hypothesis for

compressible flows has however been questioned and it is in fact only valid for a dilute

monatomic gas [70].
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The spatial components of the heat conduction vector are assumed to follow Fourier’s

law

qtr,i = −κtr
∂Ttr
∂xi

(2.8)

where κtr is the mixture thermal conductivity and

qve,i =
∑
s

qve,i,s =
∑
s

− κve,s
∂Tve,s
∂xi

for s ∈ Ns (2.9)

Finally, the source term vector, Ẇ , is written as

Ẇ =
(

0, ω̇s, 0, 0, 0, ω̇v,m, 0
)T

(2.10)

where ω̇s is the net mass production of species s and ω̇v,m, for m ∈ Nm, is defined as

follows

ω̇v,m = Qm,V−T + Qm,V−V + Qm,C−V + Qm,e−V if m is not the reference

particle for e−

= Qm,V−T + Qm,V−V + Qm,C−V + Qm,e−V

+ Qh−e + Qe−i + U · ∇pe otherwise

(2.11)

where U represents the velocity vector. The meaning of the different vibrational source

terms that appear in Eq. 2.11 is given in Section 2.1.5.

The NSF equations presented in this paragraph correspond to a two-temperature

CFD model with multiple vibrational energy pools. A simpler approach would consist

in writing a single vibrational equation as in Eq. 2.12.

∂Eve
∂t

+

∂

Eve ui + qve,i +
∑
r 6=e

eve,rJr,i


∂xi

=
∑
r 6=e

(
Qr,V−T +Qr,C−V

)
+Qh−e +Qe−i +U · ∇pe r ∈ Ns

(2.12)
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In most cases, the vibrational energy pools of the different molecules composing

the gas mixture are tightly coupled such that a single vibrational energy equation

to represent the system should suffice. However, the initial method appears to be

interesting from a coding point of view because it facilitates possible extensions of

this work (i.e., implementation of the electron energy equation) and it offers a direct

correspondence between the CFD and DSMC vibrational outputs. Ultimately, both

formulations have been implemented.

2.1.2 Transport quantities

In hy2Foam, the species shear viscosities can be considered as temperature-independent,

or either set to follow a power law or Blottner’s curve fits [71]. The corresponding

equations for these two models are shown in Equations 2.13 and 2.15, respectively

µs = µref,s ×
(
Ttr
Tref

)ωs

for s ∈ Ns (2.13)

with

µref,s =
15
√
πms kB Tref

2π d2
ref,s (5− 2ωs)(7− 2ωs)

(2.14)

and

µs = 0.1× exp
(

(AB,s ln(Ttr) +BB,s) ln(Ttr) + CB,s

)
for s ∈ Ns (2.15)

where ωs is the temperature coefficient of viscosity for species s, kB is Boltzmann’s

constant and Tref is a reference temperature taken as 273 K. ms =Ms/NA represents

the mass of a single particle of s with NA being Avogadro’s constant and Ms the

species molecular weight whose value can be found in Appendix A. AB,s, BB,s and

CB,s are coefficients in the Blottner equation for shear viscosity. These parameters are

also outlined in Appendix A.

The thermal diffusivities κtr,s and κve,s can be considered as temperature-independent,

or set to follow Eucken’s relation [15, 70] that writes
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κtr,s =
5

2
µsCvt,s + µsCvr,s (2.16)

for the trans-rotational mode and

κve,s = 1.2µsCvve,s (2.17)

for the vibro-electronic counterpart. Cv is the heat capacity at constant volume and

it can be split into the contributions of the different energy modes as shown later

in Eq. 2.43 - 2.47. The coefficient 1.2 in Eq. 2.17 is derived from kinetic theory for

hard-sphere particles.

Transport properties can also be calculated using collision cross-section data ob-

tained from Gupta’s curve fits [72, 73]. Unlike Blottner’s and Eucken’s formalae,

Gupta’s approach is said to be more physically accurate at temperatures greater than

10,000 K and in weakly-ionized environments [74]. Its implementation in hy2Foam is

an ongoing work.

2.1.3 Mixing rules

Mixture quantities are recovered from species quantities using a mixing rule. The

Wilke [75], and Armaly and Sutton [76] mixing rules are widely used in the field of

hypersonics and have been implemented in hy2Foam. Wilke’s mixing rule for viscosity,

that is a simplification of the full first-order Chapman-Enskog relation [77], can be

written as

µ =
∑
s

µsXs

φs
for s ∈ Ns (2.18)

where X is the molar-fraction and φs is a scaling factor defined as

φs = Xs +
∑
r 6=s

Xr

[
1 +

√
µs
µr

(
Mr

Ms

)1/4
]2 [√

8

(
1 +
Ms

Mr

)]−1

for r ∈ Ns (2.19)

and a similar formula can be applied to thermal diffusivity. The use of Wilke’s mixing

rule is limited to the study of neutral gases at moderate atmospheric entry velocity -or
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moderate temperatures below 10,000 K- as it was shown in Palmer and Wright’s review

to give poor results for ionized gases outwith this temperature range [74].

The Armaly and Sutton mixing rule [76] mitigates this issue and has shown to give

a more satisfactory approximation of the multi-component viscosity method solution

for ionized gases for barely no additional computational cost and is thus recommended

by Palmer and Wright [74]. The scaling factor φs in Eq. 2.18 now takes the following

form

φs = Xs +
∑
r 6=s

Xr

[
5

3 A ∗sr
+
Mr

Ms

] [
1 +
Mr

Ms

]−1
[
Fsr + Bsr

√
µs
µr

(
Mr

Ms

)1/4
]2

×

[√
8

(
1 +
Ms

Mr

) ]−1

for r ∈ Ns

(2.20)

where quantities A ∗, B, and F depend on the type of particle interaction. The

parameter F is set equal to 1 for all interactions while the quantity B has the value

0.78 for neutral–neutral collisions, 0.15 for neutral–ion interactions, 0.2 for neutral–

electrons collisions, and 1.0 for all other types of interaction. Finally, the parameter

A ∗ is equal to 1.25 for all interactions except the one of an atom with its own ion. In

this latter case, A ∗ = 1.1 in the uncorrected form of the Armaly and Sutton mixing

rule and 0.21 in the corrected form [74]. Both uncorrected and corrected formulations

are available in hy2Foam.

2.1.4 Mass diffusion

The diffusion fluxes, Js, i, are governed by the modified Fick’s law, which ensures that

the sum of the diffusion mass fluxes is zero [78]

Js, i = Is, i − Ys
∑
r 6=e

Ir, i for s, r ∈ Ns \ {e−} (2.21)

with

Is, i = −ρDs
∂Ys
∂xi

(2.22)

and
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Je, i =Me

∑
r 6=e

Cr × Jr, i
Mr

(2.23)

for electrons to ensure charge neutrality of the flow. Y is the mass-fraction, Cr repre-

sents the charge of species r, and Ds is the effective diffusion coefficient of species s

in the mixture. A simple approach to model the effective diffusion coefficient may be

adopted for relatively low-speed case scenarios. The Lewis number model is widely-

applied and the assumption is made that the effective diffusion coefficient is identical

for all neutral particles, and double of that of neutral particles for charged particles

due to ambipolar diffusion, such that

Ds = D =
κtr Le

ρCptr
for neutral particles

= 2D for charged particles
(2.24)

where Le is the Lewis number and Cptr stands for the mixture heat capacity at constant

pressure for the trans-rotational mode as defined in Eq. 2.49. This model works well

when the flow is composed of species having similar diffusion properties (as is the

case for the N2 and O2 molecules for example). Conversely, it was shown to fail in

capturing the correct mixture composition and surface heat flux, when compared to

the solution given by the Stephan-Maxwell iterative method, at entry velocities greater

than 8 km s −1 [79]. It is thus not appropriate for ionised flow.

Another approach consists in writing the effective diffusion coefficient in function

of the binary diffusion coefficients, Ds,r, as follows [78]

Ds = (1−Xs)

(∑
r 6=s

Xr

Ds,r

)−1

for s, r ∈ Ns \ {e−} (2.25)

and to employ the complete first Chapman-Enskog approximation [77] to evaluate Ds,r.

Setting

Ds,r =
Ds,r
p

(2.26)

with the pressure expressed in atmospheres, Gupta [72] operated a curve-fit for Ds,r

obtaining:
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Ds,r = eDD T [AD (lnT )2+BDln(T )+CD] (2.27)

where AD, BD, CD and DD are constants that differ for each pair of species (s, r)

and that can be found in Table VI in Ref. [72]. The expression for Ds,r presented in

Eq. 2.27 is valid for an electron pressure, pe, equal to 1 atm and a correction for non

neutral–neutral collisions is also provided in this reference when pe 6= 1 atm.

The binary diffusion coefficients in Eq. 2.25 may also be modelled using collision

terms ∆
(1)
s,r as [80]

Ds,r =
kB Ttr

p∆
(1)
s,r(Ttr)

for s, r ∈ Ns \ {e−} (2.28)

for heavy-particle interactions and

De,r =
kB Te

p∆
(1)
e,r(Te)

for r ∈ Ns \ {e−} (2.29)

for heavy-particle – electrons interactions. ∆
(1)
s,r is a function of a temperature T that

is either Ttr or Te, such that

∆(1)
s,r(T ) =

8

3

√
2Ms,r

πRT
π Ω̄(1,1)

s,r (T ) for s ∈ Ns and r ∈ Ns \ {e−} (2.30)

where R is the universal gas constant and the reduced molecular weight of species s

and r, Ms,r, is defined as

Ms,r =
MsMr

Ms +Mr
(2.31)

π Ω̄
(1,1)
s,r represents the collision cross-sections (in m2) which, in the case of neutral–

neutral collisions, can be curve-fitted in a similar manner to as Eq. 2.27 such that [72]

π Ω̄(1,1)
s,r (T ) = eDΩ̄(1,1) T [A

Ω̄(1,1) (lnT )2+B
Ω̄(1,1) ln(T )+C

Ω̄(1,1) ] × 10−20 (2.32)

where AΩ̄(1,1) , BΩ̄(1,1) , CΩ̄(1,1) and DΩ̄(1,1) are collision-specific constants. The values

used in this work are provided in Ref. [73]. For other interaction types, the reader is
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referred [72] for further detail about the calculation of collision cross-sections.

Stephani derived an expression for binary collision integrals of VHS particles (see

Appendix C in Ref. [81]) that follows the form given by Chapman and Cowling [77].

For neutral–neutral interactions, Stephani firstly wrote the binary diffusion coefficients

as (see Eq. (4.4) in [81])

Ds,r =
3kB Ttr

16nmix ms,r Ω
(1,1)
s,r (Ttr)

(2.33)

where nmix is the mixture number density, ms,r represents the reduced mass defined

as the ratio of the reduced molecular weight to Avogadro’s number, and Ω
(1,1)
s,r is the

binary collision integral (in m3 s−1) given by

Ω(1,1)
s,r (T ) =

π

2
d2

ref

√
kB T

2πms,r

(
Tref

T

)ω−0.5
Γ(7/2− ω)

Γ(5/2− ω)
(2.34)

where Γ is the gamma function, and dref, Tref, and ω are the reference diametre, the

reference temperature and the temperature coefficient of viscosity of the pair (s, r),

respectively, as defined as the arithmetic average of these quantities between species

s and r. Re-arranging Eq. 2.28 - 2.32, one can make the following analogy between

Gupta’s curve fit for π Ω̄(1,1) and Stephani’s development:

π Ω̄(1,1)
s,r

∣∣∣
curve fit

≡
d2

ref

2

(
Tref

T

)ω−0.5
Γ(7/2− ω)

Γ(5/2− ω)
(2.35)

The performance of the models presented in Eq. 2.24, 2.26, 2.28 and 2.33 will be

evaluated in next Chapter for a non-homogeneous Fourier flow.

2.1.5 Energy transfers

The decomposition of the total energy, E, as shown in Eq. 2.36 allows the isolation

of different energy pools, each of them being described by a specific temperature and

exchanging energy with the other pools.
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E =
1

2
ρ
∑
i

u2
i +

∑
s 6=e

Et,s +
∑
s 6=e

Er,s +
∑
s 6=e

Ev,s +
∑
s 6=e

Eel,s

+ Ee +
∑
s 6=e

ρsh
◦
s

(2.36)

In order of appearance in Eq. 2.36 are the kinetic, translational (index t), rotational

(r), vibrational (v), electronic (el), electron (e), and chemical energies. ui are the

spatial components of the velocity vector and h
◦
s is the standard enthalpy of formation

of species s. The relation between the total energy of a specific mode and the energy

per unit mass of species s is given in Eq. 2.37 for the vibrational energy mode

Ev =
∑
s 6=e

Ev,s =
∑
s 6=e

ρs ev,s (2.37)

and the different energies per unit mass of species are detailed for each mode in Eq. 2.38 -

2.42

et,s =
3

2
Rs Tt (2.38)

er,s = Rs Tr (2.39)

ev,s = Rs
θv,s

exp
(
θv,s
Tv,s

)
− 1

(2.40)

eel,s = Rs

∑
i 6=0

gi,s θel,i,s exp (−θel,i,s/Tel,s)∑
i

gi,s exp (−θel,i,s/Tel,s)
(2.41)

ee = Re Te (2.42)

at the exception of atoms and atom ions for which er,s and ev,s are zero. The simple

harmonic oscillator model [47] is utilized for the vibrational mode with θv,s being the

characteristic vibrational temperature for species s. θel,i,s and gi,s are the characteristic
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electronic temperature and the degeneracy degree of a given electronic level i for species

s, respectively.

From Eq. 2.38 - 2.42, the heat capacity at constant volume of a given energy mode

can be derived as follows

Cvt,s =
3

2
Rs (2.43)

Cvr,s = Rs (2.44)

Cvv,s = Rs
(θv,s/Tv,s)

2 exp
(
θv,s
Tv,s

)
(
exp

(
θv,s
Tv,s

)
− 1
)2 (2.45)

Cvel,s = Rs

∑
i 6=0

gi,s (θel,i,s/Tel,s)
2 exp (−θel,i,s/Tel,s)∑

i

gi,s exp (−θel,i,s/Tel,s)

−

∑
i 6=0

gi,s θel,i,s exp (−θel,i,s/Tel,s)
×

∑
i 6=0

gi,s θel,i,s
T 2
el,s

exp (−θel,i,s/Tel,s)


∑
i

gi,s exp (−θel,i,s/Tel,s)


2

(2.46)

Cve = Re (2.47)

at the exception once again of atoms and atom ions for which Cvr,s and Cvv,s are zero.

Finally, the heat capacity at constant pressure for the translational mode is defined as

Cpt,s = Cvt,s +Rs (2.48)

from which the expression for the trans-rotational Cp can naturally be derived as being

Cptr,s = Cpt,s + Cvr,s (2.49)
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Two-temperature formulation

The relaxation towards thermal equilibrium of the translational and rotational energy

modes is usually achieved within a small number of particle collision events [47]. In

a two-temperature formulation, the translational and rotational temperatures are thus

considered to be equilibrated at all times and equate the trans-rotational temperature,

denoted by Ttr. Similarly, electron and electronic energy modes are assumed to be

in equilibrium with the vibrational energy mode [47]. Hence, all three temperatures

are forced to follow the vibrational-electron-electronic temperature designated by Tve

in a single vibrational temperature formulation. Considering a multiple vibrational

temperature model, which is precisely the focus of this work, each molecule has its own

vibro-electronic temperature, Tve,m. The two-temperature model formulation adopted

in hy2Foam thus consists in rewriting Eq. 2.36 as follows

E =
1

2
ρ
∑
i

u2
i + Etr +

∑
s 6=e

Eve,s + Ee +
∑
s 6=e

ρsh
◦
s (2.50)

with

Etr = Et + Er (2.51)

and

Eve,s = Ev,s + Eel,s (2.52)

Overall temperature calculation

For verification purposes in particular, it is useful to evaluate the temperature that the

gas particles actually feel. This temperature is considered as the overall temperature,

Tov, and can be determined considering the different molecular temperatures and their

respective degrees of freedom. This may be written as
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Tov =

∑
s 6=e

[Xs (ζt,s + ζr,s) Ttr ] +
∑
s 6=e

[Xs (ζv,s + ζel,s) Tve,s ] +Xe ζe Te∑
s6=e

[Xs (ζt,s + ζr,s + ζv,s + ζel,s) ] +Xe ζe
(2.53)

ζ is the number of degrees of freedom in relation to one specific energy mode. Both

translational and rotational energy modes are supposed to be fully excited; therefore,

three degrees of freedom are associated with the translational mode and ζt,s = 3. Ne-

glecting the degree of freedom of rotation along the nuclear axis for diatomic particles,

two degrees of freedom are allocated to the rotational energy mode and ζr,s = 2. For the

vibrational and electronic modes, ζv,s and ζel,s are derived from the following equations

ζv,s =
2 ev,s(Tve,s)

Rs Tve,s
(2.54)

and

ζel,s =
2 eel,s(Tve,s)

Rs Tve,s
(2.55)

The vibrational source terms introduced into the NSF equations in Section 2.1.1

are now described in sequence.

Vibrational-translational energy transfer

The energy exchange between the trans-rotational and the vibro-electronic energy

modes (V–T), designated by Qm,V−T , is dictated by the Landau-Teller equation [82]

and may be written as

Qm,V−T = ρm
∂eve,m(Tve,m)

∂t
= ρm

eve,m(Ttr)− eve,m(Tve,m)

τm,V−T

m ∈ Nm (2.56)

where τm,V−T is the molar-averaged V–T relaxation time. This quantity is evaluated

as the summation of the Millikan and White correlation and Park’s correction factor,

and later denoted as MWP. Millikan and White [83] introduced a semi-empirical cor-

relation to evaluate the V–T relaxation time for individual or mixture of species. The
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temperature range of validity of the proposed formula is from 300 K up to 8000 K.

Within this range, the estimation does not deviate from experimental measurements

by more than a factor of 5. Park added a correction factor to the Millikan-White for-

mula [14] to take into account the inaccurate estimation of the collision cross-section

at high temperatures. For a mixture, this produces to

τm,V−T =

∑
s 6=e

Xs∑
s 6=e

Xs/τm−s,V−T

m ∈ Nm (2.57)

where the interspecies relaxation time, τm−s,V−T , is expressed as the sum of the Millikan

and White (MW) and Park (P) contributions

τm−s,V−T = τMW
m−s,V−T

+ τPm−s,V−T
(2.58)

where firstly

τMW
m−s,V−T

=
1

p
exp

[
Am,s

(
T
−1/3
tr −Bm,s

)
− 18.42

]
with p in atm (2.59)

CoefficientsAm,s andBm,s can either be calculated following Equations 2.60 and 2.61

or be read from a table.

Am,s = 1.16× 10−3
√
Mm,s θ

4/3
v,m (2.60)

Bm,s = 0.015M1/4
m,s (2.61)

Mm,s is the reduced molecular weight of species m and s as given by Eq. 2.31

with Mm the molecular weight of species m in g/mol. The tabulated values of Am,s

and Bm,s used in this thesis originates from the work of Park [7]. Secondly, Park’s

counterpart may be written as

τPm−s,V−T
=

1

c̄m σv,m nm,s
(2.62)

where nm,s is the number density of the colliding pair (m, s), c̄m represents the average
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molecular speed, and σv,m is the limited collision cross-section defined as follows

c̄m =

√
8Rm Ttr

π
(2.63)

and

σv,m = σm

(
50, 000

Ttr

)2

(2.64)

In the original formulation, σm is taken as 10−21 m2. In this thesis, σm is set to

3.0× 10−21 m2 for N2, O2, and NO [7].

The second V–T model tested in this work is the SSH theory named after Schwartz,

Slawsky, and Herzfeld [84]. The coefficients of this latter model are taken from the work

of Thivet [85] and a blended model is created with the MWP formulation for molecule-

atom collisions.

Vibrational-vibrational energy transfer

Although the vibrational-vibrational (V–V) energy redistribution is known to play only

a secondary role in vibrational energy exchange, vibrational energy pools of the different

molecules are not always supposed to be tightly coupled. In the multi-vibrational

temperature version of hy2Foam, the formulation that has been implemented to account

for V–V energy transfer is the one of Knab et al. [86, 87]. The source term designated

by Qm,V−V may be written as

Qm,V−V =
∑
l 6=m
l 6=e

NA σm,l Pm,l

√
8RTtr
πMm,l

ρl
Ml

×ρm
(
ev,m(Ttr)

ev,l(Tve,l)
ev,l(Ttr) − ev,m(Tve,m)

)
m, l ∈ Nm

(2.65)

where Pm,l represents the assessed exchange probability whose recommended value is

a constant equal to 10−2 [88]. σm,l is the collision cross-section of the pair (m, l) based

on the respective molecular diameters.
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Energy transfers involving electrons

In Eq. 2.11, Qh−e, Qm,e−V , and Qe−i stand for the energy exchange between free-

electrons and heavy-particles, free-electrons and the vibrational mode, and the vibro-

electronic energy removal due to electron impact ionization, respectively. These terms

are assumed to be zero in this thesis. The term in U ·∇pe represents an approximation

to the work done on the electrons by the electric field induced by the electron pressure

gradient [89].

Finally in Eq. 2.11, the vibro-electronic energy added or removed by chemical reac-

tions to species m, and represented by Qm,C−V , is modelled either with the Park TTv

model or the CVDV model in hy2Foam. This is addressed in the following sub-section.

2.1.6 Chemical source terms

The law of mass action stipulates that the net source of chemical species s due to

chemical reactions, previously denoted by ω̇s, is computed as the sum of the reaction

sources over the NR reactions in which the species participates in. It is written as [90]

ω̇s =Ms

NR∑
r=1

(
ν ′′s,r − ν ′s,r

) [
kf,r

Nr∏
k=1

(
ρk
Mk

)ν′k,r
− kb,r

Nr∏
k=1

(
ρk
Mk

)ν′′k,r]
(2.66)

where ν ′s,r and ν ′′s,r are the forward and backward stoichiometric coefficients of species

s in the reaction r, and Nr is the number of species in reaction r.

The forward rate constant, kf , is assumed to follow the (modified) Arrhenius law,

and is thus given by

kf (Tc,f ) = A× T βc,f exp
(
− Ta
Tc,f

)
(2.67)

where A is a pre-exponential factor, β is the temperature exponent, and Ta is the

temperature of activation derived from the activation energy. Tc,f is the controlling

temperature of the forward reaction.

The relation giving the backward rate constant, kb, writes as follows
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kb (Tc,b) =
kf (Tc,b)

Keq (Tc,b)
(2.68)

where Tc,b is the controlling temperature of the backward reaction. Keq is the equi-

librium constant for the reaction of interest and its evolution with temperature taken

from experiments has been curve-fitted to produce [14]

Keq (Tc,b) = exp

(
A1 Tc,b

104
+A2 +A3 ln

(
104

Tc,b

)
+
A4 104

Tc,b
+A5

(
104

Tc,b

)2
)

(2.69)

where coefficients A1 – A5 depend on the local mixture number density and are provided

in Ref. [91]. Unless otherwise stated, chemical reactions throughout this thesis are

considered to be irreversible to be in line with the dsmcFoam code.

Chemistry-vibration coupling

The Park TTv model For a dissociation reaction, the controlling temperature is

Park’s temperature, defined as

TP = TαP
tr × T 1−αP

ve (2.70)

An exponent of 0.7 in favour of the trans-rotational temperature is commonly

adopted [15]. Other controlling temperatures corresponding to the various types of

reaction that may occur in hypersonic flows are also implemented in hy2Foam and are

shown in Table 2.1.

Table 2.1: Controlling temperature depending on the type of the chemical reaction

Reaction Type Forward, Tc,f Backward, Tc,b

dissociation TP Ttr

associative ionization Ttr Te

electron impact dissociation Te Te

electron impact ionization Te Te

exchange Ttr Ttr

charge exchange Ttr Ttr
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The vibro-electronic energy added or removed by chemical reactions to species m

is translated into an additional source term to appear in the NSF equations as seen in

Eq. 2.10. It takes the following form [89, 91]

Qm,C−V = ω̇m
(
D′m + eel,m

)
m ∈ Nm (2.71)

The coefficient D′m can either be determined from a non-preferential or a preferential

model. The non-preferential model postulates that molecular creation and destruction

take place at the average vibrational energy such that [91]

D′m = ev,m (2.72)

whereas in the preferential model molecules at the higher vibrational energy states are

more likely to undergo dissociation [92] and

D′m = αm ×Dm (2.73)

Dm is the dissociation potential of species m and it can be found in Appendix A.

The fraction of the dissociation energy, αm, is a constant usually taken as 0.3 [15].

However, heat bath DSMC studies from Holman and Boyd have shown that αm follows

a linear trend as a function of the translational temperature [93]. In hy2Foam, both non-

preferential and preferential chemistry-vibration models are available for use and for

the latter model, the choice is left between a constant and a linear fit with translational

temperature for αm.

The coupled vibration-dissociation-vibration model The coupled vibration-

dissociation-vibration (CVDV) model of Marrone and Treanor [94] is another popular

model to describe the preferential energy removal from the upper vibrational energy

states due to dissociation [92]. The forward rate constant introduced in Eq. 2.67 is

amended as follows

kf =
Z(Ttr) Z(TF,m)

Z(Tve,m) Z(−Um)
×A T βtr exp

(
− Ta
Ttr

)
(2.74)

where Um is a factor defined as



CHAPTER 2 COMPUTATIONAL METHODS 32

Um =
Dm

3Rm
(2.75)

and TF,m is a modified temperature given by

T−1
F,m =

1

Tve,m
− 1

Ttr
− 1

Um
(2.76)

In Eq. 2.74, Z(T ) is the vibrational partition function for the particle m at temper-

ature T computed as

Z(T ) =

Nm∑
α=0

exp

(
−εv,α,m
kB T

)
(2.77)

in which α is a positive integer and Nm is a cut-off value for the number of vibrational

levels considered for m. Using the simple harmonic oscillator model, the energy of the

α-th vibrational level of the molecule m is given by

εv,α,m = α kB θv,m (2.78)

Introducing now

−
E(Ttr, Tve,m) =

1

Z(TF,m)

Nm∑
α=0

εv,α,m exp

(
− εv,α,m
kB TF,m

)
(2.79)

and

−
E(Ttr, Ttr) =

1

Z(−Um)

Nm∑
α=0

εv,α,m exp

(
εv,α,m
kB Um

)
(2.80)

and splitting the net source of chemical species into its forward and backward compo-

nents, the CVDV chemistry-vibration source term eventually becomes

Qm,C−V =
1

mm

(−
E(Ttr, Tve,m)× ω̇f,m +

−
E(Ttr, Ttr)× ω̇b,m

)
m ∈ Nm (2.81)

where mm =Mm/NA is the mass of one particle of species m.
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2.1.7 Boundary conditions

In the continuum regime, the gas velocity and temperature in the vicinity of a wall are

in equilibrium with the surface and no-slip boundary conditions are applied such that

for a stationary wall

us = 0

T = Twall

(2.82)

where us is the tangential slip velocity and Twall is the prescribed wall temperature.

As the local Knudsen number increases, the number of particle collision events

becomes insufficient near the wall and slip boundary conditions are employed instead.

In a coordinate system where x represents the direction tangential to the wall and

n the normal to the wall pointing into the fluid, the Maxwell velocity slip boundary

condition [95] is traditionally employed and can be expressed as

us = A
2− σ
σ

λ
∂u

∂n
+

3

4

µ

ρTtr

∂Ttr
∂x

(2.83)

where A is a constant usually taken as
√

2/π and σ is the tangential momentum

accommodation coefficient [96]. Rarefaction effects translate into a gas temperature

at the wall that is different from the prescribed wall value and this is usually handled

by the Smoluchowski temperature jump boundary condition [97] that is given by the

relation

T = Twall +
2− α
α

2γ

(γ + 1)Pr
λ
∂T

∂n
(2.84)

where γ is the ratio of specific heats, Pr =
µCptr
κtr|ve

stands for the Prandtl number, and

α is the thermal accommodation coefficient. In this work, it is assumed that both σ

and α coefficients are equal to unity, i.e., that the wall is fully diffusive.

Finally, all simulations in this thesis assume a non-catalytic wall in which the gas

composition in the cell adjacent to the wall is imposed at the surface.
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2.1.8 Numerical procedures

The hy2Foam solver uses the numerical procedures present in the official OpenFOAM

application rhoCentralFoam. It is an implicit finite-volume, parallel, three-dimensional

code that is also capable of simulating 2D and axisymmetric simulations on any mesh

composed of polyhedral cells that have an arbitrary number of faces. The implemen-

tation performed by Greenshields et al. [67] has shown to be competitive with well-

established methods such as a Roe solver with van Leer limiting and the piecewise

parabolic method. In particular, similar predictions to a Roe solver were obtained for

the separation region on a hypersonic flow over a double cone configuration. It has

further been tested and assessed in [98] and has been shown to produce similar results

to those given by the MISTRAL flow solver [99] and DLR’s TAU code [34] for the study

of a non-reacting hypersonic flow past a hollow cylinder in the continuum regime.

The first-order accurate Euler discretisation scheme is used for temporal derivatives.

More elaborate schemes could be used for time integration instead but this does not

constitute the core of the present work.

Convective fluxes are discretised using the second-order accurate central-upwind

scheme of Kurganov, Noelle and Petrova (KNP) [67, 68], while diffusive fluxes are

treated using central differences. The motivation of Greenshields et al. in implementing

the KNP scheme lies in the fact that the method does not rely on the specific eigen-

structure of the problem. Interpolation of values at cell centres to values at cell faces

solely involves an owner cell and a neighbouring cell which makes this Jacobian-free

approach inherently simple and adequate to engineering applications. The downside of

the KNP scheme is its dissipative nature that may result in a less accurate prediction

of near-wall effects as compared with notable schemes from the AUSM (Advection Up-

stream Splitting Method) family such as AUSM+-up [100] and AUSMDV [101], and

the HLLC (Harten–Lax-van Leer–Contact) Riemann solver [102]. It also necessitates

superior mesh quality. Typically for hypersonic entry case scenarios, this translates

into the need of a mesh that is aligned with the bow shock whenever possible.

After application of the Gauss’s theorem to transform the integration of the con-

vective flux over a control volume into a summation over the control volume faces, the

flux at faces is split into two directions, outward (owner to neighbour, denoted with
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the + sign) and inward (neighbour to owner, denoted with the − sign). The linearised

expression for the product of the volumetric flux φf = Sf ·Uf , where Sf is the vector

area, by a tensor of any rank Ψ can be written as

∑
f

φfΨf =
∑
f

[
αKNPφf+Ψf+ + (1− αKNP)φf−Ψf− + ωf,

KNP
(Ψf− −Ψf+)

]
(2.85)

The central-upwind character of KNP follows from the calculation of the weighting

coefficient αKNP that uses one-sided local speeds of propagation, af± =
√

Cptr,mix

Cvtr,mix
RmixTtr,f±,

and acting as an upwind bias. Defining

ψf± = max (af±|Sf | ± φf±, af∓|Sf | ± φf∓ , 0) (2.86)

then

αKNP =
ψf+

ψf+ + ψf−
(2.87)

In Eq. 2.85, ωf is the diffusive volumetric flux given by

ωf,
KNP

= αKNP(1− αKNP) (ψf+ + ψf−) (2.88)

Second-order face interpolation in the positive and negative directions is achieved

using total variation diminishing (TVD) scheme with the van Leer limiter function. The

reader is encouraged to consult the original work in [67] for the sake of completeness.

Parallel computing uses the public domain Open MPI implementation of the stan-

dard message passing interface (MPI). The domain decomposition technique employed

by OpenFOAM uses the scotch method and thus the mesh and fields are broken into

pieces and allocated to different processors, while attempting to minimise the number

of processor boundaries [103].

Local time stepping (LTS), that is used to accelerate the convergence of a compu-

tation towards its steady-state solution, has been implemented in hy2Foam following

the work done by Espinoza et al. [104].
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2.2 The direct simulation Monte-Carlo method

The direct simulation Monte-Carlo (DSMC) method [12] is reviewed succinctly here-

after with emphasis on the models being used in dsmcFoam [44] and dsmcFoam+ [49].

The DSMC method is a particle-based, stochastic numerical technique to model rar-

efied gas flows. It was initially proposed by Bird in the late 1960’s and has now grown

into one of the predominant numerical approaches to compute dilute gas flows. Typical

applications span across the entire range of characteristic lengths, from the scale of the

micro- or nanometer to that of the order of magnitude of meters [105].

DSMC instructs computational particles, also called simulators, to move and collide

upon a computational grid. Each simulator corresponds to a very large number of

physical particles. The DSMC method foundations lie on the classical kinetic theory

and as such it is dictated by the assumption of molecular chaos. This implies that the

gas particles mean free path is much larger than the range of intermolecular forces,

that is about 10 times the diameter of the gas particles [9]. Consequently, the motion

and collision routines can be executed in an uncoupled fashion provided the cell size

and time-step are set correctly.

It has been proven that the DSMC method provides an exact solution to the Boltz-

mann equation when the number of simulated particles is increasing to infinity and

when time-step and cell size are decreasing to zero [106]. Good DSMC practice dic-

tates that the cell size must be a fraction of the mean free path and that every cell

volume should contain no less than about 20 simulators. The time-step should be a

fraction of the maximum between the mean collision time and mean residence time,

that is defined as a estimation of the time spend by a particle in a grid cell.

Following the traditional DSMC algorithm sequentially, the domain is initially filled

with particles that are randomly generated according to an equilibrium distribution

function and boundary conditions are imposed. Simulators are then moved by a dis-

tance that corresponds to the current time-step and boundary interactions are also

performed at this stage (see subsection 2.2.3). Indexing of the particles is updated

and next is the treatment of particle collisions as detailed in subsection 2.2.1. Finally,

the macroscopic flow variables are recovered from the microscopic state of particles by

averaging quantities in each grid cell.
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2.2.1 Collisions

There are various techniques for handling collisions probabilistically in DSMC and the

one retained is the No Time Counter (NTC) [12, 107] model proposed by Bird. It

first calculates the number of binary collisions within a grid cell and for a given time-

step, prior to the execution of the collision procedure per say, which makes this model

time efficient compared to other techniques. Then, pairs are randomly selected and

tested following an acceptance-rejection routine until the number of collisions to occur

is satisfied.

Collisions can either be elastic or inelastic and are described by the very-hard sphere

(VHS) model [108]. Particles do not exchange momentum nor energy during an elastic

collision. The description of the method employed for the computation of the post-

collisional quantities is given in Ref. [47]. In the event of an inelastic collision, transfer

of momentum and energy between the translational and internal modes can take place

and thermal relaxation processes are discussed in the subsequent subsection on internal

energy storage.

2.2.2 Internal energy

The equilibration rate of an internal energy mode with the translational mode is pre-

scribed by a collision number, Z, that is defined as the average number of molecular

collisions for an energy mode to reach equilibrium. In dsmcFoam, it is postulated that

the vibrational energy of a particle can only assume discrete quantum levels [109, 110]

that are equally-spaced, thus obeying to the harmonic oscillator model [47]. Relax-

ation of the vibrational mode is operated first using a serial application of the quantum

Larsen-Borgnakke procedure [44, 46] in which the vibrational collision number is not

constant but depends in particular on a quantized collision temperature. The proce-

dure for the electronic mode is omitted because it will not be used in this thesis but it

can be found in Ref. [49]. For the rotational energy mode at last, the standard Larsen-

Borgnakke procedure is enforced and a rotational collision number value is chosen equal

to 5 that is a good approximation for engineering problems [45].
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2.2.3 Boundary conditions

Particles are inserted at the inflow patch and gets deleted whether they strike an inflow

or outflow boundary. Two types of wall boundary conditions are considered, that

are specular and fully diffuse reflections. A particle striking a specular wall reflects

back with no change in energy and with an angle of departure that equals the angle

of incidence. Conversely, fully diffuse reflection emits the particle from the surface

with a temperature that is accommodated to the wall temperature and with velocity

components that have no dependence on its incident velocity. The new internal energies

and velocity components of the simulator are sampled from equilibrium distributions

at the surface temperature.

2.2.4 Chemical reactions modelling

Among the number of chemistry models that were made available for use in a DSMC

framework, the total collision energy (TCE) model introduced by Bird in 1979 [111] is

one of the most popular. It employs equilibrium kinetic theory to translate Arrhenius

rate coefficients, that are function of the macroscopic gas temperature, into collision

probabilities, which are function of the collision energy at a microscopic level. An

alternative chemical reaction procedure laid out by Bird in 2009, that has been adopted

in dsmcFoam and dsmcFoam+, is the quantum-kinetic (QK) model [112]. Unlike TCE

that relies on the availability of experimental data, the QK method is a molecular

level chemistry model that presents the advantage of employing fundamental molecular

properties and thus of relying on a limited number of macroscopic data [113]. Yet it is

highly phenomenological in nature and may lead to computed rates that are outwith

the range of uncertainty of the measured rates [114].

The different types of chemical reaction considered in the QK framework and that

are relevant to the Earth atmospheric re-entry are detailed in the subsequent para-

graphs. The development recalled below that is a synthesis of the work presented in

Refs. [44, 47, 49, 114, 115] will be useful for the derivation of QK rates for a VHS gas

in equilibrium as shown in Chapter 4.

For each collision event, an array is constructed to contain the probabilities associ-

ated with reactions that can potentially occur. After reviewing all possible reactions,
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the array is sorted by decreasing probabilities and each of them are tested in sequence

versus a randomly-generated number ranging between 0 and 1, and the reaction does

occur if the reaction probability is greater than this number. If two probabilities are

equal (which is the case for dissociation and ionization reactions), then the algorithm

randomly decides which of the two reactions has the priority over the other. Once a

reaction is accepted, this process is repeated with the remaining reactions.

Dissociation reactions

A dissociation reaction can be written as AB+C −−→ A+B+C where AB is a molecule

formed of two atoms A and B, and C a reactant partner. In the case where C is an

electron, the reaction is called electron impact dissociation. The collision energy is

calculated as the sum of the relative translational energy of the colliding pair AB−C

and the vibrational energy of the molecule AB

εcoll = εt,AB−C + εv,AB (2.89)

A dissociation reaction can possibly occur if the collision energy of the pair is greater

than the dissociation energy of the molecule AB

εcoll > εdissociation,AB (2.90)

In this eventuality, the dissociation reaction in question is affected a probability

equal to one and this probability is added to the probability list. Should the dissociation

reaction take place, the dissociation energy εdissociation,AB is removed from the energy

balance, A and B are introduced while AB is deleted, and the dissociation counter for

this reaction is advanced by one. The remaining energy is finally redistributed between

A, B and C. There are a total of 50 dissociation reactions listed in the DSMC chemistry

dictionary.

Ionization reactions

Ionization reactions in the form P + Q −−→ P+ + e– + Q involve two particles P and Q

where P can either be an atom or a molecule and Q can represent any type of particles.
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In the case where Q is an electron, the reaction is called electron impact ionization.

The procedure describing ionization reactions in the QK framework is equivalent to

that of dissociation reactions. The collision energy of the pair P−Q is defined as

εcoll = εt,P−Q + εel,P (2.91)

where εel,P is the electronic energy for the particle P and the condition for an ionization

reaction to possibly occur is

εcoll > εionization,P (2.92)

Again, if this condition is met, a probability equal to unity is added to the list

of possible reactions to take place. And if the reaction does occur, the ionization

energy εionization,P is subtracted from the energy balance, particles get created or deleted

accordingly to their role played in the reaction, and the ionization counter for this

reaction is augmented by one.

Associative ionization reactions

The reaction mechanism for associative ionization reactions depends on the reaction

direction. Forward associative ionization reactions written as A+B −−→ AB −−→ AB++

e– involve two atoms A and B, an intermediate molecule AB, an ionized molecule AB+

and an electron e–. The methodology given by Bird [114] is composed of three main

steps that should all be satisfied in sequence for the associative ionization to eventually

take place: a) test the recombination of the pair of atoms, b) verify that pseudo-

molecule AB is in its ground vibrational state after a Larsen-Borgnakke redistribution,

and if successful, redistribute the sum of the collision energy and recombination energy

amongst the internal energy modes, and finally c) AB is considered for ionization

following the procedure described in the previous paragraph [49].

Reverse associative ionization reactions can be written as AB++e– −−→ AB −−→ A+

B. The first two steps remain unchanged except that it is the sum of the collision energy

and ionization energy that is redistributed in b). In the last stage, AB is tested for

dissociation [49].
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Exchange reactions

Exchange reactions take the form AB+C −−→ AC+B where AB is a molecule composed

of two atoms A and B, and C a reactant partner that is necessarily an atom. The

probability for an exchange reaction to take place is defined as

Pexchange =
(εcoll − εa)

3
2
−ω

imax∑
i=0

(εcoll − εv,i,P )
3
2
−ω

(2.93)

where Ea is the activation energy of the reaction, i represents a vibrational energy

level and imax is the maximum vibrational quantum level available to a molecule [47].

The temperature exponent of viscosity of the reacting pair, ω, is usually taken as

1
2

(
ωP + ωQ

)
. This probability is added to the probability list.

Charge exchange reactions

Charge exchange reactions can be written as P+Q+ −−→ P+ +Q where P and Q repre-

sent either an atom or a molecule. A Larsen-Borgnakke electronic energy redistribution

is first considered for the neutral particle P and the charge exchange reaction will take

place with a probability equal to

Pcharge exchange =
ga (εcoll − εel,a,P )

3
2
−ω

imax∑
i=0

gi (εcoll − εel,i,P )
3
2
−ω

(2.94)

if the new electronic energy level of P is the level directly below the activation energy

of the reaction. In Eq. 2.94, εel,i,P and gi stand for the electronic energy and the

degeneracy of the electronic energy level i for particle P and the exponent a is the

electronic quantum level immediately below the activation energy of the reaction.



Chapter 3

Verification and Validation of the

hy2Foam Code

The newly coded two-temperature solver will now be verified considering the contribu-

tions of competing mechanisms in isolation and a zero-dimensional adiabatic heat bath

will first be used for this purpose in Section 3.1. Vibrational-Translational (V–T) and

Vibrational-Vibrational (V–V) energy transfers will be reviewed and both Park TTv

and the coupled vibration-dissociation-vibration (CVDV) model for chemistry-vibration

coupling will be tested. This first section ends with a CFD-DSMC comparison for the

thermo-chemical relaxation of a non-ionized air mixture. Section 3.2 is then dealing

with multi-dimensional case scenarios of increasing complexity considering 1-D Fourier

flows in sub-section 3.2.1, a 2-D axisymmetric blunt body for a Mach 11.3 non-reacting

nitrogen flow in 3.2.2 and a 2-D circular cylinder for both non-reacting and reacting

Mach 20 nitrogen flows in 3.2.3.

3.1 Zero-dimensional analysis

From an initially disturbed system, the V–T relaxation of a single-species gas to recover

equilibrium conditions will first be investigated. This will be followed by the V–T and

V–V thermal relaxations of several mixtures. The relaxation towards equilibrium of a

chemically-reacting mixture will finally be carried out. The verification is supported by

comparisons against results from DSMC codes dsmcFoam and MONACO [116], and the

42
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CFD two-temperature solver LeMANS. Throughout this entire section, the heat bath is

composed of a single cubic cell of length 1×10−5 m. The time-step for CFD and DSMC

computations has been set at 1×10−9 s. At least 50,000 DSMC particles were used for

each dsmcFoam run [117] and data shown are the ensemble average resulting from three

statistically-independent computations. It should be noted that the dsmcFoam code

used here has three temperatures: translational, rotational, and vibrational. However,

the rotational collision number, Zr, can be tuned and set to unity to allow a direct

comparison between dsmcFoam and two-temperature CFD solvers in the absence of

electronic energy.

3.1.1 Vibrational-Translational relaxation of a single-species gas

Case without electronic energy

Following the work of Boyd and Josyula [118], vibrational heating (T 0
v < T 0

tr) and

vibrational cooling (T 0
v > T 0

tr) heat bath simulations involving nitrogen have been

performed. Results from hy2Foam and dsmcFoam, and published data using LeMANS

and MONACO are shown in Figures 3.1(a) and 3.1(b).

In the heating case, the initial trans-rotational temperature is set at 10, 000 K while

the vibrational temperature is lowered down to 1, 000 K. The initial pressure is set to 1

atm. From Eq. 2.40 and 2.54, the number of vibrational of degrees freedom associated

with the simple harmonic model for nitrogen at T 0
v is equal to ζ0

tot = 0.240. This

corresponds to an initial overall temperature of 9, 588 K according to Eq. 2.53. In

Figure 3.1(a) the hy2Foam solver is run twice, first in a default configuration with the

AN2,N2
coefficient taken from Park’s 1993 table, and secondly in a configuration that

represents a best-fit to dsmcFoam results by adjusting the value of AN2,N2
, as shown

with the red solid lines.

An excellent agreement is observed between the default configuration of hy2Foam,

the CFD code LeMANS and the DSMC code MONACO. dsmcFoam predicts a notice-

ably longer thermal relaxation that is 48 % slower (defined as the time to recover 99 %

of the equilibrium temperature).

It can be seen that all simulations converge towards an equilibrium temperature of

T eq = 7, 623.3 K. The number of vibrational of degrees freedom for nitrogen at T eq is
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Figure 3.1: V–T relaxation towards equilibrium of a N2 heat bath

1.590. Hence, the total number of degrees of freedom at equilibrium is ζeqt + ζeqr + ζeqv =

ζeqtot = 6.590. A straightforward calculation that ensures energy equipartition enables

the determination of the initial overall temperature
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T 0
ov = T eq × ζeqtot

ζ0
tot

(3.1)

The calculation produces an initial overall temperature of 9, 588.0 K which is there-

fore consistent with the aforementioned value and in agreement with both DSMC codes.

In the cooling case, the initial trans-rotational temperature is set to 3, 000 K while

the vibrational temperature is increased to 10, 000 K. The hy2Foam results match ex-

actly with the prediction given by MONACO in Figure 3.1(b). Conversely, there are

significant differences between dsmcFoam and hy2Foam. The post-collisional energy

redistribution in dsmcFoam is handled by the quantum Larsen-Borgnakke procedure

[44]. MONACO adopts the standard Larsen-Borgnakke procedure but post-collisional

energy redistribution is ensured to be consistent with the CFD approach at a macro-

scopic scale [118, 119], which explains why the results are comparable to hy2Foam and

LeMANS.

Case with electronic energy

In the preceding heating case, the electronic energy has no significant effect on thermal

relaxation if the initial trans-rotational temperature is maintained at 10,000 K and

it has thus been increased up to T 0
tr = 30, 000 K. The effect of the electronic energy

mode on the thermal relaxation of the nitrogen molecules is displayed in Fig. 3.2. The

equilibrium temperatures reached in both cases agree with energy equipartition and

are specified on the right-hand side.

Without electronic energy, the hy2Foam and dsmcFoam results are in very satisfac-

tory agreement considering the degree of empiricism that the two-temperature solution

carries. With the inclusion of the electronic energy the relaxation to equilibrium is ob-

served to be around 26 % faster. These runs highlight the importance of the electronic

energy mode that is often overlooked in re-entry case studies [47]. Indeed, the difference

in equilibrium temperature is not of the order of a few percent but is in the present

case as large as 23.7 %. Accounting for the electronic mode of nitrogen thus becomes

necessary above 10, 000 K to accurately predict thermal quantities for example.

The results shown in Figures 3.1(a), 3.1(b), and 3.2 therefore validate the imple-
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Figure 3.2: Thermal relaxation of a N2 heat bath with and without electronic energy

mentation of hy2Foam for a single-species gas.

3.1.2 Vibrational-Translational relaxation of a non-reacting multi-species

gas

The non-reacting heat bath is now composed of gas mixture made of N2 and N in equal

proportions. The initial temperatures remain unchanged with regard to the previous

paragraph and number densities are equal to 5.0 × 1022 m−3 for both species. In

Figure 3.3, the equilibrium temperature specified on the right-hand side is once more

consistent with energy equipartition and the same value is recovered using dsmcFoam

and LeMANS. The disaccord between the hy2Foam and dsmcFoam solutions appear

to be slightly greater that in the case considered without atomic nitrogen, nonetheless,

they do remain satisfactory. The results using LeMANS are not in agreement with

hy2Foam; however, a different convention is adopted for Eq. 2.62 in LeMANS where the

number density nm,s represents the mixture number density and σm equals 1 × 10−20

m2. For clarity, these modifications have been temporarily implemented in hy2Foam

and are shown by the red solid line in Figure 3.3. The temperature profiles are now

shown to be nearly superimposed, thus verifying the hy2Foam implementation for a
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mixture.

Compared to the full N2 configuration shown in Figure 3.2, the increase in equi-

librium temperature due to the loss of half of the mixture vibrational energy is less

pronounced with the inclusion of the electronic mode. This can be explained by the

relative importance of the electronic mode of N that brings 1.39 degrees of freedom to

the mixture at T eq, and thus compensates part of the vibrational energy loss.
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Figure 3.3: V–T relaxation of a N2−N heat bath

3.1.3 Vibrational-Translational and Vibrational-Vibrational relaxations

A vibrational cooling scenario with a high initial vibrational temperature is chosen to

better illustrate the role of vibrational-vibrational energy exchange. The mixture is

composed of oxygen and nitrogen molecules in equal proportions. The initial trans-

rotational temperature is set at 5,000 K, the vibrational temperature at 30,000 K, and

the pressure at 1 atm. In Figure 3.4, the thermal relaxation process in hy2Foam is

presented with and without V–V energy transfer using dashed-dotted and solid lines,

respectively.

As it is supposed to, V–V energy transfer promotes vibrational energy redistribution

between the vibrational energy pools and thus a quicker relaxation towards equilibrium
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Figure 3.4: V–T and V–V relaxations of a N2−O2 heat bath

is achieved. In the present case, the N2 and O2 vibrational energy pools remain distinct

throughout the calculation. The solver LeMANS has only one vibrational temperature.

Logically, this unique vibrational temperature profile should be somewhere between the

Tv,N2
(t) and Tv,O2

(t) profiles when the V–V transfer is enabled and this is precisely what

is observed in Figure 3.4.

Figures 3.3 and 3.4 provide sufficient evidence of the verification of hy2Foam for a

non-reacting multi-species gas.

3.1.4 Relaxation of a chemically-reacting mixture

The chemical reaction considered is the irreversible molecule-molecule dissociation of

nitrogen

N2 + N2

kf−→ 2 N + N2

The rate coefficients are shown in Table 3.1 in which the units of A and Ta are given

in cm3 mol−1 s−1 and Kelvin, respectively. They come from the Quantum Kinetic (QK)

theory [44], and Park’s rates for the use of a two-temperature CFD model [7].

The next simulations are run from an initial trans-rotational temperature of 30,000
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Table 3.1: Chemically-reacting heat bath: parameters for the evaluation of kf

Reaction rate
Arrhenius law constants

A β Ta

Park (1993) 7.0× 1021 -1.6 113, 200
QK (2015) 2.47× 1018 -0.62 113, 500

K and vibrational temperature of 1,000 K. The initial number density is equal to

5.0 × 1022 m−3 for both species. In the following, the hy2Foam configuration named

Park shown with solid lines in Figure 3.5 makes the use of the Park TTv model and

Park’s 1993 chemical rate constants, which is the most commonly adopted set-up in the

hypersonic community. The second configuration shown with dashed-dotted lines and

called CVDV–QK results in the combination of the CVDV chemistry-vibration model

and the QK rates.

It can first be noted that in using the conventionally-adopted Park set-up, the

decrease in trans-rotational temperature is not well-captured. The chemical reactions

take about ten times longer to have a significant effect on the mixture composition when

compared to the DSMC solution. Using the CVDV–QK configuration in hy2Foam, a

much improved agreement is achieved with regard to the DSMC simulations. The trans-

rotational temperature and species concentrations are now correctly estimated over

time, while the early increase in vibrational temperature can be imputed to a departure

from a Boltzmann distribution and certain aspects of current multi-temperature CFD

modelling approaches used to describe N2−N2 and N2−N interactions [120].

Both CFD and DSMC chemistry modules must deliver consistent results in the

development of any hybrid CFD-DSMC code. The appropriateness of the CVDV–QK

configuration is thus further evaluated for a mixture initially set in a state of thermal

equilibrium. Figure 3.6 confirms the trend observed in Figure 3.5. The Park configura-

tion first initiates a thermal relaxation before any chemistry takes place which results

in a lag in the vibrational temperature decrease. Conversely, the profiles predicted by

dsmcFoam are once again much better approximated by the CVDV–QK configuration.

It can be concluded that the CVDV–QK set-up is a more suitable choice for use in

a CFD solver than the Park configuration when compared to a DSMC code that uses
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Quantum-Kinetic chemistry.
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Figure 3.6: Chemically-reacting N2−N heat bath in an initial state of thermal equilibrium

3.1.5 Chemically-reacting air

To conclude on the validation of the hy2Foam solver using adiabatic heat baths, the

complete set of 19 reactions to occur in a pre-heated 5-species air is considered. The

15 dissociation reactions and four exchange reactions are listed in Table 1 in Ref. [44].

The initial pressure is set at 0.063 atm and the initial temperature is equal to 10, 000 K.
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It is supposed in this case that all molecular temperatures are in thermal equilibrium

at all times. In hy2Foam, the possibility is offered to the user to downgrade the two-

temperature solver to a single-temperature solver. This latter solver is given the name

hyFoam for clarity.

By doing so, there is again a very good agreement between hy2Foam and LeMANS

temperature and number density fields as shown in Figure 3.7.
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symbols are represented as: N2 (+), O2 (×), NO (4), N (���), and O (�).



CHAPTER 3 VERIFICATION AND VALIDATION OF THE hy2Foam CODE 53

3.2 Multi-dimensional analysis

3.2.1 Fourier flows

A heat transfer flow, also called Fourier flow, is simulated with hy2Foam and dsmcFoam.

It is a one-dimensional periodic flow where two infinite parallel walls are separated by

H = 1 m along the y-direction. The mesh is constructed with OpenFOAM’s utility

blockMesh. The flow velocity is set constant to 300 m s−1 and a slip velocity of the

same magnitude is imposed on both walls. The top wall is heated at a temperature of

3,000 K, while the bottom wall temperature is set to equate T 0
b = 2,000 K. Diffuse wall

boundaries are used in dsmcFoam and the first-order Smoluchowski temperature jump

[97] and Maxwell velocity slip [95] with the accommodation coefficients being taken as

equal to unity are employed in hy2Foam. These conditions are reported in Table 3.2.

Table 3.2: Fourier flows: initial conditions for all cases considered

Quantity Value Unit

Velocity 300 m s−1

Bottom wall temperature, T 0
b 2000 K

Top wall temperature 3000 K

Three main cases are investigated with different initial mixture compositions: 1) pure

nitrogen, 2) homogeneous air, and 3) non-homogeneous air. The air composition is

modified to be 0.5 N2 - 0.5 O2 in molar proportions. Case 2 is decomposed into two

sub-cases a and b as outlined in Table 3.3. The initial mixture number density is varied

so as to have an overall Knudsen number lying in the bottom range of the continuum-

transition regime (case 2a) and in the transition regime (case 2b). The interest of case 3

is to test the implementation of species diffusion and to determine which of the models

presented in Section 2.1.4 performs best with regards to the dsmcFoam solution. Above

the channel centerline, the domain is initially filled with pure nitrogen and below that

line the gas is pure oxygen. This case scenario examines the hy2Foam implementation

assuming that both N2 and O2 are vibrationless molecules and that translational and

rotational energy modes are in equilibrium with each other. In addition, the overall

Knudsen number is the same than in case 2a, namely 0.002.

Species thermal properties in the CFD computations are determined using a power
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Table 3.3: Initial conditions for each specific Fourier flow

Quantity Unit
Case

1 2a 2b 3

N2 number density, n0
N2

= n0 m−3 × 10−19 2.086 52.15 1.043 104.3

O2 number density, n0
O2

m−3 × 10−19 0 52.15 1.043 104.3

Overall Knudsen number, Knov - 0.1 0.002 0.1 0.002

law and for cases involving a mixture, the mixing rule is that of Armaly and Sutton.

Good DSMC practice is adopted and recalled hereafter for case 1. Adopting the variable

hard sphere model for the mean-free-path, λ, and this latter quantity will equate to

0.1 m. It is recommended that the cell size be a fraction of λ and it is thus set to 0.05 m.

Further calculations for the mean residence time and mean collision time yields values

of 3.5 × 10−5 s and 9.1 × 10−5 s, respectively. The time-step should be a fraction of

these two quantities and 1 × 10−5 s is therefore retained. Cell size and time-step for

cases 2 and 3 are modified according to these rules when necessary. In cases 1 and

2, macroscopic variables are sampled over time once convergence is achieved, while in

case 3 it is the transient behaviour of the solution that is studied and it is thus required

to perform an ensemble average over 5 statistically-independent DSMC runs to recover

the macroscopic fields.

Results for the homogeneous Fourier flows 1, 2a and 2b are presented in Figure 3.8.

CFD and DSMC trans-rotational and vibrational temperature profiles are compared

along the y-direction and are overall showing a good agreement for the two flow regimes

studied and whether the gas is composed of one or two species. In case 2a, the relative

error for trans-rotational and vibrational temperatures is approaching zero. Increasing

the number of DSMC simulators or the number of statistically-independent DSMC

simulations would help to decrease the scatter but this would be costly at Knov = 0.002.

Increasing the overall Knudsen number in cases 1 and 2b results as expected in the

on-set of rarefaction effects in the near-wall region with larger discrepancies in the

estimation of the temperature jump value between the two codes. It should be noted

that the relative error will, in most cases, be the order of a few percent due to the

nature of the case scenario that exhibits small deviations from the continuum solution.

The transient computations of case 3 are reported in Figure 3.10 for the two instants
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Figure 3.8: Homogeneous Fourier flows: normalised temperature profiles and relative errors

t = 0.02 s and t = 0.1 s. Various models are chosen to calculate the diffusion coefficients

and are exposed in the subsequent graphs: Lewis number 1.0 (denoted by L 1.0) and the

generalised Fick’s law using either Gupta’s 1989 curve fit for binary diffusion coefficients

(FGD̄89, see Eq. 2.27), Gupta’s 1990 curve fit for collision cross-sections (FGΩ̄90, see
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Eq. 2.32) or Stephani’s expression (FS, see Eq. 2.33 and 2.34). These latter three

models are plotted in Figure 3.9 for two mixtures having individual species number

densities matching those of case 3. It is shown for a N2−O2 mixture that FS and

FGD̄89 expressions are in excellent concordance while FGΩ̄90 tends to over-estimate

the N2−O2 diffusion coefficient as compared with Stephani’s. Results for a N2−N gas

is also presented in Figure 3.9(b) to highlight that an agreement between the models

depends on the pair considered. For a N2−N mixture, all three models agrees well with

each other for temperatures up to 15,000 K.
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Figure 3.9: Diffusion coefficients values versus temperature as predicted by different models for
species number densities matching those of case 3

The dsmcFoam solution is well approximated by the generalised Fick’s law that

uses either FS and FGD̄89 expression for diffusion coefficients. FGΩ̄90 formulation and

coefficients is seen to promote an excessive mixing as compared with DSMC, even if

this has little consequence on the temperature distribution across the channel. Those

results correlates well with the observations made in Figure 3.9(a).

Additional information about Fourier flows, and Couette flows, making the use of

dsmcFoam and hy2Foam can be found in [66].
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Figure 3.10: Non-homogeneous Fourier flow, case 3: normalised temperature and number density
profiles. L stands for Lewis number, F for Fick’s law, GΩ̄90 for Gupta 1990’s curve fit, GD̄89 for
Gupta 1989’s curve fit and finally S for Stephani.

3.2.2 Mach 11.3 blunted cone

In this sub-section, a non-reacting nitrogen flow past a blunted cone is examined at

Mach 11.3. The case is composed of a 6.35 mm-radius nose followed by a flat plate

forming a 25◦ angle with the free-stream flow direction and whose streamwise extension

is 5 cm. The 2-D axisymmetric mesh that has been employed is shown in Fig. 3.11.

The structured grid is aligned with the bow shock and consists of 600 by 200 cells. The

first spacing at the wall surface is set to 2µm by default and to 10µm for comparison

purposes.

The initial conditions of this case scenario are given in Table 3.4. The free-stream

velocity corresponding to a Mach number of 11.3 is 2,764.5 m s−1. The free-stream

temperature and pressure are 144.4 K and 21.9 Pa, respectively. The wall is assumed

to be isothermally heated to a temperature of 297.2 K. This simulation uses the MWP
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Figure 3.11: Mesh for the blunted cone (each 5th line is represented in each direction).

formulation for V–T energy exchange and the Blottner and Eucken formulas to compute

transport properties. The variable hard sphere model is chosen for the calculation of

the mean-free-path and the Knudsen number is computed using the streamwise extent

of the cone as the characteristic length. The non-equilibrium boundary conditions

employed at the cone surface are the first-order Smoluchowski temperature jump and

Maxwell velocity slip with the accommodation coefficients being taken as equal to unity.

Convergence was achieved after 2.8 hours of computations on the ARCHIE-WeSt

High Performance Computer [121]. The run used 24 Intel Xeon X5650 2.66 GHz cores

with 48 GB RAM and Infiniband Interconnect computer-networking communications.

Table 3.4: Initial conditions for the Mach 11.3 blunted cone

Quantity Value Unit

Free-stream velocity, U∞ 2,764.5 m s−1

Free-stream pressure, p∞ 21.9139 Pa
Free-stream density, ρ∞ 5.113× 10−4 kg m−3

Free-stream temperature, T∞ 144.4 K
Free-stream mean-free-path, λ∞ 1.01× 10−4 m
Overall Knudsen number, Knov 0.002 -
Wall temperature, Tw 297.2 K

This particular configuration has already been studied by Wang and Boyd [24], us-

ing the MONACO DSMC code and a Navier-Stokes CFD solver from the University

of Michigan. The results from these simulations are reported in the subsequent graphs
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Figure 3.12: Stagnation line profiles for the blunted cone case
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with the denomination DSMC: MONACO and CFD: Michigan. Moreover, experimen-

tal data is also shown in Figures 3.13(a) and 3.13(c) and correspond to the run 31 of

the CUBRC experiments [122].

The emphasis is placed on stagnation line data and then on surface properties

such as the pressure coefficient, Cp, friction coefficient, Cf , and Stanton number, St,

respectively given by

Cp =
p− p∞

0.5 ρ∞ U2
∞

(3.2) Cf =
τ

0.5 ρ∞ U2
∞

(3.3) St =
q

0.5 ρ∞ U3
∞

(3.4)

those essential aerothermodynamic quantities being shown in Figures 3.13(a)-(c).

In Figures 3.12(a)-(c), the pressure, temperature, and velocity stagnation line solu-

tions given by the CFD code of Wang and Boyd are very similar to the ones produced by

hy2Foam. It can be seen in Figure 3.12(a) that the vibrational mode is barely excited

for this case scenario. The single-temperature model version of hy2Foam gave the same

results. The small discrepancies concerning the shock stand-off distance can easily be

explained by the difference in grid point density along the symmetry axis (indeed, the

spatial extension of the domain normal to the body adopted here is about 40 % larger

then the one in [24]) and by the use of a different viscosity model (the power law was

used in [24]). As it is the case in most simulations of hypersonic flow-fields, the bow

shock thickness given by the NSF equations is clearly under-predicted, as shown by the

different DSMC profiles.

Once again in Figures 3.13(a)-3.13(c), an excellent agreement is found between

hy2Foam and the Michigan NSF solver as the profiles of the surface quantities are

shown to be superimposed with a first spacing of 10µm. If the mesh is further refined

to 2µm, a small decrease in the Stanton number is observed. In conclusion, it is thought

that the mesh used in [24] had a first spacing close to 10µm.

The variable hard sphere mean-free-path computed by hy2Foam in the wall vicinity

is of the order of 2µm. Good DSMC practice dictates that the mean-free-path to cell-

size ratio should exceed one so one could argue that the DSMC mesh employed might

not be fine enough near the wall to accurately capture the surface aerothermodynamic
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coefficients along the body, e.g., the peak amplitude of the skin-friction.

Finally, this case is a good illustration that a hypersonic simulation can now be

carried out using open-source packages all the way from pre- to post-processing using

Gmsh [123] as a mesher, hy2Foam as a solver, Paraview [124] as a visualization utility,

and Gnuplot [125] as a grapher.

3.2.3 Mach 20 Cylinder

The focus is now set on the hypersonic Mach 20 flow of nitrogen over a two-dimensional

circular cylinder of radius R = 1 m. A symmetry plane exists about the y = 0 plane

allowing the modelling solely of the upper half of the domain to be considered. The

streamwise extent of the computational domain spans from -1.8 m to 5 m and the initial

conditions are listed in Table 3.5.

A free-stream velocity of 6,047 m s−1 is applied with a free-stream pressure of

0.89 Pa and temperature T∞ = 220 K. Such a temperature is high enough to result

in a vibrationally-excited and chemically active flow-field. The cylinder wall is held at

a uniform temperature of 1,000 K. The overall Knudsen number of 0.0022 lies in the

lower range of the continuum-transition regime, however, the gas locally may lie in the

transition regime.

Table 3.5: Initial conditions for the Mach 20 cylinder

Quantity Value Unit

Free-stream velocity, U∞ 6,047 m s−1

Free-stream pressure, p∞ 0.89 Pa
Free-stream density, ρ∞ 1.363× 10−5 kg m−3

Free-stream temperature, T∞ 220 K
Free-stream mean-free-path, λ∞ 4.45× 10−3 m
Overall Knudsen number, Knov 0.0022 -
Wall temperature, Tw 1,000 K

CFD set-up The mesh used in this investigation is shown in Figure 3.14 and was

constructed using Ansys ICEM CFD [126]. This mesh consists of 155,000 cells with the

first cell spacing at the cylinder wall set to 2 microns. Both Maxwellian velocity slip

and Smoluchowski temperature jump boundary conditions were applied at the walls
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with the accommodation coefficient equal to 1.

Figure 3.14: Mesh for the cylinder (each 5th line is represented in each direction).

Both MWP and SSH formulations are successively used for V–T energy transfer for

comparison purposes. For the shear viscosity and the thermal conductivity, the Blottner

and Eucken formulae were applied, respectively, while the mixing rule employed was

that of Armaly and Sutton. Species diffusion was modelled using Fick’s law and Gupta’s

1990 curve fit (denoted as FGΩ̄90) as it has previously shown to be appropriate for a

N2−N mixture in Section 3.2.1, Figure 3.9(b). The different set-ups are summarised in

Table 3.6 together with a run identification number. The abbreviation NR stands for

non-reacting.

Table 3.6: CFD simulations performed

Run number V–T transfer Electronic mode CV model Rates

NR SSH no -
1 MWP no CVDV QK
2 SSH no CVDV QK
3 MWP no Park TTv Park

The two chemical reactions being considered in Run 1 to 3 are the irreversible

molecule-molecule and molecule-atom dissociation of nitrogen

N2 + N2 −−→ 2 N + N2

N2 + N −−→ 2 N + N
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References and units of the Arrhenius rate constants shown in Table 3.7 are identical

to the ones used in Section 3.1.4. Finally, two configurations associating a chemistry-

vibration model with a set of chemical rates have been studied. They are also similar to

those tested in Section 3.1.4 for zero-dimensional heat bath scenarios, namely CVDV–

QK and Park that combines the Park TTv model with Park’s rates.

Table 3.7: Mach 20 cylinder: parameters for the evaluation of kf

Reaction rate
Reaction Arrhenius law constants

colliding partner A β Ta

Park (1993) [7]
N2 7.0× 1021 -1.6 113,200
N 3.0× 1022 -1.6 113,200

QK (2015) [44]
N2 2.47× 1018 -0.62 113,500
N 6.02× 1018 -0.68 113,500

DSMC set-up The variable hard sphere model is adopted with a temperature ex-

ponent of viscosity of 0.74, and a reference temperature of Tref = 273 K. The particles

impinging the cylinder wall are reflected diffusely with an accommodation coefficient

equal to 1. Good DSMC practice have been satisfied for the mesh and the time-step.

The cell size is equal to a third of the mean-free-path and a spline was used to min-

imize the region being modelled upstream the bow shock. The DSMC mesh, that is

constructed with the blockMesh and snappyHexMesh OpenFOAM utilities, then con-

sisted of 5.5 million cells. Each cell was filled with approximately 15 equivalent DSMC

particles which resulted in simulations using over 80 million particles. The DSMC

time-step was set to 1/5 of the mean-collision-time.

Results The regions where the flow departs significantly from local thermodynamic

equilibrium are highlighted in Fig. 3.15 using the local gradient-length Knudsen number

and later shown in Fig. 3.19. This indicates that the CFD solver will be unlikely to

provide satisfactory results within the bow shock and in the near-wake of the cylinder,

as shown by KnGLL values above 0.05. In particular, the low density region for θ '

130 deg is driving the KnGLL beyond 1. A very similar picture of KnGLL is observed

for both reacting and non-reacting simulations.

As expected, the bow shock is more diffuse using the DSMC method as shown in
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Figure 3.15: Mach 20 cylinder: local gradient-length Knudsen number for run 2

Fig. 3.16. The downstream shock position is nearly identical using both solvers. The

temperature fields in Fig. 3.17(a) to 3.17(c) are correctly approximated using hy2Foam

for x < 0, which corresponds to the region where the fluid undergoes compression.

Unlike the non-reacting simulation which demonstrated a good agreement for the vi-

brational temperature field in the compression area, the discrepancies in Figure 3.17(d)

are much larger in the whole domain when compared with DSMC. This can be explained

by the application of the QK theory to capture the chemistry-vibration coupling and

the use of the quantum Larsen-Borgnakke method in dsmcFoam, which promotes a

quicker energy harmonisation in expansion regions (where Tv > Ttr) as reported in

Section 3.1.4 using a zero-dimensional analysis. The Park combination used in run 1

is the instance which provides less accurate results with local vibrational temperatures

above 10,000 K.

Figures 3.18(a) and 3.19(a) compare the stagnation line profiles of Mach number,

temperature, and number density for non-reacting and reacting simulations as given

by hy2Foam and dsmcFoam. It is evident that the shock stand-off distances are almost

identical using both solvers and are approximately equal to 0.25 m in the reacting case,

which is about 5 cm closer to the body than for the non-reacting case. The peak in

trans-rotational temperature is correctly determined in the non-reacting case and using

the CVDV–QK combination for both runs 1 and 2, and is slightly over-predicted using

the Park combination. As shown previously in Figure 3.17(d), the trend in vibrational
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Figure 3.16: Mach 20 cylinder: Mach number CFD-DSMC flow-field comparison for run 2. The
dsmcFoam solution is represented on the upper half and the hy2Foam solution on the lower half.

temperature shows a steeper increase across the shock wave. In Figure 3.19(c), the

evolution of the species number densities for all runs is in satisfactory agreement with

dsmcFoam outside of the KnGLL > 0.01 band. The early production of atomic nitrogen

within the shock is not captured in the CFD solver due to the slight difference in shock

thickness prediction.

Surface properties of pressure coefficient, skin friction and heat transfer are shown

in Figures 3.20(a)-3.20(c) for both non-reacting (NR) and reacting simulations. There

is a reasonable agreement between the CFD and DSMC solvers for Cp and Cf .

The drag coefficient for each simulation is provided in Table 3.8 and this coefficient

estimated by hy2Foam represents less than 2 % error when compared with dsmcFoam

and the reacting environment does not significantly affect its magnitude. In addition,

the values of hy2Foam and dsmcFoam are reasonably close to the one predicted by the

Newtonian theory that is 4/3. The integrated heat flux, CH , is however showing larger

discrepancies between the two codes. There are several factors that could explain this

observation: 1) a KnGLL number greater than 0.1 all around the cylinder, 2) a different

treatment of the vibration-translational energy transfer between CFD and DSMC codes,

and 3) the use of the KNP numerical schemes in hy2Foam that are known for being too

dissipative in the near-wall region. It is also shown that the CVDV–QK association
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(a) Run NR, Ttr (b) Run NR, Tv

(c) Run 2, Ttr (d) Run 2, Tv

Figure 3.17: Mach 20 cylinder: temperature CFD-DSMC flow-field comparisons for runs NR
and 2

is producing a 27 % larger integrated heat flux as compared with dsmcFoam, while

the Park combination overpredicts CH by 39 % in the present version of the hy2Foam

code.

Table 3.8: Mach 20 cylinder: aerothermodynamic coefficients

CFD run number
CD CH (kW)

CFD DSMC CFD DSMC

NR 1.3 1.286 212 230

1 1.302
1.284

162
126.62 1.302 161

3 1.304 176.2
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Figure 3.18: Mach 20 cylinder: stagnation line profiles for non-reacting simulations
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Chapter 4

DSMC-derived QK Rates

This Chapter is concerned with reaction kinetics used in CFD solvers to model upper

atmosphere hypersonic flows. Highly endothermic reactions of dissociation and ioniza-

tion predominate at such speeds and contribute to significantly reduce the heat load at

the vehicle surface. A correct prediction of the gas flow composition in the searing hot

conditions of the atmospheric entry is therefore vital to missions including those beyond

the Earth’s proximity. The previous Chapter dedicated to Verification and Validation

employed chemical rates present in well-established hypersonic solvers such as DPLR,

LAURA or LeMANS. Those rates to be found in Refs. [7, 14, 127] were determined by

Park two decades ago as a best-fit to experimental data for particular problems and

are meant to be suited for a two-temperature CFD model. The adiabatic heat bath

cases in Section 3.1.4 and the hypersonic cylinder case in Section 3.2.3 exemplified the

use of these traditionally adopted chemical rates. However, to what extent can these

rate constants be trusted, is there an alternative option for their estimation and what

would be the influence of a new set of rate constants on the heat bath computations?

Those are the questions that will be addressed in this Chapter.

4.1 Motivation

Chemical reaction rates which occur in an ionized gas at hypersonic speed are currently

not well-known, and in fact, there exist flaws in the actual rates for some specific re-

actions. There are several reasons for this: a) difficulty for a reaction to be isolated,

71
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b) uncertainty of measurements (caution must be exercised when the uncertainty in

reaction rate constant exceeds one order of magnitude difference [113]), c) extrapo-

lation from measured low-temperature equilibrium rates d) estimation from radiation

measurements (e.g., reactions involving NO) e) measurements polluted by other com-

pounds, f) rates adapted from another reaction because of the absence of existing

data [113].

Section 2.2.4 gave the background of the DSMC method featuring a quantum-kinetic

(QK) chemistry framework. It emerged that despite its phenomenological nature, the

QK model does not use any macroscopic quantity nor require the knowledge of reaction-

fitted constants to enter into the calculations. Therefore, analytical solutions can be

derived and DSMC appears as a suitable candidate to determine the speed of reactions

that are involved in upper atmosphere hypersonic flows. The need for QK rates as an

alternative solution for strongly endothermic reactions of dissociation and ionization

has been expressed by Wysong et al. in 2012 [128]. Mention of other reaction types

was not included because exchange reactions had issues in matching results from the

classical kinetic theory at low temperatures [128]. This has later been circumvented by

introducing two coefficients a and b to adjust the activation energy for each exchange

and charge exchange reactions [44].

Previous authors [113–115, 129] discussed the use of QK theory as a means to

describe the reaction rate versus temperature in an equilibrium gas, whether it was

for a 5-species neutral gas, an 11-species ionized air mixture or an oxygen-hydrogen

mixture. However, no Arrhenius coefficients were derived from these studies. In this

Chapter, it is thus proposed to extract the relevant chemistry information from DSMC

simulations using the dsmcFoam+ solver. Extracting QK rates from dsmcFoam simu-

lations was initiated in Ref. [44] for the 19 reactions (15 dissociation reactions and 4

exchange reactions) which occur in a 5-species air mixture. The set-up consisted in a

zero-dimensional adiabatic heat bath similar to the one presented in Section 3.1.4. All

three energy modes of translation, rotation and vibration were set to be in equilibrium

at all times, and equilibrium rates were extracted in the form of the three Arrhenius

coefficients: pre-exponential factor, A, temperature exponent, β, and activation en-

ergy, Ea. The electronic mode has been added to dsmcFoam lately, the code renamed



CHAPTER 4 DSMC-DERIVED QK RATES 73

dsmcFoam+ [49] in consequence, and it is proposed firstly to revisit the chemical rates

provided by Scanlon et al. [44] for dissociation and exchange reactions in Section 4.2,

and then to extend the QK rate constants database to all 116 reactions occurring in an

11-species air mixture. Section 4.3 focuses on reactions that are the most likely to oc-

cur at high temperatures and the appropriateness of the rates derived in Section 4.2 is

evaluated in Sections 4.4 and 4.5 using heat bath simulations. Finally, future prospects

are discussed in Section 4.6.

4.2 Equilibrium rates

This section is dedicated to the determination of the reaction rate constants for all 116

reactions active in an 11-species air mixture. Reactions are considered individually and

no splitting can occur, that is when two particles are selected for collision the procedure

described in Section 2.2.4 applies but if a reaction is to occur the particles are left

unchanged while the reaction counter is augmented by one. Therefore, the energy of

the system remains constant and no products are formed. This allows sampling of

the rate constant over time and the final value is obtained after convergence of the

rate, which usually takes place within 1,000 iterations as shown in Figure 4.1(a). In

addition, the equilibrium rates calculation necessitates all of the rotational, vibrational

and electronic collision numbers to be set to unity.

Two reacting species are introduced in equal molar proportions, with the exception

of electron impact reactions for which the heat bath is filled with 0.5 % electrons.

100,000 equivalent DSMC particles are simulated and the total mixture number density

is equal to 1 × 1023 m−3, while the time-step is set to 1 × 10−10 s for electron impact

reactions and to 1 × 10−9 s otherwise.

Two electronic energy level datasets are utilized for comparison. Set 1 is from Gur-

vich et al. [130] as referenced by Hash [131] and is typically used in CFD computations.

In this dataset, atomic nitrogen and atomic oxygen have five electronic energy levels,

which has been lowered to three in this study. Indeed, the first two electronic levels have

been merged with the ground energy level due to their relatively small characteristic

electronic temperature. Set 2 is the one employed in the dsmcFoam code and originates

from the work of Liechty [129]. Liechty combined the electronic dataset shown in Hash
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with that of Johnston [132], thus augmenting the electronic energy levels for species O,

N and N+, as shown in Appendix B.

A series of python algorithms have been written to browse through the reactions

present in the DSMC chemistry dictionary. As an example for one of these reactions it

works as follows:

• MAIN SCRIPT:

– Read the input file (reaction string, reaction activation energy, temperature

data points)

– Pass information onto the script responsible for the dsmcFoam simulations

• SIMULATION SCRIPT:

– Set-up the DSMC case folder and single out the one reaction in the DSMC

chemistry folder

– for each temperature data point, Do

∗ Run the simulation until convergence of the reaction rate (with a mini-

mum of 1,000 iterations)

∗ Sample across several independent runs (optional)

∗ Plot the time evolution of the chemical rate

∗ Write to file the final reaction rate value

• MAIN SCRIPT:

– Run the chemistry script

• CHEMISTRY SCRIPT:

– Determine the set of Arrhenius coefficients corresponding to the reaction

rate (Ea is given as an input, A and β are guesses) as explained below.

– Plot the DSMC equilibrium rate and the Arrhenius solution versus temper-

ature

• MAIN SCRIPT:
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– Write the Arrhenius coefficients in the hy2Foam format

The Arrhenius coefficients are obtained by inverting a system of the form M x = k

where M is a matrix and x and k are vectors. This is done in python using the NumPy

package and in particular the functions zeros(), linalg.pinv(), and dot().

This procedure is repeated for all reactions and for the two electronic datasets when

relevant. Results are classified by types of reaction and are shown in the subsequent

subsections for temperatures ranging from 1,000 K up to 40,000 K.

4.2.1 Dissociation

The time evolution of the reaction rate constant for the molecule-molecule dissociation

of nitrogen (reaction 1a) at a temperature of 10,000 K is shown in Figure 4.1(a).

Rate convergence is reached before the end simulation time and the final rate of

3.79 × 10−19 m3 molecule−1 s −1, that is in reasonable agreement with QK analytical

data given by Bird’s program QKrates.EXE [133], is then reported in Figure 4.1(b).

This latter Figure compares reaction rate results from dsmcFoam+, the output of the

python algorithm for a temperature varying between 5,000 K and 40,000 K, and the

rate constant from Park [7] that is adopted in CFD computations.

It can be seen that the Arrhenius solution is passing through all DSMC data points

which gives confidence in the capabilities of the algorithm to find a suitable solution for

reactions whose rates are yet to be determined. There is a 1 to 2 multiplication factor

(1.68 at 10,000 K) between the reaction rate obtained by the algorithm and the rate

given by Scanlon et al. using dsmcFoam [44] after a correction was made to reaction

classes involving similar species1. The rate constant from Park [7] is also shown and

appears to predict a lower reaction speed throughout most of the temperature range.

Figure 4.2 presents the rate constants for two other dissociation reactions involving

the oxygen molecule and nitric oxide. The Arrhenius solution is matching well the

DSMC data and the previous results from Scanlon et al. [44]. The discrepancies with

Park’s rate constants are seen to be reduced for these reactions.

A summary of all DSMC-derived dissociation reaction rates arranged by molecule

1The implementation of this fix is an ongoing work for reactions other than dissociation. For reasons
of consistency, the correction for dissociation reactions is disregarded in the rest of this Chapter.
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Figure 4.1: Reaction rate for reaction 1a: N2 + N2 −−→ N + N + N2

is given in Figure 4.3 and the Arrhenius coefficients are reported in Appendix C.

4.2.2 Ionization

Ionization reactions other than associative ionization and electron impact ionization

are not part of the reaction databases such as that of Park [7, 14] and Liechty [129]

due to their high energy of activation (greater than 13 eV) which makes them unlikely

to occur during re-entry case scenarios. They are, however, considered in this work

and the algorithm output for ionization reactions O2 + O2 −−→ O+
2 + e– + O2 and O +
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Figure 4.2: Reaction rates versus temperature for dissociation reactions 1 and 12

O −−→ O+ + e– + O is given in Figure 4.4. The algorithm provides once again an

acceptable fit to the DSMC data for both reactions.

Interestingly in Figure 4.4(b), the electronic configuration of atomic oxygen has a

major influence on the reaction rate constant as there is more than one order of mag-

nitude difference between the two datasets. This can be explained by the fact that the

electronic set 2 for O has many more electronic levels than set 1 (32 versus 3, respec-

tively, as outlined in Table B1). The energy available for ionization that is the sum of

the relative translational energy of the colliding pair and the electronic energy of the

particle considered for ionization is therefore higher for the second configuration which

in turn results in a greater potential for ionization. The underlying question concerns

the number of electronic energy levels that should be allocated to atomic nitrogen and

oxygen in both CFD and DSMC codes. There is no consensus in the literature about

the electronic level cut-off value for each species [134, 135]. Evaluation and criticism of

the outcome provided by the different existing methodologies are beyond the scope of

this work. Finally, the rates for the 50 ionization reactions present in dsmcFoam+ can

be found in Tables C4 - C9.

4.2.3 Electron impact dissociation

The speeds of the three electron impact dissociation (eid) reactions for the N2, O2, and

NO molecules are presented in Figure 4.5. These reactions resulting from the collision

with an electron are shown to have rate constants nearly two order of magnitude greater
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Figure 4.3: DSMC-derived reaction rates versus temperature for dissociation reactions

than dissociation reactions involving heavy-particles. One of the strengths of the QK

framework is that the reaction rate is limited by the collision rate: at very high temper-

atures the reaction rate cannot be greater than the collision rate which is a priori not

guaranteed by the Arrhenius law. Since the collision rate of the (N2−e–) pair is higher

than any other (N2−M) pairs, M being a reactant partner with M ∈ Ns \ {e−}, it is
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(a) Reaction 6a: O2 + O2 −−→ O+
2 + e– + O2
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Figure 4.4: Reaction rates versus temperature for ionization reactions 6a and 9a

logical that the reaction rate of (N2−e–) is higher at elevated temperatures. Besides

that, Park’s solution for the N2−e– eid reaction appears to be a fair approximation of

the DSMC results.
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Figure 4.5: Reaction rates versus temperature for electron impact dissociation (eid) reactions 4,
5 and 6

4.2.4 Electron impact ionization

With a molecule A similar remark to that of eid reactions can be made for electron

impact ionization (eii) reactions. The evolution of the rate constants versus temperature

is given in Figure 4.6 for collisions involving a molecule. The algorithm is still producing
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a solution that is in reasonable agreement with the DSMC data.
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Figure 4.6: Reaction rates versus temperature for electron impact ionization (eii) reactions 10,
11 and 12

With an atom For the electron impact ionization of an atom (see Figure 4.7), the

number of electronic levels retained matters and it is again responsible for large dis-

crepancies (one or two orders of magnitude difference) in the rate constant at high

temperatures. Park’s rate is found to be somewhat in between the two solutions given

by the algorithm for T < 20, 000 K and reaches a plateau for T > 30, 000 K.

4.2.5 Associative ionization

Forward associative ionization A description of forward associative ionization is

based on the N + N −−→ N+
2 + e– reaction since they all exhibit a similar trend with

temperature. DSMC data are relatively well approximated by an Arrhenius fit as shown

in Figure 4.8. The influence of the electronic set-up is still noticeable but is worth less

than one order of magnitude. Arrhenius coefficients for these two best-fits can be found

in Table C10. In addition, the DSMC solution is shown to produce a rate constant at

least an order of magnitude lower as compared with Park’s data [127].
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Figure 4.7: Reaction rates versus temperature for electron impact ionization (eii) reactions 13
and 14
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Figure 4.8: Reaction rates versus temperature for forward associative ionization reaction 19a

Reverse associative ionization Reverse associative ionization on the other hand

cannot be fitted by an Arrhenius law. The rate constant for the reaction N+
2 +e– −−→ N+

N, that is representative of all three reverse associative ionizations, is given in Figure

4.9. The electronic set-up does not have an effect on the solution since the N+
2 reactant

is not concerned with this issue. The entire temperature range is subdivided into two

sub-ranges and a linear interpolation is performed in-between (that is the solid red
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curve in Figure 4.9) within a given temperature interval to smoothen the rate constant

profile. Therefore, two sets of Arrhenius constants are given for each of the reverse

associative ionization reaction in Table C11. The QK solution is again shown to be in

disagreement with Park’s profile over the whole temperature range.
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Figure 4.9: Reaction rates versus temperature for reverse associative ionization reaction 19b

4.2.6 Exchange and charge exchange

Fitting an Arrhenius profile for the entire temperature range is impossible for most

exchange / charge exchange reactions if a close agreement wants to be achieved between

DSMC data and the output of the algorithm. The procedure involving temperature-

dependent Arrhenius coefficients detailed in the previous paragraph is repeated here

and shown in Figure 4.10 for forward and reverse exchange reactions 22a and 24b, and

in Figure 4.11 for forward and reverse charge exchange reactions 29a and 29b. The

resulting Arrhenius coefficients are reported in Tables C12 - C15.

4.2.7 Partial conclusion

While reconciling the DSMC and CFD chemistry modules is unfeasible due to the two

fundamentally different approaches described in Sections 2.1.6 and 2.2.4, it is thought

that the DSMC and CFD solutions of practical engineering cases lying in the near-
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Figure 4.10: Rate constants versus temperature for forward and reverse exchange reactions 22a
and 24b
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continuum regime would present an improved concordance if the temperature evolution

and species fates were to match reasonably well for every reaction taken in isolation.

Equilibrium rate constants have been derived from the use of dsmcFoam+ for 116

chemical reactions relevant to the high-speed regime and can be found in Appendix C.

Some of these DSMC-derived rate constants have shown to be in major disagreement

with Park’s rates and some others have shown to be affected by the electronic set-up

retained. In addition, rate constants were also given for reactions (ionizations, electron

impact dissociations of O2 and NO, electron impact ionizations of N2, O2 and NO)

that are usually excluded from hypersonic simulations. In the next two sub-sections,

the focus is set on reactions that are the most likely to occur in a high-temperature
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environment and on the application of the Arrhenius coefficients derived therein to heat

bath cases with particle splitting.

4.3 Dominant reactions in a high-temperature environ-

ment

Rate constants for the most probable reactions occurring at hypersonic speed should

be treated with special care. The aim of this short section is to find out quantitatively

what reactions are the most likely to be taking place in a high-temperature environment

that could be typical of a hypersonic re-entry flow. The gas mixture is assumed to be

heated at temperatures close to a target temperature, Ttarget.

Heat bath simulations for a 0.8 N2 + 0.2 O2 air mixture are run with a time-step

of 1 × 10−10 s for various initial temperatures that are in excess of Texcess = 2,000 K

for the following target temperatures: 10,000 K, 20,000 K, 30,000 K and 40,000 K.

The simulations are started and an immediate decrease in temperature is observed

as a consequence from the rapid thermo-chemical relaxation. Once the temperature

is below the threshold defined as Ttarget − Texcess, the simulation is stopped. Figures

4.12 and 4.13 provide histograms for the four target temperatures and results are en-

semble averages over five statistically-independent DSMC computations. To improve

reaction identification, each type of reaction is associated with a colour: dissociation

(pale yellow), electron impact dissociation (orange), ionization (light blue), electron im-

pact ionization (dark blue), associative ionization (green), exchange (red) and charge

exchange (violet).

On the abscissa axis the number of occurrences for one specific reaction over the

total number of reactions is represented which allows the sorting of the reactions into

groups, and on the ordinate axis for each reaction the frequency of activation in dsmc-

Foam+ is shown, as defined by the ratio of the number iterations for which the reaction

was active (i.e. occurred at least once) to the total number of iterations.

At 10,000 K, it is no surprise to find dissociation (and in particular the one of O2

resulting from collisions with N2) and exchange reactions due to their lower activation

energies. As the temperature increases in Figure 4.12(b), electron impact dissociation
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Figure 4.12: Reactions above the 1 % threshold at temperatures close to Ttarget for
Ttarget ≤ 20, 000 K

of N2 and O2 rapidly takes over because of their activation energies that equal that of

regular dissociation reactions combined with the much greater speed at which electrons

travel. Reactions involving NO are not present anymore in the reactions list above a

1 % threshold. After further increase in temperature (see Figure 4.13), ionization and

electron impact ionizations of N2 become increasingly prominent, and O2 is less well
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represented because of the initial composition of the mixture and its rapid depletion.
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Figure 4.13: Reactions above the 1 % threshold at temperatures close to Ttarget for
Ttarget ≥ 30, 000 K
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4.4 Splitting cases

This section addresses the problem of heat bath cases that enable particle splitting for

reactions taken in isolation. The algorithm presented in Section 4.2 has been slightly

modified for this aim. Dissociation reactions will not be covered as they have already

been discussed in Scanlon et al. [44] and also because the addition of the electronic

energy mode does not affect their rate constant. The heat bath simulations set-up is

identical to that of the previous subsection.

4.4.1 Ionization

The ionization reaction N2 + N2 −−→ N+
2 + e– + N2 is selected because it has shown

to be the most recurrent ionization reaction for an air mixture at high temperatures

in Section 4.3. For a temperature of 30,000 K, the thermo-chemical relaxation for

this reaction is given in Figure 4.14. There is a fair agreement over time in terms of

temperature and an excellent agreement for species number densities between the CFD

and DSMC solvers. Therefore, the Arrhenius parameters determined in Section 4.2.2

can be transposed to a real-world application without any modification.
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Figure 4.14: Heat bath with splitting enabled for reaction 5a: N2 + N2 −−→ N+
2 + e– + N2

4.4.2 Electron impact dissociation

The solution for the electron impact dissociation of N2 is shown in Figure 4.15 for both

electronic set-ups. A very reasonable agreement is found for set 1 and the temperatures

predicted by the CFD solver for both reaction sets at 1 µs equal that of DSMC. The
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number of electronic levels of atomic nitrogen plays a significant role as the temperature

difference exceeds 5,000 K as the case reaches near-thermal equilibrium. Results using

Park’s rate constant [7] are added and are shown to give a temperature decrease close

to that of set 1 but with species concentrations that of set 2.
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Figure 4.15: Heat bath with splitting enabled for reaction 4: N2 + e– −−→ N + N + e–

4.4.3 Electron impact ionization

Discrepancies between the CFD and DSMC solutions appear to grow larger when con-

sidering of electron impact ionization (eii) reactions. Figure 4.16(a) presents heat bath

temperature results for the eii of O and they are unsurprisingly highly-dependent on

the electronic set-up. The uncorrected profiles are obtained using the standard Arrhe-

nius law. Hoffert and Lien [136] studied collisional ionization kinetics of singly ionized

argon and pointed out that the forward rate constant was best approximated by an

Arrhenius law amended as follows

kf (T ) = A′ T β
′ ×
(
E′a
kB T

+ 2

)
exp

(
− E′a
kB T

)
(4.1)

where A′, β′, and E′a are adjusted Arrhenius coefficients. The solution for A′ = 0.01A,

β′ = β and E′a = Ea is shown using solid lines and reported in Figure 4.16(b). With

regard to these results, it appears evident that all electron impact reactions should be

tuned individually, whether it is a dissociation or ionization reaction. This is left as

future work.
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Figure 4.16: Heat bath with splitting enabled for reaction 14: O + e– −−→ O+ + e– + e–

4.4.4 Associative ionization

Forward associative ionization for the oxygen atom can be seen in Figure 4.17. A good

agreement is found for both electronic sets but the two solutions exhibit a different

trend. Indeed, the use of set 1 yields a temperature decrease while the use of set 2 results

in a small increase in temperature after 10 µs. Since forward associative ionizations are

endothermic, it can be concluded that the addition of electronic levels to atomic neutral

species only in set 2 is creating an energy imbalance between atoms and molecules

resulting in the anomalous behaviour observed in Figure 4.17(a). Finally, the solution

that uses Park’s rates [127] with the electronic data of Hash [131] (that corresponds to

set 1) is shown to substantially overpredict the speed of this reaction.
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Figure 4.17: Heat bath with splitting enabled for reaction 21a: O + O −−→ O+
2 + e–
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4.4.5 Exchange

Exchange reactions are illustrated with the exact same two reactions that were chosen

in Section 4.2.6 when deriving the Arrhenius coefficients. In Section 4.3, they were

shown to be in the top 5 of the most abundant reactions at 10,000 K. The initial

temperature is here increased up to 20,000 K and the results are shown in Figure 4.18.

Although the rate constants appeared to be independent from the electronic set-up, the

temperature solution is not. The equilibrium temperatures are not recovered but this

was not the case without the inclusion of the electronic energy mode in Ref. [44], that

is shown in Figure 4.18 with the mention no Eel. Overall, the discrepancies between

the CFD and DSMC solvers do not appear to be substantially affected by the choice

of the electronic set-up.
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Figure 4.18: Heat bath with splitting enabled for forward and reverse exchange reactions 17 and
18
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4.4.6 Charge exchange

Use of the Arrhenius parameters found in Section 4.2.6 is exemplified by considering

the reaction O2 + NO+ −−→ O+
2 + NO. Both electronic set-ups are alike for species

involved in this reaction which means that results are independent from the electronic

set-up. Figure 4.19 demonstrates the suitability of the DSMC-derived Arrhenius coeffi-

cients in matching the dsmcFoam+ solution for a heat bath case with particle splitting.

Conversely, choosing Park’s rate in the CFD code produces a solution that is off by

three orders of magnitude. It appears as if a similar equilibrium temperature will be

recovered in Figure 4.19(a) though.
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Figure 4.19: Heat bath with splitting enabled for reaction 31a: O2 + NO+ −−→ O+
2 + NO

4.5 Adiabatic heat baths for air

Adiabatic heat bath simulations are conducted for two initial temperatures equal to

20,000 K and 40,000 K. The initial gas mixture is air in proportions 0.8 N2 + 0.2 O2

and a total of eleven species are considered. The time-step is set to 1 × 10−10 s. DSMC

solutions presented hereafter are the ensemble average of three statically-independent

computations. Because of the anomalous behaviour that has been detected for forward

associative ionizations using the second electronic energy levels dataset, only the first

electronic set will be considered. Results are shown in Figures 4.20 and 4.22 for the

newly-derived rates and in Figures 4.21 and 4.23 for Park’s 1993 rates [7]. At 20,000 K,

the species fate is well described by the QK rates with regards to the DSMC solution,
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while a delay in the formation of products is observed using Park’s rates. At 40,000 K,

the DSMC temperature profile is showing a peculiar increase after 10 ns that is not

captured using hyFoam. The discrepancies between CFD and DSMC are larger than

at 20,000 K and as already stated, an improvement could be achieved by tuning in-

dividually the electron impact reactions. The temperature is correctly recovered as

the case approaches thermal and chemical near-equilibrium when using the QK rates.

Thermo-chemical equilibrium is achieved quicker with Park’s rates (but it should not

be forgotten that the reaction dataset is different) and the equilibrium temperature

is inconsistent with the one provided by dsmcFoam+. Species concentrations are also

shown to match poorly. Therefore, there seems to be a benefit in using QK rates versus

Park’s rates for the heat bath simulations presented if a reasonable approximation of

the dsmcFoam+ solution wants to be met.
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Figure 4.20: Heat bath with splitting enabled for all reactions at 20,000 K (using set 1). CFD:
lines, DSMC: symbols. N2/N+

2 : black, N/N+: dark blue, O2/O+
2 : red, O/O+: orange, NO/NO+:

green, e–: yellow
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Figure 4.21: Heat bath with splitting enabled for all DPLR reactions at 20,000 K (using set 1).
CFD: lines, DSMC: symbols. N2/N+

2 : black, N/N+: dark blue, O2/O+
2 : red, O/O+: orange,

NO/NO+: green, e–: yellow

4.6 Future prospects

A list of possible improvements to the work contained in this Chapter is proposed

below:

• Implement the fix for reactions involving similar species other than dissociation.

• Use third body interactions to reduce the number of reactions in the CFD dic-

tionary and thus to save computational time. This can be done for dissociation

and ionization reactions, fixing the temperature exponent, β, after its evaluation

with a first reactant partner.

• Tune electron impact reactions individually

• Multi-vibrational capabilities are currently being implemented into dsmcFoam+.

The extension of this work to reactions that are characteristic of Mars planetary



CHAPTER 4 DSMC-DERIVED QK RATES 94

T
e
m

p
e
ra

tu
re

  
[K

]
Time  [s]

10000

15000

20000

25000

30000

35000

40000

10
-10

10
-9

10
-8

10
-7

10
-6

(a) Temperature vs. time

N
o
rm

a
lis

e
d
 n

u
m

b
e
r 

d
e
n
s
it
y

Time  [s]

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

10
-10

10
-9

10
-8

10
-7

10
-6

(b) Number densities vs. time (neutral species)

N
o
rm

a
lis

e
d
 n

u
m

b
e
r 

d
e
n
s
it
y

Time  [s]

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

10
-10

10
-9

10
-8

10
-7

10
-6

(c) Number densities vs. time (charged species)

Figure 4.22: Heat bath with splitting enabled for all reactions at 40,000 K (using set 1). CFD:
lines, DSMC: symbols. N2/N+

2 : black, N/N+: dark blue, O2/O+
2 : red, O/O+: orange, NO/NO+:

green, e–: yellow

entry conditions could be considered.

• Test the rate constants in situations of thermal non-equilibrium.

• Evaluate the influence of the new set of rates on a practical entry computation

such as that of the 1636 s FireII spacecraft simulation presented by Hash et

al. [131].
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Figure 4.23: Heat bath with splitting enabled for all DPLR reactions at 40,000 K (using set 1).
CFD: lines, DSMC: symbols. N2/N+

2 : black, N/N+: dark blue, O2/O+
2 : red, O/O+: orange,

NO/NO+: green, e–: yellow



Chapter 5

Conclusions

The open-source CFD software suite OpenFOAM has been enhanced with a new solver

to compute hypersonic reacting flows in near-equilibrium conditions. The code, called

hy2Foam, introduces a trans-rotational temperature and multiple vibro-electronic tem-

peratures. It makes the use of state-of-the-art vibrational-translational and vibrational-

vibrational energy transfers and offers the choice of whether to include the electronic

energy into the calculations. Chemistry-vibration coupling is carried out using either

the Park TTv model or the CVDV model.

The first objective of this work was conducted in Chapter 3 with the verification

and the validation of the code. Demonstration of the successful implementation using

a zero-dimensional benchmark case has been carried out by considering a single-species

gas, a non-reacting mixture, and a reacting mixture initially set in a state of thermal

non-equilibrium. In comparison with previously published heat bath data, hy2Foam

has been shown to perform equally well. Further testing against results provided

by the DSMC code dsmcFoam has highlighted again the discrepancies within CFD

for flows that depart significantly from a Boltzmann distribution. The newly-coded

two-temperature CFD solver has then been extended to simulate hypersonic multi-

dimensional case scenarios. hy2Foam has shown to perform as well as an established

Navier–Stokes CFD solver from the University of Michigan for a Mach 11 blunted cone,

and to be in satisfactory agreement with the dsmcFoam code for a Mach 20 flow of a

binary reacting mixture around a circular cylinder. For this latter case, the aerother-

modynamic loads were better estimated using the novel CVDV-QK model combination
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rather than the conventional Park combination, when compared to the dsmcFoam code.

This result reaffirms the predictions found using zero-dimensional cases. It is consid-

ered that the cylinder case scenario presented in this paper provides a useful basis for

other codes to compare against.

The hy2Foam [137] source code has been posted open-source on GitHub [138], a

website that houses open-source projects for free and aims to foster collaboration,

under the license GNU GPL-3.0. The beta version was released in December 2016,

while the first release occurred in March 2017 and was tagged version 1.0. It has

been complemented with tutorials, user manuals and the latest presentations. The

supersonic open-source combusting flow solver hyFoam [137] that was developed and

verified/validated in parallel to this work [139] can be found at the same address.

Chapter 4 utilised dsmcFoam+ and hyFoam for the purpose of determining and

assessing the rates provided by the DSMC quantum-kinetic framework. Those equilib-

rium rates have been derived therein and are reported in Appendix C. It was shown

using adiabatic heat bath simulations that the electronic configuration has major conse-

quences for specific reactions (e.g., associative ionization) and can yield to an anomalous

behaviour in turning an endothermic reaction into an exothermic one. Guidelines for

improvements have been suggested.

Future work

Additional testing and verification of hy2Foam should be made and the open-source

code COOLFluiD appears as an excellent candidate for code comparison. In particular,

the further exploration of multi-dimensional case scenarios with the assessment of the

code in an 11-species plasma configuration should be considered for future work. In

conjunction with the findings of Chapter 4, a comparison could be undertaken between

Park’s rates [7] and the newly-derived QK rates.

This research opens a number of promising avenues for future investigations, some

of which are proposed below

1. numerical schemes: state-of-the-art numerical schemes for the high-speed regime

would need to be implemented to better capture near-wall effects.
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2. wall catalicity: all simulations in this thesis assumed a non-catalytic wall in which

the gas composition in the cell adjacent to the wall is imposed at the surface. To

ensure proper accounting for gas-surface interaction, reaction kinetics should be

modelled using new wall boundary conditions.

3. loose coupling with a radiation code / ablation code.

The discrepancies observed between the CFD and DSMC codes for KnGLL numbers

outwith the continuum regime is a source of motivation for the development of a hy-

personic hybrid hydrodynamic-molecular gas flow solver within OpenFOAM [66, 140].

This work provides the necessary CFD tools to meet this goal and is thus paving the way

for open-source computations of planetary entry problems at intermediate altitudes.
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Appendices

A Species thermochemical properties

Table A1 lists the species thermochemical data used in the hy2Foam solver. For each

species s is given the molecular weight, Ms, the enthalpy of formation at 298 K,

h
◦
s, the characteristic vibrational temperature, θv,s, the dissociation potential, Ds, the

diameter of the particle, dref,s, the temperature coefficient of viscosity, ωs, and the

three coefficients AB,s, BB,s, and CB,s used to calculate the shear viscosity according

to Blottner’s formula in given Eq. 2.15.

Table A1: Species thermochemical data used in hy2Foam

Species s Ms [g m−3] h
◦
s [J kg−1] θv,s [K] Ds [J kg−1]

N2 28.0134 0 3,371 3.36 × 107

O2 31.9988 0 2,256 1.54 × 107

NO 30.0061 3.04 × 106 2,719 2.09 × 107

N 14.0067 3.37 × 107 - -
O 15.9994 1.56 × 107 - -

N+
2 28.0128514 5.43 × 107 3,371 3.0 × 107

O+
2 31.9982514 3.66 × 107 2,256 3.66 × 107

NO+ 30.0055514 3.28 × 107 2,719 2.09 × 107

N+ 14.0061514 1.34 × 108 - -
O+ 15.9988514 9.77 × 107 - -
e– 5.4858 × 10−4 - - -
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Cont.

Species s dref ,s [10−10 m] ωs AB,s BB,s CB,s

N2 4.17 0.74 0.0268 0.318 -11.3
O2 4.07 0.77 0.0449 -0.0826 -9.2
NO 4.2 0.79 0.0436 -0.0336 -9.58
N 3.0 0.8 0.0116 0.603 -12.4
O 3.0 0.8 0.0203 0.429 -11.6

N+
2 4.17 0.74 0.0268 0.318 -11.3

O+
2 4.07 0.77 0.0449 -0.0826 -9.2

NO+ 4.2 0.79 0.302 -3.504 -3.74
N+ 3.0 0.8 0.0116 0.603 -12.4
O+ 3.0 0.8 0.0203 0.429 -11.6
e– 5.6 × 10−5 0.7 0 0 -12.0
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B Species electronic data

Table B1 gives information about the number of electronic levels to consider for all

particles to be found in an eleven-species air. Each level i is associated with its respec-

tive degeneracy degree, gi, and characteristic temperature, θel,i. The horizontal dash

line for N and O species indicates the maximum number of electronic levels of the first

electronic set-up (set 1) that is typically used in CFD calculations, and all levels after

this line are additional levels (set 2) considered in the dsmcFoam code as of April 2017.

The influence of these two electronic set-ups have been studied in Chapter 4.

Table B1: Species electronic data

Level i gi θel,i [K]

N2

ground 1 0
1 3 7.223157 × 104

2 6 8.577863 × 104

3 6 8.605027 × 104

4 3 9.535119 × 104

5 1 9.805636 × 104

6 2 9.968268 × 104

7 2 1.048976 × 105

8 5 1.116490 × 105

9 1 1.225836 × 105

10 6 1.248857 × 105

11 6 1.282476 × 105

12 10 1.338061 × 105

13 6 1.404296 × 105

14 6 1.504959 × 105

O2

ground 3 0
1 2 1.139156 × 104

2 1 1.898474 × 104

3 1 4.755974 × 104

4 6 4.991242 × 104

5 3 5.092269 × 104

6 3 7.189863 × 104
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Cont.

Level i gi θel,i [K]

NO

ground 4 0
1 8 5.467346 × 104

2 2 6.317140 × 104

3 4 6.599450 × 104

4 4 6.906121 × 104

5 4 7.049998 × 104

6 4 7.491055 × 104

7 2 7.628875 × 104

8 4 8.676189 × 104

9 2 8.714431 × 104

10 4 8.886077 × 104

11 4 8.981756 × 104

12 2 8.988446 × 104

13 2 9.042702 × 104

14 2 9.064284 × 104

15 4 9.111763 × 104

N

ground 4 0
1 10 2.766470 × 104

2 6 4.149309 × 104

3 12 1.199002 × 105

4 6 1.240142 × 105

5 12 1.268027 × 105

6 2 1.346396 × 105

7 20 1.364503 × 105

8 12 1.374209 × 105

9 4 1.392027 × 105

10 10 1.393186 × 105

11 6 1.407020 × 105

12 10 1.433964 × 105

13 12 1.491907 × 105

14 6 1.499150 × 105

15 6 1.505379 × 105

16 28 1.506683 × 105

17 14 1.508566 × 105

18 12 1.508602 × 105

19 20 1.510811 × 105

20 10 1.512622 × 105

21 2 1.531961 × 105

22 20 1.536959 × 105

23 12 1.539711 × 105

24 10 1.542753 × 105

25 4 1.545867 × 105
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Cont.

Level i gi θel,i [K]

N

26 6 1.548330 × 105

27 90 1.587080 × 105

28 126 1.589543 × 105

29 450 1.620108 × 105

30 648 1.644372 × 105

31 822 1.656033 × 105

32 1152 1.663566 × 105

33 1458 1.668781 × 105

34 1800 1.672402 × 105

O

ground 9 0
1 5 2.283029 × 104

2 1 4.861993 × 104

3 5 1.06472 × 105

4 3 1.10817 × 105

5 15 1.24579 × 105

6 9 1.27476 × 105

7 5 1.37616 × 105

8 3 1.38341 × 105

9 25 1.40514 × 105

10 15 1.40876 × 105

11 15 1.42687 × 105

12 9 1.43411 × 105

13 15 1.45584 × 105

14 5 1.47032 × 105

15 3 1.47394 × 105

16 5 1.47757 × 105

17 25 1.48010 × 105

18 15 1.48264 × 105

19 35 1.48481 × 105

20 21 1.48843 × 105

21 15 1.49205 × 105

22 9 1.49567 × 105

23 25 1.51378 × 105

24 15 1.51559 × 105

25 35 1.51740 × 105

26 21 1.51921 × 105

27 288 1.53551 × 105

28 392 1.55000 × 105

29 512 1.55724 × 105

30 648 1.56086 × 105

31 800 1.56448 × 105
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Cont.

Level i gi θel,i [K]

N+
2

ground 2 0
1 4 1.318997 × 104

2 2 3.663323 × 104

3 4 3.668876 × 104

4 8 5.985305 × 104

5 8 6.618366 × 104

6 4 7.598992 × 104

7 4 7.625509 × 104

8 4 8.201019 × 104

9 4 8.416835 × 104

10 8 8.632651 × 104

11 8 8.920406 × 104

12 4 9.208161 × 104

13 4 9.222549 × 104

14 2 9.293768 × 104

15 2 9.639794 × 104

16 4 1.035918 × 105

O+
2

ground 4 0
1 8 4.735441 × 104

2 4 5.837399 × 104

3 6 5.841427 × 104

4 4 6.229897 × 104

5 2 6.733468 × 104

6 4 7.121937 × 104

7 4 7.654284 × 104

8 4 8.819692 × 104

9 4 8.891631 × 104

10 8 9.423978 × 104

11 4 9.495916 × 104

12 2 9.592027 × 104

13 2 9.985100 × 104

14 4 1.035918 × 105
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Cont.

Level i gi θel,i [K]

NO+

ground 1 0
1 3 7.508968 × 104

2 6 8.525462 × 104

3 6 8.903576 × 104

4 3 9.746983 × 104

5 1 1.000553 × 105

6 2 1.028034 × 105

7 2 1.057139 × 105

N+, set 1

ground 1 0
1 3 7.006835 × 101

2 5 1.881918 × 102

3 5 2.203657 × 104

4 1 4.703183 × 104

5 5 6.731252 × 104

6 15 1.327191 × 105

N+, set 2

ground 1 0
1 3 7.006835 × 101

2 5 1.881918 × 102

3 5 2.203657 × 104

4 1 4.703183 × 104

5 15 1.327191 × 105

6 9 1.571435 × 105

7 5 2.074532 × 105

8 12 2.144644 × 105

O+

ground 4 0
1 10 3.858335 × 104

2 6 5.822349 × 104
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C QK rates

The Tables contained in this appendix list the QK Arrhenius coefficients, sorted by

interaction types, that have been derived in Chapter 4 for the electronic set 1. Units

of A and εa are given in m3 molecule−1 s−1 and kg m2 s−2, respectively.

Table C1: DSMC-derived Arrhenius coefficients, molecule–molecule dissociation (endothermic)

No Reaction
Temp. Arrhenius Law Constants

range A β εa

1a N2 +N2 → N +N +N2 - 2.19 × 10−09 -1.21 1.567 × 10−18

1b N2 +N+
2 → N +N +N+

2 - 3.59 × 10−10 -1.01 1.567 × 10−18

1c N2 +O2 → N +N +O2 - 5.53 × 10−10 -1.06 1.567 × 10−18

1d N2 +O+
2 → N +N +O+

2 - 5.45 × 10−10 -1.06 1.567 × 10−18

1e N2 +NO → N +N +NO - 8.07 × 10−10 -1.10 1.567 × 10−18

1f N2 +NO+ → N +N +NO+ - 6.84 × 10−10 -1.08 1.567 × 10−18

2a O2 +O2 → O +O +O2 - 5.91 × 10−11 -0.96 8.197 × 10−19

2b O2 +O+
2 → O +O +O+

2 - 2.95 × 10−11 -0.86 8.197 × 10−19

2c O2 +N2 → O +O +N2 - 6.66 × 10−11 -0.93 8.197 × 10−19

2d O2 +N+
2 → O +O +N+

2 - 3.73 × 10−11 -0.87 8.197 × 10−19

2e O2 +NO → O +O +NO - 3.45 × 10−11 -0.88 8.197 × 10−19

2f O2 +NO+ → O +O +NO+ - 4.21 × 10−11 -0.90 8.197 × 10−19

3a NO +NO → N +O +NO - 2.27 × 10−10 -1.06 1.043 × 10−18

3b NO +NO+ → N +O +NO+ - 1.62 × 10−10 -1.00 1.043 × 10−18

3c NO +N2 → N +O +N2 - 1.75 × 10−10 -1.00 1.043 × 10−18

3d NO +N+
2 → N +O +N+

2 - 1.70 × 10−10 -0.99 1.043 × 10−18

3e NO +O2 → N +O +O2 - 1.45 × 10−10 -0.99 1.043 × 10−18

3f NO +O+
2 → N +O +O+

2 - 1.65 × 10−10 -1.00 1.043 × 10−18
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Table C2: DSMC-derived Arrhenius coefficients, molecule–atom dissociation (endothermic)

No Reaction
Temp. Arrhenius Law Constants

range A β εa

1g N2 +N → N +N +N - 6.69 × 10−10 -1.09 1.567 × 10−18

1h N2 +N+ → N +N +N+ - 6.77 × 10−10 -1.09 1.567 × 10−18

1i N2 +O → N +N +O - 5.74 × 10−10 -1.08 1.567 × 10−18

1j N2 +O+ → N +N +O+ - 4.12 × 10−10 -1.05 1.567 × 10−18

2g O2 +N → O +O +N - 2.28 × 10−11 -0.85 8.197 × 10−19

2h O2 +N+ → O +O +N+ - 3.78 × 10−11 -0.90 8.197 × 10−19

2i O2 +O → O +O +O - 3.08 × 10−11 -0.88 8.197 × 10−19

2j O2 +O+ → O +O +O+ - 4.16 × 10−11 -0.91 8.197 × 10−19

3g NO +N → N +O +N - 1.29 × 10−10 -0.99 1.043 × 10−18

3h NO +N+ → N +O +N+ - 1.40 × 10−10 -1.00 1.043 × 10−18

3i NO +O → N +O +O - 1.39 × 10−10 -1.00 1.043 × 10−18

3j NO +O+ → N +O +O+ - 1.34 × 10−10 -1.00 1.043 × 10−18

Table C3: DSMC-derived Arrhenius coefficients, electron impact dissociation (endothermic)

No Reaction
Temp. Arrhenius Law Constants

range A β εa

4 N2 + e− → N +N + e− - 3.22 × 10−08 -1.03 1.567 × 10−18

5 O2 + e− → O +O + e− - 2.78 × 10−09 -0.88 8.215 × 10−19

6 NO + e− → N +O + e− - 7.71 × 10−09 -0.95 1.042 × 10−18
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Table C4: DSMC-derived Arrhenius coefficients, molecule–molecule ionization (endothermic)

No Reaction
Temp. Arrhenius Law Constants

range A β εa

5a N2 +N2 → N+
2 + e− +N2 - 1.01 × 10−05 -1.89 2.496 × 10−18

5b N2 +N+
2 → N+

2 + e− +N+
2 - 2.27 × 10−05 -1.91 2.496 × 10−18

5c N2 +O2 → N+
2 + e− +O2 - 2.08 × 10−05 -1.91 2.496 × 10−18

5d N2 +O+
2 → N+

2 + e− +O+
2 - 2.31 × 10−05 -1.92 2.496 × 10−18

5e N2 +NO → N+
2 + e− +NO - 2.02 × 10−05 -1.91 2.496 × 10−18

5f N2 +NO+ → N+
2 + e− +NO+ - 2.42 × 10−05 -1.93 2.496 × 10−18

6a O2 +O2 → O+
2 + e− +O2 - 1.25 × 10−10 -1.01 1.934 × 10−18

6b O2 +O+
2 → O+

2 + e− +O+
2 - 2.80 × 10−10 -1.02 1.934 × 10−18

6c O2 +N2 → O+
2 + e− +N2 - 2.12 × 10−10 -0.98 1.934 × 10−18

6d O2 +N+
2 → O+

2 + e− +N+
2 - 1.95 × 10−10 -0.97 1.934 × 10−18

6e O2 +NO → O+
2 + e− +NO - 2.43 × 10−10 -1.00 1.934 × 10−18

6f O2 +NO+ → O+
2 + e− +NO+ - 3.21 × 10−10 -1.03 1.934 × 10−18

7a NO +NO → NO+ + e− +NO - 2.20 × 10−09 -1.25 1.484 × 10−18

7b NO +NO+ → NO+ + e− +NO+ - 5.26 × 10−09 -1.27 1.484 × 10−18

7c NO +O2 → NO+ + e− +O2 - 4.15 × 10−09 -1.24 1.484 × 10−18

7d NO +O+
2 → NO+ + e− +O+

2 - 4.44 × 10−09 -1.25 1.484 × 10−18

7e NO +N2 → NO+ + e− +N2 - 4.42 × 10−09 -1.24 1.484 × 10−18

7f NO +N+
2 → NO+ + e− +N+

2 - 5.51 × 10−09 -1.26 1.484 × 10−18

Table C5: DSMC-derived Arrhenius coefficients, molecule–atom ionization (endothermic)

No Reaction
Temp. Arrhenius Law Constants

range A β εa

5g N2 +N → N+
2 + e− +N - 1.31 × 10−05 -1.88 2.496 × 10−18

5h N2 +N+ → N+
2 + e− +N+ - 2.12 × 10−05 -1.92 2.496 × 10−18

5i N2 +O → N+
2 + e− +O - 1.53 × 10−05 -1.90 2.496 × 10−18

5j N2 +O+ → N+
2 + e− +O+ - 1.34 × 10−05 -1.88 2.496 × 10−18

6g O2 +N → O+
2 + e− +N - 2.69 × 10−10 -1.03 1.934 × 10−18

6h O2 +N+ → O+
2 + e− +N+ - 1.51 × 10−10 -0.97 1.934 × 10−18

6i O2 +O → O+
2 + e− +O - 1.22 × 10−10 -0.95 1.934 × 10−18

6j O2 +O+ → O+
2 + e− +O+ - 1.93 × 10−10 -1.00 1.934 × 10−18

7g NO +N → NO+ + e− +N - 3.93 × 10−09 -1.25 1.484 × 10−18

7h NO +N+ → NO+ + e− +N+ - 4.31 × 10−09 -1.26 1.484 × 10−18

7i NO +O → NO+ + e− +O - 4.72 × 10−09 -1.27 1.484 × 10−18

7j NO +O+ → NO+ + e− +O+ - 3.91 × 10−09 -1.25 1.484 × 10−18
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Table C6: DSMC-derived Arrhenius coefficients, atom–atom ionization (endothermic)

No Reaction
Temp. Arrhenius Law Constants

range A β εa

8a N +N → N+ + e− +N - 3.20 × 10−10 -1.14 2.328 × 10−18

8b N +O → N+ + e− +O - 3.40 × 10−10 -1.15 2.328 × 10−18

9a O +O → O+ + e− +O - 1.11 × 10−12 -0.64 2.182 × 10−18

9b O +N → O+ + e− +N - 8.19 × 10−13 -0.61 2.182 × 10−18

Table C7: DSMC-derived Arrhenius coefficients, electron impact ionization (endothermic)

No Reaction
Temp. Arrhenius Law Constants

range A β εa

10 N2 + e− → N+
2 + e− + e− - 1.05 × 10−03 -1.87 2.496 × 10−18

11 O2 + e− → O+
2 + e− + e− - 2.62 × 10−08 -1.03 1.934 × 10−18

12 NO + e− → NO+ + e− + e− - 4.29 × 10−07 -1.27 1.484 × 10−18

13 N + e− → N+ + e− + e− - 6.93 × 10−10 -0.73 2.328 × 10−18

14 O + e− → O+ + e− + e− - 1.84 × 10−13 0.02 2.182 × 10−18

Table C8: DSMC-derived Arrhenius coefficients, atom–molecule ionization (endothermic)

No Reaction
Temp. Arrhenius Law Constants

range A β εa

15a N +N2 → N+ + e− +N2 - 6.44 × 10−10 -1.10 2.328 × 10−18

15b N +O2 → N+ + e− +O2 - 7.70 × 10−11 -0.91 2.328 × 10−18

15c N +NO → N+ + e− +NO - 1.63 × 10−10 -0.98 2.328 × 10−18

16a O +N2 → O+ + e− +N2 - 6.29 × 10−13 -0.48 2.182 × 10−18

16b O +O2 → O+ + e− +O2 - 2.45 × 10−12 -0.62 2.182 × 10−18

16c O +NO → O+ + e− +NO - 7.83 × 10−12 -0.74 2.182 × 10−18
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Table C9: DSMC-derived Arrhenius coefficients, atom–ion ionization (endothermic)

No Reaction
Temp. Arrhenius Law Constants

range A β εa

17a N +N+ → N+ + e− +N+ - 8.34 × 10−10 -1.16 2.328 × 10−18

17b N +O+ → N+ + e− +O+ - 1.74 × 10−10 -1.01 2.328 × 10−18

17c N +O+
2 → N+ + e− +O+

2 - 1.85 × 10−10 -0.99 2.328 × 10−18

17d N +N+
2 → N+ + e− +N+

2 - 4.83 × 10−10 -1.07 2.328 × 10−18

17e N +NO+ → N+ + e− +NO+ - 2.47 × 10−10 -1.02 2.328 × 10−18

18a O +N+ → O+ + e− +N+ - 1.03 × 10−11 -0.79 2.182 × 10−18

18b O +O+ → O+ + e− +O+ - 3.88 × 10−12 -0.69 2.182 × 10−18

18c O +O+
2 → O+ + e− +O+

2 - 1.60 × 10−12 -0.58 2.182 × 10−18

18d O +N+
2 → O+ + e− +N+

2 - 1.61 × 10−12 -0.57 2.182 × 10−18

18e O +NO+ → O+ + e− +NO+ - 2.53 × 10−12 -0.63 2.182 × 10−18

Table C10: DSMC-derived Arrhenius coefficients, forward associative ionization (endothermic)

No Reaction
Temp. Arrhenius Law Constants

range A β εa

19a N +N → N+
2 + e− - 1.66 × 10−17 -0.03 9.284 × 10−19

20a N +O → NO+ + e− - 1.81 × 10−17 -0.01 4.412 × 10−19

21a O +O → O+
2 + e− - 2.46 × 10−19 0.24 1.112 × 10−18

Table C11: DSMC-derived Arrhenius coefficients, reverse associative ionization (exothermic)

No Reaction
Temp. Arrhenius Law Constants

range A β εa

19b N+
2 + e− → N +N < 20000 2.10 × 10−14 0.07 2.000 × 10−20

19b N+
2 + e− → N +N > 20000 8.66 × 10−11 -0.77 2.000 × 10−20

20b NO+ + e− → N +O < 18500 3.72 × 10−14 -0.00 2.000 × 10−20

20b NO+ + e− → N +O > 18500 4.62 × 10−10 -0.96 2.000 × 10−20

21b O+
2 + e− → O +O < 14500 2.63 × 10−13 -0.19 2.000 × 10−20

21b O+
2 + e− → O +O > 14500 1.45 × 10−11 -0.61 2.000 × 10−20
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Table C12: DSMC-derived Arrhenius coefficients, forward exchange (endothermic)

No Reaction
Temp. Arrhenius Law Constants

range A β εa

22a N2 +O → NO +N - 1.93 × 10−13 -0.79 5.175 × 10−19

23a NO+ +N → N+
2 +O - 2.24 × 10−14 -0.56 4.901 × 10−19

24a NO +O → O2 +N - 1.45 × 10−20 0.67 2.719 × 10−19

25a NO +O+ → O2 +N+ < 7500 6.45 × 10−01 -3.73 3.673 × 10−19

25a NO +O+ → O2 +N+ 7500 - 15000 7.93 × 10−06 -2.47 3.673 × 10−19

25a NO +O+ → O2 +N+ > 15000 1.02 × 10−09 -1.54 3.673 × 10−19

Table C13: DSMC-derived Arrhenius coefficients, reverse exchange (exothermic)

No Reaction
Temp. Arrhenius Law Constants

range A β εa

22b NO +N → N2 +O < 4000 3.42 × 10−17 0.07 2.000 × 10−20

22b NO +N → N2 +O > 4000 4.82 × 10−15 -0.53 2.000 × 10−20

23b N+
2 +O → NO+ +N < 4000 1.14 × 10−19 0.88 2.000 × 10−20

23b N+
2 +O → NO+ +N > 4000 5.82 × 10−15 -0.43 2.000 × 10−20

24b O2 +N → NO +O < 4000 5.60 × 10−19 0.58 2.000 × 10−20

24b O2 +N → NO +O 4000 - 10000 4.60 × 10−17 0.04 2.000 × 10−20

24b O2 +N → NO +O > 10000 5.30 × 10−15 -0.47 2.000 × 10−20

25b O2 +N+ → NO +O+ < 15000 1.18 × 10−19 0.60 2.000 × 10−20

25b O2 +N+ → NO +O+ > 15000 4.53 × 10−16 -0.26 2.000 × 10−20

26 N2 +O+ → NO+ +N < 7500 1.70 × 10−15 -0.09 2.000 × 10−20

26 N2 +O+ → NO+ +N > 7500 1.51 × 10−16 0.18 2.000 × 10−20

27 O+
2 +N → NO+ +O - 3.12 × 10−16 0.10 2.000 × 10−20

Table C14: DSMC-derived Arrhenius coefficients, forward charge exchange (endothermic)

No Reaction
Temp. Arrhenius Law Constants

range A β εa

28a N2 +O+
2 → N+

2 +O2 - 2.37 × 10−19 0.53 5.619 × 10−19

29a N2 +N+ → N+
2 +N - 3.61 × 10−12 -0.91 1.684 × 10−19

30a N2 +O+ → N+
2 +O - 2.70 × 10−17 0.16 3.148 × 10−19

31a O2 +NO+ → O+
2 +NO - 1.00 × 10−14 -0.75 4.501 × 10−19

32a O+
2 +N → O2 +N+ < 17500 2.46 × 10−12 -0.80 3.945 × 10−19

32a O+
2 +N → O2 +N+ > 17500 2.41 × 10−07 -1.98 3.945 × 10−19

33a O+
2 +O → O2 +O+ < 17000 1.72 × 10−26 2.15 2.485 × 10−19

33a O+
2 +O → O2 +O+ > 17000 1.14 × 10−19 0.54 2.485 × 10−19
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Table C15: DSMC-derived Arrhenius coefficients, reverse charge exchange (exothermic)

No Reaction
Temp. Arrhenius Law Constants

range A β εa

28b N+
2 +O2 → N2 +O+

2 - 1.29 × 10−19 0.34 2.000 × 10−20

29b N+
2 +N → N2 +N+ < 10000 2.29 × 10−19 0.80 2.000 × 10−20

29b N+
2 +N → N2 +N+ 10000 - 17500 1.64 × 10−14 -0.41 2.000 × 10−20

29b N+
2 +N → N2 +N+ > 17500 5.04 × 10−13 -0.76 2.000 × 10−20

30b N+
2 +O → N2 +O+ < 17000 2.30 × 10−26 2.02 2.000 × 10−20

30b N+
2 +O → N2 +O+ > 17000 1.56 × 10−17 -0.07 2.000 × 10−20

31b O+
2 +NO → O2 +NO+ < 7000 2.49 × 10−33 4.39 2.000 × 10−20

31b O+
2 +NO → O2 +NO+ 7000 - 15000 1.09 × 10−20 1.10 2.000 × 10−20

31b O+
2 +NO → O2 +NO+ > 15000 2.09 × 10−12 -0.88 2.000 × 10−20

32b O2 +N+ → O+
2 +N < 15000 1.53 × 10−14 -0.37 2.000 × 10−20

32b O2 +N+ → O+
2 +N > 15000 3.61 × 10−12 -0.94 2.000 × 10−20

33b O2 +O+ → O+
2 +O < 8500 9.01 × 10−25 1.91 2.000 × 10−20

33b O2 +O+ → O+
2 +O > 8500 7.30 × 10−17 -0.11 2.000 × 10−20
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