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Abstract 

Prediction of residual stresses and distortion induced by welding is relevant to 

many industries involved with the manufacture and assembly of thin plate struc- 

tures. The ability to predict these unwanted effects on such structures subjected 

to welding processes is important to minimise costs associated with rework and 

other corrective actions. The main challenge is to model the complex and at 

times indeterminate nature of the welding process, preferably in a simple and 

transparent manner. 
The present work dealt with the development, validation and application of 

advanced simulation techniques for the prediction of welding induced residual 

stresses and distortions. Current literature presents a wide-ranging number of 

approaches, which vary in complexity and purpose, but at times fail to present 

a clear methodology for numerical based analysis. In the current work a com- 

mercial finite element software package was used to develop thermo-elasto-plastic 

models suited for this application. The proposed methodology was developed by 

initially analysing simple set-ups, validated through the use of experimental mea- 
surement techniques for both residual stresses and distortions predictions. This 

provided confidence in the application of the numerical models, which were then 

used to investigate more complex cases of particular interest to the shipbuilding 
industry. This part of the project dealt with ancillary operations, namely the 

initial application of tack welds and restraints on the structure, for which little 

attention is usually given due to their apparent insignificance compared to the 

final welding process. Their effects are in fact substantial and were investigated 

by using the thermo-elasto-plastic models together with experimental trials. A 

better understanding of their influence was hence illustrated, providing a basis 

for the establishment of a best industrial practice. 
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Chapter 1 

Introduction 

1.1 Background 

Welding is the most widely used process amongst common metal joining tech- 

niques. Key features are the potentially high integrity of the mechanical bond 

formed and the economic benefits for industrial production that come as a re- 

sult of speed and versatility. Gas metal arc welding (GMAW), in particular, is 

a standard in industries such as shipbuilding and automotive. Notwithstanding 

its wide-spread use, there are still many challenges related to this type of joining 

technique. Most engineering problems arise from the basic requirement that the 

heat source must raise the material temperature to melting point. This scenario, 

coupled with the complex response of the materials commonly used, generates 

adverse mechanical and metallurgical effects that compromise the quality of the 

final result. 

The current work deals with certain of the unwanted aspects induced by weld- 
ing, namely, distortion and residual stress. Particular emphasis is placed on sim- 

ple but important structural configurations, mainly encountered in the shipbuild- 

ing industry. Both distortion and residual stress are unwanted effects caused by 

the high temperature gradients imposed on the structure during the welding pro- 

cess. They lead to problems of misalignment, induced buckling, stress induced 

cracking etc., together with disadvantages caused by set-backs and downtime 

during production and assembly that come as a result of the waste in resources 
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needed for re-work and corrective actions. Although several mitigation techniques 

are available, these rely on an understanding of the mechanisms driving welding 

induced distortions and residual stresses, and are still not entirely developed to 

a point where the effects can be completely removed at the fabrication stage. As 

numerical analysis becomes more widely used in the design stage, it is of par- 

ticular interest to develop tools for the investigation of these unwanted effects, 

especially if they can be used in the early stages of the design process. 

The rapid increase in computer power experienced over the past few decades 

has made it possible to apply numerical methods to a large range of problems. 

The complex nature of the welding process however, together with its extensive 

range of applications, make it difficult to find a clear methodology that can readily 

be applied to cases of industrial relevance. Analysis of welding induced effects is 

not trivial or straightforward, due to the number of physical phenomena involved 

and the large variations in material response that come as a result of the wide 

range of loadings present. The different aspects involved in GMAW range from 

electromagnetic arc physics, to others related to the thermal, metallurgical and 

structural response of the materials. The main challenge hence lies in adopting 

a simulation technique that is appropriate to the welding induced effect under 

investigation and that can be used as a tool at an early design or fabrication stage. 

Furthermore, the complex nature of welding analysis means that there are still 

many scenarios that have not received particular or any attention in literature, 

leading to a deficiency in the understanding of the effects that certain fabrication 

procedures have on welding induced distortions. 
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1.2 Scope of Work 

The main contribution of the present work to this field of research therefore 

comprised of 

" The development of simulation methodologies for the prediction of welding 

induced distortion and residual stress 

9 The application of these simulations to industrial cases to which little or no 

attention has been previously given 

A basic requirement is a relatively simple approach, capable of providing valid 

predictions for distortion and residual stress. Experimental measurements are an 

essential part of the development of such models. These are carried out, not 

only to validate the numerical results, but to understand which aspects of the 

simulation deserve particular attention in view of the relevant welding induced 

effects. Distortion measurements for the chosen configurations are hence required, 

together with tests carried out to extract the various material properties that are 

critical in achieving useful predictions. Residual stress measurements are also 

very beneficial as they provide further insight into the strengths and weaknesses 

of the numerical models. 

Finite element models were developed using commercial general purpose soft- 

ware. Extensive scripting facilities give full control on the the type of analysis 

and algorithms used, and there is no need to develop the already well estab- 

lished thermal and structural solution methods embodied in the software. The 

algorithms developed had to have the potential to be applied to a wide range of 

scenarios, in a transparent manner, while providing reliable predictions. It was 

evident from the start of the project that successful analysis of welding processes 

requires many simplifications and assumptions. Nevertheless, all transient and 

residual aspects of distortion and residual stress have to be included. In prac- 

tice, the outcome of these welding induced effects depends on a large number of 
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factors, meaning that simple weld configurations had to be considered to develop 

the numerical models. 

The objective for the initial phase of the project was to investigate different 

modelling approaches in order to establish the best methodology for the cases of 

interest. The main challenges and practical limits relate to the extent to which 

simulations can be used to provide useful results. The difficulties lie in the lack 

of comprehensive material property data (which are in most cases difficult and 

expensive to obtain by means of experiments) together with the customisation 

required when using a general purpose finite element software for this type of 

analysis. Nevertheless, a number of strategies are investigated to determine the 

best approach, keeping in mind that the computational effort had to be kept 

within reasonable limits since it was required to create a methodology that could 

be used to investigate cases of industrial relevance. 

Following the successful development of the numerical models, simulations 

were carried out to investigate scenarios of industrial relevance. Case studies 

for fabrication procedures that influence the outcome of distortions and residual 

stresses were considered. This part dealt with the investigation of the common 

fabrication operations of tack welding and restraining, and their effects on simple 

welded assemblies. These procedures have not received much attention to date 

and there is consequently a lack of clear understanding with regard to effects 

on induced distortions, and concerning the best procedures to be adopted in the 

fabrication stages. Tack welding procedures can be analysed in terms of the 

sequence in which they are laid. Restraining the structure during welding can be 

simulated in order to understand what effects are induced by the adoption of this 

technique. The application and use of the models developed in the early stages is 

hence demonstrated. These investigations were carried out in conjunction with 

experimental trials in order to strengthen the level of confidence in the numerical 

results. The simulations provide a useful means to extend the work to cases which 

would otherwise be expensive to investigate by means of experimental trials only. 
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1.3 Structure of Thesis 

The thesis structure follows the chronological order of the different phases com- 

prising the current project. A literature review identifies the current state of the 

art and trends in welding residual stress and distortion simulation, showing the 

large amount of literature available, together with the range of approaches and 

case studies that previous authors have investigated. The thermal and structural 

parts of the analyses were separated, as this is the approach adopted in most cases, 

owing to the weak coupling of the two phenomena and the considerable reduction 

in computational time when adopting such an approach. When considering the 

thermal aspect of the simulation, those methodologies relevant for subsequent 

structural analysis of distortions and residual stresses were considered. The re- 

view hence shows many different considerations, assumptions and techniques that 

can lead to a temperature field prediction suitable for the structural analysis that 

follows. 

The structural analysis review finds an even large scope for classification, even 

when considering models purely dedicated to distortion prediction, with only a 

secondary emphasis on residual stresses. The most convenient classification was 

that of simplified vs. complex methods. The former aim at predicting distortions 

in the most computationally efficient manner, often lacking information on as- 

pects such as the transient phase and induced stresses. The complex methods are 

often very specific to the case studies investigated, requiring more information on 

the specific process and various material parameters. Other interesting aspects of 

relevant literature are presented, namely, those dealing with alternative simula- 

tion techniques (such as artificial neural networks) and investigation of numerical 

techniques of particular interest for welding simulation. 
Based on this review, a need for a modelling technique that could capture 

transient effects of distortion and residual stress in a relatively simple manner 

was identified. Chapter 3 presents all theoretical considerations necessary for 

an understanding of the developed numerical models whilst Chapter 4 illustrates 
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the work carried out in developing and validating such models. Two simple butt 

welding and fillet welding configurations were considered. Reference distortion 

experimental data was employed and results also compared to one of the simplified 

techniques in the literature, in order to better understand the level of complexity 

of the models and their advantages and limitations. 

Having validated the models against distortion measurements, residual stress 

measurements were also made to provide further insight. Hole drilling measure- 

ments were carried out and are presented in Chapter 5, together with an illustra- 

tion of the theory underlying the calculations used to extract the required values. 
Comparisons with predicted values were useful in understanding the level of com- 

plexity that the chosen modelling technique embodies. This added another level 

of confidence on the numerical models, and hence their applicability to this class 

of industrial scenarios. 

The next part of the project dealt with the investigation of key fabrication 

operations, namely the initial application of tack welds and restraints on the 

structure, which have a perceived insignificance compared to the final welding 

process. Their effects are in fact substantial and were investigated by using the 

thermo-elasto-plastic models together with experimental trials. The investigation 

proved useful in achieving a better understanding of their influence, providing a 

basis for the establishment of a best industrial practice. 
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Chapter 2 

State of the Art in Welding 
Residual Stress and Distortion 
Simulation, Literature Review 

2.1 Introduction 

There is extensive literature reporting research work on computer aided welding 

simulation. The application of computational techniques in the field of welding 

technology has been an active area of research since the early development of 

numerical methods. Owing to the range of welding processes and the different 

physical phenomena involved, there are several fields of application depending on 

which aspect of the welding process has to be predicted. This review focuses on 

the state of the art in modelling welding processes for the prediction of induced 

residual stresses and distortion. The application of the modelling techniques 

developed throughout the thesis focuses on Gas Metal Arc Welding processes, 
but work carried out on other types of welding processes is still relevant from a 

simulation point of view, as many modelling techniques are relevant to a range 

of welding processes. 

The first step in welding simulation is the correct determination of the tem- 

perature fields. This can be achieved through purely analytical or computational 

methods and usually always requires some form of experimental calibration due 

to the many unknown factors involved. 
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Computation of the other physical phenomena (structural, metallurgical, fluid 

dynamics etc) is then required. This poses many obstacles to the successful use 

of numerical simulation techniques. The increase in the required computational 

effort and the difficulty in determining temperature dependant material proper- 

ties are only two of the main obstacles encountered when trying to include all 

physical aspects in the simulation. The latter aspect was particularly important 

in early studies when computational power was considerably limited, but is still 

relevant today as it is still not computationally feasible to carry out complex 

welding analyses on extremely large structures. For this reason one important 

approach is to carefully consider which parts of the welding process can be simpli- 

fied and/or un-coupled and which assumptions are valid in order to successfully 

predict residual stresses and distortion. This has led to a considerable amount of 

research work on the development of simplified methods. These methods have the 

attractive feature of greatly reducing the computational effort, thus expanding 

the possible range of application for the size and combination of structure types. 

Another possible approach is to include all aspects of the welding process, 

starting from thermal formulations and considering all possible coupling effects 

between thermal, structural and metallurgical aspects. It is still however neces- 

sary to include certain assumptions and simplifications in order to carry out an 

analysis since it is not possible to simulate all aspects of the welding process with 

purely numerical techniques. 

Because of the latter restriction another possibility is to move away from 

the more classical deterministic approach and use completely different modelling 

techniques, such as statistical methods or artificial neural networks. The appeal- 

ing feature of such approaches is that any number of factors can be included in 

the simulation, the main downfall being that such an approach requires careful 

training of the intelligent system and hence it is not possible to carry out pre- 
dictions a priori. This is not particularly useful when new and unknown set-ups 

need to be investigated. 
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Work on welding simulation can be further subdivided according to which 

physical domain is being investigated. Hence some of the literature focuses purely 

on specific aspects such as detailed prediction of the formation of the weld pool. 

Such analyses do not always yield residual stress and distortion results directly 

but are nevertheless important, as the thermal aspect of the welding process is 

undoubtedly the driving force for distortion and stresses. 
Finally another relevant field of research is the investigation and development 

of numerical techniques which are particularly relevant to welding simulations 

such as adaptive meshing, element formulations etc. 

2.2 Thermal Simulations 

It has been recognised early in the study of welding induced residual stresses and 

distortion that the high temperature gradients generated during welding provide 

the driving force for the development of residual stresses and distortions. It is 

therefore fundamental to be able to simulate the thermal response due to welding 

of the structure under investigation. 

Earlier studies focussed on analytical solutions of the thermal conduction 

equation (2.1) for a moving heat source [2.1]: 

02T 02T &T 
2a02T (2.1) 5X2 + 5y2 + äz ät2 

Where T is the temperature, x, y and z are the coordinates in the longitudinal, 

transverse and through-thickness directions respectively, t is the time and A is 

the thermal conductivity. 
Rosenthal et al [2.2] considered linear, two and three dimensional solutions 

for this heat flow problem. Results for two and three dimensional temperature 

distributions are given in equations (2.2) and (2.3) respectively: 
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Where KO is the Bessel function of first kind, zero order, d is the thickness of 

the plate, t is time, To is the room temperature and r is defined as: 

r- 2_{. y2Tz2 (2.4) 

The above formulations take into account the heat flowing into the plate q 

and the thermal diffusivity a. The term ý is defined as: 

ý=x-vt (2.5) 

Where v is the heat source speed. This is a simple transformation required to 

keep the coordinate system fixed on the plate relative to the moving heat source. 

The following assumptions are taken in order to obtain these solutions: 

. The plate under investigation in assumed to be infinite 

.A quasi stationary solution is assumed 

9 Properties are taken to be constant with temperature 

A temperature plot obtained using these equations for typical Gas Metal Are 

Welding (GMAW) welding conditions is given in Figure 2.1. Equations (2.2) and 

(2.3) are chosen depending on the thickness of the plate relative to the actual 
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weld. The three dimensional solution must be used if the plate is thick enough 

to allow heat transfer in the direction of the thickness. On the other hand if the 

thickness of the plate is relatively small the problem can be approximated by a 

two dimensional heat flow pattern. 

1000 
ö 

000 
0) 

600 

0) 
C, 
E 400 

200 

0 
100 

Trai 

-100 500 

Welding Direction 

Figure 2.1: Analytical solution for the temperature distribution using typical 
GMAW steel parameters 

Lindgren [2.3] investigated the effects of using thermal analytical solutions 

when comparing the results with previous work [2.41 in which thermal finite el- 

ement analyses were used and found that analytical solutions could be used if 

the residual stresses were of interest. However, these fail to give a good ther- 

mal simulation if the weld gap is to be computed from the subsequent structural 

elasto-plastic analysis. 

Friedman [2.5] in an early paper highlights the advantages of using numeri- 

cal techniques over analytical solution for the thermal part of the simulation. He 

states that it is required to account for phenomena such as temperature dependant 

material properties, phase changes, through-thickness temperature variations, ir- 

regular weldment geometries, non-uniform distribution of energy from the heat 

source, and deposition of filler material, amongst others. 

The development of computer based numerical methods led to a wider use 
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Figure 2.2: Heat input distribution using: (a) Circular Gaussian distribution and 
(b) Double ellipsoid model (using typical parameters as in Figure 2.1) 

of numerical methods for thermal analysis. Goldak et al [2.6] presents a review 

of the different possible computational approaches. Three groups are identified 

depending on the region of interest: the weld pool, the area near the weld pool, 

or the area far away from the weld pool and hence the whole welded structure. 

Similarly to the analytical solutions presented by Rosenthal, the analysis of the 

thermal response of the whole structure is of most relevance for welding induced 

residual stresses and distortion simulation. 

The latter fact and the adoption of a cut-off temperature technique (discussed 

later in chapter 3) led to the adoption of heat generation distributions applied as 

loads in numerical analyses. Friedman [2.5] used a Gaussian circular heat input 

distribution (shown in Figure 2.2(a)) for his work, which was also adopted by 

Camilleri et al [2.7] and validated against experimental studies that made use of 

thermocouple and infrared measurement techniques [2.8]. 

Goldak et al [2.9] also proposed a general heat source model consisting of a 

double ellipsoid (Figure 2.2(b)). This is widely used by many researchers since it 

is relatively straightforward to implement in numerical codes. 

Combined heat source models are often also used. Wahab et al [2.10] used a 

split heat source model consisting of the Goldak double ellipsoidal distribution in 

conjunction with a spherical distribution. They applied this modelling technique 
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to two-dimensional (normal to the welding direction) and a three dimensional 

heat flow models. The predicted weld pool shapes were verified experimentally 

for various cooling times. Bachorsky et al [2.11] also used a split heat source 

model consisting of a Gaussian distribution at the surface to simulate arc heating 

and a cylindrical volume heat source to simulate heat input of molten droplets of 

the electrode. 

Chai et al [2.12] investigated the use of a modified heat source model to reduce 

the number of transient steps required to complete the simulation, thus increasing 

the computational efficiency in order to simulate welding of large structures. The 

authors recognised the limitation in the use of welding simulation for practical 

residual stress and distortion control and identified ways in which researchers 

often tried to simplify the approach. Notwithstanding this they conclude that 

three-dimensional thermo-elastic-plastic simulations are often required to obtain 

meaningful results and hence concentrated their efforts on simplifying the thermal 

analysis. To this end they proposed two computationally efficient heat source 

models: 

. Prolonged Gaussian distribution: this is an extruded form of the traditional 

Gaussian distribution. It requires a modified acting time to ensure that 

the heat input is equal to the originally chosen model (Gaussian distribu- 

tion in this case). This method, though computationally efficient, requires 

modification for different cases (e. g. fillet welding) and sub-routines to be 

developed. 

9 Prolonged point heat source model: a simplification of the above. The 

Gaussian distribution is assumed to be concentrated at a number of nodes 

and act simultaneously for the same heating time of the prolonged Gaussian 

model. 

Verification was done by simulating a bead on plate with the two proposed 

heat source models against a base-line simulation in which the standard Gaussian 
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disc heat distribution was used. The number (and hence the size) of segments 

used for the prolonged models was also varied to give a total of five cases. Low dis- 

cretisation levels were purposely considered by using very few segments in order 

to investigate the poorest possible precision levels. The least number of segments 

to be used is three as that can represent the beginning, quasi-steady and final 

conditions of the welding process. In-house code was used and the longitudinal 

curvature forming on one side of the plate was taken as the representative mea- 

sure of distortion. Results showed similar distortion magnitudes, but a variation 

in the distribution. The models with more than one segment yielded an un- 

symmetric pattern, due to transient effects. The coarse meshes gave a reasonably 

good prediction. As can be intuitively expected, an increase in the number of 

segments yielded better predictions, at the expense of computational time. It was 

concluded that the prolonged heat source model can be used for stress and distor- 

tion prediction. However the authors mention that there are some differences in 

the heat source models that could be hidden by the fact that shell elements were 

used. Therefore it is still advisable to validate the applicability of shell elements 
for each specific case. 

The above models all aimed at bypassing the complex part involving the weld 

pool formation. This is convenient and is advisable when the thermal analysis 

will be used as an input to the structural simulation in order to obtain a global 

structural response. However there are also many researchers who have focussed 

on detailed simulation of the weld pool. Zhao et al [2.13 dealt with the simulation 

of dynamic changes of the weld pool as welding parameters are changed during 

the actual welding process. They were able to predict the weld pool shape and 

use their model to investigate the effects of step changes in welding current and 

welding speed. 
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2.3 Structural Simulations 

2.3.1 Simplified Models 

Reduction in computational time has always been a priority in welding simula- 

tion. This has led to the development of simplified methods which allowed for 

the reduction in computational effort in order to extend the applicability of the 

relevant simulations. 

A possible first step in the simplifying the simulation is to recognise the weak 

coupling between the thermal and structural behaviour, a technique which is ex- 

tensively used by many researchers (e. g. [2.14], [2.15], [2.16], [2.171) and is shown 

schematically in Figure 2.3. Lindgren [2.18] illustrates the effect that de-coupling 

has on the simulation process. Jiang [2.19] carried out a study in which coupled 

and un-coupled models are compared as regards to their capability of predicting 

residual stresses and distortion. It was found that using un-coupled fields ele- 

ment greatly reduced the computational time without any loss of accuracy in the 

prediction of residual stresses. This means that a sequentially coupled approach 

can be adopted in which the thermal analysis is first carried out and is then used 

as an input load for the structural analysis. 

Heat Flow Deformation 

Microstructure 
(a) 

(b) 

Figure 2.3: Simulation flow for cases of (a) Coupled vs. (b) Uncoupled thermal- 
structural welding physical phenomena. Adapted from [2.18] 
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Figure 2.4: Spring bar model 

This simplification however still leaves the complex elasto-plastic structural 

part to be solved. This can also be reduced to a simpler analysis by looking at the 

evolution of stresses and strains during the welding process and noticing certain 

features that can lead to the safe adoption of simplifying assumptions. 

A very simple and rudimentary strategy was proposed by Bachorsky et al 

[2.11], named the Shrinkage Volume Approach. This reduces the complex tran- 

sient elasto-plastic analysis into a single elastic finite element analysis in which 

elements associated with the weld pool are given a contraction strain of (-a0T). 

By assigning initial nodal temperatures to the weld metal elements, the heating 

part of the thermal cycle is essentially ignored reducing the problem to a steady- 

state approach. This assumption also causes the stress history during heating to 

be ignored meaning that the magnitude of the predicted residual stress field in a 

given analysis cannot be accurate. A drawback of this method is the fact that the 

results depend heavily on the assumed weld pool shape obtained from the ther- 

mal simulation. Discrepancies between predicted and experimental values were 

noted for some of the models, which the authors attributed to bad prediction of 

weld pool shape. In order to obtain good distortion predictions macro graphs 

were used to obtain real weld pool shapes. 

Jang et al [2.20] developed a simplified method called the Inherent Strain 

Approach. This is based on a spring-bar model schematically shown in Figure 

2.4. The spring models the weld pool whilst the bar represents the surrounding 
(and hence restraining) material. 

The following relations can be formulated for the system: 
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e=Eth+Ee+Ep (2.6) 

Q= EEe (2.7) 

FB = Fs (2.8) 

The above relations are used to determine the amount of residual plastic strain 

as a function of degree of restraint. In this context the degree of restraint is the 

level of resistance against thermal deformation of the welding region. The amount 

of plastic strain is determined for each case and used to formulate equivalent loads 

(longitudinal and transverse forces and moments) to be applied to the structure 

by means of an elastic finite element analysis. 

Another simplified technique is presented by Deo et al [2.21] (already pre- 

sented in earlier work [2.22]). The authors recognise how early models provided 

good prediction for residual stresses even if most of the modelling techniques 

were two dimensional. However, for set-ups which yield out-of-plane distortion, 

two dimensional models may prove to be inadequate. The authors illustrate how 

de-coupled, two-dimensional welding simulations can be carried out in conjunc- 

tion with three-dimensional buckling analyses on structures where movement is 

restricted by fixtures or tacking. For fully clamped structures the buckling effects 

would be noticeable once the clamps are removed. Based on this understand- 

ing the author uses a simplified approach in which a two-dimensional welding 

simulation is performed followed by a three-dimensional buckling analysis. 
This approach is analogous to the work by Jang [2.20] et al using the inherent 

strain method, with the advantage that the applied stress/strain field comes from 

a two-dimensional analysis rather than an empirical determination based on the 
temperature field and the spring-bar model. Hence a two-dimensional de-coupled 

sequential thermo-mechanical analysis is first performed. This is an elasto-plastic 
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analysis carried out in a quasi-static Lagrangian frame subdivided in several small 

static steps. Generalised plane strain conditions were assumed, which imply linear 

variation of the longitudinal strain. The resulting plastic strains are then applied 

as equivalent loads in a three-dimensional eigenvalue analysis. A constant nega- 

tive thermal load is applied at the weld region to introduce the effect of welding 
in the three-dimensional structure. The authors further simplify the analysis by 

assuming the same material model for the weld and parent material, based on 

previous work that which showed that a 20% difference in yield strength of the 

electrode material causes only a 3% change in residual stress. Finally, the longi- 

tudinal residual stress obtained from the two-dimensional elasto-plastic analysis 
is compared with the buckling critical stress to determine if the structure will 
indeed buckle. Eigenvalue analyses were used for determining the buckling stress 
(an incremental large deformation analysis could have been performed instead 

but would have been more computationally intensive). The models were verified 

experimentally and an in-house FE-code was used. The method was successful 
in predicting whether the plates buckled or not and recommendations could be 

made regarding the influence of geometric parameters on buckling. 

Camilleri et al [2.23], (2.24) proposed another simplified approach aimed at re- 
ducing the computational time. Similarly to all simulation procedures described 

so far (in this section) the thermal part is performed first with a thermal analysis. 
The approach for the structural part is based on the early ideas of N. Okerblom 

[2.25]. The approach comprises two algorithms, namely the `Thermal Contrac- 

tion Strain (TCS)' algorithm for computing the angular deformation and the 

`Mismatched Thermal Strain (MTS)' for determining the longitudinal contrac- 
tion. The algorithms are based on key characteristics of the thermal transients 

generated by the fast-moving, intense heat sources: the temperature gradient on 
the approach side of the thermal source is steep, as the forward heat flow rate is 

relatively small, and for similar reasons, the temperature profile transverse to the 

weld is steep, whereas the gradient in the trailing region where cooling takes place 
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is relatively shallow. Okerblom was the first to draw attention to these features 

and argued that the thermo-mechanical processes might therefore be modelled 

by considering a transverse plane strain slice, which would be passed through the 

quasi-stationary temperature field in the direction of welding. 

In the case of the angular deformation (TCS) algorithm, the assumption is 

that the transverse angular deformation is dictated predominantly by contraction 

across the weld fusion zone, which typically varies in transverse width across the 

thickness. The starting temperature assumed for this process should correspond 

to a level at which the material begins to develop some strength (which can be 

safely assumed to be 1000°C). Similarly to the `shrinkage volume' approach used 

in [2.11] (and by other authors presenting simplified models), the TCS algorithm 

neglects the heating phase and assumes that an arbitrarily defined zone contracts. 

However the authors show how the notion of transverse contraction can be ex- 

tended to express the transverse angular deformation 0 in terms of the relative 

depth of penetration of the weld to and the relative width of the fusion zone on 

the surface ö by using the following relation: 

B_ s baT, [3(1 
- k) - 2! (1 -k 

3) (2.9) 
tote w2 to 

Where kti, is a geometric parameter dependent on the shape of the fusion zone 
(parallel, triangular, or parabolic). 

The notion of contraction is developed in a different manner for strains in the 

longitudinal direction (MTS algorithm). In this case the longitudinal contrac- 

tion forces are derived from the thermal strain mismatches developed during the 

cooling phase of the welding process. A plane strain slice can be imagined to 

pass through the transient temperature field which in turn progressively spreads 

outwards. An important consequence of this is that the development of longitu- 

dinal stress is driven mainly by the envelope of maximum temperatures reached 

across the slice, shown in Figure 2.5 for typical welding parameters. Although 
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these temperatures are reached at different times in practice, there are always 

mismatches at each transverse location and therefore the assumption is that it 

is not necessary to take account of the time offset in attaining the respective 

maxima. It is however worth noting that in this approach the contraction forces 

are determined by the full temperature field and not, as in the shrinkage volume 

approach by the behaviour of a defined region. 
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Figure 2.5: Envelope of maximum temperatures reached across a slice normal to 
the welding direction 

The longitudinal stress aspect is the most difficult to analyse in principle, due 

to the complexities of material behaviour mentioned earlier. However, substantial 

simplifications are admissible due to the fact that the longitudinal stress levels in 

central regions of the weld where the complex behaviour takes place are limited 

by the final yield strength. The authors also show that the typical profile of max- 

imum transverse temperatures is inversely proportional to the distance from the 

centre line of the weld, approximately, and this leads to a weak dependence on 

the actual yield strength value, leaving the expansivity as the major driving force. 
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The expansivity and yield characteristics in an elastic-perfectly plastic model for 

steel are such that a relatively small temperature difference (120°C) causes yield- 
ing in a typical case. Hence the mechanics of contraction force development are 
driven primarily by the cooling phase of the cycle within a relatively low tempera- 

ture range (e. g. less than 300°C for steel) within which the material properties are 
likely to be fairly constant. The resulting MTS algorithm is implemented within a 

three-dimensional, elastic, finite-element formulation by applying a `load' profile 

corresponding to an artificial temperature reduction at points across the width 

of the plane strain slice. In the central region, defined by thermal strain levels 

which exceed twice yield strain, yield magnitude tensile strain levels are applied. 
No loads are applied in the other regions which remain elastic, defined by thermal 

strain levels less than yield strain (ey). In the zones between the fully plastic 

and elastic regions, loads corresponding to (aTM - ey) are applied, where TM 

is the maximum temperature reached at the location. These algorithms were 

applied, in the studies reported earlier [2.26] 
, to a 3D elastic model of a6 mm 

thickness, half-metre square test geometry (two 0.25 m wide by 0.5 m long plates 
butt welded along the 0.5 m edges). Comparison between these results and the 

average experimental deformation was good although it should be noted that the 

complete results are sensitive to the temperature-dependant properties assumed. 
These algorithms, however, proved to be a good basis to develop further simpli- 
fied methods for different cases such as single [2.27] and multiply stiffened [2.28] 

plate structures. 

Finally, another simplifying approach is presented by Ueda et al [2.29] 
, this 

time with regards to multi-pass welding. The authors recognise how overlapping 

weld passes successively relieve stresses at temperatures higher than phase trans- 

formation temperatures. The multi-pass welding process is hence simplified in 

the simulation by missing out the simulation of individual passes, reducing the 

mesh density. 

It is essential to be aware of the deficiencies that are commonly present in 
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most simplifying approaches in order to make correct use of them and obtain 

meaningful results. The following are usually true for most simplifying welding 

simulation approaches: 

" The transient evolution of stresses is normally bypassed, leading to weak 

prediction of residual stresses 

" The effect of high temperature material properties is usually ignored or 

approximated in a particular temperature range and this choice usually 

affects the results to some degree 

" The initial shape of the structure under investigation has an important 

effect on the final result 

9 Transient aspects such as intermediate buckling cannot be predicted 

Notwithstanding this, the above deficiencies do not pose a limit for the use of 

such simplified simulation techniques in several industrial applications. They are 

in fact, particularly useful when: 

"A relatively large structure has to be analysed 

" Parametric studies have to be carried out 

" Some of the expected distortion modes are validated through experiments 

and distortion of similar set-ups needs to be investigated 

Much research effort is therefore still being put into the use of simplified 

simulation techniques, usually verified and validated through experimental inves- 

tigations and/or the use of more complex modelling techniques. 

2.3.2 Complex Models 

More complex models, that aim at including some or most of the aspects on 
the elastic-plastic phase are usually adopted if the following aspects need to be 

investigated: 
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9 The effects of temperature dependant material properties 

9 Effects of phase changes 

" Plastic response of the material 

9 Transient aspect 

Transient elasto-plastic analysis carries a penalty in terms of computational 

time. The other drawback is usually the lack of information on material proper- 

ties for the full range of temperatures to which the welded structure is subjected. 

Nonetheless, a great deal of literature is available on complex finite element anal- 

ysis of welding induced residual stresses and distortion. It is important to notice 

that in most cases the thermal part of the analysis is still de-coupled, on the 

same basis as described in the previous section for the simplified models. The 

approach is sometimes referred to as `sequentially coupled', but does not imply 

the use of coupled field elements. Some authors (such as [2.30]), however, still 

prefer to resort to fully coupled analyses in which thermal and structural fields 

are solved simultaneously, at the expense of computational time. 

Friedman [2.5] was amongst the first to illustrate the use of numerical tech- 

niques for the analysis of the complex elasto-plastic parts of the welding process, 
despite the fact that his work was done when computer limitations placed a con- 

siderable restriction for developing full models. Again the author highlights the 

low thermo-elastic coupling coefficient which makes it possible to use the un- 

coupled thermal-structural approach. Friedman gives a detailed description of 
dynamic stress development during welding, and the effect of plane strain as- 

sumption. An important result is the demonstration of how the residual stresses 
in the plastic regions exceed the room temperature yield strength because of 

material strain hardening. The brief initial compressive yielding produces an ex- 

pansion of the yield surface followed, during cool-down, by yielding in tension at 

a stress level higher than the monotonic yield strength. 
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Murthy et al [2.31] also present numerical techniques for the solution of the 

elasto-plastic phase of the simulation. They also carry out a de-coupled thermal 

analysis to be subsequently input in the structural analysis. The authors high- 

light the restriction in running three-dimensional models because of the compu- 

tational effort required. The accuracy of the two-dimensional model increases as 

the welding speed increases since temperature gradients in the longitudinal direc- 

tion become negligible. The authors mention Goldak's three-dimensional double 

ellipsoid heat source model and then present a simpler, easier to converge, trape- 

zoidal model (ramp up - constant - ramp down). The authors reference work 

demonstrating that the time independent thermo-elasto-plastic formulations are 

sufficient as opposed to the thermo-elasto-visco-plastic models. Creep must be 

included however when analysing stress relief conditions of post welding heat 

treatments. The authors show how the material dilation produced as a result of 

solid phase transformations during cooling induce microscopic plastic flows that 

are similar to the thermally induced strains. These are found to cause a reduction 

in the peak longitudinal tensile stress and are limited to the weld zone and part 

of the heat affected zone. They can be evaluated either by: 

" Reducing the thermal expansion coefficient over the transformation tem- 

perature range 

" Computing the dilatations proportional to the quantities of various phases 

formed 

The first method is more convenient for implementation in commercial soft- 

ware, but the second gives more accurate predictions of changes occurring during 

the transformation. 

On the other hand the microscopic plastic flows that occur during metallur- 

gical transformations (transformation plasticity) are modelled by either: 

" Reducing the yield strength of the material over the temperature range for 

which the transformation is occurring 
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" Including an additional plastic strain which is related to the progress of 

transformation and also the instantaneous deviatoric stress state 

The first method is more suitable for commercial codes, but the second case 

gives better results with user generated codes. Also, it is highlighted how the 

effects of phase transformations may be neglected unless: 

9 They occur at very low temperatures 

" They are comparable to the thermal contraction strains 

" There is a rapid cooling of the weld pool 

Berglund et al [2.32] investigated the prediction capabilities of two-dimensional 

and three-dimensional shell elements by comparing the result with equivalent 

three-dimensional solid element analyses, For each type of model they investi- 

gated three cases of clamping ranging from a fully clamped model to one loosely 

fixed at one end. With the exception of the transverse deformation of the fully 

clamped case, the two dimensional plane strain models proved inadequate to 

predict the out-of plane deformation. Residual stresses were also predicted cor- 

rectly for all models with the exception of the longitudinal stress of the two- 

dimensional plane strain model which exhibits the characteristic profile shifted 

upwards (greater residual tensile stress). 

Nasstrom et al [2.33] also investigated the effects of introducing shell elements 
in order to reduce the number of degrees of freedom. They created models with a 

combination of solid and shell elements together with models containing purely ei- 

ther or type of elements. An un-coupled, sequential thermal-structural approach 

was used with the use of a welding efficiency in order to relate the heat input in 

the model to the actual energy being provided by the welding power source. Sim- 

ilarly to previous authors, thermal analyses were carried out in a two-dimensional 

fashion based on the fact that the greatest thermal gradients are found in the di- 

rection transverse to the weld. An in-house finite element code was used to carry 
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out the thermal and the elasto-plastic analyses, without phase change modelling, 

as the material under investigation experiences no solid state transformations. 

The authors carried out another interesting investigation with regards to mod- 

elling techniques by varying the cut-off temperature from 900°C to 1200°C. This 

turned out to yield only a small change (5%) in the predicted maximum residual 

stress. As regards the solid vs. shell element investigation, the results showed 

that for the longitudinal stresses, the results from the combined model approached 

the solid model residual stress field whilst the shell model gave erroneous results 

especially in the region close to the weld. This is in contrast to Berglund et al 

[2.32] who found three dimensional shell elements to be adequate. This might be 

attributed to the differences in case studies and shows how there often are many 

uncertainties and unknowns as to the correct modelling technique to be adopted. 

The authors identified one source or error as being the lack of temperature 

variation through thickness for the shell element model. For transverse residual 

stresses, differences between solid and combined model were even greater and 

might have been caused by the adopted solid to shell transformation. Another 

source of error was the restriction of movement in the shell's normal direction 

for nodes connecting the solid and shell elements. The possibility to adopt shell 

elements in a commercial general purpose finite element package is also illustrated 

in [2.34] together with the programming/scripting methods that must be adopted 

in order to implement various welding modelling strategies and techniques. 

Borjesson et al [2.35] tried to include several material modelling aspects for 

multi-pass welding simulation, especially focussing on the temperature depen- 

dency of the properties. They used a mixture rule in order to resolve the problem 

of modelling different properties for the different phases. This technique was also 

used by other researchers (e. g. [2.36]) and consists of computing properties at 

a macro level according to volume ratios of the respective phases present in the 

material. The increased complexity of the material model did not lead to a great 
improvement in correlation with experimental data, and this was attributed to 
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the limitation of the material data available for the different phases. 

Zhu et al [2.37) investigated the implications of increasing the complexity of 

the material model for aluminium (stating the investigation could be extended 

to steel) by comparing three models in which the properties were taken as: 

" Constant (room temperature values) 

9 Averaged over the temperature range and history 

. Fully dependant on temperature 

Again an un-coupled thermal-structural approach was used with a Gaussian 

heat distribution input and a cut-off temperature technique which was taken to 

be two thirds of the melting temperature. An in-house (user developed) code was 

used in which dummy elements were used to simulate multi pass welding. This 

is analogous to the element birth and death technique, sometimes referred to as 

element activation/de-activation. The temperature dependency of material prop- 

erties was investigated for both thermal and structural analyses. In the former 

analysis the authors considered a number of models by varying the combination 

of density, specific heat and thermal conductivity each one of these properties 

in turn being taken as constant, averaged or completely temperature dependant. 

The case in which all properties were set to be temperature dependant was taken 

as the reference analysis. The following conclusions were reached from the ther- 

mal analyses results: 

" Density can be taken as room temperature value 

" Specific heat can also be taken as room temperature value 

. For thermal conductivity; 

- Room temperature values resulted in an overestimate of temperature, 

by less than 10% 
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- Averaged value gave a very close match 

" When all three properties were set to room temperature values, the results 

were very close to the case where the conductivity was given a room tem- 

perature value and other properties were made temperature dependant. For 

this case the results were within 10% of the base-line simulation and also 

close to experimental data 

The same study was performed to investigate the dependency on structural 

material properties. The authors illustrated the elasto-plastic constitutive equa- 

tions show that the Young's modulus, yield stress and thermal expansion co- 

efficient are the driving factors for deformation modelling. Poisson's ratio and 

plastic hardening were not included as varying factors and were kept constant. 

Again authors used a combination for the type of temperature dependence to be 

used. The heat input models were also varied to see the effect that the thermal 

properties temperature dependence has on the final structural analysis, leading 

to a larger number of cases. Similarly to the thermal investigation, the case for 

which all properties (for both the thermal and structural analyses) were taken to 

be temperature dependant was taken as the reference analysis. Keeping the same 

mechanical properties but varying the thermal input material properties led to 

the following conclusions: 

" If averaged conductivity is used, values agree well, except in regions very 

close to weld line 

" For all thermal properties taken at room temperature values, the maximum 

error was found to be less than 10% 

Hence the authors conclude that the variation in thermal properties has no 

effect on the subsequent structural analysis. 

For cases in which same thermal input was used the following observations 

were made: 
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" If room temperature Young's modulus values are used, results matched well 

" If average Young's modulus values are used, results deviated considerably 

" If room temperature yield stress is used, the residual stress and deformation 

were incorrect 

. If averaged yield stress is used, results were in the correct mode but of 

incorrect magnitude 

" In the case of the thermal coefficient of expansion, both the room tem- 

perature and averaged value cases agreed very well with reference and test 

data 

The discrepancy in the cases where a constant yield stress was used led the 

authors to formulate a piece-wise function to model the variation of yield stress 

with temperature. This proved to be a good approximation. 
Bergheau et al [2.36] investigated the effects of modelling visco-plastic ma- 

terial behaviour by comparing results obtained from analyses with plastic and 

visco-plastic material formulations. Their work stems from an interest in weld- 

ing induced residual stress prediction for the nuclear industry and the control of 
distortion in automotive welding applications. The authors highlight the scarcity 

of literature presenting simulations that have accounted for visco-plastic effects. 
These are often neglected because the welding processes under investigation are 

usually too short in duration to account for creep effects. However their experi- 

mental work consisted of a set-up (schematically shown in Figure 2.6) specifically 
designed to maximise the influence of the material behaviour in the heat affected 

zone (HAZ), where viscous effects can take place. It also provided a simple ge- 

ometry which is easy to simulate with an axisymmetric model. The following 

measurements were taken for experimental verification: 

" Thermocouples for an a priori determination of the unknown thermal bound- 

ary conditions (this is similar to the method used to determine welding 
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Specirr 9 

Figure 2.6: Schematic representation of set-up used in [2.36] 

efficiency in the present work) 

" Inductive sensors to measure transient displacements 

" X-Ray diffraction measurements for final residual stresses 

9 Strain measurements using the "numerical image correlation" technique to 

check for axisymmetry 

" Metallurgical macro-graphs 

The experimental error on measured stresses was thought to be of the order 

of 50MPa. In their simulations the thermal and metallurgical computations were 

fully coupled. Heating arising from plastic (or visco-plastic) dissipation and the 

influence of stresses and transformation kinetics were disregarded. This essen- 

tially meant that the thermo-metallurgical calculation was de-coupled from the 

mechanical one. 

Enthalpy was used in the thermal analysis to avoid numerical problems caused 

by sharp changes of conductivity with temperature. The overall specific heat vs. 

temperature variation was determined experimentally from a small sample. It was 

not fed in the model directly but instead used to calculate properties of different 

phases so that metallurgical aspects could be fully included. This essentially led 

to a custom made heat input distribution. The use of such an advanced mate- 

rial model however required extensive efforts for the determination of the actual 
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properties. This is evident by the extent of the referenced data which was used in 

order to carry out the metallurgical calculations. The volumetric fractions of each 

material model were determined with "first-order evolution equations" (this is a 

similar approach to that used in [2.35]) from parameters obtained experimentally 
from free dilatometry tests. This, in conjunction with the Koistinen-Marburger 

martensitic transformation model, was used to extend modelling up to the HAZ. 

Transformation plasticity is hence fully accounted for whilst other mechanisms 

involving metallurgical to mechanical changes were proved to be negligible for 

this class of material. 

The viscous effects were introduced by allowing a variation of yield stress with 

strain rate. Isotropic hardening was used and was set to zero for newly formed 

phases. The remaining material data were determined experimentally with a fo- 

cus on plastic vs. visco-plastic effects. The low strain rate data (no visco-plastic 

effects) was taken so that the strain rate was roughly equal to the experimental 

cooling part. This obviously meant that the purely plastic (no viscous effects) 

models did not pick up the high strain rate effects that occur in the heating part 

of the welding cycle. An important consideration made by the authors was that 

the purely plastic models could only be made to fit precisely either the heat- 

ing or the cooling part of the process. This relates to the present work in which 

purely plastic models were used, with an emphasis on the cooling part of the ther- 

mal cycle since this is the driving part for the formation of residual stresses and 

distortion. The authors determined visco-plastic material properties experimen- 

tally. Extrapolation of the data to higher temperatures was validated by means 

of comparison with independent tests. Finally, the analysis was carried out with 

the inclusion of large displacements in a Lagrangian numerical framework. 

The results showed an accurate thermal history prediction which even exhibits 

perturbations caused by phase changes. HAZ predictions of temperature matched 

with experimental data. The transient distortion prediction however did not 

compare as well. The main form of distortion occurred early in the plastic- 
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model simulation with the residual distortion being over-predicted by a factor of 

two. The discrepancy was greatly reduced in the visco-plastic-model simulation. 

Residual strains were well predicted for both models, with a slight over prediction 

of the maximum radial and tangential strain for the plastic model. The maximum 

residual stresses were found on the periphery of the HAZ. Within the HAZ the 

stresses decrease because of the expansion caused by the bainitic and martensitic 

transformations and the transformation plasticity. Good correlation with plastic 

and visco-plastic models was achieved. Both calculations predicted the location 

and magnitude of peak values. On average, the visco-plastic models predicted 

stresses slightly better. Hence the author concludes that the effects of visco- 

plasticity were marginal on residual stress prediction. 
Abid et al [2.38], [2.39] omitted the complicated metallurgical transformations 

when modelling pipe-flange joint welds. They carried out sequential un-coupled 

thermal-structural simulations with material model complexity limited to the 

inclusion of non-linear, temperature-dependant thermal and structural properties. 

Nevertheless this method proved to be adequate in the prediction of welding 

induced flange distortion. Residual stresses could also be extracted from these 

models that were also used to investigate the effects of tack weld positions on the 

flange. It is worth noting that the tacks were considered by assuming them as 

existing material prior to the simulation of the full weld, i. e. no simulation as 

regards to the tack welding process was included. The element birth and death 

technique was used for simulating metal deposition in the joint V-groove. The 

thermal simulations were carried out in a similar manner to the models referenced 

earlier, with the addition of a "scalar multiplier" for the thermal input model. 

This additional feature is analogous to the welding efficiency: i. e. a parameter 

whose initial value is chosen arbitrarily and is then re-adjusted iteratively to 

achieve a good match to the weld pool shape. Whilst the welding efficiency is 

a single parameter representing the ratio of total net heat input in the model 
to the heat provided by the welding equipment (power = current x voltage) 
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the "scalar multiplier" used by the authors varied with axial and radial distance 

from the weld and outer surface respectively. This allowed for a relatively simple 

heat input model (the authors use a volumetric heat input model) that still gave 

detailed weld pool and HAZ predictions. 

It has been shown how most researchers employ an element birth and death 

technique in order to simulate weld metal deposition. This simulation technique 

is based on multiplying those terms in the stiffness matrix that represent the 

de-activated elements by a very low factor (multiplying by zero is not permitted 

to avoid numerical problems). This is done to remove the effects the welded 

elements have on the structure until they are deposited/activated. Fanous et 

al [2.40] compared this technique with a slightly different re-activation technique 

based on gap elements. The activation of the elements was based on an arbitrarily 

set spacing between the gap element and the base plate, which is changed as the 

elements became reactivated. Results showed a good match with the standard 

element birth and death technique and a reduction in computational time. 

Tsirkas et al [2.41] attempted to partially apply the complex thermo-elastic- 

plastic treatment at an industrial scale by applying a "local-global" approach, first 

presented by Michaleris et al [2.22], to laser welding of large shipbuilding sub- 

assemblies. Laser-welding processes are attractive as they provide a smaller heat 

input and hence a smaller susceptibility to distortion. Trial-and error approaches 

have proved to be problematic in the prediction of distortion and control tech- 

niques based on numerical simulations are therefore required. Many laser welding 

models concentrated on small specimens where the heat affected zone area is com- 

parable to the work-piece. Although these are fundamental for the understanding 

of the process, global models are required in order to predict residual distortion 

correctly. The authors highlight how it would not be feasible to create a model 

with enough refinement at the HAZ to include both local and global effects, hence 

the adoption of the "local-global" approach. A number of authors have previ- 

ously dealt with the simulation of the localised effects of laser welding (key-hole) 
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and the application of various heat source models. As a general rule they have 

all approximated the shape of the key-hole to simple geometrical models. In this 

work however, the software Physica was used to determine the fused zone. The 

author references various research work for the complex elasto-plastic approaches 

for welding simulation but highlight the fact that in many cases not all the pa- 

rameters influencing the welding process are taken into account. In an attempt to 

include all possible factors the commercial package Sysweld was used. Many as- 

pects of the package are however similar to the approaches presented earlier such 

as the use of a Gaussian heat distribution (based on the key-hole model) with 

an elasto-plastic analysis that includes the effects of temperature-dependence and 

metallurgical transformations. The case study consisted of a stiffened panel, with 

particular emphasis on the fillet welds and on their sequence of welding. Although 

parameters vary during the actual process because of adaptive process control, 

they were kept constant in the numerical models. The following is the procedure 

required for the adoption of the local-global approach: 

1. Evaluate key-hole size with a multi-physics simulation package (Physica) 

2. Build the local model (thermo-elasto-plastic: a number of iterations were 

required at times) 

3. Build the global model 

A detailed analysis for the formation of the key-hole was carried out. This 

involved detailed and iterative algorithms specific to the laser welding process. 

Two major steps were involved: 

1. Determining the shape of the keyhole with respect to the process parameters 

and the actual work-piece 

2. Creating a suitable mesh according to the shape of the keyhole and applying 
the relevant boundary conditions (evaporation temperature) to then solve 

using Physica, and deduce the extent of the liquid region 
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For the T-joint configuration a special algorithm was used to determine the 

heat distribution which was then used to carry out three sequentially un-coupled 

thermo-elasto-plastic models to cater for the different sequences found in the 

global model. Kinematic hardening with phase-transformation computations 

were included. Convective and radiation heat losses were included in the model 

by means of user-subroutines. A key assumption for this approach was that the 

formation of local strains was dependant on the area very close to the weld line 

only. Hence the justification for carrying out the thermo-elasto-plastic analyses 

for the local parts only. 

After the complete welding process was simulated with the thermo-elastic- 

plastic models, the stress field (Q) could be expressed locally in terms of the 

Elastic Young's modulus (E), the total stress field -tot and the plastic strains ep 

as: 

=E (Etat - EP) (2.10) 

Thus the residual stress for the whole structure could be computed by carrying 

out an elastic simulation and applying ep as initial strains. This was done by 

linking the local model to the global model which was made up of shell elements. 

Even though the authors mention that the development of strains in the local 

models depended solely on localised structural evolutions, they then state that the 

boundary conditions of the local thermo-elasto-plastic models must be selected 

carefully to match the global model. This leaves some uncertainty as to the 

adoption of this approach for a wider range of applications. 

Experiments were carried out for the two different sequences of welding. How- 

ever, the initial deformations due to tack welds and supports were not included. 

The exact boundary conditions were not recorded during the experiments so that 

the plates were assumed to be lying flat on the ground in the computational 

model. Dead weight has an important effect on sub-assemblies of this size and 
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was included in the simulations. The computed reaction forces showed that the 

assembly effectively rested on points at specific locations on the ground, meaning 

that the positions of the supports have an important effect. From the experi- 

mental investigations it was evident how the differences in distortion for the two 

sequences depended mainly on the global geometry of the structure. The compu- 

tational models compared well to one of the sequences only. The authors believe 

this was due to the effects of the supporting pins, for which further investigations 

must be carried out. The computational time achieved was however within an 

acceptable industry time-frame. 

A full thermo-elasto-plastic model was carried out by Boitout et al [2.42], 

[2.43] using the commercial package Sysweld. The authors recognise how the 

welding process is based on the interrelated phenomena of electromagnetism, 

heat transfer, metallurgical transformations and structural evolutions. However, 

for continuous seam welding, the thermal, microstructural and mechanical parts 

need only be considered. Electromagnetic effects are relevant in spot welding 

and induction hardening whilst diffusion effects are relevant in case hardening, 

nitration or carbonitriding. For the thermal simulations, non-linear, temperature- 

dependant and phase-dependant properties were used, together with the inclusion 

of latent heat effects. Convection and radiation boundary conditions were also 

modelled in a non-linear fashion. 

The authors explain how there are essentially two possible types of welding 

simulation: one to determine the molten pool shape and the other to determine 

stresses and distortions in the whole work-piece. If the molten shape can be pre- 

dicted it can be used as an input to the thermo-mechanical simulation, but a more 

convenient alternative is to use analytical heat input models that depend on the 

type of welding. Similarly to previous referenced authors, a double ellipsoidal vol- 

umetric heat source was used. The commercial software used can also include the 

influence of the metallurgical phase transformations that occur during cooling. 

Again calculation of phase fraction formation was done in accordance to classical 
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metallurgical models (namely the Johnson-Mel-Avrami law) whilst the marten- 

site transformation was calculated in accordance to the Kostinen-Marburger law. 

Energy transfer/retention associated with latent heat changes was accounted for 

through the variation in enthalpy with respect to temperature, which in turn is 

related to the phase transformations. The software also allows for auxiliary pa- 

rameters to cater for additional chemical elements (for example excess carbon in 

the surface layer of carburised components). 
Results for typical case studies were presented, for both residual stresses and 

distortion predictions. The software proved successful in modelling these cases, 

and proved effective in constructing a complex model, which is however built on 

many years of experience and knowledge focussed at generating material data 

and computational methods to solve the complex analyses. 
The above references have shown the great diversity in complexity and ap- 

proaches used when developing numerical models for welding induced residual 

stress and distortion simulation. Although the case studies and simulation tech- 

niques are different and the results sometimes conflict they are nevertheless useful 

as reference when choosing which strategy to adopt for the application to be anal- 

ysed. 

2.4 Artificial Neural Network Approach 

It is apparent from the above references that the use of finite element simulation 

techniques for stresses and distortion prediction is not trivial and requires a good 

understanding of computational methods for both thermal and structural analy- 

ses. Moreover, many factors of the real welding process and procedures are not 
included or cannot easily be simulated using purely numerical techniques. This 

has led some researchers to adopt alternative simulation techniques, the most 

recent being the implementation of artificial neural networks (ANN). Lightfoot 

et al [2.441, [2.451, [2.46] used a commercial artificial neural network package to 

simulate welding induced distortions. 
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Artificial neural networks are electronic models that find inspiration from 

available knowledge of the working mechanisms of the biological brain [2.47]. 

The aim is to make the model learn from experience and their structure allows 

for an arbitrary number of inputs and outputs. The input parameters are passed 

through a network consisting of a number of layers whose architecture allows for 

all possible interactions of the driving (input) parameters, each combination be- 

ing weighted by a scalar factor. The network is designed to be as general purpose 

as possible so that it can be used as a `black box'. This however requires that 

the neural network is appropriately trained before it can make any useful pre- 

dictions. The authors used a set of experiments to train and develop the neural 

network for the prediction of out of plane distortions. An interesting feature of 

this simulation technique is the ability of the software to highlight which param- 

eters have the greatest influence on the prediction. The main conclusions drawn 

from their simulation work was the recognition of the great potential in applying 

these methods to distortion related issues. It is however also important not to 

simply take the outputs from the models at face value without first acquiring an 

understanding of the scientific developments of the process. 

The main drawback of an approach based purely on neural networks is the 

training required by the model in order to make useful predictions. Casalino et 

al [2.48] attempted to overcome this deficiency by using a combination of finite 

element and neural networks techniques. They identified the following operational 

parameters affecting metal transfer during welding: 

" Welding current 

" Arc voltage 

" Wire feed rate 

" Electrode extension 

9 Composition of the shielding gas 
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" Polarity of the electrode 

" Wire diameter 

Artificial neural networks were used to calculate the bead geometry from the 

welding parameters. The bead geometry predicted from the ANN was then used 

together with the welding speeds as input parameters for the finite element mod- 

els. Finally, fuzzy logic was used to qualitatively classify the results. The authors 

point out how the artificial neural network must not be over-trained to avoid the 

risk of the model just `remembering' the training and losing the ability to give 

good predictions for other data sets. This means that even though every network 

could have been trained for better performance, it would have reduced its ability 

to generalise its knowledge for new data, which in turn decreases the validation 

performance. The prediction of the artificial neural network was then used as a 

thermal input in the finite element model by applying the molten temperature, 

taken as 1500°C, to the weld pool geometry (this is a simpler approach than the 

double ellipsoid heat input model used by most authors). 

Contrary to Lightfoot et al [2.44], [2.45], [2.46], the authors did not investigate 

the effect of the weighting of each process variable on the final results. Their main 

conclusions were: 

1. The artificial neural network proved adequate to predict the weld bead 

geometry 

2. The predicted weld bead geometry proved to be a valid input for the sub- 

sequent distortion finite element simulation 

Kim et al [2.49] also investigated the possible interaction between neural net- 

works and finite element (FE) methods by developing a system that integrates a 

database, a finite element analyses and an ANN. The system was designed to pre- 

dict optimum parameters for pipeline welding set-ups. The authors acknowledge 

the large number of researchers that have used experiments and welder experience 
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in order to obtain optimum welding parameters. Many have tried to model the 

relation between welding parameters and weldability, with limited success, ow- 
ing to the great complexities and uncertainties the arc welding process involves. 

Moreover, different models exhibit great variations mainly because: 

" They are based on a particular set of experiments 

" They use linear regression techniques to model the data (which are in fact 

highly non-linear) 

" They assume various simplifications 

The authors give references of researchers that have tried to apply ANN tech- 

niques for similar studies and show how some of these models exhibit the ad- 

vantage of not needing any simplifications. Expert systems have been developed 

which cater for: 

" Welding process selection 

" Welding fault diagnosis 

9 Welding materials selection 

These models are not however ideal for application to pipeline welding sys- 

terns. Hence they developed a system made up of the following steps: 

1. A database and a FE model: this first step dealt with obtaining the optimal 

welding parameters for each weld pass depending on a number of inputs such 

as material thickness, groove angle and on outputs such as bead geometry, 
mechanical and metallurgical outcomes. The FE analysis was carried out 

with the commercial package Sysweld and consisted of a two-dimensional 

model with temperature dependant material properties and a double el- 
lipsoid heat input source. The predicted temperature and residual stress 
distributions were used to determine the number of passes to be employed 
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2. A back propagation (BP) neural network: this model predicted the weld- 

ing parameters (current, voltage and speed) for each pass from the data 

obtained from step 1 

3. A BP neural network model for welding quality: outputs for each pass 

number from step 2 were fed in this model to predict the bead quality, 

expressed as the top and back bead heights and widths 

4. A corrective neural network (CNN) model: this computes a corrective co- 

efficient based on a number of parameters (such pipe thickness, joint angle, 

gas flow rate, arc length etc) 

The author highlights how it is not possible to train a universal neural network 

for all welding tasks and specific neural networks must be developed for each 

application. The system was implemented in a custom program which was not 

focussed on looking at distortions. Flux cored welding of 22mm thick pipe was 

carried out to verify the program experimentally. Welding parameters (including 

the pass number) to be used were calculated from the database and FE model. 

Macro-sections and tensile testing of the welds were carried out as part of the 

validation process. 

The program was deemed adequate based on the fact that quality criteria were 

not violated when using the predicted parameters. All fractures on the tensile 

testing occurred away from the weld proving that the joint was stronger than the 

base metal and that the choice of welding parameters did not affect the tensile 

strength of the specimen. The following main conclusions were drawn: 

" Integration of database, FE model and artificial neural network models can 

be carried out successfully 

9 Program was verified in producing good and strong joints 

" The program can be used for avoiding bad weld design and can be extended 
to cover other more complex cases 
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Finally, another method of simulating welding induced distortion by avoiding 

the use of numerical analysis is to use statistical models. This approach can be 

thought of as analogous to the artificial neural network one, with the difference 

that the processing layer is made up of clearly defined mathematical formulations. 

Hence the method is not as much of a "black-box" as ANN is. Murugan et al 

[2.50] developed a statistical mathematical model to predict angular distortion 

of multi-pass welds from three parameters. They gave a review of researchers 

that used statistical methods for angular distortion prediction and investigated 

various parameters, amongst which: 

" Shape of groove 

9 Degree of restraint 

9 Plate thickness 

" Weight of the electrode consumed per unit length of weld 

" Elastic pre-straining 

" Welding speed 

The above were chosen as independent controllable parameters that could be 

varied individually during the experiments. The welding speed is an important 

parameter but was not included as it can be derived from other parameters, on 

the basis that the V-groove welding volume must remain the same. A statis- 

tical method was then employed which consists of building up a design matrix 

that considers all possible combinations of the working ranges of each parameter. 
This allowed for the estimation of the linear, quadratic and two-way interactive 

effects of the process parameters on angular distortion by considering twenty ex- 

periments. The experiments were hence designed in terms of the design matrix 

and carried out randomly in order to avoid systematic errors. The design matrix 

also included five experimental runs in which all parameters were kept the same. 
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The latter still gave slight variations in angular distortion due to unknown effects 

(referred to as noise) and could be used to determine the amount of such effects. 

The angular distortion (0) is then formulated as a second order function of the 

important parameters (t8t, N8t, Ft), in the form: 

0= bo+bitt +b2Nst+b3Fst 

+ blust + b22N8 + b33F t 

+ bl2tetN8t + bistetFea + b23N8tF8t (2.11) 

A statistical software package (Quality America) was used to estimate the 

coefficients (bo to b23). Insignificant coefficients were then dropped along with 

the respective parameters to form a new and simpler mathematical model. The 

adequacy of the model was then checked by the "analysis of variance techniques" 

and by comparing predictions with experimental data. The results then show the 

relationship of angular distortion with the different parameters. It was concluded 

that the mathematical models were useful in predicting angular distortion and 

identifying the important parameters. 

The above referenced work shows an interesting approach for predicting weld- 

ing induced distortions and/or weld quality. The main drawback being that a 

great deal of experimental data is usually required. Additionally, the data must 

be specific to the case study that is to be investigated. Owing to the latter 

disadvantage, an interesting trend is to integrate these methods with numerical 

analysis to try and compensate for the deficiencies that each approach is bound 

to have. 

2.5 Investigations of Numerical Techniques 

Specialised simulation techniques are often necessary to simulate welding pro- 

cesses. Since these are not commonly used for classical structural/thermal en- 
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gineering analysis, several authors have focussed on the investigation of such 

techniques in a welding simulation framework. 

Qingyu et al [2.51 investigated the use of adaptive meshing techniques. These 

are of particular interest because of the great difference in mesh densities usu- 

ally required between localised and far-field regions of the welded structure. The 

authors point out the computational difficulty in performing three-dimensional 

analyses and how adaptive meshing techniques can help in reducing the computa- 

tional cost. They consider the motion of a relatively small, non-linear zone trav- 

eling on a larger elastic body. An imaginary boundary of 45 x 25 x 10 mm was 

considered within which the adaptive meshing technique was implemented. The 

analysis was transient so that elements falling within that box were subdivided 

in a 1: 64 ratio whilst those leaving the boundary were restored to their original 

size. Every time the mesh was subdivided, field variables were transferred to the 

newly generated nodes by extrapolation. An un-coupled thermal to structural 

simulation was carried out in order to compare the different meshing strategies. 
The adaptive meshing technique provided a 71% reduction in computational time. 

Transient variations of temperature and distortion of specific points close to and 

away from the weld were chosen to compare the two different methods. Results 

showed agreement of temperature prediction. The adaptive meshing technique 

proved to be more accurate because of the finer mesh employed. The displace- 

ments in the longitudinal direction matched well whilst those in the transverse 

direction did not correspond very well, especially in regions close to the weld. This 

was attributed to the fact that the boundary of the dense and the coarse mesh for 

the adaptive meshing technique was made to correlate only for the displacement 

field whilst the stress (which is derived from the differential of the displacement 

field) did not follow this correlation. The differences were most apparent in the 

transient domain and mismatches usually decreased with the increase of time (i. e. 

as the analyses approach a steady-state). An interesting conclusion drawn from 

the transient stress results was that the stress was observed to still be changing 
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while the temperature tended to be stable. 

Runnemalm et al [2.52] also investigated the use of adaptive meshing tech- 

niques in the context of welding simulation. They proposed a method for con- 

trolling the refinement strategy. Their work also stems from the recognition that 

simulation techniques must be computationally efficient to try and reduce the 

amount of experiments required to generate welding guidelines. The authors 

use an in-house code to enable welding simulation features such as un-coupled 

thermo-mechanical solution process, automatic mesh refinement and coarsening, 

quiet or inactive element technique (element birth and death), adoption of a cut- 

off temperature technique for the material properties, geometry-based user input 

for model definition, analysis of the microstructure evolution for hypo eutectoid 

steels and finally error indication to control the adaptive meshing, on which this 

work was focussed. An uncoupled thermo-elastic-plastic simulation was carried 

out ignoring phase change volume changes and transformation plasticity using a 

cut-off temperature of 10001C. The author references other researchers who have 

shown that linear hexahedral elements are superior to linear tetrahedral elements 

in many cases. The work presented in this paper follows on re-meshing techniques 

investigated by Lindgren with the addition of an error measuring technique in- 

troduced to control the re-meshing process. An error term is hence required for 

this approach. The error term would ideally be computed by comparing finite 

element results with exact solutions. However the latter are not available and 

the comparison was instead made with a smoothed continuous function. A total 

summation term for all elements in the old mesh is computed and this is nor- 

malised against the smoothed function. This final value was used to determine 

whether re-mesh is required. Two criteria were identified for the application of 

the global error term: 

" Equal distribution of the error term within all elements 

9 Equal distribution of the error density within the mesh 
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The element length is then related to the error term to find the optimum 

element size. Both structural and thermal fields were used to compute the error 

terms. The re-meshing process is ideally carried out automatically. However, 

a manual input is still required to specify a maximum and minimum element 

size and prevent the adaptive algorithm from creating extremely small or large 

elements in the newly generated mesh. Application of the analysis technique 

was carried out on circumferential and butt welding case studies. Temperature 

dependant material properties were used. Results showed that when using heat 

flux as the error criterion the refined mesh took an elliptical shape, different from 

the shape taken when using stress as the error criterion. The stress driven mesh 

regeneration produced considerably more elements than the heat flux driven one. 

This is due to the residual stress fields that remain in the component. Also, the 

development of the re-meshing differed for the circumferential and butt welding 

cases. 
Other authors concerned with the investigation of numerical techniques rele- 

vant to welding simulation include Ramsay [2.53] and Comlekci et al [2.54]. The 

former investigated the use of integration points, element order, mesh density 

and reactivation algorithm (amongst his conclusions was the fact that reduced 

integration elements are generally preferred and that a large number of simple 

elements are easier to use as opposed to fewer higher order elements) whilst the 

latter proposed a convenient way of quantitatively representing the out-of-plane 

deformations for experimental and computational investigations. 

2.6 Conclusions 

The above review illustrates the current practices and trends for the simulation 

of welding induced residual stresses and distortion. This is of course a large field 

of research that is constantly evolving and producing new and interesting data. 

Some authors (e. g. [2.55], [2.56], [2.57]) have compiled extensive reviews on the 

literature the research community has to offer. 
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What is important to notice is that a vast range of techniques is presented, 

which inevitably creates uncertainty as to which method to adopt. This uncer- 

tainty poses a limit on the effective use of computational methods in industry. 

Lindgren et al [2.58], [2.59] address this issue and, although the authors present a 

very useful classification of simulation strategies, they then conclude that this is 

only a first step in trying to harmonise welding simulation techniques and more 

feedback is required to achieve this. In fact, in practical applications, the choice 

of simulation technique usually depends on factors such as access to material 

data, extent of process knowledge, available equipment and computational power 

(to mention a few) rather than clear and validated guidelines. 
Hence, the present study sets out to develop and validate numerical methods 

for the prediction of residual stresses and distortions, making use of a general 

purpose finite element software. These methods will then be applied in the inves- 

tigation of industry related problems caused by distortion and residual stresses. 

The analysis will have a certain level of complexity and will include transient 

effects and thermo-elasto-plastic computations, but will also be developed with 

a limit of computational effort in mind, so that comparison with experimental 

trials on actual welded plates is still feasible. 
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Chapter 3 

Welding Induced Residual 
Stresses and Distortion 
Simulation, Theoretical 
Background 

3.1 Introduction 

Welding processes offer a wide range of engineering challenges with respect to 

control and optimisation. There are also many adverse metallurgical and struc- 

tural effects on a typical welded fabrication. The advantages of a fast and effective 

joining process are undermined by problems of induced residual stresses, distor- 

tions and susceptibility to cracking. These problems are, in general, a result of 

the extreme range of thermal loading to which the material is subjected, and are 

normally difficult to control owing to the large number of parameters affecting 

the quality and strength of a single joint. Furthermore, the wide range of physical 

phenomena involved makes analysis of the welding process complex. Neverthe- 

less, the wide application of this process has created a large knowledge base, 

which is essential in tackling its detrimental effects. The current project is aimed 

at developing simulation techniques for the prediction of welding induced residual 

stresses and distortion. The importance of developing efficient and transparent 

simulation techniques is evident from the research work presented in the previous 

chapter. Computer simulation, if adequately developed and validated, can prove 
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to be a valuable tool for the investigation of welding induced residual stresses 

and distortions. The most attractive feature is the ability to investigate different 

scenarios, that would be too expensive or impracticable to analyse by means of 

experiments only. 

The current chapter sets out to define the problem under investigation, to- 

gether with the basic notions used in the analyses presented throughout the cur- 

rent work. This includes the definition of the problem and conventions used to 

describe the out of plane distortion, some of the theory relating to the type of 

finite element analysis employed in the investigations and the algorithms used to 

carry out the numerical investigations. 

3.2 Distortion Representation 

The differential nature of the thermal loading in welding, both in space and time, 

causes structural responses that ultimately deform the structure from its original 

shape. The weld metal deposition and its subsequent solidification also contribute 

to distort the structure. The current work focussed on thin plate structures, 

mainly relevant to the shipbuilding industry. For this type of structure it is 

convenient to consider three of the welding induced deformation components, 

shown in Figure 3.1 for two rectangular plates joined by a single butt weld. 

Longitudinal and transverse contractions also take place but cause less problems 

in ship production. 

This classification allows for a simple quantification of the deformations in- 

duced by welding. Furthermore, experimental results are rarely as smooth or 

uniform as the ones shown in Figure 3.1. A smoothing procedure must hence be 

used in order to compare computational and experimental values. The smooth- 
ing algorithm presented by Comlekci [3.1], [3.2] was used throughout the current 

project. The algorithm provides a fast and convenient way of smoothing any 
distortion data which will inevitably contain noise. The smoothed data can then 

be analysed more conveniently by extracting components of out of plane, angular 
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Figure 3.1: Classification of welding induced deformations 

and longitudinal deformation and representing them with single root mean square 

values. 

3.3 Thermal Analysis 

3.3.1 Overview 

The previous chapter described current practices and trends in welding simula- 

tion. The first step in the simulation of welding induced residual stresses and 

distortion is the correct determination of the temperature transients generated 

by the welding process. Rosenthal presented analytical solutions by considering 

linear, two and three dimensional solutions of the heat flow problem. Whilst these 

solutions offer a fast and effective way of obtaining the temperature transients, 

numerical simulation was still preferred for the current project. The following 

are the main advantages thermal simulations offer over the purely analytical ap- 

proach: 

. Non linear, temperature dependent material properties can easily be applied 
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as input to standard commercial packages 

9 Non linear, temperature dependant boundary conditions can be applied to 

any part of the geometry 

" Any finite shape can be modelled, so that the heat flow can be properly 

influenced by the actual structure 

"A transient simulation can be carried out which will include start-stop and 

quasi-stationary stages of the welding process 

9 Weld metal deposition effects can be included through the use of element 

birth and death techniques (discussed later) 

The finite element analysis essentially still follows the basic heat flow equation 
(2.1). The latter is derived from the first law of thermodynamics, which applied 
to a differential control volume takes the form [3.3]: 

pc + {v}T + {L} T+ {L}T {q} =q (3.1) 

Where {L} and {v} are partial and vector operators for three dimensional 

space, p and c are density and specific heat of the material, T and t are tem- 

perature and time whilst q and q are heat generation rate per unit volume and 

heat flux. The heat generation rate can be input directly as a known value and 

will prove to be a very convenient heat input model. For the heat flux vector 

Fourier's Law is used to relate material conduction as follows: 

q=- [D]th {L} T (3,2) 

Where: 

kxx 00 
[D)th =0 kvy 0 (3.3) 

00 ktz 
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k,,., k,,,,, and kx, z are material conductivity coefficients in three dimensions 

which can be input as a function of temperature. This traditional modelling ap- 

proach accounts for the heat flow of the problem. Applied to a finite element 
framework it allows modelling of any geometry. In the current projects Ansys 

`plane 55 and `solid 70' [3.3] elements were used for two and three dimensional 

cases respectively. In the welding simulation framework the most important as- 

pects of the thermal models are the heat input and boundary conditions. 

3.3.2 Heat Input Models 

The predicted temperature field will serve as an input for the subsequent struc- 

tural analysis. The main aim of the thermal analysis presented in the current 

work is to predict the temperature field over the entire structure. Temperature 

variations within the fused zone are not of primary interest since a cut-off tech- 

nique will be used (discussed later). Hence the choice of heat input strategy must 

satisfy this criterion. 

Two heat input techniques can be conveniently implemented in the commer- 

cial finite element package used here: 

" Volumetric 

" Surface Distribution 

For the volumetric heat input methodology a value is defined for the heat gen- 

eration rate q in Equation 3.1 to a specified set of elements. This is a convenient 

modelling technique since the shape of the fusion zone can be usually obtained 
from weld run trials carried out with the same set-up. The mesh is then designed 

so that a particular set of elements represents the fused area. This is shown 

schematically in Figure 3.2 for a volumetric heat input applied at a particular 
load step. It can be seen that an assumption has to be made as to which elements 

will be considered as the fused zone. Another aspect of this assumption is the 
longitudinal length of the heat input volume chosen for any single load step. This 
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Figure 3.2: Volumetric heat input during a single time step, applied to a set of 

elements representing the fused zone 

can be taken as being equal to the assumed radius of the welding arc, but will 

also depend on the discretisation level adopted for the mesh (i. e. a multiple of 

element length in the longitudinal direction must be made as close as possible to 

twice the assumed welding radius). 

The second method assumes some kind of distribution, which usually includes 

a number of parameters that have to be adapted depending on the specific welding 

process. As shown in Chapter 2, two of the most commonly used are: 

" Gaussian (circular) 

" Double ellipsoid 

These are shown schematically in Figure 3.3 (a) and (b). The Gaussian dis- 

tribution is convenient as only one parameter is needed for modelling the heat 

input, the welding radius T. Friedman [3.4] illustrated the use of this kind of 

distribution by presenting the formulation that had already been used in earlier 

work. Taking r as the radial distance form the centre of the electrode, the heat 

flux can be described as: 
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q(r) = q'oe-core (3.4) 

Where qo and Co are constants derived by defining the total heat input of the 

welding process Q and the welding radius 'r as: 

00 
Q= 27r J q(r)rdr (3.5) 

q(F) = 0.05go (3.6) 

Which essentially means that the total heat input provided by the weld torch 

Q is the the result of the integrated function, so that 95% of the heat is kept 

within the welding radius r. Applying these criteria to Equation (3.4) yields: 

q(r) = 
3Q 

exp -3 \rJ 
(3.7) 

The above can be implemented in the finite element code by means of user 

subroutines. As the transient analysis is advanced on the structure, the position of 

each node relative to the weld head is computed and used to evaluate r. Parameter 

r is assumed for the specific welding process whilst Q is computed from the 

welding power rating of current I and voltage V. A welding efficiency parameter 

i must be introduced as not all of the energy generated by the welding power 

source will be converted to heat flowing into the plate. Hence: 

Q= rjIV (3.8) 
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The welding efficiency depends on many aspects of the actual welding process. 

These are difficult to obtain a priori, which means that an iterative method 

must be used. The maximum temperatures predicted throughout the cycle are 

compared to experimental data taken at specific points transverse to the weld line. 

If the comparison is made with data from a similar configuration, an accurate 

value for the welding efficiency can be obtained. It is sometimes convenient 

to carry out this procedure on a two-dimensional model on a plane normal to 

the welding direction in order to save on computational time, as the resulting 

welding efficiency will be similar to the one obtained by comparison with a three 

dimensional model. This is due to the fact that for most welding processes the 

resulting temperature distribution will have the largest gradients in the transverse 

direction and hence the assumption taken for the two-dimensional model of no 

heat flow in the longitudinal direction is a valid one. 
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(a) 

(b) 

Figure 3.3: Surface distribution heat input models: (a) Gaussian (circular) (b) 
Double ellipsoid 
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3.3.3 Boundary Conditions 

The next important step in setting up the thermal model is to define the bound- 

ary conditions. Conduction within the structure has been taken into account 
by defining the thermal conductivity in Equation (3.3) so that convection and 

radiation remain to be specified. 

Natural convection will be assumed to take place on the plate surfaces. Clas- 

sical free convection theory [3.5] can be used to determine the film coefficient as 

a function of temperature, which can then be applied on the relevant surfaces of 

the finite element model. The film coefficient h can be obtained from the Nusselt 

number using the following procedure. Since a temperature dependant value for 

h is desired, the following steps were repeated for a range of temperatures. For 

each case three positions must be considered to define the required temperatures: 

" The wall temperature Tv� which is the temperature of the actual plate 

" The film temperature Tr, defined below 

" The ambient temperature T1, which was taken to be 20°C for the current 
investigation 

These temperatures are related by the following: 

Tf_Tinf+Tw 
2 

(3.9) 

In the next step the Grashof Gr and Prandtl Pr numbers are computed. 
These are evaluated at the film temperature, and the following relations used: 

Gr = 9Q 
(Tw -2 ýnf) (3.10) 

V2 

Where: 
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" g: acceleration due to gravity 

" 3: the volume coefficient of expansion 

0 v: viscosity 

Values for the above with respect to temperatures are provided in [3.5] for air. 
The Prandtl Pr number is given by: 

Pr = (3.11) 
a 

Where: 

k 
a= (3.12) 

PC 

p and c being the values of density and specific heat for air at the evaluated 
temperature. Again, Pr can be obtained from [3.5] for a range of temperature 

values. Once the Grashof and Prandtl numbers have been evaluated, the following 

empirical relation is used to determine the Nusselt number Nu: 

Nu =C (GrPr)m (3.13) 

The above is a well established empirical relation that provides an adequate 

representation of free convection for a variety of cases. Values of C and m depend 

on the type of air flow developed during the heat transfer, which can be quantified 
by the range in which the product GrPr lies. Values for different flow regimes can 

be obtained from [3.5], which also take into consideration the spatial positioning 

of the plate (i. e. lower horizontal, upper horizontal or vertical surface). 

Once the Nusselt number is computed, the convection film coefficient h can 
be evaluated using: 
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Nu = 
hL 
air 

(3.14) 

Where L is a typical dimension, taken to be the ratio of the area of the plate 

to its perimeter, whilst kair is the air conductivity, again evaluated at the film 

temperature Tf. 

The film coefficient is then applied to the finite element model as a function 

of temperature. The software will automatically determine the correct value to 

apply on each element depending on the temperature for the current iteration. 

Finally, radiation effects must also be included in the thermal model. Finite 

element package Ansys provides a number of methods to analyse radiation heat 

transfer problems. Amongst them are specialised elements for computing the 

transfer of heat between points and/or surfaces and the implementation of radia- 

tion matrices [3.3] for more complex shapes. All these methods yield a non-linear 

solution which would hence require an intensely iterative approach to achieve 

converged results. Since the radiation loss primarily occurs from the rectangular 

plates to the surrounding area, a simpler method is to include radiation effects 

in the film coefficient using the following relation which embodies the classical 

Stefan-Boltzmann law: 

44 
grad = 0sbEr 7'w -` 1''inf) 

=h(T, -Ti�f) (3.15) 

Where vsb and e, are the Stefan-Boltzmann constant and the emissivity re- 
spectively. Hence, the film coefficient due to radiation h,, becomes: 

hr _0 
sbCr 

(ý'w 
-7f) 

(TwyTinf) (3.16 
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The above can then be added to the convection film coefficient to obtain a 

single value applied to the finite element model. This proved to be a convenient 

way of including convection and radiation effects in the thermal finite element 

model. 

3.4 Structural Analysis 

3.4.1 Overview 

The term structural analysis is here used to refer to the elastic-plastic phase 

of the welding simulation. As shown in Chapter 2, the thermal and structural 

parts of the analyses can be un-coupled without significant loss of accuracy. This 

is an advantage from the computational point of view, as there is no need to 

use coupled-field elements, which would otherwise require a considerable larger 

computational effort. 

It is usually convenient to use the same mesh for both models, as this allows a 

direct transfer of the thermal loads between the two models. Scripting capability 

within the software package Ansys allows the implementing of mapping processes 

that could be used to adopt different meshes for the thermal and structural anal- 

yses. This would however require a considerable amount of coding and could lead 

to problems as regards to the accuracy of the loads applied. A mapping process 

from a two dimensional thermal history to a three dimensional model was inves- 

tigated in the initial stages of the project. Results from the the two dimensional 

thermal analysis are similar to the ones of the three dimensional model, which 

however require more time to solve. As mentioned previously this is due to the 

nature of the temperature profiles associated with most welding processes and 

materials. The procedure consisted in loading the temperature profiles obtained 

from the two dimensional analysis into the three dimensional model. The cho- 

sen time intervals for the two dimensional model had to be equivalent to the 

longitudinal spacing of elements in the three dimensional model. This procedure 

turned out to be cumbersome and as it required lots of scripting to implement the 
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mapping process and to resolve any differences the meshes might have, however 

small these might be. The saving in computational time was not considerable, so 

that it was more feasible to use identical meshes for the thermal and structural 

analyses. 

Detailed discussion of the finite element formulations for structural analysis 

is beyond the scope of this text. It is sufficient to say that the finite element 

approach essentially discretises the problem so that the problem can be modelled 

in terms of a series of simultaneous equations, each containing all the required 

degrees of freedom. Un-coupling the thermal and structural parts of the welding 

simulation leaves only displacement degrees of freedom to be solved, which then 

yield strains and stresses through the following standard relation for stresses {Cr} 

and strains {e}: 

{u} = [D]{c} (3.17) 

Where [D] is the stiffness matrix and embodies the material model as regards 

stress / strain response and Poisson's ratio. {e} is the strain and is made up 

of a number of components, depending on the complexity level of the material 

model. For the elasto-plastic part of the simulation, strain rate independent non- 
linearities were included in the simulation, which led to the following components 

of strain: 

{6} _ {6e} + {Cth} + {ep} (3.18) 

Where: 

" {e, } : elastic strain 

" {eth} : thermal strain 
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" {e, } : plastic strain 

The elastic strains are derived from the elastic Young's Modulus through 

standard elastic structural analysis, whilst development of plastic strains is more 

complex and depends on the the type of material model employed. 

3.4.2 Material Models 

The plastic part of the material response could not be neglected as the tem- 

perature differences encountered in regions close to the weld are high enough to 

induce yielding in the material. Rate independent plasticity was employed for 

the elasto-plastic simulations, as this was deemed sufficient in order to capture 

the plastic effects induced by the Gas Metal Arc Welding process. Furthermore, 

this material model only required quasi static testing data to extract the required 

parameters. 

The model uses a Von Mises yield criterion, which is best suited for this class of 

material, and relates the uniaxial yield strength äy to the three principal stresses 

a1, c2 and o, 3 through the following: 

Qy .V2 [(c1 - a2)2 + (a2 - a3)2 + (QS - L71)2] (3.19) 

More conveniently expressed in terms of the coordinates stresses ox, oy, o and 

shear stresses axy, oyZ and o', z as: 

Qy = 
((Q 

- Qy)2 -I- 
(t7 - Uz)2 + (o - o. )2 +6 (Q 

y -i- Oyz + a. 2")] (3.20) 

The above equations describe the yield surfaces, within which the state of the 

material is deemed to be elastic. As the material stress-strain state reaches the 

surface boundary, the finite element code adjusts the stiffness matrix in order to 

follow strain hardening effects. It is evident that a non-linear iterative process is 
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(a) (b) 

Figure 3.4: (a) Isotropic and (b) Kinematic hardening rule for a two dimensional 
load case. Adapted from [3.3] 

required in order to adjust the stiffness matrix once the material yield point is 

reached. 

As the material is pushed beyond the yield point the yield surface expands 

in a direction normal to the surface. Alternative hardening rules were used in 

the elasto-plastic models: isotropic and kinematic. The isotropic hardening rule 

assumes a uniform expansion of the yield surface in all directions, hence keeping 

the centre of such surface unchanged. The kinematic model instead assumes a 

constant yield surface that moves in the direction of the stress vector. This is 

shown schematically in Figure 3.4. 

It was found that the two hardening rules yielded similar results, with the 

exception of regions very close to the weld line that exceed the material yield 

stress. An example is shown in figure 3.5 where the residual longitudinal stress is 

plotted for simulations using bilinear isotropic and bilinear kinematic hardening 

rules applied to the material model. Bilinear representation was preferred over 

multi-linear one as it is the simplest and hence most computationally efficient, 

whilst it still provides a very good representation of the material response as 

found through uniaxial tensile testing. 
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Figure 3.5: Comparison of fillet weld longitudinal residual stresses using bilinear 
isotropic and bilinear kinematic hardening rules 

The loads applied in the structural model are the temperatures obtained from 

the thermal analysis. These are applied as body loads and are used to compute 

the thermal strains {eth} according to the following: 

T 

eth =J ain(T)dT (3.21) 
Trej 

Where ai11(T) is the instantaneous coefficient of thermal expansion, as a func- 

tion of temperature. This was extracted directly from dilatometry tests, described 

in Chapter 5, for the required temperature range. T,, f is the reference temper- 

ature for the computation of the thermal strains. This needs to be set to room 

temperature (taken to be 20°C throughout this study) for material that does not 

reach the melting temperature throughout the simulation. For the fusion zone 

the reference temperature Tre f will instead be set to the the material's melting 

temperature following the algorithm presented in the following section. This is 
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done on the notion that the material that has been fused (melted) must have 

any strains re-set to zero as the newly formed metal starts to solidify. This im- 

plies that thermal strains for the fused zone will be computed from the melting 

temperature, taken to be 1493°C for this class of material. 

3.4.3 Implementation 

The scripting facility present in the finite element package Ansys provided a 

means of creating a tailor made model for the structural analysis. A transient 

approach was adopted for both the thermal and structural models, with the 

thermal temperature distribution input to the structural model as body loads 

which are then used in the numerical model as described above. 

Element birth and death technique was used to simulate weld metal depo- 

sition. Elements associated with the metal to be deposited are present in the 

model but are deactivated at the start of the analysis. As the temperature field 

is loaded along the plate the elements representing material deposited by the weld 

are reactivated. When an element is deactivated its contribution to the stiffness 

matrix is effectively removed as the relevant coefficients are multiplied by an ex- 

tremely low scalar factor. This is then set to 1 upon activation of the element so 

that it can be included again in the structural analysis. 

For the preliminary studies, element activation was based solely on the shape 

of the weld-preparation area. This greatly simplifies the analysis as the elements 

to be deactivated are known prior to the start of the simulation. This approach 

is however not appropriate in the following cases: 

" If the fusion zone turns out to be considerably larger than the weld prepa- 
ration area 

" If the plates are set up so that there is no weld preparation, e. g. square 
edge preparation 

In the first case there will be elements outside the deactivated set which in 
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fact are loaded beyond the melting temperature. This is an unrealistic simulation 

procedure and often leads to convergence problems. In the second case the weld 

material to be fused is initially unknown so an assumption has to be taken as to 

which elements will be deactivated/activated during the structural simulation. 

Hence, an activation strategy based solely on the shape of the weld preparation 

or on an assumed weld fusion zone was deemed inappropriate. Another approach, 

based upon post processing of the thermal results was adopted. The algorithm 

is shown in Figure 3.6. 

Starting from the solved thermal analysis the structural part can be divided 

into three sections: 

1. Element De-activation 

2. Heating Cycle 

3. Cooling cycle 

The first part is carried out prior to commencing the transient structural 

analysis. A cut-off temperature technique was adopted throughout this study. 

This is a temperature above which the material is deemed to have lost considerable 

strength, so that any thermal load equal to or greater in value can be set equal to 

the cut-off temperature value. Values of 1000°C and 1493°C were investigated in 

the initial stage of the project on the basis that the former is the value at which 

the material under investigation has lost most of its strength, whilst the latter 

value is the melting temperature and hence represents the material that has been 

fused. 

The thermal model is hence first scanned to determine the maximum tempera- 

ture reached throughout the weld cycle. If all nodes in the scanned element have 

reached the designated cut-off temperature the element is deactivated (killed), 

its material properties are set to weld metal / fusion zone values and the refer- 

ence temperature set to the cut-off temperature in order to compute the thermal 

strains eth correctly, as shown previously. 
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Once the elements have been tagged using the above procedure, the actual 

structural analysis is started in a transient fashion by loading the corresponding 

load step from the thermal analysis. for the `Heating Cycle' of the analysis (see 

Figure 3.6) numerical model is scanned for each load step to determine which 

nodes have reached values equal to or greater than the cut-off temperature. When 

this happens the corresponding element is reactivated and all of its body loads 

set to the cut-off temperature value. During this part of the simulation procedure 

care must be taken in order to ensure that any particular element is reactivated 

only if all of its volume has reached the cut-off temperature value. Failure to 

ensure such condition will almost inevitably lead to convergence problems due 

to the extreme range of temperature loading to which the numerical model is 

subjected. 

This is repeated until all elements have been activated, from which point 

the structural analysis can be continued until the structure is cooled to room 

temperature. 
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Chapter 4 

Development of 
Thermo-Elasto-Plastic Models 

4.1 Introduction 

Theoretical considerations necessary for the development of the numerical models 

have been described in the previous chapter, together with the algorithms used 

for the implementation of the simulation techniques. The present chapter deals 

with the development and validation of the numerical models, applied to two basic 

case studies for butt weld and fillet weld joint configurations. Development of the 

thermo-elasto-plastic models for these configurations is described, together with 

results and comparisons with reference experimental deformation data. These 

simple case studies allowed for a basic understanding of the effects leading to 

welding induced distortions and residual stresses. Reference experimental data 

for the main forms of deformation allowed a comparison with predictions obtained 
from the transient elasto-plastic models. 

Another objective for the development of the elasto plastic model is to allow 

comparison with other more simplified modelling techniques, developed for the 

purpose of predicting welding induced distortions in a computationally efficient 

manner [4.1]. The elasto-plastic model provides some understanding of the effects 

of simplifications adopted in the computationally efficient models, together with 
the main limitations. 
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Furthermore, different modelling strategies were investigated within the thermo- 

elasto-plastic methodology, particularly as regards to the two-dimensional models, 

as these present an attractively low computational effort compared to their three 

dimensional counterparts. Other variations in the modelling strategies included 

investigating different heat input strategies and structural boundary conditions. 

Finally, the same models that are used here for comparison with distortion data 

are then compared to experimental residual stress measurements, as discussed in 

Chapter 5. 

4.2 Butt Welding Investigation 

4.2.1 Thermal Analysis 

It has been shown that the complex heat transfer phenomena in the arc heating 

and metal transfer zone can be conveniently represented in terms of a single 

numerical heat source model in order to obtain the temperature history from a 

transient heat transfer analysis. Studies in the current project have focused on 

CMn steel plates with a thickness of 6 mm. The case study consisted of two 

500 x 250 mm plates joined by a single continuous butt weld to form a single 
500 x 500 mm sheet. 

Numerical models were constructed for both two dimensional and three di- 

mensional representations. The two dimensional models considered a strip, the 

plane of which lies normal to the welding direction. This also allowed modelling of 
half the geometry by taking advantage of the symmetry in geometry and loading. 

The finite element mesh is shown in Figure 4.1. 

Temperature dependent material properties were used for thermal conductiv- 
ity and enthalpy. The latter was used instead of specific heat in order to smooth 
the high non-linearity present in the specific heat. This can be done as the finite 

element solution sets enthalpy as the primary unknown, based on the relation 
between enthalpy H and specific heat c as a function of temperature T, r and 
density p [4-2]: 
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AN 

-----------, 

------------I 

Figure 4.1: Mesh used for the two dimensional numerical models in the butt 

welding investigation 

fH (T) pc(T)dr 

Plots of the thermal property data are given in Figures 4.2 and 4.3. A film co- 

efficient accounting for convection and radiation heat transfer modes was applied 

to the model surfaces using formulations presented in Chapter 3. The analysis 

was carried out in a transient fashion, varying the load step size in order to cap- 

ture the different temperature variation gradients exhibited at different stages of 

the heating and cooling cycles. Three different heat input models were considered 

(formulations were presented in the previous chapter): 

9 Volumetric heat input 

" Circular Gaussian surface heat input 

" Double ellipsoidal heat input 

All models embody the `thermal efficiency' approach presented in Equation 

(3.8), that is the total heat input in the numerical model is set as a function of the 
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Figure 4.2: Conductivity used in the thermal material models 
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Figure 4.3: Enthalpy used in the thermal material models 



electrical power rating noted during welding. This is a limitation on the thermal 

modelling side as some experimental knowledge must be available prior to com- 

mencing the simulation. In order to set a realistic welding efficiency, temperatures 

at specific points transverse to the weld line were compared with experimental 

data taken from thermocouple readings. The transverse positions were chosen 

to capture the region where the longitudinal residual stress exhibits a tensile to 

compressive variation, as this is the most important area with regards to the 

development of the contraction forces causing distortion. Detailed temperature 

variations in regions extremely close to the weld line and within the fusion zone 

are not of particular interest, as the strains are reset upon melting of material. 

It is however still an important requirement to match the actual fusion zone as 

this will provide a more realistic simulation when adopting the element birth and 

death technique, discussed later. The thermal analysis must hence strike a bal- 

ance between predicting the correct temperature maxima achieved at transverse 

points to the weld, and predicting the fusion zone geometry. The former aspect 

is of greater importance as regards to the correct simulation of distortions, since 

a cut-off temperature technique is adopted in the structural simulation, which 

eliminates the need for a detailed prediction of the high temperature profiles 

exhibited within the fusion zone. 

A match in temperature maxima was achieved using all three heat input 

models, applied in a two dimensional fashion. However, the best prediction of 

the fusion zone was achieved with the more complex heat input model, i. e. the 

double ellipsoidal. The circular Gauss distribution still yielded a good fusion zone 

prediction, whilst the volumetric heat input model considerably over-predicted 

the size, as shown in Figure 4.4. The double ellipsoid heat input model was hence 

the preferred choice for the two-dimensional analyses, the main disadvantage 

being the increase in the number of parameters to be defined (refer to Figure 3.3 in 

Chapter 3). It also involved a higher amount of scripting as each individual node 
had to be loaded according to its spatial position in relation to the moving heat 
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source during the transient analyses. Results for the two dimensional analysis are 

read as a series of load steps, which represent the longitudinal distances traveled 

by the heat source during the welding cycle. This is shown schematically in 

Figure 4.5. An important assumption in using a two-dimensional approach is 

the lack of heat transfer in the longitudinal direction. This turns out to be a 

good assumption as the temperature profile resulting from the three-dimensional 

models has its largest gradient in the transverse direction, showing that most of 

the heat is indeed transferred through the transverse component. 

Heat input modelling consideration varied slightly for the three-dimensional 

models. In order to keep computational time within feasible limits, mesh density 

had to be reduced and the resulting mesh is shown in Figure 4.6. This implied 

a lower number of nodes in regions close to the weld line, which in turn leads to 

a lower resolution for heat input models based on surface distributions, making 

these a less attractive option. The volumetric heat input model was hence used 

for the three dimensional thermal analyses. Prediction of the fusion zone proved 

to be better than the two dimensional counterpart, even when the heat input 

region was only based on the initial V-shape weld preparation area. This is 

due to the added heat flow in the longitudinal direction which, however small, 

reduced the size over-prediction of the two-dimensional model, making the fusion 

zone predicted size comparable to the experimental macro graphs. This is shown 

in Figure 4.7, where a temperature contour plot is plotted for a time step half 

way through the welding process. 

The resulting temperature distributions are presented in Figures 4.8 and 4.9 

where maxima and transient temperatures are plotted respectively. Maxima are 

compared to experimental data [4.1] for this particular welding set-up whilst 

temperature transients predicted by the numerical models are plotted for the 

four transverse points under consideration. The plots show how the two and 

three dimensional models yield similar results, showing that the two dimensional 

assumption of zero heat transfer in the longitudinal direction is justified. The 

Chapter 4. Development of Thermo-Elasto-Plastic Models 83 



assumption is further justified by the fact both two and three dimensional models 

matched the experimental data using an efficiency of 85%. The profile obtained 

is typical for this kind of welding process, characterised by a very steep gradient 

on approach of the heat source and a high gradient transverse to the weld line. 

Even though convection and radiation effects were included in the model, most, 

of the heat flowed through the plate by conduction. 

1 
l1)) 

(ý) 
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20 347.333 674.667 1002 1329 
183.667 511 838.333 1166 1493 

Figure 4.4: Fusion zone prediction for thermal analyses using: (a) Volumetric heat 
input model (b) Circular Gaussian heat input distribution (c) Double ellipsoidal 
heat input distribution 

Chapter 4. Development of Thermo-Elasto-Plastic Models 84 



20 347.333 674.667 1002 1329 
183.667 511 838.333 1166 1493 

Figure 4.5: Two dimensional thermal analysis results 
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Figure 4.6: Mesh used for the three-dimensional butt welding analyses 
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Figure 4.7: Three-dimensional thermal analysis for the butt welding geometry 
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4.2.2 Structural Analysis 

An un-coupled thermal to structural analysis was carried out. Un-coupling the 

thermal and structural parts is convenient from the computational point of view 

as it reduces the number of degrees of freedom present in each of the thermal 

and structural models. This can be done with little loss of accuracy for this kind 

of welding configuration, as the deformations experienced during the welding 

process will not significantly affect the flow of heat in the welded structure. The 

methodology outlined in the previous chapter was adopted, which consists of 

tailor made subroutines in order to carry out elasto-plastic analyses. The main 

uncertainty encountered in this part of the analysis was related to the criteria 

for element activation and deactivation (element birth and death) together with 

the choice of boundary conditions to represent conditions encountered during the 

experimental reference trials. The different strategies investigated are outlined 

next and compared to experimental reference data in order to determine the 

optimum simulation technique. 

The plates in the computational model were supported notionally at the four 

corners, with simple restraints in the out of plane direction in order to simulate 

the pin supports present in the experimental trials. Additional support was pro- 

vided in the experimental configuration by run-on/off tabs, which were tacked 

to the plates at the ends. Modelling of the symmetry conditions proved to be 

problematic. The fusion zone has no strength at the maximum input tempera- 

tures and the gravity loading aspect of the model had to be removed, to avoid a 

requirement to model the somewhat indeterminate restraint conditions imposed 

by the tack welded end tabs. Five different modelling approaches were tested for 

the two dimensional approach, with respect to the central boundary condition 

and element reactivation: 

A. As shown in Figure 4.10, the fusion zone elements were determined from 

the weld preparation shape. These were activated from the onset of the 
input of heat energy (labeled ̀ After Weld' in the diagram) but the central 
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symmetric boundary condition on these elements was activated only after 

cooling below 600°C. Note that symmetry was not imposed in this model 

on the small root-face area. Hence, it was assumed that the plates were not 

continuously connected in this region, which correlates with what happens 

in the practical weld tests used for comparison. The angular deformation 

resulting from the delayed imposition of symmetry in the model was much 

less than typical observations (compare first and third row of Table 4.1). 

However, the behaviour related well to the experiments in a qualitative 

sense, in that it was observed that the root areas on either side of the joints 

moved together during the welding process and were not constrained in the 

transverse direction. 

B. Figure 4.11 shows a variation on this condition, where the root area was 

assumed to be connected throughout the analysis, but other symmetry con- 
ditions were treated as in Model A. This modelling procedure yielded a 

slightly smaller positive angular displacement tabulated in Table 4.1. 

C. Figure 4.12 shows a model where the symmetric boundary condition was 

maintained throughout the thermal loading. Greater expansion of the up- 

per part of the weld fusion zone during heating generated a negative angular 

displacement and a large measure of this displacement was retained on sub- 

sequent cooling to ambient temperature leading to a final negative distor- 

tion. By contrast, overall net negative angular distortion was not observed 

in welding tests for this particular set-up. When the simulated transient 

deformations were examined at an intermediate stage of the computational 

cycle, it was clear that the symmetric boundary condition was forcing the 

centre of the weld to slide vertically during heating. The centreline of the 

plate, as a result, lifted up during the heating part of the cycle, by an 

amount much greater than noted during the experiments. Although con- 
traction of the fusion zone eventually took place during cooling, the initial 
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overshoot was too large to result in the correct net angular distortion at the 

end of the transient simulation. (Incidentally, modelling the entire plate as 

a whole i. e. without invoking symmetric boundary conditions, yielded the 

same results as the present Model C idealisation, as expected). 

D. Figure 4.13 shows yet a different approach where de-activation and sub- 

sequent re-activation of elements was based on the algorithm presented 

in the previous chapter, where the criterion is the maximum temperature 

reached during the thermal simulation rather than the configuration of the 

weld preparation shape. More specifically, all elements that were predicted 

to reach a value equal to or higher than a predefined cut-off temperature 

during the thermal simulation were deactivated at the start of the thermo- 

elasto plastic simulation and re-activated only when they reached the cut-off 

temperature. For this approach the cut-off temperature was set to 1493°C 

(approximately the liquid to solid phase transition temperature for steel) 

as this appeared to give better matching to the experimental behaviour. 

The double ellipsoid heat input distribution was used for the thermal anal- 

ysis so that the cross-section of elements reaching the cut-off temperature 

matched the fusion zone observed from the macro sections. Symmetric 

boundary conditions were maintained throughout this simulation with the 

same adverse effects observed in Model C, resulting in an angular deforma- 

tion in the opposite sense to the ones observed experimentally (Model D 

results not shown in Table 4.1 

E. Model E is yet another approach, developed in an effort to try and coun- 

teract the formation of negative angular distortion resulting from modeling 

approaches from Models C and Model D. A link element was used, as shown 
in Figure 4.14, which is set with a zero stiffness in compression, whilst a 

nominal, high, value is assigned to stiffness in tension. This effectively in- 

hibits any upwards movement of the plate, canceling the initial negative 
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angular deformations which is incorrectly simulated by Models C&D. The 

resulting angular deformation matches the reference experimental data in 

both magnitude and direction (see Table 4.1 rows 1 and 5). The attrac- 

tive feature of this model is that the element deactivation strategy is derived 

from the thermal analysis using the double ellipsoid heat input distribution, 

and hence matches the fusion zone observed in the experimental data. 

The above two dimensional modelling techniques are of interest from the com- 

putational effort point of view, as they only require a fraction of the time required 

by their three-dimensional counterparts, whilst still embodying the same level of 

complexity as regards material models. The plane strain assumption adopted for 

the simulation, however, means that the plate is assumed to be infinitely long 

and clamped at the longitudinal ends. This is not in line with the reference ex- 

perimental data where the plates are of finite length and only supported under 

their own weight by four pins close to the corners. The constraint imposed by 

the run on/off tabs is also impossible to model directly using the two dimensional 

models so that the modifications presented above had to be adopted in order to 

obtain deformation results in line with the experimental data. 

Problems relating to the boundary conditions are considerably diminished 

when adopting a three dimensional approach. Another improvement is the added 

information as regards to the longitudinal curvature results, which are of consider- 

able practical interest. The cases considered using three dimensional models were 

again based on full temperature dependent, elasto-plastic modelling, which im- 

plies a substantial penalty in terms of computational time. The two-dimensional 

models consisted of 524 4-node ANSYS solid element (plane 42) [4.3], whilst 

the three-dimensional models consisted of 12400 8-node ANSYS solid elements 
(solid ßj5). 

Delayed imposition of a symmetric boundary condition could not be implo- 

mented in the three-dimensional models, as it is incompatible with incremental 

travel of the heat source providing the transient thermal input. As with the 2D 
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Figure 4.11: Butt welding investigation Model B 

Before Weld 

symmetric u. L. on wnoie Symmetry Line 
Throughout Simulation 

After Weld 

Figure 4.12: Butt welding investigation Model C 
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Figure 4.13: Butt welding investigation Model D 
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Figure 4.14: Butt welding investigation Model E 
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analyses, birth and death elements were used to improve simulation of weld mate- 

rial deposition. Due to the highly non-linear nature of the simulations (non-linear 

material properties and geometry) and the wide range of temperature loading, 

non-convergence problems were encountered. These were dealt with by adjusting: 

" Mesh density to reach a suitable compromise between element size and 

computational time 

9 Time intervals for load-steps 

" The criterion for re-activation of the weld pool elements as the transient 

temperature field advanced along the plate. The aim was to make sure 

that elements were not re-activated until the entire element volume reached 

temperatures equal to or higher than the cut-off temperature 

The last point is of particular importance in ensuring convergence of the 

structural simulations. Numerical instability can inadvertently be induced by 

not setting the activation criteria correctly. This consideration is also heavily 

influenced by the limitation in mesh density present in the three-dimensional fi- 

nite element model: as the high temperature profile is passed over the structural 

mesh, the high gradients can easily lead to a situation where parts of a single 

element have reached and/or exceeded the cut-off temperature, leaving the re- 

maining element volume still below the limit. Activating an element in such a 

state would mean applying an unrealistic or incorrect thermal strain, which would 
in turn lead to un-convergence or flawed results. Hence the importance of careful 
implementation of the reactivation strategy, 

Three modelling strategies were investigated for the three dimensional simu- 
lations: 

F. The symmetric boundary condition was applied in the root face area only, as 

shown in Figure 4.15, and weld activation was based on weld preparation 

shape only. The correct pattern of deformation was obtained from this 
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model, but the computed angular deformation and longitudinal curvature 

were much greater than the experimental benchmarks (See Table 4.1). 

G. Figure 4.16 shows the case where the symmetric boundary condition was 

applied across the whole thickness (3D version of 2D Model C). The re- 

suiting angular deformations took place in a similar sense to model C, i. e. 

showing negative final curvature and hence not matching the experimental 

data. 

H. Model H is the three-dimensional analogue of the two-dimensional Model 

D, as the same strategy was used for the activation and deactivation of 

elements: all elements observed to reach a value equal to or higher than a 

predefined cut-off temperature during the thermal simulation were deacti- 

vated at the start of the thermo-elastoplastic simulation and re-activated 

only when they reached the cut-off temperature. Similarly to model D, the 

cut-off temperature was set to 1493°C and symmetry boundary conditions 

were maintained throughout this simulation across the whole thickness, as 

shown in Figure 4.17. Compared to the other three-dimensional models F 

and G, this approach gave better results for angular distortion (see Table 

4.1). The resulting longitudinal curvature was similar to the other elasto- 

plastic models but rather greater than the experimental data. 

Models F& 11 yielded the correct mode of deformation, but the best of the 

three dimensional models was deemed to be Model ii (as is Model D for the two- 

dimensional set). This is because the element birth and death strategy presented 

in Chapter 3 was adopted, which is representative of the actual fusion zone rather 

than on the weld preparation area. This is shown in Figure 4.18, where the 

region exceeding the cut off temperature (and hence the one to be used in the 

activation / de-activation algorithm) is shown for a single load step. Distortion 

values were also relatively close to the experimental benchmark for this model. 

Quantitative values for angular and longitudinal distortions are tabulated in 
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Table 4.1. Results are compared to reference experimental data and to a simplified 

method presented by Camilleri [4.1], described in Chapter 2, comprising of two 

algorithms, namely the `Thermal Contraction Strain (TCS)' algorithm for com- 

puting the angular deformation and the `Mismatched Thermal Strain (MTS)' for 

determining the longitudinal contraction. These algorithms only require a single 

elastic finite element analysis and are hence very attractive from the computa- 

tional point of view. Results show the deformation values obtained by applying 

the algorithms to a three dimensional finite element model with all parameters 

set equal to the thermo-elasto-plastic models, in order to allow direct comparison. 

It can be seen that best comparison was achieved with Models D&H for 

the two-dimensional and three-dimensional models respectively. These will hence 

be used to illustrate the effects of distortion and residual stresses. Contour plots 

for transient and residual temperature, out of plane deformation and longitudinal 

residual stress are shown in Figures 4.19 to 4.22. Gravity loading was not included 

as the plates were relatively small. The transient results show an immediate 

development of the angular deformation in a V-shape. This is in exact agreement 

with the the reference experimental data ('1.1]. At this point the longitudinal 

residual stresses are still very localised and primarily caused by the restraint 

imposed by the surrounding material which is still relatively cold. As the heat 

source reaches the end of the plate (Figure 4.20), angular deformations are still 

predominant at the heat source position whilst the trailing edges start to cool, 

contract and develop the longitudinal stress profile that will be present in the 

residual / final state. 

Figure 4.21 shows a load step in which the plate has cooled to a state where 

most of the material is gaining considerable strength. At this stage the lon- 

gitudinal contraction forces come into play and start to bend the plate in the 

longitudinal direction until it assumes the final residual shape shown in Figure 

4.22. Final longitudinal and transverse residual stresses are shown in Figures 4.23 

and 4.24 respectively, taken for a transverse slice half way along the longitudinal 
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length and at the plate mid-thickness. A plot showing the variation of longitu- 

dinal and transverse residual stress over the entire plate is shown in Figures 4.25 

and 4.26 respectively. 

Figure 4.15: Butt welding investigation Model F 
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Figure 4.16: Butt welding investigation Model G 

plane of symmetry 

Figure 4.17: Butt welding investigation Model H 
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Figure 4.18: Region over which element birth and death criterion is applied for 
the three dimensional butt welding investigation 

Model I. D. / 
Data Source 

Average Angular 
Deformation 

(degrees) 

Average 
Curvature (m-1) 

Computational 
Ratio 

Experimental 
Data 

1.73 -0.0864 n/a 

TCS and MTS 
Algorithm 

1.82 -0.0604 1 

2D Model A 0.732 n/a 0.6 
2D Model B 0.911 n/a 0.6 
2D Model E 1.85 n/a 0.7 
3D Model F 4.79 -0.108 225 
3D Model H 1.84 -0.124 225 

Table 4.1: Comparison of average deformation values and computational effort 
for the butt welding investigation 
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Figure 4.19: Transient response for the butt welding case: initial heating. Top: 
temperature distribution. Middle: out of plane deformation (graphical representa- 
tion amplified by a factor of 10). Bottom: longitudinal stress 
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Figure 4.20: Transient response for the butt welding case: subsequent heating. 
Top: temperature distribution. Middle: out of plane deformation (graphical rep- 
resentation amplified by a factor of 10). Bottom: longitudinal stress 
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Figure 4.21: Transient response for the butt welding case: cooling. Top: tem- 
perature distribution. Middle: out of plane deformation (graphical representation 
amplified by a factor of 10). Bottom: longitudinal stress 
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Figure 4.22: Transient response for the butt welding case: final cooling. Top: 
temperature distribution. Middle: out of plane deformation (graphical representa- 
tion amplified by a factor of 10) Bottom: longitudinal stress 
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4.3 Fillet Welding Investigation 

4.3.1 Thermal Analysis 

The second set of simulations carried out to develop the thermo-elasto-plastic 

models dealt with a fillet welded stiffener assembly. Experimental data from 

(4.1] was again used as reference for the distortion prediction validation. The 

set-up consisted of a single 150 mm high stiffener attached to a 500 x 500 mm 

plate by means of two single fillet welds carried out sequentially, in opposite 

directions, with enough time allowed for cooling to room temperature between 

the two welds. The geometry is shown in Figure 4.27 together with the mesh used 

in the numerical analyses. An un-coupled approach was again used in which a 

thermal analysis was first carried out to obtain the temperature transients, used 

as input for the elasto-plastic structural simulation. 

The fillet welding arrangement is considerably different from the butt weld 

arrangement. The welding gun has to be placed at an angle meaning that the 

heat transfer pattern and the formation of the fusion zone will vary considerably 

from the butt welding arrangement considered previously. The surface heat input 

distribution needs some form of modification in order to cater for the different 

heat source distribution. As the butt welding three dimensional models proved 

successful with a volumetric heat input, the same strategy was used for the ther- 

mal input in the fillet welding numerical models. In order to improve the fusion 

zone prediction, the heat input area / volume (for two and three dimensional 

models respectively) was based on the fusion zone obtained from macrographs of 

the reference experimental runs. The resulting heat input area (or volume in the 

case of 3D) is highlighted in the mesh shown in Figure 4.27. 

An interesting feature that had to be considered for this geometry is the 

thermal discontinuity present between the stiffener and the plate, which creates 

uncertainty as to the modelling strategy to be adopted at the boundary. Three 

main approaches were considered when developing the thermal models: 
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" Merge the nodes so as to assume full heat transfer between the stiffener and 

the plate 

" Use link elements as shown in Figure 4.28 to control the amount of heat 

transfer expected at the junction 

" Leave the nodes unmerged with the assumption that no heat transfer occurs 

between the two surfaces 

The thermal properties of the link element can be changed to effectively con- 

trol the amount of heat being transferred between the stiffener and the plate. 

This approach, however, adds to the number of unknown parameters in the anal- 

ysis and hence to its complexity. Furthermore, macrographs obtained from the 

reference experimental data clearly showed that a thermal barrier exists at the 

junction. For this reason the approach with the unmerged nodes was deemed 

satisfactory and used in the final analyses. 
Welding efficiency was again determined by comparison with maximum tem- 

peratures reached throughout the welding cycle in the reference experimental 
data. Figure 4.29 shows the location and labeling of the points under consider- 

ation, for which the maximum temperature predictions are compared in Figures 

4.30 and 4.31 for weld runs 1 and 2 respectively. Two and three dimensional 

models were considered as the former are very attractive from the computational 

point of view. As for the butt welding case study the resulting temperature pro- 
file finds its largest gradient in the transverse direction, so that the two and three 

dimensional simulations yield similar results, as can be seen in Figures 4.30 and 
4.31 for the first and second weld runs respectively. The graphs show a very good 

match using an efficiency of 70 % for the first weld run. The second weld run 

showed a greater discrepancy for some of the points, which were however still 

within acceptable limits, using an efficiency of 85 %. Fusion zone predictions are 

shown in Figure 4.32 for the two dimensional simulations. A very good match was 

obtained for weld run 1, given the fact that the heat input region was based on fu- 
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sion zones taken from macrographs. The fusion zone size for weld run 2 is slightly 

over-predicted but nevertheless follows the pattern observed in the macrographs. 

The slight over-prediction shows that there is indeed some heat transfer across 

the gap between the stiffener and the plate. The effect of the thermal barrier can 

be seen in the discontinuity present in both temperature patterns. A plot of the 

three dimensional temperature prediction at an intermediate load step in shown 

in Figure 4.33. 
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Figure 4.28: Use of link element to simulate thermal barrier in fillet welding 
investigation (mesh distorted in the detailed view for clarity) 

Chapter 4. Development of Thermo-Elasto-Plastic Models 109 



rn 00 

ww SZ 

-um 

ww OZ 

WW SE 

13 

rn 

ww SZ 

ww OZ 

E 
EE 

EEN 
M 

E 
EE 

N 

00 E 
NE 

00 
M 

N Cl 

E 
E 
00 
M 

E 
E 

00 
N 

E 
M E 

0 E 
E 

00 
N 

ö 
.ý 
ev 

aý 
ý_ 
ao 

Nb 

ýä 

ü 

cd 

ce 

E 

L) U 
C". 

Fw 

O 
bD 

cd 

cd 

U 
E 

ILI 

ö 

Q) 
H 

a) 

OQ 

Chapter 4. Development of Thermo-Elasto-Plastic Models 110 



350 --- 

330 

310 - 

v_ 290 

270 

E 250 

E 230- 
E 

210 

190 

170 --- 

150 
0123456789 10 

Thermocouple No. 

LA Experimental - 2D - 3D 

Figure 4.30: Comparison of temperature maxima for weld run 1 of the fillet 

welding investigation 

39U 

370 

350 

,.., 
330 

d 310 

ß290 
m a 
E 270 
H 
E 250 

230 
ýo 

210 --___- 

190 

170 

150- 
0123456789 10 

Thermocouple No. 

A Experimental - 2D - 3D 

Figure 4.31: Comparison of temperature maxima for weld run 2 of the fillet 
welding investigation 

Chapter 4. Development of Thermo-Elasto-Plastic Models 111 



AN 

)hS 

Weld Run 1 Weld Run 2 

1x 
20 347.333 674.667 1002 1329 

183.887 511 838.333 1166 1493 
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Figure 4.33: Three dimensional thermal analysis for the fillet welding investiga- 
tion 
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4.3.2 Structural Analysis 

The plates were supported under their own weight at the four corners, meaning 

that a two dimensional modelling technique was again not entirely representative 

of the constraints present in the experimental trials. Two and three dimensional 

structural models were hence considered, even though the former again required 

special considerations in order to obtain the same mode of deformation observed 

in the reference experimental data. The two dimensional elasto plastic analysis 

carried out using the methodology presented in Chapter 3 yielded the wrong mode 

of deformation, analogous to Models C&D for the butt welding case studies. 

Expansion in the heating part of the cycle was not restrained in any way in the 

two dimensional numerical model so that the plate was free to move upwards, 

contrary to what happens in the experimental trials, where the surrounding cold 

material (kept in place by run on/off tabs) effectively inhibits such deformation. 

Although contraction occurs during the cooling cycle, it was still not sufficient to 

produce the final positive angular distortion. 

Following the above considerations, the two dimensional structural models 

were re-built using the modelling technique presented in Model E for the butt 

welding case study. A link element having stiffness in tension loading only was 

placed at the centre of the plate, on the underside, in order to inhibit any upward 

movement, in an attempt to simulate the undeterminate effects of the surrounding 

cold material ahead of the weld. This produced angular deformation in line 

with the experimental reference data with a slightly lower magnitude (0.7052 

degrees compared to the experimental value of 1.11 degrees for weld run 1). Even 

though this prediction is satisfactory, it is slightly artificial and the presence of the 

stiffener in this case study makes longitudinal effects of particular interest. The 

two dimensional model was therefore set aside in favour of the three dimensional, 

where the full effect of longitudinal restraints could be modelled. 
As for the two dimensional analyses, material properties were kept the same 

as for the butt welding investigation. Differences in shape for the fusion zones 
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of the two weld runs were included, meaning that the numerical models could 

not take advantage of symmetry. Material deactivation was based on the same 

algorithms, hence making it equivalent to Model H for the butt welding case 

study. The models were more computationally intensive as the whole structure 
had to be included due to the non-symmetric nature of the case study, together 

with the requirement to include all the transient steps required for heating and 

cooling of each weld run. 

Transient distortion and longitudinal stress results are shown in Figures 4.34 

to 4.37. A similar pattern to the butt welding investigation was observed in the 

initial phases, as angular deformation is formed upon passage of the high heat 

source. The initial localised stresses are also similar to the butt welding case 

where the cold surrounding material acts as the primary restraint to form the 

stresses. As the heat source is passed along the plate, the angular deformation 

continues, predominantly at the heat source current position. The main difference 

from the butt welding case is found in the final stages when the longitudinal 

deformation starts to form. The mechanisms driving the longitudinal distortion 

are the same, but the structural presence of the stiffener inhibits most of the 

effect on curvature so that a very small longitudinal curvature is formed in the 

final residual state. The above transient response matched that observed in the 

experimental reference data, for both initial and final stages. A match was also 

obtained for the prediction of the non-symmetric out of plane deformation: the 

end where the largest negative distortion is observed was the one coinciding with 

the final (second) weld run, as observed in the experiments. 

Figures 4.38 and 4.39 show plots for the residual longitudinal and transverse 

stress halfway along the plate, through mid-thickness. The main profile for the 

longitudinal stress is similar to the butt welding case study, characterised by a 
large central tensile residual stress which quickly turns negative moving away 
from the weld line. Residual states for both weld runs are plotted. An interesting 

feature is the asymmetric nature of the residual stress profile due to the first weld- 
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run only. This can be explained in terms of the temperature profile, which is 

also affected by the thermal barrier at the stiffener/plate junction, and causes 

the un-symmetric stress pattern. The final residual stress profile shows how the 

same thing happens in the second weld run, yielding a fairly symmetric final 

residual stress profile. The transverse residual stress profile shows stress values 

well below those of the longitudinal counterpart. Again, a bias towards the side 

corresponding to the first run can be seen in the plot, which is counteracted by 

the second weld run to form a symmetric residual stress pattern. Plots for the 

longitudinal residual stresses over the entire plate are shown in Figures 4.40 and 

4.41 for the longitudinal and transverse components respectively. 
A more quantitative comparison is shown in Table 4.2 where RMS deformation 

predictions for the best numerical model (i. e. the three dimensional one) are com- 

pared with reference experimental data and the simplified algorithm presented 

in [4.1]. A good match was obtained for out of plane and angular deformation, 

whilst longitudinal curvatures were very small, due to the presence of the stiffener, 

and are not tabulated. 
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tion amplified by a factor of 10). Bottom: longitudinal stress 
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Figure 4.35: Transient response for the fillet welding case: subsequent heating. 
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temperature distribution. Middle: out of plane deformation (graphical representa- 
tion amplified by a factor of 10) Bottom: longitudinal stress 

Chapter 4. Development of Thermo-Elasto-Plastic Models 119 

llýl 
-. 453.09 -. 221I. 09 

. 49M. 08 . 3219.09 
. 5921.09 

-. 357!. 09 -. esýe. ae . 19Y. a9 
. ýs5c. os . 117[. 09 



600 

500 

400 

300 

200 
fA d 
y 100 

0 

-100 

-200 
-250 -200 -150 -100 -50 0 50 100 150 200 250 

Transverse Distance to Weld (mm) 

-Weld Run 1 -Weld Runs 1&2 

Figure 4.38: Longitudinal residual stresses for the three dimensional fillet welding 

simulations 

90 

80 

70 --- 

ýI A 

60 
S 

50 

U) U) 40 

30 

20 

10 _ 

0 

-250 -200 -150 -100 -50 0 50 100 150 200 250 

Transverse Distance to Weld (mm) 

-Weld Run 1 -Weld Runs 1& 21 

Figure 4.39: Transverse residual stresses for three dimensional fillet welding sim- 
ulations 

Chapter 4. Development of Thermo-Elasto-Plastic Models 120 



600 

500 

400- 

13 300 
d 

10 

200, 

100, 

V1 0 

-100 

-200 
500 

400 
-100 300 

0 
200 

100 

Transverse Distance to Weld (mm) 100 200 
0 

Longitudinal Distance along Weld (mm) 

Figure 4.40: Longitudinal residual stress over the entire plate for the fillet welding 
investigation 

I:. 100- 

0- 

-100, a 
-200- 

AA 
-300 

-400 

_500 

-200 
500 

400 
1ý 

300 
0 

100 
200 

Transverse Distance to Weld (mm) 
200 100 

Longitudinal Distance along Weld (mm) 
0 

Figure 4.41: Transverse residual stress over the entire plate for the fillet welding 
investigation 

Chapter 4. Development of Thermo-Elasto-Plastic Models 121 



Data Source RMS Out of Plane RMS Angular Computational 
Deformation Deformation Ratio 

(mm) (degrees) 
Experimental 2.74 1.11 n/a 
Data 
Simplified Algo- 2.25 0.886 1 
rithm 
Thermo-Elasto- 2.85 1.24 1080 
Plastic Models 

Table 4.2: Comparison of deformation RMS values and computational effort for 
the fillet welding investigation 

4.4 Conclusions 

Thermo-elasto-plastic models were developed using two simple case studies of butt 

welded and fillet welded plates. These were validated against reference experi- 

mental distortion data and compared to a more simplified approach developed 

by Camilleri [4.11, illustrated in Chapter 2. The latter involved a comparison 

with results obtained using the TCS and MTS algorithms, in an attempt to fur- 

ther validate these simplified techniques, and establish a criteria for the use of 

the different numerical methods based on the level of complexity required in the 

results. 

The simplified method aimed at reducing the elasto-plastic analysis to one sin- 

gle elastic load step comprising of the TCS and MTS algorithms, which cater for 

the transverse and longitudinal contractions respectively. This is done in an effort 

to create the most computationally efficient approach. This method leads to a 

complete decoupling of the longitudinal and transverse deformation mechanisms. 

The transient aspect is also removed, with one of the assumptions being that 

these mechanisms occur simultaneously. As was shown in Tables 4.1 and 4.2, the 

algorithms are successful, both compared to experimental data and to the elasto- 

plastic models, which require a considerably larger computational effort. This 

demonstrates the validity of the assumptions and simplifications adopted in the 

approach. This is particularly true for mechanisms driving longitudinal effects 
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(MTS algorithm). The simplified approach as regards to the transverse contrac- 

tion (TCS algorithm) is however more basic and hence requires more considera- 

tions in order to achieve satisfactory results. The thermo-elasto-plastic modelling 

technique is hence more suited to achieve correct angular distortion predictions, 

which are usually of significant interest in most fabrication procedures. 

In general, good comparisons were obtained for all thermo-elasto-plastic mod- 

els, compared to both experimental and simplified method data, together with 

a clear indication of the best modelling approaches to be adopted for distortion 

prediction. Whilst the simplified approach provides a fast and attractive way of 

predicting welding induced distortions, the thermo-elasto-plastic models must be 

used when the following analysis features are required: 

9 Temperature dependant material properties 

. Effects of phase changes 

. Plastic response of the material 

" Transient aspect 

" Constraint on angular contraction, either from clamps or 3D action 

All these simulation features considerably extent the computational require- 

ments of the thermo-elastic-plastic models. Some aspects of the results can how- 

ever only be obtain through the full elasto-plastic models, namely: the induced 

stresses and the transient deformations, including any instability or buckling that 

might occur during the welding process. 
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Chapter 5 

Experimental 
Techniques 

5.1 Introduction 

Measurement 

The previous chapter has described development and application of the simulation 

methodology on simple cases of butt and fillet welding. The results were compared 

with experimental data relating to temperature and distortions. Whilst these 

are of great importance for the validation of the numerical models, it is also of 

interest to compare the model predictions against measurements of residual stress. 

This further validation is of particular value as the transient elasto-plastic finite 

element models provide a picture of the induced stresses for both the transient 

and residual states. 

A number of techniques exist for the measurement of residual stress in struc- 
tures and their application extends beyond welding induced stresses. It is gen- 

erally of interest to understand both qualitatively and quantitatively the nature 

of stresses induced by manufacturing processes, both for cases where they are 

beneficial or where they are detrimental. 

The hole drilling method was adopted in the current investigation for simple 

cases of butt and fillet welding in order to compare with results obtained from the 

thermo-elasto-plastic models. This served as a validation for the finite element 
analyses, especially with regards to the adequacy of the complexity level adopted 
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in the material model. 

The final set of experimental measurements presented here deals with the 

evaluation of the coefficient of thermal expansion of the material and the uniaxial 

stress-strain response. These are not measurements taken for validation purposes, 
but represent a crucial set of input parameters for the correct application of the 

numerical models. 

5.2 Residual Stress Measurement Technique 

5.2.1 Introduction 

Residual stresses are stresses that exist in a structure which is not subject to 

external forces. They are hence self equilibrating and are usually induced in 

the structure by some kind of manufacturing process. Classification of residual 

stresses is closely related to the distance, or characteristic length, over which the 

stresses equilibrate, and hence to the spatial resolution being investigated. These 

are classified in the following three categories [5.1]: 

" Type I stresses ar: the characteristic length is comparable to the structure's 

dimensions 

" Type II stresses Qjj: the characteristic length is comparable to the grain 

size 

" Type III stresses o ji j: the characteristic length is less than the grain's 

dimension 

These are shown schematically in Figure 5.1 where a hypothetical variation 

of stress is plotted against distance at a microscopic scale such that variations 

within grains and from grain to grain are noticeable. It is clear how Type II 

and III stresses are closely linked to the material microstructure and include 

effects such as differences in properties for different grain orientations, effects of 
dislocations etc. Even though Type II and III stresses balance out over regions in 
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Figure 5.1: Classification of residual stresses based on characteristic length 

the order of magnitude equal to the grain size, they might still carry cumulative 

effects in regions of larger size up to the phase boundary. This can be seen by 

considering the Type II stress in the longitudinal direction ax, rr split up for phase 

related components (crl, Ii) and (Q2, II). Integrated over the sampling area A the 

following relation holds (adapted from Withers et al [5.2]): 

ý, rrdA 0=j 

c 
, jjdA, +I a 

, jjdA, 
Al 2 

= fA (al, H) `f' (1 - . 
fA) (02,11 ý5.1) 

Where fA, (1 - fA) are the area fractions Ä and Ä over which the different 

stresses act. It can be seen how, even though Type II stresses must balance over 

the small grain size characteristic length, their effects carry a cumulative value 
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within the sampling area, which essentially is a background residual stress due to 

that particular phase. It is hence important to understand whether the residual 

stress measurement sampling area is large enough so that Type II and III still 

average to zero. Material removal techniques (such as the hole-drilling method) 

remove macroscopically sized regions so that the reading would reflect Type I 

stresses only. This is convenient in the current project as Type I stresses are 

of most interest. These are the stresses that induce the contraction forces and 

trigger the welding induced deformations. 

There are several residual stress measurement techniques, ranging from non 

destructive techniques such as neutron diffraction and magnetic methods, to other 

destructive (or partially destructive) techniques such as hole-drilling and section- 

ing methods. The choice of measurement technique depends on a number of 

factors, the most noteworthy are: 

9 Feasibility to carry out destructive or non-destructive measurements 

9 Sample size and shape 

" Resolution required for the measured residual stress 

For the current investigation, the hole-drilling method proved to be an ad- 

equate choice, as destructive tests could be carried out on the welded samples. 

Furthermore, the size and shape of the test pieces did not pose any problems 

for the use of residual stress measurement apparatus and the spatial resolution 

offered by this method was deemed to be adequate. 

5.2.2 Apparatus & Procedure 

The hole-drilling method consists of removing material by means of a stress free 

process such as an abrasive stream of air and powder. It is important to use 

such a stress free process as other more conventional cutting processes can induce 

further residual stresses that would invalidate the readings. The combination of 
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material removal and residual stresses originally present in the structure causes 

relaxation around the drilled hole. Measurements taken by means of strain gauges 

are then used to calculate the residual stress originally present. As will be shown 

in the following sections, the position at which the relaxing strains are measured 

is critical for the correct determination of the residual stresses. For this reason 

specialised strain gauges (Vishay 062UL) were used, which have the three nec- 

essary strain gauges laid out on a single sheet together with markings for the 

hole's position. These are shown in Figure 5.2. Each strain gauge was wired in 

a quarter-bridge fashion as they each carried independent strain values, with a 

three wire arrangement to compensate for wire-length effects. A standard strain 

gauge rosette for residual stress measurements (model CEA-06-062UL-120 from 

Vishay) and a balancing / measurement device was used in order to measure the 

three strain values for each drilled depth. 

The apparatus used is shown schematically in Figure 5.3 and consists of: 

9A fixture to keep the rotating cutting head firmly in place 

"A rotating cutting head through which air and abrasive powder are mixed 

to create a cutting stream 

" Optical measurement equipment (not shown in the diagram) used for align- 

ment and measurement of the drilled hole and placed in the position to be 

occupied by the rotating cutting head 

" Air compressor and powder mixer (not shown in the diagram) 

As will be shown in the following sections, the hole diameter is of great im- 

portance in the calculation of the residual stresses from the strain gauge data. 

Whilst the aim is not to achieve a specific value, it is important that the resulting 
hole dimensions fall within certain limits (which are still very small) since cor- 

rect relaxation of the stresses will only be achieved within these limits. This is 
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also due to the fact that calculation of the residual stresses is based on calibra- 
tion data obtained from the literature and this naturally only lies within certain 

boundaries. 

The stream of abrasive powder and air is of a smaller diameter than the re- 

quired final hole diameter. The drilled hole is hence obtained by the rotation of 

the cutting head. This leaves excess material at the hole centre, which however 

does not impinge on the surrounding material relaxation and hence on the re- 

sults (see Figure 5.4). The hole diameter can hence be controlled by two main 

parameters: 

" The offset of the rotating head from the hole axis 

" The width of the air powder jet at the plate surface 

The first can be mechanically set on the drill head and was kept constant 
throughout the experiments. The width of the air powder jet is on the other 

hand readily changed by adjusting the height between the nozzle and the plate 

surface. The apparatus manual suggests a height of 1.5mm but it was found that 

setting the height to this value did not yield satisfactory results. A calibration 

procedure had to be employed by varying the height of the nozzle until a hole 

diameter was obtained within the required limits. The variation of height with 

hole diameter was highly non linear due to large variation in the flow diameter 

as it exits the nozzle. 

Accuracy of the positioning and measurement of the hole is critical to achieve 

correct results. For this reason optical equipment was used for alignment and 

measurement. The equipment is tailor-made to fit in the fixture so that, once 

aligned, the cutting head will occupy the same position. The optical device had 

cross-hairs embedded in the viewfinder for alignment purposes, the view being 

magnified by a factor of 3.44. Measurements in the plate surface plane were 

accomplished by a moving cross-hair positioned by means of a micrometer-screw- 

gauge thimble and ratchet knob fitted in the optical device. A vernier scale 
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Figure 5.2: Strain gauge set-up for the hole-drilling measurements 
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Figure 5.4: Schematic representation of a typical section obtained with the ro- 
tating cutting head 

allowed measurements with a resolution of 0.01mm. Measurements in the normal 

direction from the surface (i. e. for the hole depth) were taken by focussing the 

image of the plate on the optical device. The thimble for focus adjustment also 

had a vernier scale so that, starting off with a zero reading focussed on the plate 

surface before drilling, the depth could be read off the scale by re-focussing on 

the newly formed surface at the bottom of the hole. 

The following experimental procedure was adopted: 

1. Prepare the surface at the points of interest and apply strain gauge rosettes 
(complete with wiring for simultaneously measuring the three strains in 

each rosette) 

2. Align the head onto plate by means of the optical measurement equipment 

3. Take the height reading with the optical device focussed onto the plate (this 

would serve as the hole depth zero reading) 

4. Measure the strains prior to any material removal in order to determine the 

initial strain state 

5. Replace the optical head with the drilling head 
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6. Remove a thin layer of material 

7. Measure the change in strain 

8. Repeat the last two steps up to a depth where material relaxation is com- 

plete and no more changes in strain are noticeable 

The amount of material to be removed in step 6 is critical. On one hand 

enough material has to be removed in order to obtain a noticeable change in 

strain, on the other the depth should not be too much as this will reduce the 

total number of readings to be taken. This is because the total depth of the hole 

is limited due to the fact that the material relaxation reaches a plateau. 

Preparation of the surface is carried out with the standard procedure for strain 

gauges with careful consideration as to not induce any stresses in the material, 

which would obviously affect the final result. For this reason the surfaces were 

ground and polished by hand until a satisfactory surface finish (close to mirror 

surface) was achieved. 

5.2.3 Calculation Theory 

An understanding of the theory underlying the material relaxation around the 

drilled hole is essential in order to understand how the recorded data is used 

to calculate residual stresses. Detailed discussion on theory and calculation us- 

ing different measurement techniques is presented in [5.3]. The following is a 

discussion relating to the methods used for the current investigation. 

In the first instance an idealised case must be considered, for which the stresses 

around the hole can be described by the measured strains according to the ge- 

ometrical configuration of the gauges. A through hole is considered for which a 

standard ASTM type clockwise hole drilling strain gauge rosette is used. The 

strain around the hole e can be expressed in terms of the maximum a,,,,,., and 

minimum Amin residual stresses using the following relation: 
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c= (Qmax + Amin) A'i' ýQmax 
' Qminý . 

cos 20 (5.2) 

Where 0 is the angular position of the strain gauges and A and B are calibra- 

tion coefficients. For an idealised measurement at an infinitesimal small point, 

the coefficients take on the following form: 

A' 
12E ( 

r) 
(5.3) 

B_ 1 +v 4 (7'2(r4] (5.4) 
2E 

[Y-+v 

rl r/ 

Where r is the radial position, ra the hole radius and E and v elastic properties 

of Young's Modulus and Poisson's ratio respectively. The above relation cannot 

however be used in practice, as the size of the strain gauge must be taken into 

consideration. Furthermore, the drilled hole could not be made through the entire 

plate thickness as the stresses would be completely relieved at a lower depth. 

For blind holes, no analytical solutions such as the one described above exist. 
The calibration coefficients A and B must therefore be obtained by either ex- 

perimental calibration or literature containing data obtained from finite element 

calculations. As a first step, Equation (5.2) is inverted to give residual principal 

stresses o, and omtin and angle 0 in terms of measured strains e91, %2 and 693: 

¬g3 - dgl 1E93 - f91)2 + 893 + E91 - 2E9 f 

a'maa, min = (5.5) 
4A 4. B 

=1 arctan 1 693+691-26g2 (5.6) 
2 Cg3 ` Cgl 
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The above equation can hence be used to determine the calibration coefficients 
to be used in the residual stress calculation. It is convenient to group the strain 

components in the following sets of equations, denoted p, q and t for a rosette of 

the type used in the current investigation: 

1- `6g3 + 691) (5.7) 
2 

(e93 - e91) (5.8) 
2 

(Eg3 + 891 - 2892) 
(5.9) 

2 

Next an x-y coordinate system of stresses (ate, o.. and r) is established 

so that the x-direction stress o is parallel to the Gauge 1 axis. In this way 

the stresses can be re-written in terms of parameters P, Q and T which are not 

related to strain gauge type/geometry: 

P= (a + ax) (5.10) 
2 

(c - ax) (5.11) 
2 

T2& (5.12) 

Parameters P, Q and T are also related to the calibration coefficients A and 
B through the strain gauge measurements p, q' and t by the following simple 

relations: 
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P 
2ý 

(5.13) 

Q 
28 

(5.14) 

2B (5.15) 

The above relations only apply under the assumption that the residual stress 

is uniform with thickness. From the finite element models it could be seen that 

the variation in stresses throughout thickness is small when compared to the one 

across the plate surface. It was hence deemed sufficient to use these relations 

in order to compute the residual stress measurements. Furthermore, calibration 

coefficients A and B are usually provided in terms of a and b in order to include 

elastic material properties of Young's Modulus E and Poisson's ratio v using the 

following relation: 

ä= iE v (5.16) 

b= 2EB (5.17} 

Calibration coefficients are provided in [5.3] in terms of the hole radius and 

depth. The following relations can then be used to conveniently extract the 

required stresses from the measured data: 
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amax, min = 1' f Q2 + T2 (5.18 

T'max = Q2 

=2 arctan 
(_T (5.20) 
\Q 

ax = P--Q (5.21) 

Q, =P+Q (5.22) 

Txy =T (5.23) 

The following procedure is hence adopted for the residual stress calculation : 

1. Measure residual strains c91i 692 and 693 

2. Evaluate p, q and t with Equations (5.7), (5.8) and (5.9) 

3. Obtain calibration coefficients 4 and 6 by experimental calibration or avail- 

able finite element calculations 

4. Using elastic material properties E and v calculate A and f3 with Equations 

(5.16) and (5.17) 

5. Compute and T with Equations (5.13), (5.14) and (5.15) (P, Q and 

T represent the required residual stresses grouped in a convenient form, see 

Equations (5.10), (5.11) and (5.12)) 

6. All residual stress quantities can be obtained from P, Q and T with Equa- 

tions (5.18) to (5.23) 

The above procedure details calculation for a single measurement at a single 
hole depth. For the set-up used in the current investigation, the maximum useful 

Chapter 5. Experimental Measurement Techniques 137 



depth before all the stresses are relieved is approximately equal to 0.4 times the 

strain gauge rosette mean diameter, equal to 5.13mm for the current investigation, 

giving a maximum useful depth of 2.05mm. The relief of strains as a function 

of depth is shown in Figures 5.5,5.6 and 5.7 where functions of relieved strains 

pro, q and t are plotted against normalised hole depth for one of the drilled holes. 

A number of readings can be taken up to this depth. For such incremental data 

Step 5 is calculated in a weighted average manner using the following: 

P-E 
(Ap) 

(5.24) 
2E(Ä2) 

E (Bg) 
21(132) 

(5.25) 

E Po 
(5.26) T=2 

E(f32) 

Where summations are carried out for the number of readings taken at the 

different depths. For the current investigation calibration coefficients ä and 6 

were obtained from [5.3] from data obtained by finite element calibrations. 
When the stress across the thickness is not uniform, other calculation proce- 

dures must be employed. The successful use of these methods is however highly 

dependent on the experimental procedure and errors, together with the type of 

residual stress field present in the structures. The available calculation procedures 

are: 

" Integral Method: good for non-uniform stress fields but very sensitive to 

strain measurement errors 

. Power Series Method: good for smoothly varying stress fields but cannot 
pick up very localised stress variations 

" Incremental Strain and Average Stress Method: only possible when exper- 
imental calibration is available. They are approximations of the Integral 
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Method and must be used with care 

The Integral Method is analogous to the uniform stress field approach, the 

main difference being that for every hole depth increment the resulting stress 

distribution is made up of a number of components along the depth. This implies 

that Equations (5.13), (5.14) and (5.15) in the above procedure are replaced 
by a matrix system of equations embodying a number of components for each 

calibration coefficient. Experimental evaluation of the calibration coefficient is 

not feasible since it is very difficult to produce known layered stress fields. 

The Power Series Method is based on the idea of dividing the stress field into 

a power series for which the corresponding coefficients are available from finite 

element calibrations. In practice the series is only limited to the second term 

giving a stress field that varies linearly with depth. Similarly to the Integral 

Method the depth for stress calculation is limited to 0.3 to 0.4 times the strain 

gauge rosette mean diameter. 

After reviewing the methods for non uniform stress across thickness, together 

with the knowledge from the numerical models that the variation of stress across 

the thickness is relatively small, the uniform stress calculation procedure was 

adopted for the current investigation. 
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5.2.4 Fillet Welding Results 

Measurements were taken on 500 x 500 mm plates with a 15cm stiffener, attached 

by two single pass fillet welds. The strain gauges were all placed in the middle of 

the plate by varying the transverse position from the weld centre line. Different 

longitudinal positions were not considered as most of the variations occur in the 

transverse cross section. Three plates were considered for the measurements, with 

8,11 and 14 strain gauge rosettes on Plates 1,2 and 3 respectively, giving a total 

of 33 readings. The welding conditions of the three plates were similar and could 

hence be compared to the same numerical model. This is shown in Figures 5.8 

and 5.9 for longitudinal and transverse residual stresses respectively. 

Longitudinal stresses are the largest and of most interest. Figure 5.8 shows 

results obtained for all measured plates. An average path is plotted for better 

comparison with the Finite Element prediction. A good match was obtained with 

differences approximately within a 100 MPa range. The following features are of 

main interest in comparing measurement with predictions: 

"A very good match was obtained in the region close to the weld, which is 

of great importance as regards to the contraction forces inducing distortion 

" The width of the central region matched on both sides of the stiffener, i. e. 

for both weld runs 

" The point of inflexion where the stress profile sharply changes direction 

(roughly at x=f 50 mm) matched, although from there onwards the finite 

element prediction converges faster towards the zero stress line 

" Far field stresses matched less well; measurements give a greater negative 
longitudinal stress than calculated 

It is also of interest to note how the hole drilling measurements were unable to 

detect the stresses in the plastic region developed on the weld line due to strain 
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hardening effects. This was expected as it is inherent for this kind of residual 

stress measurement technique. 

Transverse stresses exhibit a very different profile (see Figure 5.9). Lower 

magnitudes can be seen for both the measurements and the predictions, both 

lying within an approximate range of 100 MPa. In the finite element predictions 

the curve is translated into the positive region, ranging from a zero value at 

the extreme edges to a central positive maximum. Measurements also increased 

from the plate edges to the centre, but remained negative except for a few data 

points from Plate 2. It can also be noticed how the transverse stress data points 

exhibit a greater variation from plate to plate than the longitudinal stress points, 

especially close to the weld line. This is due to the greater dependency of the 

transverse stresses on the actual weld fusion zone, which varies from plate to 

plate. Smaller variation is exhibited for the far field stresses. Transverse stresses 

should, in theory, fall to zero at the plate edges, where the material is free and 

there is no restraining material to provide a force that induces residual stresses. 

This, as expected, can be seen in the finite element predictions. The hole drilling 

measurements showed a non zero value close to the one side of Plates 2 and 3. 

This unexpected result can be attributed to additional residual stresses originally 

present in the material, which were probably due to the cutting process used in 

the manufacture of the plates. 
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5.2.5 Butt Welding Results 

It is also of interest to compare predictions carried out for the other welding set- 

up presented in Chapter 4, that of simple butt welding on two 500 x 250 mm 

plates joined to form a single 500 x 500 mm sheet. Measurements were carried out 

using the same hole drilling experimental procedure. Calculations were also based 

on a uniform stress through thickness assumption, using the same formulations 

presented above. This was again based on the a priori knowledge of the finite 

element predictions. It is worth mentioning that differences in stress across the 

thickness do exist in reality. These variations are small relative to variations 

across the surface of the plate, and are also several times smaller than differences 

in stresses due to experimental error and plate to plate variations; hence the use 

of constant through thickness stress calculation procedure is justified. 

Measurements were again carried out on the mid-longitudinal plane, varying 
the distance transverse to the weld centre line. Four plates were considered with 
four strain gauge rosettes placed on each plate at transverse distances of 5,20, 

45 and 150 mm from the weld centre line. Results for the longitudinal and 

transverse stresses are shown in Figures 5.10 and 5.11 respectively. Again a good 

match between predicted and measured data was obtained for the longitudinal 

stresses, which are the largest for this particular set-up. Some of the features 

exhibited by the fillet welding measurements could also be seen in these results: 

. The width of the central tensile stress region matched, this being important 

as it is the driving force for the longitudinal bending forces 

" The point of inflexion also matched, this again being the point at which the 

stress profile changes direction and starts following the far field profile 

" Far field stresses showed a slightly lower (more negative) profile, although 

a thorough comparison cannot be made as only one data point per plate 

was taken 
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Similarly to the fillet welding set-up, measurements could not pick up stresses 

in excess of the yield point which are found in the finite element results in regions 

very close to the weld line and are due to strain hardening effects. 
Transverse stresses did not match as well and, similarly to the fillet weld 

measurements, resulted in negative measurement, opposed to the positive values 

obtained from the finite element predictions. Values were smaller in magnitude 

compared to the longitudinal stress values, and exhibited a greater variability 

from plate to plate. This implied a greater dependence on the actual weld / fusion 

zone shape. 
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5.2.6 Conclusions 

The hole drilling technique proved to be a convenient technique for the configura- 

tions investigated. The following main conclusions can be made from comparison 

of measured and predicted data: 

" The hole drilling method was successful in measuring welding induced resid- 

ual stresses 

" Measured and predicted longitudinal stresses gave a good match, especially 

for the region close to the weld were a tensile to compressive transition 

occurs 

" Measured transverse stresses did not match as well 

" The hole drilling measurements did not reveal stresses above normal yield 

for this material 

" Measurements in the far field longitudinal stress regions were more negative 
than predicted 

The residual stress measurements provided a good measure of validation for 

the thermo-elasto-plastic model predictions. This, in addition to comparisons 

with out of plane deformations shown in Chapter 4 shows the validity of the model 

as regards to both the algorithm adopted and the chosen material model. The 

latter is generally the most difficult to construct because of the uncertainty as to 

what level of detail to adopt. Uniaxial tensile testing data modelled with bilinear 

representations are hence appropriate for the numerical analyses. This, together 

with the coefficient of thermal expansion, must however be computed for all of the 

temperature range encountered during welding. Furthermore, the coefficient of 

thermal expansion is not merely temperature dependent but also path dependent, 

owing to the phase changes encountered for this class of material. Unfortunately 

such data is not always readily available, so that experimental measurements 
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had to be carried out. The following sections describe quasi-static dilatometry 

measurements carried out to determine the coefficient of thermal expansion and 

presents results obtained for uniaxial testing carried out at different temperatures. 

5.3 Dilatometry Measurements 

5.3.1 Introduction 

Dilatometry measurements were required in order to obtain temperature depen- 

dent values for the coefficient of thermal expansion. Two sets of results were 

obtained for the class of materials used throughout the investigation: one set 

was carried out at the University of Strathclyde with available apparatus, whilst 

the other was obtained from industrial partners Corus. The following sections 

present results obtained, together with an investigation on the effect of using 

a path dependent coefficient of thermal expansion for the current investigation. 

This showed only a slight variation in the numerical results leading to the adop- 

tion of the temperature dependent (non-path dependent) values in the numerical 

material models. 

5.3: 2 Procedure & Results 

A dilatometer type PL-TMA STA 1640 from Labtherm Science was used to mea- 

sure the coefficient of thermal expansion. It consisted of an enclosed chamber 
fed with a controlled atmosphere and heated through the required thermal cycle. 
Argon was fed in the chamber in order to minimise oxidisation of the sample 

that leads to the formation of a thin layer of extra material, hence disrupting 

the very delicate readings for material dilation. Measurements are captured by 

a transducer connected to a computerised control system. The tip of the trans- 

ducer reaching the heated chamber is made up of a ceramic material in order to 

minimise it's effect in the expansion measurements, The thermal cycle could be 

preset from the computerised control unit but was limited to a maximum heating 

/ cooling rate of 30m° which is not as much as the actual heating / cooling rate 
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experienced by some parts of the plates during the welding process. 

Samples were taken from actual welded plate, both from regions far away 

from the weld to represent the base material and from the weld line itself. The 

values for the different material models were assigned to the respective elements 

in the numerical model using the algorithm presented in Chapter 3. A total of 12 

samples (5 from the weld material and 7 from the base plate) were considered in 

order to obtain a good average for weld and parent material coefficients. A typical 

plot obtained from one of the base plate samples is shown in Figure 5.12. The plot 

yielded the expected overall profile for this type of material, which is characterised 

by the plateau obtained in the cooling part due to phase transformations. The 

major deficiency encountered with these results was the lack of expansion in the 

initial heating phase, caused by backlash triggered by the very low extensions 

encountered in this stage of heating. Notwithstanding this, the cooling part is of 

greater interest as regards to the development of welding induced residual stresses 

and distortions and is the one that will be used for the numerical material model. 

The coefficient of thermal expansion, defined in Chapter 3, Equation (3.21), is 

extracted from the extension vs. temperature plots using the following: 

d (dT l) (5.27 

Where öl and l are extension and original sample length respectively. The 

coefficient of thermal expansion is therefore nothing but the gradient of the plots 

divided by the sample original length. Considering the cooling part of the plot, 

it can be seen that three distinct values can be extracted where the gradient is 

constant, i. e. two values for the high temperature (^ NOT - 1200°C) and low 

temperature (= 20°C - 600°C) expansions and one for the phase transformation 

range (= 600°C - 800°C). The latter was taken to be zero in order to simplify 

the numerical model. 

Further data was obtained from commissioned results, of which a sample plot 
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Figure 5.12: Typical plot obtained from the in-house dilatometry tests 

is shown in Figure 5.13. The same features, typical for this class of material, 

can be see and again three distinct values for the coefficient of thermal expansion 

could be extracted. These are shown in Figure 5.14 where the coefficients have 

been extracted for both parent and weld materials using averaged values from the 

available samples. The values were taken from the cooling cycle and applied to the 

two material models used in the analysis, i. e. the one for elements representing 

the fused zone (weld material) and the ones for the remainder of the plate (parent 

material). Path dependency was not included, as it was deemed unnecessary for 

the level of complexity required by the models. A minor investigation on the 

effect of using path dependent coefficients was carried out, outlined in the next 

section. 
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5.3.3 Path Dependency Investigation 

The two-dimensional models presented in Chapter 3 were used to determine the 

feasibility of modelling the coefficient of thermal expansion as path dependent. 

Lindgren [5.4], [5.5] discusses the possible level of complexity that can be adopted 

for the material model. In a non-path dependent model the coefficient is assigned 

only based on the instantaneous (current) temperature experienced by element 

in that particular time step. For this method it is sufficient to simply input 

the coefficient of thermal expansion as a function of temperature as the finite 

element code will automatically assign the corresponding value. This technique 

proved successful for the models presented in this project. For a path dependent 

model the value assigned to any element at any particular time interval is not 

only dependent on the current temperature but also on the peak temperature 

reached throughout the welding cycle. This modelling approach clearly requires 

a much larger set of dilatometry data. Dilatometry tests carried out for differ- 

ent maximum temperature must be carried out. These will exhibit a different 

temperature range for the phase transition region. In order to investigate the 

effects of including such modelling technique, data from Andersen [5.6) was used. 

A schematic representation of dilatometry data dependent on peak temperature 

reached throughout thermal cycle is shown in Figure 5.15. 

Implementation of the above modelling technique required the use of script- 
ing facility present in the finite element package. The thermal model had to be 

scanned prior to commencing the thermal analysis in order to determine the peak 

temperature reached by each element. Depending on the peak temperature, the 

respective material model is applied in the elasto-plastic analysis. The different 

material models extracted from the extension plots are shown in Figure 5.16. A 

two-dimensional elasto-plastic analysis was carried out using the above technique 

for modelling path dependent coefficient of thermal expansion, The resulting 

numerical model is shown in Figure 5.17 where the plotted mesh shows the re- 

sulting distribution of material models. This analysis was compared to the same 
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run carried out with a non-path dependent model, i. e. one coefficient of thermal 

expansion vs. temperature curve applied to all elements. The data for the latter 

was taken from the coefficient curve relating to the base plate metal in the path 

dependent model. This allowed for direct comparison and hence evaluation of the 

effects of using a path dependent modelling technique. Predicted longitudinal and 

transverse stresses are shown in Figures 5.18 and 5.19 respectively. 

The plots show the high similarity in predicted stresses for models using path 

dependent and non-dependent coefficients. It is also evident from Figure 5.17 how 

few of the elements were in fact modified by the non-path dependent algorithm. 

This implies that a much finer mesh would be required to better simulate the 

path dependent effects. This is however not feasible for dimensions used in the 

current investigation. Furthermore, a much larger set of dilatometry data would 

be required, carried out with a more advanced apparatus which allows heating 

and cooling cycles representative of the actual welding process. 
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5.4 Tensile Testing 

The final set of measurements presented here deals with the uniaxial tensile test- 

ing. DH 36 mild steel was used for the case studies presented throughout this 

investigation. Tensile testing data had to be obtained for the temperature range 

representative of that encountered during welding. Samples were tested at the fol- 

lowing temperatures: ambient temperature (taken to be 20 °C), 150 °C, 400 °C, 

600 °C and 1000 °C. The material loses considerable strength at 1000 °C so that 

data from this plot was used to model material at higher temperatures up to 

the assumed cut-off temperature. All data could be conveniently modelled using 

a bilinear representation as shown for one particular model in Figure 5.20. A 

complete set of tensile testing results is shown in Figure 5.21 whilst extracted 

data for yield strength and Young's Modulus are shown in Figure 5.22. 
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Chapter 6 

Investigation of Fabrication 
Procedures affecting Welding 
Induced Residual Stresses and 
Distortions, Application to 
Industrial Scenarios 

6.1 Introduction 

The previous chapters have illustrated the use of simulation for the prediction 

of induced residual stresses and distortions in cases dealing with continuous butt 

and fillet welding of thin plates. These methods were developed using general 

purpose finite element software in order to keep their applicability wide in scope. 

It is generally recognised that there are several factors that contribute to the 

development of residual stresses and distortion, and it is not always possible to 

include all of them in numerical studies. Even the factors that can be simulated 

satisfactorally, using the methods presented earlier, are often kept constant or 
disregarded in order to to simplify the analysis. 

The current chapter sets out to investigate two factors that are often disre- 

garded, namely: the effect of restraints imposed on the structure during welding, 

and the tack welds that are placed prior to the deposition of a full continuous 

weld. The investigation is carried out on the basis of the validation given in 
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Chapters 3 and 4 on simple cases of butt welding and fillet welding. 

Interest in these two aspects of welding distortion stems directly from industry. 

The use of restraints during welding is a practice that is usually carried out in the 

sub-assembly stage, since it is the most obvious and practical remedy to contain 

problems of distortion for consecutive assembly stages. It is therefore of interest 

to simulate such practice in order to determine whether, and to what extent, the 

beneficial effects outcome the detrimental ones, and to see if a best practice can 

be deduced from the simulation results. 

In the case of tack welds, most research work dealing with the prediction of 

welding induced distortion and residual stresses attribute little importance to the 

processes and parameters affecting the initial conditions of the structure. This, 

however, is not always justified as, for instance, it has been previously demon- 

strated that the shape of the structure prior to full welding has an important 

effect on the final distortion. This is especially true when one considers that the 

use of simplified modelling techniques has revealed modes of deformation that 

usually depend highly on the initial shape of the plate/structure. Since the tack 

welds are essentially the last manufacturing process before the full weld is laid out, 

it is of interest to investigate the effects this operation has on the final residual 

stresses and distortions and try to establish a best practice scenario to minimise 

unwanted distortions and residual stresses. 

6.2 Tack Weld Investigation 

6.2.1 Case Study Description 

Tack welds are short welds placed prior to completion of the main continuous 

joining welds in the structure. They are usually made with the same welding 

process as used on the final joint. This results in a weld with similar qualities to 

the final one, but usually with smaller dimensions. Their main purpose is to keep 

the adjoining components in the structure in place so that it can be conveniently 

handled during the final welding process and any spacing is preserved. 
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Figure 6.1: Tack welds on rectangular plates 

Some researchers have considered the effects of tack welding through experi- 

ments and numerical simulation. Abid et al [6.1] investigated the effects of tack 

welds on a welded pipe flange joint. In their numerical models the authors did 

not consider the welding of the tacks as such, but placed them as "existing / ac- 

tivated" elements in the model, before starting the structural simulation of the 

actual main welding process. Hence, the main effect of the tack welds on the com- 

puted deformations related to their placement, relative to the start-stop positions 

in the main welds. 

Jonsson et al [6.2] also investigated the effects of tack welding by means of 

experimental and numerical analyses. Their work focussed on the influence of the 

tack welding procedure on the change in gap width between the two plates. This 

is considered to be an important effect, of especial interest for the automation of 

welding processes. The tack welding procedure was found to strongly influence 

the change in gap during the final full weld. 

The current investigation focuses on tack welds employed prior to butt welding 

rectangular plates. These are laid out as shown in Figure 6.1 on two 450 x 900 min 

plates, 4 mm thick, joined to form a single 900 x 900 mm sheet. The investigation 

was carried out experimentally and numerically, using the methods validated in 

previous chapters. The main uncertainty encountered in industry with regards 
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to this procedure concerns the order in which the tack welds should be placed. 

This is something that can be readily changed to try and reduce the distortion 

caused by both the tack and final welds, and is the main variable of the current 

investigation. Several options exist when considering the possible variation in 

tack welding sequence, but the investigation was narrowed down to three cases, 

shown schematically in Figure 6.2. These are: 

" Case IT - Sequential: start at one end of the plate and move along the 

length 

" Case 2T - Ends First: start at the two ends of the plate, continue from the 

middle and move outwards in a circular fashion 

" Case 3T - Centre First: start from the middle of the plate and move out- 

wards in a circular fashion 

The sheets had to be kept together prior to the tack welding in order to handle 

them during the experiment. They were joined by three to four small spot welds 

placed on one side of the sheets. Although the three combinations for the tack 

welds were the main variable for the current investigation, the placing of the 

spot welds turned out to have a strong influence on the final results. This was 

not anticipated and led to a more complex outcome for the distortion results as 

explained later. 

6.2.2 Thermal Transients Experimental Investigation 

For the experimental trials, nine plates were considered in total, three for each 

case. The thermal effects were captured in two stages. Firstly, a small plate 

was manually tack welded by a skilled welder in order to obtain an initial typical 

example of such welds. The welds were carried out with the same equipment and 

settings that would be used to make tack welds on large sub-assemblies. This 

plate was then sectioned in order to obtain macrographs of the tacks. Although 

it is difficult to achieve identical tack welds, the macro-sections provided a good 

Chapter 6. Application to Industrial Scenarios 163 



12345 

Case 1T- Sequential 

15342 

Case 2T - Ends First 

53124 

Case 3T - Centre First 

Figure 6.2: Tack Sequences Investigated 

starting point as they gave the shape, together with the amount of penetration of 

the weld. This was particularly useful when setting up the finite element model 

in the initial stages. 

The second phase consisted of the main experimental trial where the plates 

were tack welded with the three different sequences. The welding was again car- 

ried out manually by a skilled welder in order to reproduce conditions encountered 

during intermediate stages of a typical shipbuilding sub-assembly operation. Dur- 

ing tack welding of three of the plates the temperature transients were monitored 

using thermocouples placed in the positions shown in Figure 6.3. Mineral insu- 

lated thermocouples type K were used and these were fitted half-way through the 

thickness of the plates. Thermocouples were fitted in plates assigned to a differ- 

ent tack welding sequence. These were placed next to two of the tack welds as 

shown, in order to determine whether the temperature transients of the different 

tacks interacted. 

Results for the temperature transients are shown in Figures 6.4,6.5 and 6.6 for 

plates 1,2 and 3 respectively. It can be noticed that these exhibit a similar pattern 

to those encountered in previous experimental investigations, showing that the 

process is indeed similar to the one used for continuous welds. Each graph consists 

of ten paths, five for each longitudinal position (refer to Figure 6.3). 'Iransient, 

patterns for thermocouples having the same transverse positions (TCI and TC6, 
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TC1/TC6 

TC2 /TC7 

TC3 / TC8 
TC4 / TC9 

TC5 /TC10 

Figure 6.3: Thermocouple positions for the tack welding investigation 

TC2 and TC7 etc) should, in theory, exhibit similar patterns, only shifted in 

time. In practice differences occurred, most noticeable from a comparison of the 

maximum temperatures reached throughout the cycle (Figure 6.7 (a)). These 

differences are expected because of the variability of the process, which was carried 

out in a manual fashion. The largest variations were encountered in transverse 

positions closest to the weld. This is to be expected as the highest temperatures 

are those that are dictated by the localised effects of the welding process, which 

are bound to be slightly different for each tack weld. Nonetheless the data is 

still useful for the purpose of simulation and the investigation presented here. 

As shown in Chapter 4 the driving force for the distortions are the maximum 

temperatures achieved during the entire weld cycle. It is hence of interest to 

compare these with predictions obtained from Finite Element Analysis (discussed 

later); this is shown in Figure 6.7. 
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Figure 6.4: Temperature transients for the tack welding trials - Plate 1 
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6.2.3 Out of Plane Distortion Experimental Investigation 

The next set of results taken from the experimental trials dealt with the out-of 

plane deformation of the plates after the tack welds were in place. These results 

were acquired by a laser scanning system that allowed measurement of the initial 

and final shape of the plate without having to handle and/or move the plate 

before or after weld runs. The plate was supported on pins at its four corners in 

order to minimise the effects of structural boundary conditions on deformations. 

Results for the out of plane distortion are shown in Figures 6.8,6.9 and 6.10 

for Cases 1T, 2T and 3T respectively. Three sets of results are presented for each 

case: the initial shape prior to tack-welding, the shape obtained after the tack 

welds and the net distortion, which is simply the initial shape subtracted from 

the final. The net distortion is useful in comparing distortions obtained from the 

different plates since these are likely to have different initial shapes. 

Since the plates were supported before tacking under their own weight on four 

points only, they had to be held together initially in order to place them on the 

rig and handle them during the experiments. This retention was effected by two 

or three small spot welds placed at the ends of the edges to be joined (i. e. prior 

to the main tacks). It should be noted that the `initial shape' given in the figures 

was taken with these two welds already in place, with the sheets held together. 

The initial shapes varied considerably for the different plates. This is to be 

expected, as the plates may rest in different orientations on the pin supports. The 

distortion caused by the tacks was similar to the pattern caused by normal butt 

welding and can hence be divided into the usual three main components of out- 

of-plane, angular and longitudinal distortion. Looking at results for the net tack 

distortion, two main trends for the out of plane deformation can be noticed. For 

plates 5,6,4,7,8 and 9 the plates distorted in the direction favoured by sagging 

under gravity between the end supports, producing predominantly longitudinal 

distortion. For the remainder of the plates (1,2 and 3) the opposite happened, 

distortion took place upwards in the transverse or angular sense with a much 
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larger mean value. Such significant differences were initially unexpected and 

turned out to be influenced by the placement of the initial spot welds, as these 

were different for the plates exhibiting the larger out of plane distortions. The 

latter were the ones for which the tack welds were placed on the same side of the 

plate as the spot welds. For the remainder of the plates all the tack welds were 

instead placed on the opposite side from the spot welds. Root mean square values 

for the out of plane, angular and longitudinal distortion are shown in Figure 6.11. 

It is apparent how the method of retaining the plates prior to the tack welding 

is critical for the final outcome of the induced distortions. Placing these initial 

spot welds on the opposite side of the tack welds yielded considerably lower 

distortions and is therefore a better approach. 
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Figure 6.12: Finite Element mesh for tack welding numerical investigation 

6.2.4 Numerical Study 

The numerical study was performed with the methodology developed in previous 

chapters, which essentially consists of an un-coupled thermo-elasto- plastic simu- 

lation. The same class of material was also used for the experimental trial, which 

made it possible to use the same material model for the analyses. The parametric 

models developed earlier were adapted for the inclusion of the tack welds, which 

required a slightly different geometry. The finite element mesh (Figure 6.12) was 

again designed with a transition area in order to minimise the size of the model. 

The fine mesh was kept within the boundaries for which the maximum temper- 

ature reached causes stress levels higher than the yield strength of the material, 

since this is the region which drives the formation of residual stresses and dis- 

tortion. This could be done a priori by basing the calculation on a constant 

coefficient of thermal expansion (which is instead a function of temperature for 

the actual simulation). The model was also built in a way that made it possi- 

ble to simulate the tack welding process uniquely, or the process of tack welding 

followed by full welding of the plates. 

The thermal analysis was carried out with a volumetric heat input applied to 

an idealised shape representing the metal fused and deposited by the tack welding 
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process. This shape was based on macro sections obtained from a small plate tack 

welded for this purpose as previously described. The thermal efficiency of the 

welding process was then computed by matching up the predicted and measured 
fused zones. It should be noted that this preliminary study was independent of the 

main trials, but nevertheless proved to be successful in predicting the temperature 

transients of the main trials. Hence this heat input model was used for the thermal 

analysis and yielded a very close match for the temperature transients and for the 

maximum temperatures reached throughout the cycle, which is the main interest 

(Figure 6.7). Comparison of experimental and predicted fusion zone is shown 

in Figure 6.13. The simple heat input model provided a good match, which is 

however made easier by the a priori knowledge of the area to which the heat input 

must be applied. This prediction is not however the main focus of the analysis as, 

for the purpose of far-field (global) residual stresses and distortions, the match 

of the maximum temperatures reached throughout the cycle is more important. 

Once the temperature transients have been established, the next part of the 

simulation can be carried out. The algorithm presented in Chapter 3 was imple- 

mented. The thermal results file is first scanned to determine which elements have 

exceeded the cut off temperature. These elements are then deactivated (killed) 

at the start of the transient structural analysis, only to be re-activated as the 

heat source is advanced along the plate. The cut off temperature for these anal- 

yses was taken to be 1493°C. The remainder of the analysis was also carried out 

in a manner similar to the simulation techniques presented earlier. Half of the 

plate was modelled by exploiting the symmetry of the case study. This created 

constraint in the transverse direction, whilst the plate was constrained in the 

thickness direction at the two (four in reality) points where the pin supports are 
found. The numerical model also requires another constraint in the longitudinal 

direction in order to avoid rigid body motion of the solution, and this was done 

by simply fixing one node in the middle of the plate in the longitudinal direction. 

Gravitational loading was included as the plate is large enough for this to have 
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an effect. Results for the out of plane deformation and the longitudinal residual 

stresses are shown in Figures 6.14,6.15 and 6.16 for the three cases investigated. 

It can be seen that the computational result show a match in the mode of 

deformation for plates 4 to 9, i. e. for the plates whose spot welds were on the 

opposite side from the tack welds. A comparison of root mean square (RMS) 

values is shown in Figure 6.17, where the type of deformation for plates 1,2 and 

3 is denoted Mode I, whilst the type of deformation for the remainder of the 

plates is denoted as Mode II. Again the finite element predictions are closer to 

Mode II for both out of plane and angular distortion. Longitudinal distortion 

was similar for both modes with the exception of Case 2T (Ends First), which 

was the only case in which the Mode I distortion was lower than the predicted 

one. 

The predicted residual stresses are also shown in Figures 6.14,6.15 and 6.16 

where contours of the predicted longitudinal stresses (the largest for this kind 

of set-up) are plotted for the whole plate and shown in detail for a single tack 

weld. The pattern for longitudinal stress is similar to the one usually observed 

in continuous welds. The effect is however localised and the tack welds were 

sufficiently spaced for residual stresses of each tack not to interfere with each 

other. Figure 6.18 shows a comparison of longitudinal and transverse residual 

stresses for the different tack welds, i. e. at different longitudinal positions along 

the plate. Tacks 1 and 2 are taken at the plate edges and show a different stress 

profile from the other tacks. 

6.2.5 Conclusions 

The following main conclusions were drawn from the experimental and numerical 

investigation: 

9 The simulation techniques developed in previous chapters proved successful 

in simulating the tack welding process 

" Two modes of deformation were observed from the experiment, these being 
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Figure 6.13: Tack weld investigation. Comparison of experimental and predicted 
fusion zone 

determined by placement of the tack welds relative to the spot welds, i. e. 

on the same side or opposite side 

. The Finite Element models predicted one form of deformation, with a rel- 

atively close match when comparing RMS distortion values 

" The tack welds should be placed on the opposite side of the plate from the 

spot welds in order to obtain the mode of deformation with the smallest 

distortion 

9 Case 1T (Sequential) proved consistently to be the best sequence to adopt 

in order to minimise distortion, from both the experimental and numerical 

studies (although differences for this size of plate were small) 

" Residual stresses were almost identical for all cases (a graph showing it 

comparison is not presented as they would yield identical plots) 

" Different tacks also yielded the same residual stress profile, with the excep- 

tion of Tacks no. 1&2, which must yield different plots as they arg, at, the 

plate edges 
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It should be pointed out that the differences between the Cases (1T, 2T and 

3T) were in fact quite small when looking at RMS values of distortion. However 

the plates are relatively small when compared to sub-assembly structures encoun- 

tered in shipbuilding practice where larger deformations would be expected. It 

hence still is of interest to compare the differences obtained in the tack welding 

investigation for the different cases. Also, a much larger than expected variation 

was seen between plates exhibiting Mode I and Mode II forms of deformation, 

which emphasises the importance of the initial shape / conditions in relation to 

final outcome of deformation. This is an important aspect recurring throughout 

the various investigations carried out in the current project. 

The effect of the spot welds was initially assumed to be minimal but they 

turned out to have a strong influence on the final results. Looking at the various 

initial shapes it can be noted that the spot welds yielded consistent modes of 

distortion, meaning that their influence lay mainly in the restraint offered during 

the subsequent tack welding process. The drastic difference in shape between 

deformation Modes I and II suggests a reversal in the hinge point offered by the 

structure to the transverse contraction of the tack welds. 

Residual stresses turned out to be almost identical for all tacks and for the 

three cases, with the exception of the tacks lying on the plate edges. This is 

due to the lack of surrounding restraining material which inevitably leads to a 

different stress profile. 

It must also be noted that, although this study set out to include aspects 

affecting welding distortion that were previously not given much attention (i. e. 

tacks), the simulations by no means cover all aspects that are present during this 

process and that can affect the final outcome of the deformation. This is especially 

true for larger subassemblies where there are other aspects not included in the 

simulations presented here that could affect the outcome of residual stresses and 

distortion (for instance any intermediate measures that could be taken between 

tack weld completions). 
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Figure 6.14: Tack investigation Case 1T - Sequential, numerical results. (a) Out 

of plane distortion (m) (graphical representation amplified by a factor of 40). (b) 
Longitudinal residual stresses (Pa). (c) Detail for longitudinal residual stresses on 
a single tack weld (Pa) 
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Figure 6.15: Tack investigation Case 2T - Ends first, numerical results. (a) Out 
of plane distortion (m) (graphical representation amplified by a factor of 40). (h) 
Longitudinal residual stresses (Pa). (c) Detail for longitudinal residual stresses on 
a single tack weld (Pa) 
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Figure 6.16: Tack investigation Case 3T - Centre first, numerical results. (a) Out 

of plane distortion (m) (graphical representation amplified by a factor of 40). (b) 
Longitudinal residual stresses (Pa). (c) Detail for longitudinal residual stresses on 
a single tack weld (Pa) 
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Figure 6.18: Tack weld investigation. (a) Longitudinal and (b) Transverse resid- 
ual stresses at mid-thickness, for the five tack welds of Case 1T. Tack 1&2: plate's 
edges. Tack 3 in the middle, whilst tacks 2&4 are at 1/4 lengths from the edges 
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6.3 Restraint Investigation 

6.3.1 Case Study Description 

All the models presented so far have had their structural boundary conditions kept 

to the simplest possible form. This consisted of four pin supports, close to the 

corners and adjusted initially to touch the plate, which is supported under its own 

weight. However real welding processes are usually carried out in substantially 

different scenarios. Many factors are involved such as the welding process set-up 
(manual, robotic arm, submerged arc etc), the position of the structure with re- 

spect to the rest of the assembly process, etc. Furthermore, it is common practice 

to purposely restrain the structure / plates, as this is the most straightforward 

way to contain any unwanted welding induced deformations. This is however usu- 

ally done without a great deal of understanding of the effects on residual stresses 

or even on whether the deformations are actually reduced or merely kept under 

control until the sub-assembly is passed on to other stages of production. Some 

researchers have dealt with the problem of restraints during welding, but many 

(e. g. [6.3), [6.4]) have been concerned with the equivalent restraining force from 

the surrounding cold material on the expanding welded / heated metal, rather 

than on the effects of different restraining boundary conditions. 

This investigation dealt with the effects of different restraining conditions on 

continuous butt welding. The case study consisted of two plates 450 x 000 min, 

welded to form a single 900 x 900 mm sheet. The plates were 4 mm thick with 

no weld prep (square edge). Again, three main cases were investigated, shown 

schematically in Figure 6.19. These are: 

" Case 1R - Fixed for positive and negative displacements in the out of plane 
direction at four corners 

" Case 2R - Resting on the floor unconstrained 

" Case 3R - Resting on the floor and fully constrained at four corners 
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ýý 
Case 1R 

Fixed in the out-of-plane 
direction at 4 corners 

Case 2R 
Resting on the floor unconstrained 

Figure 6.19: Restraint Cases Investigated 

Case 313 
Resting on the floor 

and fully constrained 
at the four corners 

The investigation for the restraint conditions was carried out almost entirely 

through numerical analyses. Welding parameters were obtained from experünen- 

tal data extracted during welding trials of a similar set-up to ensure the sinlulation 

parameters yielded reliable results. Hence, the welding efficiency was established 

by comparison with thermal transients and the thermal analysis, followed by 

the structural analysis carried out on the three cases. The effects of the differ- 

ent restraining / boundary conditions on welding induced residual stresses and 

distortions was the main aim of the analyses. 

6.3.2 Thermal Analysis 

As mentioned above, the thermal analysis was based on experimental trials carried 

out on plates with the same geometry and welding set-up. Similarly to the tack 

welding investigations the thermal input model was kept to a simple volumetric 

heat input. This, together with the adoption of a welding efficiency parameter, 

proved to be adequate in predicting the maximum transients. The shape of 

the volumetric heat input was again based on inacrographs of sectioned plates, 

which yielded a close match in predicted and actual fusion zone (see Figure 6.21), 

although it should be noted that this prediction is not as important as the one for 

maximum transients. The mesh used is shown in Figure 6.20, and again makes 

use of a transition region in order to keep the fine mesh within the region that 
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Figure 6.20: Restraint Investigation: Finite Element Mesh 
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Figure 6.21: Restraint investigation. Comparison of experimental and predicted 
fusion zone 

experiences a strain equal or lager than yield. 

Figure 6.22 shows a comparison of the predicted and actual maximum tem- 

peratures reached throughout the welding cycle using a welding efficiency of 82% 

together with a contour plot of the predicted temperature distribution (note the 

level of discretisation in simulating the weld metal deposition). Once the tem- 

perature transients were established, the structural simulation could be carried 

out. The thermal model was consistent for all three cases investigated. This im- 

plies that the thermal boundary conditions were also constant. This constitutes 

a simplification for Cases 2R and 3R, since the thermal contact that might exist 

between the plate and the floor was not included. This can be justified in two 
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Figure 6.22: Restraint Investigation: (a) Comparison of predicted and actual 
maximum temperatures reached throughout cycle. (b) Predicted temperature dis- 
tribution close to weld 

ways: the heat flow has been previously shown to occur predominantly within 

the plate and furthermore, the thermal contact between the plate and the floor is 

definitely not perfect, since the floor (and perhaps the plate) is always uneven in 

practice. Including such effects would require a great deal of validation therefore 

and is out of the scope of this analysis. 

6.3.3 Structural Analysis 

The structural analysis was again carried out using the same simulation strategies 

as presented in previous chapters. An elasto-plastic transient analysis was per- 

formed using the same non-linear material properties presented earlier to model 

the parent and weld materials. Element birth and death was used to simulate 

material deposition with a cut off temperature (taken to be 1500°C) technique 

based on the algorithm presented in previous chapters. 

The new aspect that was included in this investigation was the simulation of 

the plate resting on the floor, i. e. idealised rigid flat surface. Two methods were 
investigated, the first being the use of contact elements. The relevant surfaces on 

the finite element model were designated as the contact surfaces so that the finite 
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element software could assign contact elements to them. During the solution 

phase the contact elements were made to follow an algorithm which determines 

whether the surfaces come into contact and adjusts the displacement degrees of 

freedom accordingly. It is clear that this method requires a substantially larger 

computational effort, adding a new set of unknown parameters to the analysis 

such as contact stiffness and coefficient of friction. Nevertheless a preliminary run 

was performed using this method, but it was soon realised that the computational 

time required was prohibitively large. 

The second method made use of standard line structural element link 10 (6.51, 

which has a dual stiffness feature: different stiffness values can be specified for 

tension and compression loadings. This feature is most commonly used in appli- 

cations requiring the simulation of cables. For this investigation the link elements 

were employed to simulate the floor by setting their stiffness to a very high value 

in compression and to zero in tension. Hence, by placing the link elements on 

the underside of the plate, the plate was effectively inhibited from moving down- 

wards, providing a basic but effective means of simulating the constraint imposed 

by the floor. The link elements were joined at one end to the nodes correspond- 

ing to the plate underside, whilst the other end was fixed in all directions. This 

method resulted in a considerably lower computational effort when compared to 

the use of contact elements, but still provided a satisfactory representation of the 

constraint of the floor on the plate. The main omission is the lack of constraint 

in the longitudinal direction, i. e. that provided by the floor friction. However, 

this is of little relevance for the purpose of welding induced residual stresses and 

distortion. 

Some measures had to be taken in order to ensure convergence of the analysis. 

The stiffness in compression has to be set to a large value, but this has to be kept 

within limits in order to avoid running into numerical problems. For the same 

reason the stiffness in tension cannot be set to zero, but to a relatively small 

value. In addition, in order to minimise the number of degrees of freedom of 
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Figure 6.23: Restraint investigation: mesh showing link elements to simulate 
floor 

the model, link elements were not assigned to each and every node on the plate 

underside, but to a smaller number, keeping the distance between link elements 

relatively small. The resulting mesh is shown in Figure 6.23. For Case 1R the 

analysis proved to be very similar to those presented in earlier chapters since the 

supports were of the same kind. This can therefore be considered as a benchmark 

for Cases 2R and 3R where the structural boundary conditions were changed. 

Results for the out of plane distortion are shown in Figure 6.24 for all cases. 

For Case 1R and 2R only the final out of plane contour plot is shown whilst for 

Case 3R the three final stages of the simulation are shown: the time at which 

the plate has cooled to room temperature after welding but has the constraints 

still applied to it; the time at which the constraints at one end are removed and 

the time at which both constraints are removed. Cases 1R. and 2ß presented the 

usual longitudinal and angular modes of deformation, with only slight differences 

in magnitude. A different mode of deformation was instead obtained for Case 

3R. Due to the symmetric nature of the analysis, Figures 6.24 (cl) and (e) effec- 

tively show the effects of removing both constraints at once for each end. Upon 

completion of welding, when the plate has cooled to room temperature, little or 

no deformation occurred, as the restraints were still in place. As one end was 

released, the plate immediately distorted upwards. The same happened for the 

other constraints yielding the final mode of deformation shown in Figure 6.24 (e). 
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Similarly to the tack weld investigation, quantitative comparison of the da 

formations was done by taking room mean square (RMS) values of out of plane, 

angular and longitudinal deformations, shown in Figure 6.25. As already notice- 

able from the contour plots, the greatest form of out of plane distortion occurred 

for Case 3R when one set of restraints was removed. Little or no distortion was 

seen when the restraints were still in place. The same happened for the lon- 

gitudinal distortion, whilst Case 1R proved to be the worst as regards angular 

deformation. 

To compare effects on residual stresses, a slice at mid-thickness and half way 

along the plate was considered. Figure 6.26 shows a plot for the final longitudinal 

residual stress for the three cases investigated. All three paths closely follow each 

other. Slight differences can be seen in the region close to the weld, where values 

exceed the material yield strength. Case 3R gave a slightly lower residual stress 

than the other cases, but greater differences can be seen in Figure 6.27 where 

the different stages of Case 3R are compared. The stage in which the plate is 

still clamped exhibited a distinctly higher stress profile in regions close to the 

weld. The transition region from the yield values to far field stresses followed 

the same path, whilst the far-field region exhibited a different profile: whilst the 

un-clamped phases showed the usual transition to negative values (necessary for 

equilibrium, i. e. to balance out forces), the phase for the clamped case hardly 

reached any negative values. This is because the restraints were still providing the 

reaction forces necessary for equilibrium. This profile is also similar to the ones 

exhibited in two-dimensional analyses, where the stress profile does not exhibit 

any negative values. 

6.3.4 Conclusions 

The following main conclusions are drawn from the numerical restraint investi- 

gation: 

9 The techniques developed in previous chapters proved successful in simulat- 
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ing welding induced residual stresses and distortion under different restrain- 
ing conditions (although no experimental investigation was carried out to 

provide direct validation) 

9 Link elements provided a convenient technique to simulate the restraint of 
the floor 

" Restraining the structure did not provide a clear reduction in deformations 

9 The mode of deformation is reversed for Case 3R (the case where restraints 

are imposed on the structure) 

" Taking the final stage of Case 3 as the relevant comparison, residual stresses 

for all three cases proved to be fairly similar 

" Case 3R resulted in a higher residual stress (considerable for the transverse 
direction) in the stage when welding was completed but restraints were still 

in place 

The analysis for the case with restraints proved to be problematic because of 

the increased susceptibility of the structure to buckle. Since the analyses were 

carried out in a transient fashion it was possible to note a buckling phenomenon 

occurring roughly half way through the analysis of Case 3R. 

Restraining the structure did not prove to be beneficial. The extra boundary 

conditions imposed on the structure yielded higher values of residual stress, which 

resulted in increased out of plane and longitudinal deformations upon release of 

the restraints. 
When the plate is merely supported at four corners, the combination of the 

passage of the high heat source and gravity effects generate a gull-wing angular 

contraction. This lowers the line of action of the weld relative to neutral axis and 

causes the longitudinal contraction force to act well below the original flat hor- 

izontal line. As a consequence the longitudinal deformation takes up the shape 

shown in Figure 6.24 (a) and (b) for Cases 1R and 2R. In Case 3I1, the restraint 
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placed on the structure effectively inhibits the plate from assuming a gull-wing 

shape in the angular sense. Furthermore, the plate cannot move downwards be- 

cause of the restraint provided by the floor. The result is that deformations occur 
in the positive out of plane direction leading to an inverted V shape (opposite 

to Cases 1R and 2R) in the angular form. This deformation is even more accen- 

tuated at the plate ends (see Figure 6.24 (c)), where there is less surrounding, 

and hence restraining, material in the longitudinal direction. Releasing the plate 
from this initial state yields the mode of deformation shown in Figure 6.24 (d) 

and (e), which is in the opposite direction of the other two cases. 
As mentioned above, the line of action of the force relative to the original 

mid-thickness horizontal line is considerably different for the restrained and un- 

restrained cases. In the unrestrained Cases 1R and 2R, the angular deformation 

occurs immediately as the heat source is passed over the plates, so that the line 

of longitudinal action is immediately lowered. For the restrained case, the line 

of action of the longitudinal contraction force is kept closer to the original flat 

line up to the point when the constraints are removed. This creates further in- 

stability and, in practice some uncertainty as to which mode of deformation a 

restrained welded structure might take up. There is also a higher susceptibility 

to buckling, as the structural scenario is essentially that of an almost flat plate 

on which a contraction force is being imposed. This is true for both the transient 

and the residual states of deformation. The transient models were in fact able 

to capture such instability / buckling effects that occurred when the heat source 

was at a position approximately three quarters of the length along the plates. 
This is however only of relative importance, as the shape prior to the release of 

the clamps is the main driving factor for the final residual deformation. 
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Figure 6.25: Restraint investigation. RMS values for: (a)out of plane, (b) angular 
and (c) longitudinal distortion 
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Figure 6.26: Restraint investigation. Longitudinal residual stress taken at mid- 
thickness mid-plane for all cases 
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Figure 6.27: Restraint investigation. Longitudinal residual stress taken at mid- 

thickness mid-plane for three different stages of Case 3R 
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Figure 6.28: Restraint investigation. Transverse residual stress taken at mid- 
thickness mid-plane for all cases 
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Figure 6.29: Restraint investigation. Transverse residual stress taken at mid- 
thickness mid-plane for three different stages of Case 3R 
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Chapter 7 

Conclusion 

7.1 Summary and Discussion 

The present work has set out to develop, validate and apply numerical models 

for the prediction of welding induced distortions and residual stress. The cur- 

rent literature was reviewed in Chapter 2, identifying areas of welding simulation 

that are of industrial relevance but still lack particular attention. State of the 

art in this field offers many different approaches in a wide range of welding ap- 

plications. These do not always deal with shipbuilding gas metal arc welding 

(GMAW), but are still essential to understand what the current simulation tools 

and methods offer. In order to clarify the scope of the review, the literature was 

divided into groups depending on the specific purpose of the simulation (ther- 

mal vs. structural), together with the level of complexity normally encountered. 

The latter subdivision consisted of: simplified methods aimed at adopting the 

most computationally efficient approach in order to widen the physical range of 

application, and complex methods aimed at including advanced aspects in the 

simulation. Furthermore, other alternative methods (such as the use of artificial 

neural networks) were identified. Their use is a direct symptom of the difficul- 

ties and limitations encountered when using purely numerical techniques such as 
finite element analysis. 

The review provided the basis for identifying a clear scope of work for an 

original contribution. This consisted in developing numerical models using a 
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commercial finite element software package and successfully predicting welding 

induced distortions and residual stresses for cases of industrial relevance. Fab- 

rication procedures of tack welding and restraining were then investigated using 

the developed models, as these fabrication procedures have previously received 

little or no attention whilst still having a substantial effect on the induced defor- 

mations. 

Emphasis was placed on cases relevant to the shipbuilding industry through- 

out the project. The models proved successful in predicting welding induced 

distortion and residual stresses for all cases under investigations. Basic theo- 

retical considerations relating to the thermal and structural analysis used were 

illustrated in Chapter 3, whilst development of the models was illustrated in 

Chapter 4. Distortion reference data was used to validate the numerical results. 

Satisfactory correlation was achieved and the best modelling techniques were 

identified. The different approaches investigated related to the type of spatial 

analysis (two vs. three dimensional modelling), use of boundary conditions and 

complexity of the material model. 

Two dimensional models proved attractive as they only required a fraction of 

the computational effort employed by their three dimensional counterpart, but 

included a degree of uncertainty as regards the adoption of boundary conditions 

and additional simulation procedures, such as the use of link elements. These 

were required in order to eliminate any effects that are present in the simulation 

but were not observed in the experimental reference data. The three dimensional 

models required less manipulation and hence proved to be a more transparent and 

clear methodology at the expense of greater computational effort. Nevertheless, 

both cases of butt and fillet welding configurations were successfully simulated 

using the developed thermo-elasto-plastic models. Furthermore, a comparison 

was made with a simplified simulation technique in order to get a better under- 

standing of when it is most suited to use either technique. It was concluded that 

the transient elasto-plastic method is essential when the following aspects are 
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significant: 

9 Material properties which are highly temperature dependant 

" Where phase changes are pronounced 

" Non-linear response of the material when loaded beyond the yield point 

" When the transient aspect is significant due to the boundary conditions 

" Constraint exists on angular contraction, either from clamps or 3D action 

Following validation of distortion predictions, experimental measurements us- 

ing the hole drilling method were carried out to compare finite element predic- 

tions of induced stresses. The calculations for a constant stress through thickness 

proved to be the most convenient way of extracting the required results. Longi- 

tudinal stresses matched well with results predicted by the finite element models. 

Transverse residual stress did not match as well, even though these are of much 

smaller magnitude. Notwithstanding these discrepancies, important considera- 

tion could be made from these comparisons: 

" The simplifications adopted in the material model nevertheless led to a 

correct prediction of the the longitudinal stresses, which are the largest and 

of most interest for this type of application 

" Mismatches for the longitudinal stress predictions were found for regions 

close to the weld, and for all regions in the case of transverse stress. This is 

probably due to the type of material model adopted, which does not include 

all phase change related aspects 

. Notwithstanding the latter consideration, it was concluded that a satis- 
factory prediction was achieved in a an efficient and practical manner as it 

depends only on data from quasi-stationary tensile testing tests, and simplo 
dilatometry measurements 
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"A more detailed and accurate prediction for the residual stresses would re- 

quire a much larger data set for the material properties, together which a 

much more refined mesh in the weld line region, which would seriously com- 

promise the computational efficiency and hence the applicability to cases of 

industrial relevance 

Following the above considerations, the models were used to investigate cases 

of welding induced distortion and residual stress due to the application of initial 

tack welds and restraints on the structure. These are operations regularly carried 

out in the fabrications of large assemblies, to which little attention is usually 

given due to their perceived insignificance compared to the effects of the final 

welding process. Their effects are in fact substantial and were investigated by 

using numerical models together with experimental trials. The main conclusions 

related to the procedure that must be employed and best practice for minimal 

distortion, as distortion is the main cause of set-backs in industry. For the tack 

welding investigation the best sequence for laying the tacks was identified using 

both numerical models and experimental trials. The experiments proved to be 

essential in picking up a further mode of deformation, dependent on the initial 

configurations of the plates, which was not embodied in the finite element simula- 

tions. The other mode of deformation was instead predicted by the finite element 

model, and matched measured distortion data. 

The restraint investigation was carried out by means of the thermo-elasto- 

plastic models. The thermal part was compared to experimental data extracted 

from runs on a similar weld configuration, in order to keep realistic temperature 

predictions. Again, different cases representative of the most commonly used 

restraint conditions were investigated. The case when the plate is completely re- 

strained during welding and then released following cooling to room temperature, 

proved to be the most problematic to simulate. Nevertheless, the results showed 

some interesting features, the main conclusions being that the use of clamps did 

not prove to be beneficial, and led to a reversal of the distortion mode, together 
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with undesired buckling effects occurring in the transient phase of the welding 

process. 

The overall project demonstrated the development, validation and use of 

thermo-elasto- plastic models for the prediction of welding-induced distortion and 

stresses. The experimental measurements were essential in identifying the aspects 

that are strongly supported by the results of numerical models and those which 

require more attention computationally. Simulation for welding-induced distor- 

tion and residual stress is an application of numerical analysis which finds many 

different aspects and it is hence natural to identify areas in which the current 

work can be expanded, in order to improve the numerical models and apply them 

to a wider range of applications. An attempt to highlight such aspects is made 

in the following section. 

7.2 Scope for Further Work 

A methodology for thermo-elasto-plastic analysis of welding induced distortions 

and residual stresses has been illustrated, together with applications to cases of 

industrial relevance. The experimental work, apart from serving as a valida- 

tion tool, helped to identify the deficiencies and limitations of the models. The 

residual stress aspect seems to be more complex to analyse, and requires careful 

consideration of the chosen material model. Scope for further work can therefore 

be found in developing the current models so as to adopt more complex material 

modelling aspects, such as more detailed phase change considerations, including 

the effects of the material alloying composition and metallurgical factors, and the 

inclusion of visco-plastic effects. 

This may in turn lead to the development of a more refined thermal anal- 

ysis. Although the adoption of a welding efficiency and cut off temperature 

technique proved successful for the scope of the current work, a more detailed 

structural material model might require a more refined prediction of the temper- 

ature distribution close to the weld. The current thermal analysis can therefore 
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be extended to include simulation of other physical phenomena affecting the arc 

physics. Multi-physics analysis tools are becoming readily more available, and a 

general purpose multi-physics analysis software package could be used to develop 

a more detailed thermal model, in the same way the thermal analysis features of 

the finite element software package were used in the current work. This could 

lead to a better understanding of the heat transfer phenomena taking place and 

would be the basis for another interesting aspect such as the prediction of the 

welding efficiency, which is still relatively limited in the current literature. 

The other aspects that are of interest for further work are related to the 

investigation of fabrication procedures related to welding induced distortions. 

With the steady increase in computer power, the current model could be used 

to investigate cases of larger subassemblies, which would be of more interest 

from the industrial application point of view. Multiple steps taken during the 

assembly procedure could be investigated, such as the application of the full weld 

following the initial application of the tack welds. Multi-pass welding could also 

be included, as the increase in computational power makes it possible to adopt 

larger and more refined meshes. 

Another interesting aspect, recurring throughout the current project, is the 

importance of the initial shape of the structure in relation to the induced distor- 

tions. The finite element models used here assumed an initial flat shape, the main 

justification being that the experimental data used for comparison of distortion 

was extracted by subtracting the initial shape from the final deformations, An 

investigation could be carried to quantify the effects of initial imperfections, and 
lay out a methodology for inclusion in the numerical models. 
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