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Abstract

Bacteriophages are ubiquitous and abundant in nature, yet our knowledge of their
ecology, global impact on the ecosystem, their relationships with one another, and their
hosts remains relatively primitive. Their consequence on the resident microbial
population greatly depends upon their lifecycle with hosts. Their acquisition or removal
of genes between the phages themselves eventually determines their global impact.
Theretore by examining their genomes will contribute to our understanding of their
importance and potential impact on ecology as a whole. Previous studies have shown
that bacteriophages do undergo extensive genetic exchange with one another (Hendrix ef
al., PNAS, 96, 2192-97), however, these have examined bacteriophages from varied
locations. Unlike previous studies, this work examines the ecology of phages and their
hosts in a single soil source. By concentrating on single environment the dynamics of

phages and hosts can be determined by examining their relationships and interactions

with one another.

Bacteriophages and hosts were isolated from the same soil and placed into
distinct groups according to characterisation experiments. The monitoring the phage-
host system by soil microcosm experiments allowed the impact of phages upon their
host populations to be followed over time. In addition, to our knowledge there are no
studies examining the impact of soil phages upon their hosts whilst also examining their
genomes. However there is one study examining the genetic relationships of

bacteriophages trom a single soil sample which found them to be highly related. As a
result genomic sequence and hybridisation experiments were applied in order to quantify

the degree of relatedness between phages. Genomic sequencing contributed to our

understanding of the mechanisms involved in viral evolution within a single soil sample

and supported the findings of previous studies.
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Chapter 1: Introduction

1. Introduction

1.1. Soil compeosition

Soil presents a complex three-dimensional, heterogeneous environment. Its
composition varies depending on location, and primarily consists of mineral particles,
organic matter, water and air. The organic matter accounts for only 5%, yet despite this
small amount, 1t 1s vital within the ecosystem as a whole (Pidwirny, 2006)

Figure 1). The microbial diversity within soil is dependant upon several factors.
For example, a so1l with pH range of 6.3 to 6.8 results in the highest abundance of
bacterial species. This is indeed true for the actinomycetes, whose optimum soil pH
range 1S 6.5 to 8.0 (Burroughs et al., 2000). In addition to pH, other factors such as
moisture content, temperature and nutrient availability all contribute to the levels of
diversity within soil ecosystem (Egamberdlyeva and Hoflich, 2003; Williams and Khan,
1974; Wilhams er al., 1987). Early studies on the composition of soil readily identified
the importance of the microbial life within soil and the impact it has within the nutrient

turnover of the ecosystem as a whole (Winogradsky, 1953).

1.2. Soil ecology and microbial diversity

Abundantly found in soil there are an estimated 10° prokaryotes per gram of soil,
(Chibam-Chennoutfi et al., 2004). There are thought to be more micro-organisms in soil
than in sea water (Chibani-Chennoufi et al., 2004; Wommack et al., 1999). Inhabitants
of soil are highly adapted to their environment or are diverse organisms capable of
surviving in a number of diffcrent environments. Several studies have demonstrated that
the soil structure and practices, such as the repeated use of fertilizers, have dramatic
effects upon microbial diversity and community structure. Indeed, it has been shown that

seasonal changes do result in variations within resident microbial communities

(Anderson, 2003; Torsvik and Overas, 2002).
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Chapter 1: Introduction

~ |Ahorizon

ot
P e ™

B horizon

C horizon

R horizon

Figure 1 The horizons found within soil. Layers within soil are termed “horizons”. o-horizon:
organic matter, a-horizon topsoil, e-horizon: sand and silt, b-horizon: sub-soil mineral deposits,
c-horizon: low in organic material, & r-horizon: solid bedrock. The top green layer represents
living plant material. Deeper orange-brown layers signify the horizons found within soil. The
diversity and abundance of resident bacterial communities is depth dependant, typically with

greatest populations within the O and A horizons (Flerer et al., 2003) (diagram adapted from
Pidwirny, 2006).
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Sotl presents its inhabitants with an unstable, changeable environment consisting

ot several microhabitats, therefore forcing thc organisms to have evolved coping
strategies. These adaptations, acquired by the indigenous micro-organisms, result in
sharp boundaries between populations within different areas of soil. For example, it has
been shown that soil subject to repeated exposure to different fertilizers contains micro-
pores: small, consistently stable environments inhabited by clusters of specifically
adapted micro-organisms (Ranjard and Richaume, 2001). This is known as ecological
niche theory and it postulates that specific bacterial species inhabit particular
environments, such as those found within soil (Patten and Auble, 1981).

Another contribution to microbial diversity within soil is particle size. Studies
have shown (Torsvik and Overas, 2002) that small particle soils, containing mostly silt
and clay, display a higher abundance of Holophaga and Acidobacterium, whereas large

particle soils consisting of sand are more abundant in a-proteobacteria. However, other

studies indicate that it is more likely to be the type and amount of organic matter
available that influences microbial diversity rather than particle size. A technique used
to monitor nutrient supply within soil is the examination of the resident microbial
populations. For example, oligotrophs are organisms found in environments with low
levels of nutrients whereas copiotrophs are found in nutrient rich environments (Koch,
2001). Indeed, 1t 1s the C:N ratio which has major effects on soil microbiology as well
as the NPK content (Abaye et al., 2004; Sun er al., 2004). However, despite the impact
that these elements can have upon soil it is also evident that pH plays an important role
in the composition of the resident bacterial community (Fierer and Jackson, 2006). In
addition, R/k theory may be used as an indication of the soil environment as this theory
states that resident organisms possess specific traits depending on the surrounding
environment. R strategists multiply with high frequency and reside in unstable
environments, as a result are these are typically a-proteobacteria and Y-proteobacteria
(Andrew and Harnis, 1986; Smit er al., 2001). Conversely, k-strategists are found in
constantly stable environments and replicate slowly. An example of k-strategists are the
slow growing acidobacterium found in nutrient-poor soils (MacArthur and Wilson,

1967; McCaig et al., 2001). Another study supporting this finding has shown that k-
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strategists are highly dependant upon soil characteristics such as water content as well as
physical and chemical characteristics (Pacsuta et al., 2005). These strategies have been
illustrated throughout many environments. For example, it has been found that within a
lake the resident bacterial populations survive by these strategies. It was found that one
strain flourished under particular conditions and perished in the absence of these
conditions. In contrast, another resident strain persistently remained in smaller numbers
(Weinbauer, 2004).

Finally, spatial isolation of microbial communities is indicative of the microbial
diversity. A high number of isolated bacterial communities in soil represent a high
amount of microbial diversity and the converse is true for low microbial diversity (Smit
et al., 2001; Torsvik and Overas, 2002). The diverse resident soil populations are
adapted to their harsh environment and as a result have evolved several survival

mechanisms such as the formation of spores or dormant cocci.

1.3. Soil Ecology of phages

The richness of the bacterial diversity and adaptation within soil 1s mirrored by
the resident bacteriophages, which are more abundant than their hosts in soil. Indeed, it
is probable that they too are subject to influences such as k-selection and r-selection (see
section 1.2) (Wemnbauer ef al., 2006). The study of phages, their hosts and the predator-
prey relationships that result, has provided great insights into the dynamics of these
populations within their natural environments. Such studies have greatly contributed to
our understanding of the microbial world; however, there remains a distinct lack of
studies examining, with any detail, the dynamics within a single ecosystem (Ashelford et
al., 2000). There 1s increasingly more interest in the natural population ecology of
phages due to the realisation that phages may have a potentially significant global
impact (Wiebe and Liston, 1968). Despite the large numbers of phages within soil, the
majority of studies focus on the marine environment (Weinbauer, 2004) due to the ease
at which they can be 1solated. These studies have clearly shown that a carefully

balanced equilibrium between phage and its host is maintained.
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The early studies on bacterial populations in soil were carried out using the
transmission electron microscope. This method of direct observation is indiscriminate in
that 1t will account for phages of all the bacterial species within the soil. In addition, it is
probable that phage heads lacking in DNA or “non-viable ghost particles” are also
counted. In comparison to viable counts, TEM analysis gives approximately 40 fold less
the number of phages than those counted on plates (Ashelford ef al., 2003). Despite this,
the method 1s useful as it provides an overall picture of the indigenous phage
populations within soil. However, it does not provide detailed descriptions of
fluctuations in populations or the effect of these viruses on their hosts.

Plaque assays remain the most commonly used method of assaying phage due to
their ease and efficiency of use, and are therefore used in order to determine populations
in the majority of phage studies. Ashelford ef a/ (2003) have demonstrated, with the first
ever in-situ study, that within the terrestrial soil environment, phages compete with one
another for the same host. It was found that if the indigenous bacterial population
increased, the corresponding phage population also increased significantly. Conversely,
another phage infectious to the same bacteria did not benefit from an increase in host

population. Indeed, the inoculated plots appeared to have lost the presence of that phage

altogether. [t was therefore concluded that competition between the two phages resulted
in the demise of one phage and, successful establishment of the other (Ashelford ef al.,
2003). However, due to the complex nature of soil it is possible that some of the
contending phages did survive albeit with a low population.

More recently, tlow cytometry has been applied in assessing the soil ecology of

phages. This allows rapid identification and enumeration of of a wide variety of phages
with different morphology, genome type and size as it utilises specific, sensitive nucleic
acid stains(Brussaard, 2009)

Mathematical models displaying population fluctuations may also examine the
predator-prey relationships. This has been of interest in streptomycetes, as due to their
complex lifecycles, they exhibit different susceptibility to phage infection at different
growth stages. More specifically, phage interaction with its host is of particular interest.

Liquid culture 1s subject to a great amount of mixing and therefore the virus has more
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opportunity to make contact with the host than is likely in soil. Also, with agar, as there
1S no movement between phage and host, “meetings” remain confined within the colony
boundary. Soil, as already stated, is a far more complex environment and therefore
possesses additional factors not accounted for when utilising agar or liquid cultures
(Burroughs et al., 2000). Burroughs et al (2003) demonstrated that, despite an observed
increase 1n phage population after spore germination, there was no apparent impact upon
the bacterial population. It has been suggested that soil composition produces underlying
mechanisms attecting phage-host susceptibility and accounting for the low susceptibility
of hosts 1n soil (Burroughs e al., 2000). Given that most bacterial species are not driven

to extinction, 1t 1s self-evident there must be constant equilibrium between phage and

host.

1.4. A general introduction to Actinobacteria

Actinomycetes are a large and diverse group of micro-organisms. Within this
group there exist the disease causing Mycobacterium tuberculosis and Corynebacterium
diphtheriae, as well as, the apathogenic streptomycetes (Camus et al., 2002; Cerdeno-

Tarraga et al., 2003). Typically considered soil dwelling organisms they also inhabit

other environments such as skin and water.

The soil actinomycetes are key members of the microscopic community due to
their role 1n degradation and replacement of organic matter within the nutrient cycle.
Their ability to degrade recalcitrant compounds such as chitin and lignin are vital for
humus formation (Nishimura et al., 2006). Characteristically, these organisms are Gram
positive with a high G/C content and have a distinctive morphology suited to their soil
habitat. Indeed, early classifications of several actinomycete species considered them to
be fungi (Waksman and Henrici, 1943). Their importance within the rhizosphere was
first recognised due to improvements in isolation techniques in the 1950s, for example

the fixing of atmospheric nitrogen by Frankia species. In contrast, they some act as

plant pathogens, for example, S.scabies which cause potato scab.
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1.5. Streptomycetes

Ot all the actinomycetes, Streptomyces has been one of the most studied genera
due to the ability of its members to produce antibiotics. This has resulted in the

genomes of S.coelicolor A3(2), S.avermitilis, S.griseus and S.scabies being sequenced

(Bentley er al., 2002; Ikeda H, 2003; Ohnishi ef al., 2008; Omura et al., 2001)
(http://www.sanger.ac.uk). Streptomyces are abundant in all soils due to their many
strategles for survival such as spore formation and antibiotic production. Indeed, they

have even been found in radiation-polluted soil, which illustrates their capacity of

survival in extreme environments (Mao ef al., 2007).
Despite the clear ability to produce many bioactive compounds such as

antibiotics, this capacity has proved difficult to demonstrate in natural environments

such as soil (Williams and Khan, 1974). Williams and Vickers (Williams and Vickers,
1986) proposed possible reasons why detection in soil is difficult: antibiotics are not
produced 1n soil, they are rapidly inactivated, they are absorbed by soil colloids, soil
nutrients are insufficient for growth, and detection methods are altogether insufficient.
However, recently some studies have examined this (Anukool et al., 2004; Turpin ef al.,
1992) and have proved that the presence of Streptomyces in soil does indeed have an
impact upon resident organisms, even within its own genus. For example, Salmonella
populations are reduced in the presence of S bikiniensis in soil (Turpin et al., 1992).
Clearly, on a large scale, antibiotic production has an eftect on resident soil
micriobiology.

[n addition, Streptomyces survive in soil by utilizing carbon sources that many
other orgamisms cannot utilize, therefore, greatly contributing to degradation of organic
material, such as lignin and as a result, have an impact upon biogeochmical cycles
(Braissant ef al., 2002). An example might be the degradation of the toxic Ca-oxalate by

Streptomyces sp. which is partially responsible for micro-site pH regulation, cnergy

production and detoxification of the soil (Sahin, 2004).

S.coelicolor A3(2) was sequenced due to its role as a paradigm for the
streptomycetes and it 1s mainly in this organism that their lifecycle was deduced. One of

the most striking teatures of these highly adaptive, sporulating bacteria is their unique
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and distinctive three-dimensional morphology, which is a result of their complex
htecycles (Figure 2) (Ernkson, 1947; Hopwood, 1960). The lifecycle of Streptomyces
begins as a unigenomic spore, resistant to soil desiccation (Radajewski and Duxbury,
2001) extremes of temperature, pH as well as low nutrient availability. Indeed it has
been found that the majority of Streptomyces in soil are in this form (Mayfield ef al.,
1972). In addition, in this form it is dispersed by wind, rain and arthropods (Lloyd,
1969, Ruddick and Williams, 1972). The spores of streptomycetes exist in this state for
cxtended periods until exogenous nutrients are available which act as triggers, inducing
the formation ot a germ tube from which the tip extends, forming a mycelium.

In 1960 Waksman confirmed that there are two distinct forms of Streptomyces
mycelium: substrate (vegetative) and aerial (reproductive) mycelium, both grown on
solid agar. Substrate mycelium grows deep into the medium whereas aerial hyphae, first
thought to be branches of substrate hyphae (Hopwood and Glauret, 1961), grow
upwards, away from the media due to the activation of bld genes. Upon activation of bld
genes, a signalling cascade occurs, and coiled, highly hydrophobic hyphae grow
outwards from the radial growth (Nodwell ef al., 1999). It has also been found that the
bld genes are additionally responsible for other characteristics such as the production of
antibiotics (Plaskitt and Chater, 1995). In addition, whi genes are responsible for the
formation of mature spores. These genes result in a formation of spiral syncytium in
which multigenomic compartments reside, with the eventual formation of individual

septa, and lastly, a mature spore (Ryding er al, 1999). This complex lifecycle

contributes to the renowned difficulty in classifying these organisms.
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18 hours

Figure legend

Figure 2 The Streptomyces lifecycle. At 10 hours under favourable conditions germ tubes
emerge from a spore by tip extension and branch formation, creating substrate mycelium
after 18 hours. At approximately 2 days, aerial hyphae grow up by the activation of bld

genes. The apical compartment produce unigenomic spore compartments at 4-10 days

eventually resulting in the production of mature spores (Klieneberger-Nobel, 1947).
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1.6. Actinomycete taxonomy

Taxonomy creates a universal understanding by illustrating relationships
between organisms, resulting in their placement within a defined group according to
these traits. Due to continuous advances in techniques, the methodology lacks a single,
defined protocol, resulting in several different systems for taxonomy and further
contradictions within these (Ereshefsky, 1994; Hey, 2001). This confusion is illustrated
within the Streptomyces genus, a large and complex group of organisms. Indeed, even

the earhiest actinomycetes classifications were subject to criticism (Waksman and

Henrici, 1943).

1.6.1. Classical taxonomy

Streptomycetes are not simple organisms. Their diversity is reflected within the
history of their classification, which contains a significant number of contradictory
results, necessitates constant amendments and demonstrates an overall state of over-

speciation. Various techniques which are utilised are not re-producible and therefore,

cannot be easily applied (Mehling et al., 1995). Other techniques clearly contradict
previous studies rendering one or both invalid, for example the comparisons of (Pridham
et al., 1958) and (Waksman, 1961). These problems have been highlighted in the review
by (Anderson and Wellington, 2001). The number of methods for detecting and

speciating bacteria is overwhelming and causes much of the confusion associated with
bacterial taxonomy.

Even the early classifications, which relied upon morphology and cell wall
biochemistry, were subject to criticism. The Waksman publication of 1940 was
scrutinised for the placement of the entire actinomycete family - originally a term used
to describe an aerobic, pathogenic, spore-forming species. Even at this early stage of
classification there existed confusion about the name used to describe these organisms
(Waksman and Henrici, 1943). The morphological arrangement of the mycelia was a

key feature in early classification — aerial or vegetative, chains or cocci (Waksman and
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Henrici, 1943). As well as the cell wall chemistry, type I for the streptomycetes. Type |
1s defined by the presence of LL-diaminopimimelic acid and glycine and the absence of
typical sugars found in cell walls (Lechevalier and Lechevalier, 1970). Due to the
controversy surrounding streptomycete taxonomy, the International Streptomyces
Project was established in 1964. This organisation drew up a list of specific
morphologtes used to describe streptomycetes: spore chain morphology, spore surface,
substrate mycelium, soluble pigment production, melanin production and the utilisation
of carbon sources.

However, as technology and methodology advanced, the standard criteria

changed and became even more complicated. Additionally, it has been shown by

(Salvestr er al., 1962) that the characteristics used to describe the streptomycetes are
highly vanable and subject to user interpretation. All these complications are indicative
of an urgent need tor a simple, yet accurate system.

The most common classical technique is chemotaxonomy, a way of defining
bacterial species by biochemical means (Cummins and Harris, 1956). It involves the
examination of characteristics unique to the individual bacterial species under study.
The methods used involve examining the fatty acid chains by gas chromatography,
assessing carbon utilization and whole cell analysis by mass spectrometry (Abdel et al.,
1963; Shirling and Gottieb, 1968). These traditional methods continue to be improved
and used alongside more modern techniques such as 16S rDNA sequencing.

Additionally, bacterial surface antigens are also used to exploit their specific
receptivity to particular bacteriophages. This has resulted in phage typing, more
commonly used amongst pathogenic bacteria such as Salmonella and Listeria. It has

however, also been applied to streptomycetes. Despite occasional cross-reactivity

(Bradley, 1961), phages are generally considered to be genus specific. Additionally, a
study examined 905 Actinomycetes and concluded that overall phage typing for the
actinomycetes 1s a useful aid in their taxonomy and has subsequently helped to re-
classity some strains (Foor, 1990; Korn-Wendisch and Schneider, 1992; Kurtboke,
2005). Results provide evidence that phage typing is a useful aid for the identification

of actinomycetes at the genus level but is not as successful for species definition.
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Another method of classification is serological taxonomy, which involves the
rising of anti-sera or highly specific mono-clonal antibodies against bacterial surface
antigens. Within the Streptomyces species this technique proved useful as it has been
shown, 1n some cases, to be species specific and able to determine the microbial
population within a natural setting. (Wipat et al., 1994) have devised mono-clonal
antibodies specific to Streptomyces lividans. Their technique was successfully applied
in order to 1solate Streptomycete spores directly from soil. Other studies also support
the ability of serology in order to define cluster groups, however, these are not
reproducible (Kirby and Rybicki, 1986; Williams ef a/., 1983a; Williams ef al., 1983b).

To date, however, the most relevant and supported, non-molecular method of
classification ot organisms is through numerical taxaonomy, as detailed in the renowed
Bergey’s manual. (Williams et al., 1983b) devised a probalistic identification matrix
which clarifies the intergeneric relationships within the Streptomycetaceae tamily. This
method 1nvolves the clustering of species groups, within which there may be high
diversity, according to their taxonomic traits: one hundred and thirty nine in total. It
devised twenty-three major clusters, each with four or more strains, twenty minor
clusters with two or three strains and twenty-five single member clusters. The largest
cluster 1s cluster one, containing seventy-one strains, phenotypically described as those
which produce yellow - grey pigmentation yet lack melanin production with smooth
spores 1n straight chains, resistant to some antibiotics. This method has established the
nature of several relationships, therefore resulting in the re-classification of some strains
(Wayne et al., 1987; Williams ef al., 1983b).

There 1s a large amount of data on bacterial taxonomy and deciphering it requires

a great amount of investigation. The conventional methods described above are now

making way for more modern molecular methodology, and in some cases the

combination of both 1s used.

1.6.2. Molecular taxonomy

Great advances have been made in bacterial taxonomy and phylogeny since the

advent of molecular biology. The primary procedure for initial screening in molecular
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taxonomy 1S DNA-DNA hybridization which alongside the percentage G/C content of
the bacterial genome can provide a crude measure of similarity between bacterial strains.
A threshold of 70% defines a bacterial species for total chromosome DNA-DNA
hybridisation with an equal to or less than 5°C melting temperature (Wayne et al., 1987).
The examination of DNA relatedness has allowed for the reclassification of scveral
species once grouped 1n accordance to numerical taxonomy. According to the Bergey'’s
Manual of Systematic Bacteriology the genus Streptoverticillium overlapped with the
Streptomyces genus. However, it was proposed that by analysis of 16S rRNA that the
two should be unified. (LLabeda, 1996).

Regardless of the widespread acceptance of this technique, it too has been
subject to criticism. It has been claimed that the 70% figure has been artificially derived
and is highly dependant upon previous bacterial species definitions (Stackenbrandt ef al.,
2002). When compared to the definition of animal species, this would result in Homo
sapiens belonging to the same species group as almost all primates, including lemurs.
Furthermore, DNA-DNA hybridisation does not take the evolutionary processes or
mutations, which can affect the life-style or characteristics of the organism in question,

into account. This technique is subject to high criticism as it is thought to underestimate

grossly the sheer volume of bacterial diversity present within our ecosystems and to
define a bacterial species in terms which are too simplistic (Govan et al., 1996).
Genomic phylogenetic species concept was proposed as a technique that would provide
a conceptual and testable framework for bacterial taxonomy and would replace the need

for DNA hybridisation. This relies on DNA/RNA sequences that are resistant to change,

and make up a core set of genes which define that organism

However, there are several alternative methods utilising total chromosomal DNA
for the purposes of taxonomy, for example, low frequency restriction fragment analysis
which uses rare cutters. Following examination by pulsed field gel electrophoresis, a
specific finger-print of that organism is derived. Under comparison, this can reveal the
relatedness, and theretore the clustering, of some strains. Unfortunately, some results

contradict those found in previous tests. For example, in the case of Streptomyces
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cyaneus which when subject to phenotypic tests cluster at 90% similarity but only at
38% similarity when examined by LFRFA (Rauland ef al., 1995).

The most powerful tool which has transformed bacterial taxonomy is the
comparison of rRNA sequences, first described by (Fox et al., 1977). This rapid
technique 1s universally supported and accepted, and is therefore applied in almost all
modern taxonomic studies (Woese, 1987). This method has been applied in determining
the genus, species and strains of organisms with the additional ability to clarify between
intra and interspacific differences. In the use of SSU rRNA sequence taxonomy,
(Stackebrandt ef al., 1991) the importance of the region selected for sequencing has been
highlighted. The variable regions typically used are o,  and v (Figure 3). By sequencing
the variable a region out of 89 streptomycete strains, according to standard ISP, 57 types
were identified and 42 possessed unique sequences. Kataoka ef al have also undertaken
the task of sequencing 485 16S rRNA 7y regions of streptomycetes and placing these in
GenBank., showing that clusters formed under phenotypic taxonomy. Although it can
be argued that SSU rRNA is a worthwhile contribution to bacterial taxonomy, it remains
limited despite the growing number of sequences in the database (Kataoka et al., 1997)

(Labeda, 1996). For example, when the 16S rRNA sequences of 14 marine isolates were

compared, the majority did not contain a match in the database. This shortcoming

reinforces the ecological niche theory of a unique highly suited population of inhabitants
occupying each environment (Ranjard and Richaume, 2001). It seems that as yet the
database 1s not complete, rendering it only useful in identifying alrcady characterised
organisms (Schmdt ef al, 1991). An additional problem 1s that, although 16S
sequences can be 1dentical between 2 ‘strains’, DNA-DNA hybridisation displays them

as the two defined species (Fox, 1992). However 16S remains a technique that readily

allows for the rapid reclassification of bacteria. For example, Streptomyces caeruleus
has been reclassified as a synonym of Actinoalloteichus cyanofgriseus using this
technique (Tamura et al., 2008).

Contradictory results have been obtained by the work on Burkholderia species:
yet again illustrating the shortcomings of 16S rRNA sequencing. This attempt involved

B.thailandensis, B.pseudomallei and B.mallei, whose 16S rRNA sequences are 99%
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identical (Brett e al., 1998). Whereas previous studies have shown their DNA-DNA
hybridization to give contradictory results, B.pseudomallei and B.mallei display 76%
DNA-DNA binding while B.thailandensis is clearly different from B.pseudomallei and
displays only 47% DNA-DNA binding (Rogul ef al., 1970; Yabuuchi, 2000). MLSA has
clucidated this conflict by examining seven housekeeping genes (Goody ef al., 2003).
This study has clearly shown that B.psudomallei and B. thailandensis are different
species and that B.mallei is a clone of B.psudomallei, and should therefore not be given

ditterent names (Gevers et al., 2005).
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Figure 3 Secondary structure of 16S rRNA from Streptomyces coelicolor. Variable regions

are used as diagnostics for the Streptomyces genus (y, p and a). Taken from (Anderson

and Wellington, 2001).
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In addition, some studies examine the 23S rRNA sequence in order to define
species groups. This region has higher variability than 16S rDNA (Stackebrandt ef al.,
1991) and may be applied, often in conjunction with 16S rDNA sequencing in order to
identify Streptomycetes from mixed populations. It has been suggested that this
technique 1s more appropriate for fingerprinting strains rather than for taxonomic
purposes (Palmano et al., 2000).

Despite its drawbacks, 16S rRNA sequencing remains the primary mode of
taxonomically defining species in rapid manner. The conflicts between each individual
technique described above reflect the need for a clearly defined method to classify

taxonomically, not only Actinomycetes, but all species, including the viruses that may

be used to aid 1n their classification.
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1.7. A general introduction to bacteriophages

Bacteriophages are the most abundant genetic entity on Earth with the total

population estimated to be 10°" (Wommack er al., 1992). This number accounts for a
great mass ot organic matter. Additionally, it is not an innate mass but is responsible for
the stability, death and evolution of, at very least, the microbial communities it infects
and, on a greater scale, the entire ecosystem it inhabits (Wihelm and Suttle, 1999 ). From
the time of their discovery by d’Herelle and Twort in the 1910s (Twort, 1915), these
ubiquitous, bacterial viruses have been detected in nearly all environments: soil, thermal
vents and sulphur springs are just a few examples. Research on bacteriophages was
initially carried out in the hope that they would provide a solution to hugely problematic
infectious bactenal diseases (Sulakvelidze et al., 2001). However, upon the discovery of
antibiotics by Alexander Fleming in 1928, phage research was reduced as there no

longer remained an urgent need to invest in these viruses. Despite this development,

some 1solated pockets of phage research remained, particularly in Eastern Europe where

antibiotics were too costly to use. Today, with the advent of antibiotic resistance and

molecular biology, interest in these life forms has been re-ignited and phage research has
allowed tor the development of these viruses as molecular tools, indicators of specific

bacteria and as therapeutic agents (Sulakvelidze ef al., 2001).

1.7.1. Bacteriophage structure and lifecycles

Bacteriophages are structurally the simplest genetic entity, minimally comprised
of a protein coat; a capsid, and ds or ssDNA or dsRNA (figure 2). Some do have
additional] features such as tail fibres. They utilise a very specific receptor in order to
dock onto their host and begin the infection process. A good example is the well-
characterised lambda phage tail protein that attaches to a maltose receptor (LamB) on
the cell wall (Berkane ef al., 2006; Hazelbauer, 1975). Initial binding can be reversible
whilst subsequent formation of covalent bonds is irreversible. Phage nucleic acid is then

injected into the host by means of a tail tube. Once within the host the phage replicates

33



Chapter |; Introduction

to generate new phages or, in the case of temperate phages, integrated and lays dormant
within the host chromosome. This mechanism is only made possible by the possession
of an integrase gene within the phage genome.

There are many studies that have successfully isolated Streptomyces phages
from soil (Ackermann ef al., 1985; Hahn, 1991; Mellaert ef al., 1998). They were
primarily conducted in order to exploit the use of phages as tools for the genetic analysis
of their hosts (Stuttard, 1983). These phages typically are temperate and have a wide
host range, except VWB which displays a narrow host range (Mellaert ez al., 1998).

However, the most extensively studied actinophage is ¢C31.

1.7.2. Bacteriophage Genome Structure

When compared, the most striking feature of phage genomes is mosaic structure
they exhibit 1n relation to one another. The first indication of this was by Simon et al in
1971 with the use of electron microscopy, which revealed DNA-DNA heteroduplexes in
E.coli phages (Simon et al, 1971). With the advent of molecular genetics and phage
sequencing this mosaicism was observed with genes found in blocks. When two phage

sequences are aligned, areas of sequence similarity are clustered, followed by distinct

transitions to regions of little or no sequence similarities. An illustration of this is found
within the major capsid genes of phages HK97 and HK022, which share 99% similarity

nucleotide sequence. However, the nucleotide sequences for their DNA replication

proteins share only 33% similarity (Juhala et al., 2000).

1.8. Classification and taxonomy of bacteriophages

Since their discovery, phages, like their hosts, have gone through several
methods of taxonomic classification and to date there remains no universal agreement.
In the 1920s and 30s, host range was thought sufficient and as a result began the advent
of ‘phage typing’ (Lawrence er al, 2002). Subsequently, with the emergence of the
electron microscope, morphological differences between phages were used according to

Bradley’s classifications (Bradley, 1961). More recently, the post-genomic era has

added yet another tactor into the phage taxonomic schemes.
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As there 1s no single feature, such as the bacterial equivalent of ribosomal DNA,
phages are loosely grouped by concepts lacking in distinct boundaries, thereby resulting
in quasispecies (Eigen, 1993). Consequently, this dilemma is subject to individual
Interpretation and creates debate amongst phage biologists. Phenotypic features have
traditionally been, and perhaps still remain, the most widely used characteristics in
clustering phages (see Figure 4). Some of the first studies relied solely upon host range,
however, with technological advances, more features began to be considered. In 1961,
soon after the development of the electron microscope, Bradley’s classification system
was proposed 1n order to group phages into one of six morphologies (Bradley, 1961).
Although this system remains to be used when describing almost all newly characterised
phages it 1s not included within the universal taxonomic system which was created by
the International Congress of Microbiology. This group established the International
Committee for the Taxonomy of Viruses whose objective, since 1971, is continually to
update taxonomic guidelines. The ICTV are true to the original Linnaean hierarchical
system which placed the tailed phages under the order of the Caudovirales. Within this
order there are three families: the Mpyoviridae, with long, contractile tails, the
Siphoviridae with long, non-contractile tails, and finally, the Podoviridae with short,
stubbed tails and a striking lack of features (figure 5).

Fach of these three families may be further broken down into genra by
considering their host range, genome size and genome form. An example of ICTV
classification is the Podoviridae which contains both the Salmonella P22 phage and the
coliphage ‘T (Stembacher et al., 1996; Zhang et al., 2000). They both fall under this

order due to their short tails, however, it is known that P22 shares great genetic

homology with the Siphoviriade A\ phage (Susskind and Botstein, 1978). Indeed, their

similarity 1s so great that recombination between them results in fully functional hybrids
(Retallack er al., 1994). There are several similar examples demonstrating the fact that
taxonomic groupings according to ICTV may not reflect common ancestry and therefore
that this type of classification may be a flawed, although a widely recognized method of
speciation.  Additionally, morphology of the viruses is essential for classification

according to this system. However, in the phage genome database, a large majority have
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never been examined under the microscope and consequently cannot be taxonomically

grouped according to ICTV (LLawrence ¢f al., 2002).

An obvious alternative in classing viruses would be to identify their overall
similarities and group them according to these, rather than using a single core trait. The
phage proteomic taxonomic tree is a system which exploits phage similarity and i1s
genome-based (Figure 5). Its construction involved all 105 sequenced phages and the
comparison of their predicted protein sequences. No single common protein was found
in all the genomes; the closest, with 56 matches, was the Yoml, a putative
transglycosylase from Bacillus subtilis $SPBc2 (Rohwer and Edwards, 2002b). Despite
solving problems such as those previously discussed in the case of the P22, T7, A
classification according to ICTV, this system has been criticised. Lawrence ef al (2002)
drew up two hypothetical, nearly identical phylogenetic trees based on overall similarity.
This comparison resulted in strikingly misleading information by the simple loss of a

single phage from one of the trees, illustrating problems with the whole concept of

overall sitmilanity (Lawrence et al., 2002).

36



Chapter 1: Introduction

Bl g o, F

LW Pestnrvan

Figure 4: Classification of bacteriophages according to morphological traits. Above: The
six phage morphologies according to Bradley’s classification, A to F. Below: EM of three
phage morphologies according to ICTV classification: Podoviriade (C according to

Bradleys), Siphoviriade (B according to Bradleys),, Myoviriade (A according to Bradleys),,
from left to right.

37



Chapter 1: Introduction

......

Siphophage

Siphophage TPQO1-like
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SIPN NS
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Figure 5 Siphophage branch of bacteriophage proteomic tree (full tree top left) produced

from 105 sequenced bacteriophage genomes, illustrating the conflicts with ICTV

classification. The orange dot in the A-like cluster represents the phages within this study.

(Rohwer and Edwards, 2002)
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The 1nadequacy of almost all viral speciation is evident in the fact that small
changes in genetic code may result in dramatic morphological differences. The reverse is
also true - environmental pressures may result in the maintenance of some phage
morphologies despite genetic differences. Yet another contribution to taxonomic
contusion 18 due to genomic recombination - either homologous, or by illegitimate
exchange. The results of this recombination are mixed viral populations with vast
amounts of diversity. This alone reinforces a failure of the hierarchal system altogether.

It appears that any simple categorisation is flawed (Lawrence et al., 2002). The
peculiar N15 phage, as already described, illustrates the difficultly in classifying viruses.
N15 possesses a mixed genome: 50% is highly related to A while the other half is related
to a linear plasmid (Tilly, 1991). Clearly, any categorisation of this phage would not
adequately acknowledge this amalgamation within its genome. There are huge varieties
of bacteriophages, each lacking or abundant in specific characteristics, making the whole
taxonomic process severely problematic.

It has been proposed that one way of creating a phage taxonomical system is by

exploiting the mosaicism, organization and recombination events of phage genomes and
recognising their common ancestry (Dykhuizen and Green, 1991). It does seem that the
genomic taxonomy 1s a far more appropriate method as it encases not only common
ancestry but also the phenotypic features for which these genomes encode. It has been

suggested that the 1dea of a core set of genes for viral taxonomical purposes should be

abandoned in favour of relatedness by means of a shared pool. Indeed, if these phages
are subject to genetic exchange amongst themselves, there are likely to be some shared
aspects of their lifestyles. It appears that more recent proposals for phage taxonomy
methodology recognise that a great amount of involvement is required before a virus can
be clearly placed into any one group (Van Regenmortel ef al., 1997). Controversially,

some even suggest that bacteriophages should belong to more than one taxonomic group

at the same level (Lawrence et al, 2002). However, in order to create the ideal

taxonomical system for phages, it is first necessary to obtain the information utilising all

the incomplete data. One way of doing this is by studying and classifying their hosts
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before attempting phage taxonomy (see section 1.6). One of the problems posed in all
prokaryotic taxonomy is the inability to culture all microorganisms from their natural

environment, such as soil (Athalye ef al., 1985), as a result it 1s difficult to examine the

full impact viruses have upon their surrounding environment.

1.9. Evolution and relationships of bacteriophages

1.9.1. Early Evolution

The moron accretion hypothesis postulated by Hendrix ef a/ (Hendrix et al.,
2003) describes the very first evolutionary mechanisms that, ultimately, have resulted in
the formation of bacteriophages. In this process, a rare mutation event occurred which
resulted in the formation of an icosahedral protein shell. With the chance encapsulation
of DNA a primitive phage would result and be preserved due to positive selection. Any
future mutations, which gave a positive result, would maintain the formation of these

shells. Clearly this hypothesis is merely speculative; however, it does provide a

Darwinian account of bacteriophage creation.

1.9.2. Recombination events are responsible for phage evolution

Homologous and non-homologous recombination is responsible for
bacteriophage evolution (Recktenwald and Schmidt, 2002). The Rec system in E.coli is
one of the best-characterized systems in prokaryotes resulting in homologous
recombination. RecA plays a major role within this system, as it is responsible for
aiding the catalysation of the DNA synapsis reaction between homologous regions (Joo
et al., 2006; Kowalczykowski, 2000). In contrast, phage evolution may also occur by
non-homologous end joining. Within this system, sequences of DNA can be brought
together without the need for long sections of homologous DNA. Only short regions of
homology between sequences are required to guide repair (Moore and Haber, 1996).

An example of phage evolution as a result of these events is found within the
lamboid-hike N15 phage. One half of this viral genome is very similar to lambda,
however, the other half 1s from an unrelated group of phages. This illustrates the result

of extensive phage evolution (Ravin er al., 2000). In specialised transduction, the
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incorrect excision of prophages from host chromosomes may result in the phage
acquireing new bacterial genes, however, this is viewed as a limited mechanism for
phage evolution. There are currently two models for recombinant bacteriophage
evolution. Susskind (1978) proposed the initial modular theory was that phage evolution
took place by homologous recombination at short conserved boundaries of gene
modules. This accounts for the evolution of coliphages HK620 and P27, which was, at
least in part, due to blocks of genes for a particular function, for example, the DNA
metabolism genes, being homologous to modules with the same function in other phages
(Clark et al., 2001; Recktenwald and Schmidt, 2002; Susskind and Botstein, 1978).
Hendrix (2003) has postulated an alternative theory which states that the majority of
phage evolution 1s due to 1llegitimate exchange; this is also evident within actinophages
and mycobacteriophages (Pedulla er a/., 2003b). This non-homologous recombination
between phages 1s not sequence dependant, therefore, it mostly produces vast quantities
of non-viable constructs. The tew recombinants, which are not eliminated, maintain
boundaries where the initial recombination event took place, thereby, conserving the
gene junctions and theretore, the modules within the genome (Hendrix et al., 2003).
Although recombination events generally take place at gene boundaries due to
selective pressures, such as a sudden change in host populations, there are some
exceptions. The best known is the case of coliphage tail fibre genes, which show
mosaicism, not only at gene boundaries, but also within gene segments. Evidence of this
has also been found in the intergrase and homologous recombination genes (Juhala et
al., 2000). In both cases, the event has taken place at an area of the gene corresponding
to a protein domain boundary resulting in a fully functional protein. It has been
proposed (Hendrix et al., 2003) that the allowance for such intragenic mosaicism within
the tail fibres 1s not purely due to the selective advantage, but due to the final
conformation of the gene product. Unlike globular proteins, tail fibres are not closely
packed which means that individual amino acids do not make intimate contact, therefore

allowing toleration of changes in gene coding.

Conversely, recombination within or at boundaries of the head genes is rarely

detected. This conservation is due to the co-evolution of capsid proteins with its
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surrounding genes. As a result, each gene product requires other co-evolved proteins to
interact successfully. The few examples of recombination within this areca are possible

due to the removal of DNA and the subsequent replacement with a similar DNA

sequence. An 1llustration of this replacement can be found at the junction of 2 head

genes in HK97 and HKO022 (Juhala ef al., 2000).

[n addition, it has recently been shown that recombination is remarkably efficient
within, at least, the lamboid phages by the use of Red/Gam like systems. These systems
allow for the recombination between diverged DNA (Martinsohn ef al., 2008).

1.9.3. Morons & more recent phage evolution

Morons are genetic elements within phage genomes with a transcription
promoter and terminator. They stand out from the rest of the genome due to their
difference in G/C content in comparison to the flanking regions (Hendrix et al., 2000).
These are present as a result of relatively recent evolution of phage genomes. It has
been hypothesised that these short sequences entered into the genome by random, non-
homologous recombination followed by the deletion of ‘extra® DNA segments. The

conservation of these morons suggests that they are advantageous. Another section of

phage DNA that stands out from its surrounding sequence are groups of less tightly
packed genes - intragenic mosaics derived from other phages (Hendrix ef al., 2003).
Hypothetical codon ORF 34 within HK97 reflects the typical and unusual structure of
these DNA segments (Juhala ef al., 2000). Following the translational start, Shine-
Dalgarno sequence, a gene from phage lambda is fused to an unknown sequence which
is attached to the xis gene from P22. This xis sequence is found within an incorrect
reading frame, signitying that this gene does not result in a functional protein
(Gottesman and Abremski, 1982; Hendrix et al., 2003; Mattis ef al., 2008). These types
of assemblies within the phage genomes do not provide any selective benefit to the

phage, nor are they disadvantageous. Hendrix proposes that these genes are maintained
in order for etficient packaging of DNA during phage assembly — termed “stuffer”

DNA. This DNA may act as a pool of genes allowing phages to adapt according to their
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surrounding environment. In addition, due to the rapid recombination events within

phages, 1t also provides means to drive evolution within the phage community.

1.9.4. Common ancestry of phages

The use of the term ‘species’ is inadequatc when attempting to group
bacteriophages; 1t 1s due to their extensive and merged evolution over long periods of
time that the renowned difficulty in their classification has resulted (Lawrence et al..
2002). Sequence similarity between phages provides an indication of the relationships
between recently diverged phages, however, in order to determine more distant relations
other comparisons must be made. Amino acid sequence, genome organisation and
architecture are capable of revealing more subtle and ancient relationships between these
viruses (Rohwer and Edwards, 2002a) (Hendrix et al., 2000).

[t is mn this way that phages of distinctly distant hosts have been identified. Most
notably, the shared common ancestry between phages with the Gram negative
Escherichia, Salmonella, Haemophilus hosts and those with the Gram positive
Mycobacterium and Streptomyces hosts. A key link between these viruses is ¢flu; a
cryptic prophage containing several homologous genes and gene arrangements with
many phages. This prophage is accountable for the addition of a 603bp sequence within
the D29 gene gpl0O (Hendrix er al., 1999). Yet another example of prophage ancestry 18
in the form of mycobacteriophages $Rv1 and ¢Rv2. These small prophages exhibit
homology with ¢C31, LS, D29, TM4 and HK97 (Cole et al., 1998; Duda et al., 1995;
Hatfull, 1993; Phihpp et al., 1996; Popa et al., 1991). Similarly, the actinophage ¢C31
acts as a bridge between coliphages and mycobacteriophages. For example, the ORF 9a

in ¢C31 shares homology with gp70 in the mycobacteriophage TM4 and also displays

similar gene orgamisation of its head proteins to the coliphage, thus providing a link

between all these phages. Phylogentically distant phages have been shown to share a

common gene pool (Hendrix ef al., 1999).
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1.10. The effect of phages on their hosts and the surrounding

ecosystem

Viruses are major contributory factors in many processes involving microbial
mortality to global geochemical cycles (Suttle, 2005). The influence of phages in the
environment is too frequently ignored, however, there are some key studies, particularly
within the marine environment, which reveal their value and influence in the ecosystems
they inhabit. Microbial survival or demise is dependant on bacteriophage populations
and their chosen lifecycles. Azam et al (1983) described the microbial loop in 1983, a
system responsible for the replenishment of DOC within the marine food web (see
Figure 6) (Azam et al., 1983). Bacteriophages are instrumental in this process and are
accountable tor 30% of bacterial mortality in the cycle and as much as one quarter of
DOM in the sea flows through the viral shunt. The liberation of cytoplasmic and
structural matter from prokaryotes by phages is estimated to release 1 ng/L of DOC per
bacterial generation. Indeed, it is not only bacteriophages that are important in the viral
shunt also of some importance are cyanophages - viruses which infect algal cells. The
populations of these viruses have been shown to correlate with, and indeed, control algal

blooms (Azam et al., 1983).

Yet another example of phage populations influencing their host populations is

found within cholera outbreaks. The cyclic nature of cholera outbreaks is evident in

their occurrence twice a year. Faruque et af proposed (2005) proposed that

bacteriophages might be an important intrinsic factor in these outbreaks. A study was
carried out in Bangladesh, linking the virulent bacterial strain with a specific phage
(JSF4). It found an inverse correlation between the presence of vibriophages and the
presence of a susceptible strain. The conclusions demonstrated that the absence of
phages in the water promotes cholera epidemics (Faruque ¢f al., 2005). In addition,
temperate bacteriophages create bacterial diversity by causing extensive horizontal gene
transfers between bacterial species. Again, using Vibrio cholerae as an example, the

bacterium 1s only pathogenic if it is infected with a temperate bacteriophage carrying the

toxin gene, thereby, increasing the fitness of the host (Bik et al., 1995).
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One of the most dramatic and obvious effect of viruses upon their hosts is that of
algae, in particular the effect of viruses upon Emiliania huxleyi blooms. Blooms of this
organism can be observed by satellite on a global scale due to reflective calcium
carbonate coccoliths. Frequently these blooms are observed to disappear suddenly
causing a flux in calciate and cloud forming dimethyl sulfide to the atmosphere. This

global impact has been shown to be at least in part due to lysis caused by highly virulent

viruses (Schroeder ef al., 2003).
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Figure 6 The grazing food chain. Dotted lines depict virus mediated pathways. Model
adopted from (Fuhrman, 1999). Viruses in the marine environment account for a total of

12-52% of organic turnover in the sea. This is an example of their potential in the global

turnover in the ecosystem.
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In contrast to the marine studies relatively little is known about the abundance
and distribution of phages in soil (Wililiamson, 2005), despite this medium being one ot
the most phage rich environments, with an estimated 10’ phage particles per gram
(Chibani-Chennouti ez al., 2004). Highest phage abundances are detected in soils
containing highest number of bacteria, for example, wetland soils are abundant in
bacteria and this 1s reflected in the large phage population (Wililiamson, 2005).

A soil study was conducted examining the survival and impact of bacteriophages
upon their indigenous hosts (Pringsulaka et al., 2002). Overall, both of the phage
populations studied declined rapidly, typically within eight days. However, the
population of one phage did initially spike when incubated with particular hosts. [t was
concluded that the phage’s fate was strongly affected by soil conditions and the host
within the sotl

The survival of the host is a critical factor for a successful bacteriophage
population. It has been shown that parental strains and lysogens are equally successful
when colonising sterile soil. However, in non-sterile soil, a more natural environment,
the lysogens died rapidly whereas the parental strains remained viable. Therefore, the
lysogenic form of the viruses may not be as advantageous to them as once thought
(Herron and Wellington, 1990). Due to the impact phages can have on their

surroundings, they are now being exploited in order to modify, destroy or detect their

hosts.

The dramatic impact of a pseudomonas phage: $GP100, in soil was illustrated by
Keel er al in 2002. The protective bacterium Pseudomonas fluorescens colonizes
cucumber roots preventing harmful infection of other organisms. However, in the

presence of ¢GP100 this protection was completely lost due to the demise of the

protective bacterium. In contrast, the presence of this phage had no impact upon root

colonisation of phage resistant strains of the bacterium. This is an excellent illustration

of how phages may be applied as a therapeutic agent within soil (Keel ef al., 2002).
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1.11. Host defence tools against phage infection

Clearly, bacteria do survive despite sharing their environments with phages. In
order to survive, they have evolved several ways of avoiding successful phage infection.

These traits are predominantly linked to plasmid DNA, although some have been found

on chromosomal DNA, for example the lactococcal plasmid pNP40 mediates resistant to

a phage of lactococci (Garvey ef al., 1996).

1.11.1.Initial infection

There are two means by which a host can prevent or halt phage entry: adherence
inhibition and prevention of phage injection. One of the simplest techniques employed
by bacteria 1s to alter or lack specific cell receptors that phages can use as docking
systems, as 1s the case with Ox2 resistant £ coli (Morona and Henning, 1984). In some
cases, although the bacterium does possess the cellular receptors, other components,
such as exopolysaccharides, which physically mask it, are in place (Deveau, 2002).
Alternatively, bacteria which possess these receptors can allow the phage to dock,

rendering 1t immobile but prevent its DNA entering the cell, which is the defence

mechanism encoded by the pNP40 (Garvey et al., 1996).

1.11.2. Phage exclusion

Unsuccesstul infection, also known as abortive infection. is another host defence
system agatnst phages. It permits the virus to enter the cell but prevents the phage from
completing 1ts cycle successfully, which is achieved by the host defences at several
stages within the phages cycle. This abortive infection has been described by Sing and
Klacnhammer in 1993 and termed Abi mechanisms (Sing and Klaenhammer, 1993).
Typically plasmid encoded, these mechanisms reduce burst size. etticiency of plating,
and the formation of smaller infection centres. Abi systems ensure that the host cells do
not die, therefore preventing the release of new infective viral particles. Abi systems are
subject to much study within dairy industry due to the importance of phage free starter
cultures (Daly ef al., 1996; Sullivan et gl 1998). To date, there are 21 Abi mechanisms

found within Lactococcus lactis, all of which, apart from two, are plasmid encoded. Not
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all of the 21 Abi traits have fully been characterised, those which have been, are brietly

described in Table 1.

T

l Abi Phage target
A | Interfere with DNA replication
k [ Intertere with DNA replication
K Interfere with DNA replication J
[ R I Interfere with DNA replication |
B l Interfere with RNA transcription |
G Interfere with RNA transcription
c | Reduces synthesis of major capsid protein
D1 | Interterence of phage ORF required for phage development 1

Prevents maturation

S | Seauesters factors needed for phage development

}

U Dela);s phage transcription

Table 1 The mechanisms of abi systems

1.11.3. Restriction modification

Some bactena possess type Il restriction modification systems. These systems
are widespread in almost all bacterial hosts and result in the prevention or retardation of
phage infection. The system typically involves pairs of enzymes which work
independently, but are found linked on the chromosome. One of these enzymes is DNA
methyltransferase which specifically methylates A or C residues, rendering it immune to
destruction by the second enzyme. This is an endodeoxyribonuclease which cleaves
DNA at a specific site 1f 1t is lacking in methylation (Rocha et al., 2001). Despite this
being one of the most well- known host defences against phage, there are some studies
which indicate that this system is extremely ineffective in contributing to overall host
survival. On the whole, this system is not fully adequate in dealing with all phage

invasions. It 1s only eftective against dsSDNA viruses which signifies that the host is
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defenceless against sSDNA or RNA viruses (Levin, 1993). In addition, some of the
dsDNA phages have developed their own defence mechanisms such as the inhibition of
restriction enzymes. Kusano et a/ 1995 proposed an alternative as to why so many
bacteria possess RMS. They concluded that these systems are essential for bacterial
survival due to the long half-life of the nuclease. If the host were to lose its RMS, the
nuclease would still be present and therefore lead to cell death. Moreover, RS avoidance
1s much simpler and more effective for overall survival of the bacterium. Indeed, it has
been shown that RS avoidance is not only preferable for bacteria but also strongly
favoured by phages themselves. It appears that RMS presents a stronger selective load
on bacteria than on their viral counterparts (Kusano ef al., 1995). Therefore, RMS

constitutes a third factor within phage-host interactions.

1.11.4. Unusual, complex defence systems

An unusual bacteriophage resistance system is encoded by Streptomyces
coelicolor A3(2), yet not its close relative S./ividans (Laity et al., 1993). The phage
growth limitation system was first described by Lomovskaya e al in 1982. The pgl
system 1s as follows: following a single normal phage burst in a pgl, positive host
progeny are produced, which upon a second cycle of infection are severely attenuated,
resulting in the inability to cause subsequent infections within that host. However, they
remain virulent to other hosts of a different strain (a pgl negative strain) (Figure 7)
Although 1t was onginally thought to be due to the presence of a defective prophage
(ND Lomovkskaia, 1971) this was later disproved, as no ¢C31 DNA could be detected
in S.coelicolor (Chater, 1986). This modification is clearly not lethal to the
bacteriophage as i1t 1s capable of several rounds of infection in pgl negative hosts after
infection of a pgl positive host. It seems likely that this feature is advantageous to the
host as 1t would facilitate the destruction of competitor organisms. Cox (Cox and Baltz,

1984) suggested that the pgl system works in a similar way to the restriction

moditication system, however, some (Chinenova et al., 1982) propose that the pgl

system works due to a specific ¢C31 trigger.
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Bedford er al (Bedford et al., 1995) discovered 2 adjacent genes — pelY and pglZ
which were required for pgl. These genes were studied using complementation
experiments and two types of pgl negative mutants were isolated: A and B mutants. A
mutants were complemented by a specific plasmid and B were unable to be
complemented. More recently, Sumby er al identified two more genes which are
involved in the pgl system: pg/W and pglX. These genes, like the pglY and pglZ., were
also studied using complementation (Sumby and Smith, 2002). Phase variation from pgl
negative to pgl positive, and vice versa, is common at frequencies of 10~ to 10™ per
spore. Sumby and Smith (Sumby and Smith, 2003), demonstrated that this is caused
partly by the expansion and contraction of a polyguanine tract present in the pglX gene.
This technology has recently been exploited in order to develop a phage capable of
marker deletion in S.coelicolor by the Cre-loxP system (Khodakaramian es al., 2006).
However, turther study is required before this complex system is fully understood.

Yet another recently described host defence mechanism are the rapidly evolving
short transcribed nucleotide sequences that are inserted into clustered regularly
interspaced short palindromic repeats or CRISPR resulting in phage resistance. It has
been found that tandem repeats, separated by non-repetitive spacer sequences similar to
phage DNA occur in half of all bacterial genomes (Godde and Bickerton, 2006: Jansen
et al., 2002). In conjunction with Cas proteins these CRISPRs confer viral resistance by
targeting and neutralizing foreign DNA. Diversity in these regions is due to the changes

in selective pressures of phage predation that in turn shapes the microbial ecology(Tyson
and Banfield, 2008).

1.12. Phage defences against bacteria

Bacteriophages require a plethora of mechanisms in order to be successful in a
wide range of hosts. Such defences include inhibitors of restriction enzymes, phage
encoded methylation, nucleotide modification and complex modifications upon
superintection, the last of which has been most recently discovered.

Some bacteriophages use proteins that modify DNA resulting in the protection of

its DNA from restriction. An example of this is found in the temperate phage Mx8 as it
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contains mox protein. Mox appears to modify, by methylation, its restriction sites for
Xhol and Pstl (Magrini e al., 1997). Another anti-restriction mechanism has been
described in the coliphages T7; and T;. This mechanism is duc to the genc ocr
(overcome classical restriction), also known as, 0.3. This gene encodes the protein that
hydrolyses intracellular methyl donors, which are required for restriction of DNA.

The entire area of phage defence mechanisms has not been studied in detail
(Walkinshaw et al., 2002). However, it is evident that their continued survival gives an
indication that mechanisms like these are common amongst the phage populations. This

arms race between phage and host results in dynamic host-phage populations inhabiting

a niche within the natural environment.
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Figure 7 The Pgl system. Wild type phages (top right) are capable of infecting both pgl-
and pghH hosts. Normal bursts result in both cases, however, the progeny from the pgl +
host are modified, resulting in a loss in their ability to infect pgl + hosts. They remain

infective to pgl — hosts (adapted from (Chinenova et al., 1982) .
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1.12.1.The ¢C31 genome and integration systems

The genome of the actinophage ¢C31 is typical of many phage genomes. The
mosaic genome structure of this actinophage is typical of many tailed phages, such as A.
The late genes display a similar organisation to many other phage late regions (figure 3).
The early regions are typically more variable between different phages, often including
genes required for DNA replication (Smith er al., 1999). For example; ¢C31 encodes a
DNA polymerase on gene 11, and although few phages contain this gene, it is found in
mycobacteriophages, notably, D29, 1.5 and Bxb.

During lysogenic growth, many phages, such as ¢C31 for example, integrate
their genome 1nto the host’s chromosome. The several studies on ¢C31 integrase have
resulted in the development of this phage as molecular tool for the delivery of DNA at
specific sites in higher organisms (Ginsburg and Calos, 2005: Sharma et al.. 2008).

[In ¢C31, this action is due to its integrase, a member of the serine recombinase

family of site-specific recombinases responsible for correct integration and excision.
They use pairs of recombination sites: attP & at/B for integration and attl. & attR for
excision (Thorpe ef al., 2000). Each sequence is short; around only 50b, and it is within
these sites that recombination occurs by a mechanism similar to the resolvase/invertases
(Smith et al., 2004). This occurs in a similar manner to the resolve/invertases which act
by a four-stranded cleavage and rejoining mechanism, with a break at a 2bp core
sequence. (Johnson and Bruist, 1989). It has been shown that mutations in this 2bp
results in a switch of the polarity of the a sites resulting in incorrectly joined products
(Gohosh et al., 2003). These sites in S.coelicolor lie within the Sco3798 gene, a possible
chromosome condensation protein. It has been shown that there is a slight detrimental
effect on antibiotic biosynthesis once the phage has integrated (Gregory, 2003).

In addition, this mechanism is responsible for both phage and host evolution by
the incorrect excision of the phage genome from the host chromosome. This is due to
the polarity of the recombination sites attB and anP, which is dependant on the

sequences of just two base pairs where the crossover occurs. A mutation within these
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two nucleotides results in incorrectly joined products, resulting in the mechanism of

evolution of the family of phage integrases (Smith et al., 2004).

2 4 7
>
WOy % % % * %

)

Figure 8 The genome organisation of $ C31. The late genes are yellow and the early genes

are red. Genes which are expressed only in lysogens are blue. The single tRNA is a green
bar and is transcribed late. All genes above the line are transcribed left to right and the
one below, 32, is transcribed right to left. Stars represent transcriptional terminators and

circles represent repressor binding sites. Tailed arrows are lytic promoters, those without

tails are early promoters and the block curving arrows are immediate early promoters

(Smith et al., 1999).
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1.13. Thesis Objectives

The aim of this thesis was to decipher the relationships between indigenous and
non-indigenous bacteriophages in a natural setting and to examine their impact upon
their hosts, with particular tfocus on the soil ecosystem. ¢C31 has been shown to posses
similar genes to other phages (Hendrix er al., 1999) with which it not in direct contact
with as they originate from different geographical locations. The object of this study is
to examine relationships between phages from a single environment. Currently there is
only one publication describing the dominance of a phage genotype in soil (Summer ef
al., 2006), and this 1s the theory investigated in this thesis. We hypothesised that phages
would have an impact on their host populations by reducing their numbers; the phages
would share extensive homology and be unique to their location. In order to test this we
examined hosts and phages from the same ecological context and compared their fitness

in soil to introduced strains. The use of this phage throughout the study allowed for a

clear comparison of indigenous soil hosts and phages with adaptable, yet not indigenous

strains.
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Materials and Methods

2.

2.1. Bacterial Strains

A variety of E.coli strain were used to clone recombinant plasmids.

Table 2 E. coli strains. All strains were used as hosts of plasmd DNA.

Strain Genotype Reference

IM109  endAl gInV44 thi-1 relA1 gyrA96 recAl merB°  (Yanisci-Perron et al.,

K12 A(lac-proAB) el4- [F' traD36 proAB" lacl* 1985)
lacZAM15] hsdR17(rc ' mg ")
DH5a F-endAl ginVa4 thi-1 recAl relAl gyrA96 (Taylor et al., 1993)

deoR nupG ©80dlacZ.AM15 A(lacZ)Y A-
argF U169, hsdR17(rg” mg '), A—
MC1061 hsdR2 hsdM+ hsdS+ araD139 A(ara-leu)7697 (Casadaban and Cohen,

A(lac)X74 galE15 galK16 rpsL (StrR) mcrA 1980)
mcrB1
TOP10  F- mcrA A(mrr-hsdRMS-mcrBC) $80/acZ AMI15 Invitrogen

AlacX74 recAl araD139 A(ara-leu)7697 galU
galK rpsL. (str") endA1 nupG

Table 3 S. aureus strains. These were used in order to accept plasmid DNA or as

bacteriophage hosts.

Mc’; restriction-negative derivative of 8325-4 (Kreiswirth et al.,
1983)

Mc® Janice Spencer

(Uni of Strathclyde)

57




Chapter 2: Materials and Mcthods

Table 4 Streptomycete strains. All used as bacteriophage hosts.

Strain

S.lividans 1326

S lividans TK24

S coelicolor A3(2) M145
S.avermitilis
SPO1
SP(2
SPO3
SP04
SPO5
SP06
SP07
SPO8
SP09

Genotype
SLP2" SLP3", pgl
pro-2 str-6 SLLP2 SLLP3 " ,pgl

Reference

(Hopwood et al., 1983)
(Hopwood et al., 1983)

SCP1-, S'CPZ_:, pg!'
pgl-
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This study
This study
This study
This study
This study

This study
This study
This study
This study
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Throughout this work several bacteriophages were isolated and comparisons

draw between them and previously characterised bacteriophages (Table 5).

Table 5 Bacteriophages. Typed and isolated strains.

Bacteriﬁphage Jr Reference
¢C31 | (Lomovskaya ef al., 1972)
$R4 (Chater and Carter, 1979)
¢Hau3Al (Zhou et al., 1994)
dELBI1 ] This study
¢eELB2 | This study
~ ¢ELB3 | This study
oLEL.B4 This study
$ELBS This study
¢ELB6 This study
~ $ELB7 This study ﬂ
¢ELBS This study
¢ELB9 This study
¢ELBI7 This study
¢ELB18 This study
OELB19 This study
dELB20 This study
- ¢858 (Phage K) i (Rees and Fry, 1981)

2.3. Chemicals and Enzymes

Sigma Chemical Company Ltd supplied chemicals, unless otherwise stated.
Bacterial media, including agar (Agar Technical No. 3), was purchased from Oxoid Ltd.

Enzymes utilised were purchased from Promega, Invitrogen, New England Biolabs and
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Invitrogen. Sequencing primers were obtained form MWG-Biotech A.G and dNTPs

from Amersham Pharmacia Biotech Inc.

2.3.1. Antibiotics and reagents

All antibiotics used were stored at -20°C and thawed on ice. After use, they were

immediately replaced at -20 °C. The antibiotics, indicators and inducers used are listed

in Table 6.

Table 6 Reagents and antibiotics

Chemical Stock Usage Dilulent
concentration concentration
| (mg/mL) (ng/mL)
Ampicillin 100 100 Deionised H,0
Apramycin 25 25 Deionised H,O
Chloramphenicol 25  6-25 ~ 100% ethanol
Cyclohexamide 25 25 Deronised H,0
Kanamycin 25 25 Detonised H,0
Nalidixic acid 50 200 Deionised 11,0
Neomycin ] | Deilonised H,O
Rifampicin 2 10 100% Ethanol
Tetracycline 12.5 12.5 70% Ethanol
PTG 20 50 Detonised H,O
X-Gal 200 20 DMF
Lysozyme 50 1 Deionised H,0
Lysostaphin 0.5 0.2 TE bufter
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2.4. Vectors

Plasmids and vectors used are detailed in Table 7.

Table 7 Plasmids.

Vector Structure Reference
pUCI9 Bla, lacZ, rep (Norrander et al., 1983)
(pPMB1) - 2686bp

Bla, lacZ, Tet -
5680bp

phage K ORF 36/37

pPALTERI

Promega

pBLT100 This study

Bla, lacZ, neo —

3157bp
phage K ORF 38/39

This study
Bla, lacZ, neo —
5772bp
phage K ORF 36/37
tet, lacZ, - 7673
phage K ORF 36/37

bla — 468 1bp
phage K ORF 36/37
& 38/39 tet — 7081bp

pPBLT197

This study

pBLT198

This study

pBLT200 This study

pBLT201 phage K ORF 36/37 This study
& 38/39 bla - 6021bp
pBLT203 phage K ORF 36/37 This study
& 38/39 , luxAB, tel-
8716bp
pUI6AVE Bla, lacZ, rep This study
3086bp
pU16S01 Bla,lacZ,rep  This study
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3086bp

pU16SO3 W This study
3086bp
pU16S0O4 Bla, lacZ, rep This Stl.;dy
3086bp
pU16S0O5 Bla, lacZ, rep This study
3086bp
pU16S06 Bla, lacZ, rép -

3086bp

This study

pU16S0O7

Bla, lacZ, rep
3086bp

This study

pU16SO9 Bla, lacZ, rep

3086bp
luxAB, apra -7854bp

This study

pVCI19 PR Herron

unpublished

pNZ123 Cm — 2808bp (de Vos, 1987)
plJ925 Bla, - 2715bp PR Herron

pSK3630

Bla, par, cm, -
5920bp (Grkovic, 2003)
(Grkovic, 2003)

pSK5632 Bla, par, cm, lacZ, -

5912bp

pCR®4Blunt-
TOPO

bla, lacZ, neo —

3957bp

Invitrogen

2.5. Media and solution preparation

Solutions and media were prepared using deionised water, unless otherwise

stated. The pH of solutions and media were measured using a Thermo Orion (model

410) pH meter with the sensor stored in 3M KCI.
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2.5.1. Sterilisation of media and solutions

Antibiotics and amino acid solutions were sterilised by passing through a

0.22uM filter unit (Millex®-HV). All media and buffers were autoclaved for 15 minutes

at 121°C to achieve sterilisation, unless otherwise stated.

2.6. Media for the growth of streptomycete strains

2.6.1. Mannitol Soya Flour medium (Hobbs et al., 1989)

20g of mannitol was made up to 1 litre of tap water. 20g/l. of soya flour and
20g/L. of agar technical No. 3 was added to 250mlL. bottles. This media was prepared

using tap water and autoclaved at 121 °C for 30 minutes. Following sterilisation MgCl,

was added to a concentration of 10mM (Hobbs et al., 1989).

2.6.2. RASS media (Herron and Wellington, 1990).

15g/L of agar technical No. 3 was added to bottles with 12.5g/1. soluble starch.
lg/l. NaCl, 1g/LL K;HPO,4 0.5g/l. MgS04.7H,0, 0.1g/l. L-arginine was added.
Following sterihsation 1ml (of 1g/L) of each of the following was added to molten

media: Fe(504).6H,0, Cu(S04).7H,0, ZnS0,4.7H,0 and MnSO,.4H,0.

2.6.3. Yeast-extract malt media (Kieser er al., 1985)

This media consisted of 3g/l. yeast extract, Sg/l. peptone, 3g/l. malt extract,

10g/L. glucose and 340g/L. of sucrose. After autoclaving 2ml of 2.5M MgCl,.6H,0

(5mM final) was added to a litre using aseptic technique.

2.7. Media used for the growth of E.coli

2.7.1. Luria-Bertani Agar media (Luria and Burrous, 1957)

Constituents were: 10g/1. of tryptone, Sg/1. of yeast extract, 5g/I. NaCl and 15g/1.

of agar technical No.3.
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2.7.2. Lennox Broth (Lennox, 1955)

Constituents were: 10g/L of tryptone, Sg/L of yeast extract and Sg/I. NaCl

2.7.3. SOC media (Hanahan, 1983)

20g/L. tryptone. 5g/l. yeast extract, 0.5g/[. NaCl. Following sterilisation to final
concentrations are 10mM of 1M MgSO; 2.5mM of 1M KCI and 20mM of 1M glucose

were added.

2.8. Media used for the growth of S.aureus

2.8.1. B2 Broth (Lotblom et al., 2006)

This media consisted of 25g/l. of yeast extract, 25g/L. NaCl, 10g/L. casein

hydrolysate. Following sterilisation there were additions of 5 g/L of glucose and 1¢/L of
K,HPO,

2.8.2. NYE Agar (Schenk and Laddaga, 1992)

10g/L. casein hydrolysate, 15g/L agar technical no. 3, Sg/L. ycast extract and 5g/L
NaCl.

2.8.3. Preservation of E.coli and S.aureus

For the intention of long term storage 500uL of an overnight culture was added

to a cyrogenic storage tube containing an equal volume of 50% sterile glycerol and was
stored at -70°C.

2.9. Media used for the propagation of bacteriophages

2.9.1. Nutrient Agar (Association, 1917)

Components were 13g/L. nutrient broth and 15g/L. agar technical no.3.

2.9.2. Soft Nutrient Agar

Components were 8g/L. nutrient broth and Sg/L agar technical no.3.
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2.10. Media used for the storage, extraction and dilution of

bacteriophages

2.10.1.Nutrient Broth (Association, 1917)

This media consists of 13g/1. of nutrient broth. When required, 0.1% (v/v) egg

albumin was added after sterilisation.

Table 8 General use buffers, reagents and solutions (Kieser et al., 1985)

Reagent

SDS mix

SM Buffer

20 x SSC

Ya Strength Ringers

solution

Precipitation solution

RNase solution

Constituents

10% (w/v) SDS
2M Tris-HCI
0.5M Sodium EDTA
(pH 7.4)

IM Tris-HCI
IM MgSO4
SM NaC(l
lg Gelatine

Final volume (using

deionised HzO)
ImlL

1 L

175.3g NaCl
88.23g Sodium citrate

(pH 7.2)

2.25g NaCl
0.105g KCl

0.12¢g CaCl2
0.05g NaHCO3

33% PEG
3.3M NaCl

SM Buffer containing
40ng/ml. RNase
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2.11. Growth conditions and maintenance of streptomycetes

2.11.1. Growth of streptomycetes s mycelium in liquid media

Typically, a 500ul of a spore suspension was used to inoculate YEME media

(2.6.3) and grown at 30°C on an orbital shaker at 200rpm for 24 hours.

2.11.2. Preparation of spores

In order to prepare spore suspensions required for plaque assays and growth
curves, MS media was inoculated with 100ul of a spore suspension or streaked from a
single colony to create a lawn. It was then incubated at 30°C for, typically, 4-7 days.
After this, the spores were harvested by pouring 10ml sterile, deionised H,O on the plate
and, using a sterile loop, the surface growth scraped off into the water and poured into a
sterile universal tube. This was then agitated using a vortex for 2 minutes in order to
break spore chains. A sterile syringe, containing non-absorbent, cotton wool, was then
used to filter out large clumps of spores and agar. The solution was centifuged at

10000g tor 10 mmnutes to achieve a spore pellet which was resuspended in 20% (w/v)

glycerol and stored at -20°C.

2.11.3. Spore counts

Viable spore concentrations were determined by colony counts on MS agar

(2.6.1) or RASS (2.6.2) agar. Serial dilutions, typically 10" to 10 were made using

SDW as the diluent. Colonies were counted after 5 days of incubation at 30°C.
2.12. Propagation, storage and assays of bacteriophages

2.12.1. Plaque assays (Dowding, 1973)

All phages used in this study were propagated on nutrient agar with a host and

appropriate supplements (see 2.9). Nutrient broth or SM buffer was used as a dilulent

for phages. All phages were stored at 4°C.

66



Chapter 2: Matenals and Mcethods

Table 9 Bacteriophages, their hosts and media supplements required for t