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Abstract

A significant proportion of the UK energy needs are currently serviced
by a fleet of ageing nuclear reactors. Ensuring that these reactors are
operated safely is the highest priority and the structural health of their
cores, that provide channels for control rods and coolant gas, is a key
aspect.

This thesis focuses on the application of structural health monitoring
to the graphite reactor cores used in the UK and presents a specification
for the use of structural health monitoring (SHM) techniques already es-
tablished in bridge and aircraft monitoring, with data obtained through
existing reactor monitoring processes. This approach utilises statistical
and clustering techniques on monitoring data that can be acquired during
online operation of the plant. The use of existing monitoring processes
to complement the established inspection regime for nuclear reactors is a
novel contribution from this work.

As part of proving the SHM approach, this thesis reports on work
undertaken to identify suitable data and numerical limits for the cluster
analysis. This analysis considers the data with respect to the stated aim
of detecting core distortion and demonstrates that the chosen data and
values are acceptable and conservative in the context of reactor condition
monitoring.

An assessment of the SHM solution is presented describing the im-
plementation of the SHM approach using a multi-agent system (MAS),
IMAPS. This implementation required consideration of using MAS tech-
nology for condition monitoring, and the novel contribution of a technique
for storing and retrieving historical data in a manner concomitant with both
MAS and relational database theory is presented.

The thesis concludes that condition monitoring is feasible on the graphite
cores, and that multi-variate analysis through SHM implemented within a
MAS offers a storage and analysis platform that can both handle the data
volumes and accommodate further extensions as required.



Acknowledgements

I would like to express my gratitude to Professors Jim McDonald and
Stephen McArthur at the University of Strathclyde for the opportunity to
work on this project.

I would like to thank all of my colleagues in the Advanced Electrical
Systems Research Group for creating a fun and inspiring environment
within which to undertake this research. Particular thanks are extended
to Dr. Victoria Catterson for access to her work on transformer monitoring
which allowed the case study covering this area to be prepared.

Special thanks are extended to Jacqueline Jahn and Emma Stewart for
reading the numerous drafts.

Finally, I must sincerely thank EDF Energy and everyone in the Graphite
Core Project Team who financially supported this work and helped with
domain knowledge to deliver the project.

This thesis represents the views of the author and not necessarily those
of EDF Energy, EDF Group companies, or their employees.



Contents

List of Figures v

List of Tables vii

List of Publications viii

Glossary of abbreviations x

1 Introduction 1
1.1 Introduction to the research . . . . . . . . . . . . . . . . . . . . 1
1.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Thesis overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Nuclear power generation and safety processes 6
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Nuclear power generation . . . . . . . . . . . . . . . . . . . . . 8

2.2.1 Advanced gas-cooled reactors . . . . . . . . . . . . . . 10
2.2.1.1 AGR power control . . . . . . . . . . . . . . . 11

2.2.2 Pressurised water reactor . . . . . . . . . . . . . . . . . 13
2.2.3 Boiling water reactors . . . . . . . . . . . . . . . . . . . 14

2.3 Nuclear systems operation . . . . . . . . . . . . . . . . . . . . . 15
2.4 Sensors for nuclear systems . . . . . . . . . . . . . . . . . . . . 18
2.5 Monitoring reactor core data . . . . . . . . . . . . . . . . . . . 19

2.5.1 Monitoring Assessment Panels . . . . . . . . . . . . . . 19
2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3 Structural monitoring 24
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2 Condition monitoring . . . . . . . . . . . . . . . . . . . . . . . 25

i



3.2.1 Electricity transmission and distribution . . . . . . . . 28
3.2.2 Steam-cycle electricity generation . . . . . . . . . . . . 30
3.2.3 Nuclear reactor core monitoring . . . . . . . . . . . . . 31
3.2.4 AGR monitoring considerations . . . . . . . . . . . . . 33
3.2.5 Damage in AGRs . . . . . . . . . . . . . . . . . . . . . . 34

3.3 Structural health monitoring . . . . . . . . . . . . . . . . . . . 36
3.3.1 The SHM process . . . . . . . . . . . . . . . . . . . . . . 39

3.3.1.1 SHM for bridges . . . . . . . . . . . . . . . . . 40
3.3.1.2 SHM for aircraft . . . . . . . . . . . . . . . . . 42
3.3.1.3 SHM for nuclear buildings . . . . . . . . . . . 43

3.3.2 SHM and AGR monitoring . . . . . . . . . . . . . . . . 44
3.3.2.1 Stage 1: Suitability of SHM . . . . . . . . . . 44
3.3.2.2 Stage 2: Data Acquisition, Fusion and Cleans-

ing . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.3.2.3 Stage 3: Feature Selection and Condensation 46
3.3.2.4 Stage 4: Statistical Model Development . . . 46

3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4 Graphite core data analysis 48
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2 Inferring distortion from observations . . . . . . . . . . . . . . 49
4.3 Statistical analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.4 Monitoring data coverage . . . . . . . . . . . . . . . . . . . . . 56
4.5 Implementing SHM for reactor core data . . . . . . . . . . . . 59
4.6 Case study: Clustering using real data . . . . . . . . . . . . . 61
4.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

5 Extensible graphite core analysis 65
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.2 System options . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.3 Multi-agent systems . . . . . . . . . . . . . . . . . . . . . . . . 69

5.3.1 MAS for nuclear operations . . . . . . . . . . . . . . . . 72
5.3.2 International standards . . . . . . . . . . . . . . . . . . 73
5.3.3 Key FIPA components . . . . . . . . . . . . . . . . . . . 75
5.3.4 Communication between agents . . . . . . . . . . . . . 76

5.3.4.1 Agent communication language . . . . . . . . 78

ii



5.3.4.2 Content language . . . . . . . . . . . . . . . . 79
5.3.4.3 Ontology . . . . . . . . . . . . . . . . . . . . . 79
5.3.4.4 Content . . . . . . . . . . . . . . . . . . . . . . 81

5.3.5 MAS platforms . . . . . . . . . . . . . . . . . . . . . . . 82
5.3.6 MAS for condition monitoring . . . . . . . . . . . . . . 83
5.3.7 MAS for Structural Health Monitoring . . . . . . . . . 84

5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

6 Flexible data storage for intelligent agents 87
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.2 Database systems . . . . . . . . . . . . . . . . . . . . . . . . . . 87

6.2.1 Relational database model . . . . . . . . . . . . . . . . 88
6.3 Storage approaches in agents . . . . . . . . . . . . . . . . . . . 92
6.4 An archive agent . . . . . . . . . . . . . . . . . . . . . . . . . . 95

6.4.1 Content translation . . . . . . . . . . . . . . . . . . . . . 98
6.4.2 Data storage . . . . . . . . . . . . . . . . . . . . . . . . . 99

6.4.2.1 Simple data storage . . . . . . . . . . . . . . . 102
6.4.2.2 Object-oriented data storage . . . . . . . . . . 106
6.4.2.3 Using the Java Persistence API . . . . . . . . 108

6.4.3 Comparison of storage options . . . . . . . . . . . . . . 110
6.4.4 Case study: COMMAS SuperGEN V . . . . . . . . . . 112

6.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

7 Deployment case study 116
7.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
7.2 Case study: IMAPS . . . . . . . . . . . . . . . . . . . . . . . . . 116

7.2.1 IMAPS agents . . . . . . . . . . . . . . . . . . . . . . . . 117
7.2.1.1 Archive agent . . . . . . . . . . . . . . . . . . 118
7.2.1.2 Cluster analysis agent . . . . . . . . . . . . . . 119
7.2.1.3 User agent . . . . . . . . . . . . . . . . . . . . 119

7.2.2 Ontology . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
7.2.3 Data archiving within IMAPS . . . . . . . . . . . . . . 123

7.2.3.1 Simple storage backend . . . . . . . . . . . . . 124
7.2.3.2 Object-relational backend . . . . . . . . . . . 125
7.2.3.3 Object-oriented backend . . . . . . . . . . . . 126
7.2.3.4 Storage recommendations . . . . . . . . . . . 127

iii



7.2.4 Data analysis within IMAPS . . . . . . . . . . . . . . . 128
7.2.5 Appraisal . . . . . . . . . . . . . . . . . . . . . . . . . . 129

7.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

8 Conclusions, further work and recommendations 135
8.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
8.2 Further work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
8.3 Recommendation . . . . . . . . . . . . . . . . . . . . . . . . . . 138

Bibliography 139

iv



List of Figures

1.1 Thesis arrangement with respect to IMAPS . . . . . . . . . . . 5

2.1 General Steam-Cycle Power Station Layout . . . . . . . . . . . 7
2.2 AGR graphite brick arrangement [Ste05] . . . . . . . . . . . . 11
2.3 Graphite moderator under construction [WH72] . . . . . . . . 12
2.4 Advanced Gas-Cooled Reactor Power Station Layout . . . . . 12
2.5 Pressurised Water Reactor Power Station Layout . . . . . . . . 14
2.6 Boiling Water Reactor Power Station Layout . . . . . . . . . . 14
2.7 AGR Channel Bore Measuring Unit [CJRW96] . . . . . . . . . 17
2.8 Fuel grab load trace measurement arrangement . . . . . . . . 21

3.1 Implementing a condition monitoring process [Bar96] . . . . 26
3.2 System health over time with maintenance . . . . . . . . . . . 33
3.3 Graphite brick stresses at keyway root and bore [Jon05] . . . 35
3.4 Early and late life stresses on bricks . . . . . . . . . . . . . . . 36
3.5 Health curve where maintenance cannot be performed . . . . 37
3.6 Example bridge monitoring system [OBM04] . . . . . . . . . . 41
3.7 Example airliner monitoring system [GZJB02] . . . . . . . . . 43

4.1 AGR core plan . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.2 MAP observation data . . . . . . . . . . . . . . . . . . . . . . . 53
4.3 MAP “negative” data . . . . . . . . . . . . . . . . . . . . . . . . 54
4.4 MAP “negative” count data . . . . . . . . . . . . . . . . . . . . 55
4.5 Area of visibility around a refuelled channel . . . . . . . . . . 57
4.6 Number of channels not monitored against time and distance 58
4.7 Graphical representation of largest cluster . . . . . . . . . . . 63

5.1 The FIPA Standards hierarchy . . . . . . . . . . . . . . . . . . . 74
5.2 The FIPA Agent Management Reference Model . . . . . . . . 76

v



5.3 The FIPA message structure . . . . . . . . . . . . . . . . . . . . 78

6.1 FIPA Query Interaction Protocol . . . . . . . . . . . . . . . . . . 97
6.2 FIPA Request Interaction Protocol . . . . . . . . . . . . . . . . 97
6.3 High-level archive agent architecture . . . . . . . . . . . . . . 98
6.4 Configuration file extract . . . . . . . . . . . . . . . . . . . . . 100
6.5 Simple Archive Agent Schema . . . . . . . . . . . . . . . . . . 102
6.6 ORDBMS Nested Data Storage . . . . . . . . . . . . . . . . . . 107
6.7 Excerpt from SuperGEN V Ontology . . . . . . . . . . . . . . 113

7.1 Thesis arrangement with respect to IMAPS . . . . . . . . . . . 117
7.2 Original IMAPS vision . . . . . . . . . . . . . . . . . . . . . . . 118
7.3 IMAPS main concepts overview . . . . . . . . . . . . . . . . . 121
7.4 IMAPS ontology extract . . . . . . . . . . . . . . . . . . . . . . 122
7.5 IMAPS cluster analysis results . . . . . . . . . . . . . . . . . . 128
7.6 IMAPS prototype version screenshot . . . . . . . . . . . . . . . 132

vi



List of Tables

2.1 MAP Categorisations for Monitoring Observations . . . . . . 22

3.1 Principal processes in graphite corrosion . . . . . . . . . . . . 34

4.1 Clusters formed during data analysis . . . . . . . . . . . . . . 63

5.1 The 22 FIPA Communicative Acts, or Performatives . . . . . . 80

6.1 Example database table in the unnormalised form (UNF) . . 89
6.2 Example database table in the first normal form (1NF) . . . . 89
6.3 Example 2NF database table – Student names . . . . . . . . . 90
6.4 Example 2NF database table – Contact numbers . . . . . . . . 90
6.5 Example 2NF database table – Degrees . . . . . . . . . . . . . 90
6.6 Communicate acts for the archive agent . . . . . . . . . . . . . 96
6.7 Example Concept_Instances table . . . . . . . . . . . . . . . . . 105
6.8 Example Slot_Values table . . . . . . . . . . . . . . . . . . . . . 105
6.9 Comparison of storage options . . . . . . . . . . . . . . . . . . 111

7.1 Time to store and load data using each backend . . . . . . . . 123
7.2 The 14 clusters with > 4 observations . . . . . . . . . . . . . . 130

vii



List of Publications

A number of publications have resulted from the research undertaken in
the completion of this work. This includes publications arising from the
work on monitoring nuclear plant and related work on power transformers.

Publications Arising From The Research

The following publications are directly related to the work reported within
this thesis:

C.J. Wallace, G. J. Jahn and S. D. J. McArthur. Multi-Agent System For
Nuclear Condition Monitoring. In Proceedings of 10th International Confer-
ence on Autonomous Agents and Multiagent Systems (AAMAS 2011), Taipei,
May 2011.

G. J. Jahn, S. D. J. McArthur and D. Towle. Data Storage and Analysis Tech-
niques for Monitoring Advanced Gas-cooled Reactor Structural Integrity.
In Proceedings of the 7th International Topical Meeting on Nuclear Plant Instru-
mentation, Control and Human-Machine Interface Technologies (NPIC&HMIT
2010), Las Vegas, November 2010.

G. J. Jahn and S. D. J. McArthur. IMAPS – A System For Managing Graphite
Core Information. In Securing the Safe Performance of Graphite Reactor Cores
Conference Proceedings, Nottingham, November 2008.

G. J. Jahn, S. D. J. McArthur and J. McDonald. Utilising Control and
Instrumentation Data for Reactor Condition Monitoring. In Institute of Nu-
clear Engineers Control and Instrumentation Conference Proceedings, Manch-
ester, 2007.

viii



G. J. Jahn, S. D. J. McArthur, J. Reed and D. Towle. Staged Implementation
of an Agent Based Advanced Gas-Cooled Reactor Condition Monitoring
System . In IEEE Power Engineering Society General Meeting, 2007, Tampa,
July 2007.

G. J. Jahn, S. D. J. McArthur and J. Reed. An Integrated Architecture for
Graphite Core Data Analysis. In Ageing Management of Graphite Reactor
Cores Conference Proceedings, Cardiff, November 2005.

G. M. West, G. J. Jahn, S. D. J. McArthur and J. Reed. Graphite Core Con-
dition Monitoring Through Intelligent Analysis of Fuel Grab Load Trace
Data. In Ageing Management of Graphite Reactor Cores Conference Proceedings,
Cardiff, November 2005.

Publications Related To The Research

The following publications on equipment monitoring are related to the
work reported within this thesis:

S. D. J. McArthur, S. M. Strachan and G. J. Jahn. The design of a multi-
agent transformer condition monitoring system. In IEEE Transactions on
Power Systems, Vol. 19, Number 4, Pages 1845-1852, 2004.

S. M. Strachan, G. J. Jahn and S. D. J. McArthur. Intelligent Diagnosis
of Defects Responsible for Partial Discharge Activity Detected in Power
Transformers. In Intelligent System Applications in Power Systems Conference
(ISAP2003), 2003.

ix



Glossary of abbreviations

ACL Agent Communication Language
AGR Advanced Gas-cooled Reactor

AI Artificial Intelligence
ALADDIN Autonomous Learning Agents for Decentralised

Data and Information Networks
ALARP As Low As Reasonably Practicable

AMS Agent Management System
AP Agent Platform

APACS Advanced Plant Analysis and Control System
API Application Programming Interface
BDI Belief, Desire and Intention

BWR Boiling Water Reactor
CBMU Channel Bore Monitoring Unit
CCGT Combined Cycle Gas Turbine
CCTV Closed Circuit Television
CIM Common Information Model
CO Carbon Monoxide
CO2 Carbon Dioxide

COMMAS COndition Monitoring Multi Agent System
CPCS Core Protection Calculator System
DAI Distributed Artificial Intelligence
DBA Database Administrator

DBMS Database Management System
DF Directory Facilitator

FGLT Fuel Grab Load Trace
FIPA Foundation for Intelligent Physical Agents
GIS Gas Insulated Substation

x



HP High Pressure
HQL Hibernate Query Language
HSE Health and Safety Executive

HTTP HyperText Transfer Protocol
IIOP Internet Inter-Orb Protocol

IMAPS Intelligent Monitoring Assessment Panel System
IP Intermediate Pressure

JADE Java Agent Development Environment
JPA Java Persistence API
KIF Knowledge Interchange Format
LCO Limiting Conditions for Operation
LP Low Pressure

MAP Monitoring Assessment Panel
MAS Multi-Agent System
MTS Message Transport System
NII Nuclear Installation Inspectorate

OECD Organisation for Economic Co-operation and Development
OO Object-oriented

ORDBMS Object Relational Database Management System
OWL Web Ontology Language
PEDA Protection Engineering Diagnosis Agents
PWR Pressurised Water Reactor
QoS Quality of Service

RDBMS Relation Database Management System
SHM Structural Health Monitoring

SL Semantic Language
SQL Structured Query Language
T&D Transmission and Distribution
TSSM Technical Safety Support Manager

UK United Kingdom

xi



Chapter 1

Introduction

1.1 Introduction to the research

The electrical power industry has been undertaking increasing amounts of
asset management over the last 20 years with companies striving to find
the safest and most economic strategy for operating, inspecting, maintain-
ing and monitoring their plant items. During this time, plant items such
as transformers and circuit breakers have increasingly seen the use of di-
agnostic and monitoring techniques for lifetime management which aim
to not only maximise the utility of the monitored device, but to also help
identify the most appropriate time to consider replacement.

Monitored devices are typically high-value assets in terms of both equip-
ment cost and contribution to safe and economic operation of the network,
and this has evolved, for some operators, into a change in maintenance ap-
proach whereby fixed-term maintenance costs are reduced by implement-
ing a condition-based maintenance strategy. More recently, the falling cost
of data storage and communication has made it viable to equip individual
plant items with online systems constantly surveying and logging infor-
mation that can be used to infer the operational condition of the device.

Against this general backdrop of increasing monitoring in the power
industry, the nuclear generation domain has been relatively stagnant. A
conservative approach has been employed in this domain and efforts have
been focused on improving predictive models and attempting to validate
these with observations encountered during operation. Whilst improving
the models through increased understanding aids lifetime management,
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it is only over the past 5 years that the unique political, commercial and
safety considerations are allowing the nuclear industry to move towards
novel monitoring techniques and systems [JMR05].

This thesis presents the background to asset management within the
wider power industry and the unique challenges associated with nuclear
power generation before describing the current state-of-the-art and com-
mercial systems available to undertake condition monitoring today. The
challenges of analysing data gathered from various nuclear generation sys-
tems are described and a framework that is able to operate with the di-
versity encountered in such systems is outlined. Suitable analyses for the
application are then presented along with the results of analysing data
from an in-service reactor. The research area of multi-agent systems is
described and an obstacle to their use in this application, reliable data
storage, is detailed and a method for solving this problem is presented.
Finally, a case study demonstrating the data analysis techniques and inte-
gration platform is presented in which the outcomes are assessed.

It is shown that the agent-based model is suitable for the storage and
analysis of graphite core data and that this will allow for the integration
of further data types and data sources in the future.

1.2 Contributions

This research reports on work undertaken in providing techniques for con-
dition monitoring of graphite reactor cores through the application of tech-
niques used within other key domains which involve large structures with
life safety implications. In doing this, examples from bridge [OBM06],
airframe [MKB+02] and nuclear containment [Bro07] monitoring are con-
sidered along with the approach being used in each case. Having demon-
strated the applicability of these techniques, the available data are consid-
ered in this context for analysis.

The data available from the reactor monitoring processes is then con-
sidered for this analysis; a method of assessing the condition is the devised
and demonstrated.

Having demonstrated that the analysis is possible, a deployment plat-
form is chosen. Multi-agent systems have been used for several condition
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monitoring applications and are chosen for this application. Drawbacks of
the multi-agent approach for this application are discussed and a method
of overcoming this by integrating agent-based systems with database sys-
tems is proposed and demonstrated.

The key novelty contributed in this work is summarised as:

• An approach for the use of monitoring data collected during rou-
tine nuclear plant operation to identify structural defects within the
reactor,

• Specification of how to use established structural health monitoring
techniques with the discrete data available from reactor analyses us-
ing a cluster analysis approach,

• Identification of appropriate limits for the identification of structural
defects within graphite reactor cores,

• A proposal to implement the core monitoring system as a multi-
agent system allowing for the later integration of further analysis
techniques,

• An implementation of a flexible and generic archive agent that can
store arbitrary data within a multi-agent system,

• A case study demonstrating the use of the flexible archive agent
within a transformer monitoring system,

• A case study of the use of the flexible archive agent within a multi-
agent system for the detection of structural defects,

• A case study of the clusters identified by the process to demonstrate
the effectiveness of the approach to detecting defects,

• A series of recommendations for how the cluster analysis process
itself might be automated to further filter the information presented
to end-users.

In addition to the research novelty highlighted above, there were a num-
ber of useful industrial outcomes. The research has led to a production-
grade system being implemented for the storage of the reactor data with
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experimentation and analysis continuing to appraise the techniques for au-
tomating the data analysis. This system supports the monitoring process at
four nuclear power stations within the UK and, as part of this, contributes
to the safe operation of nuclear generation plant.

1.3 Thesis overview

This thesis begins, in Chapter 2, by explaining the process of electrical
power generation within a conventional steam-powered plant and goes on
to look at how nuclear reactor systems can be added in order to raise
steam. Chapter 3 then describes condition monitoring and specifically the
technique of Structural Health Monitoring (SHM). This technique has been
applied to the lifetime management of many building, bridges and aircraft
but has not been applied to the similar area of structural monitoring of
graphite reactors.

Having established that SHM is a suitable analysis technique for mon-
itoring nuclear reactor cores, Chapter 4 shows how the SHM techniques
can be applied to the data available in the graphite monitoring application.

Next, Chapter 5 investigates multi-agent systems used in more tra-
ditional condition monitoring systems and their suitability for the non-
maintainable application of the graphite cores. This chapter concludes
that data storage presents a challenge to using agent-based systems and
that this will require resolution.

Chapter 6 describes the current state of the art in terms of data stor-
age within agent-based systems and explains why, within certain condition
monitoring areas, a more conventional approach to data storage is desired
and proceeds to suggest three different approaches to improved data stor-
age for agent-based systems, all of which offer different advantages and
disadvantages to both organisations and agent developers.

Following this, Chapter 7 describes the application of condition moni-
toring to civil nuclear power reactors utilising data which is already col-
lected as a matter of course, and shows how the technologies researched
and developed throughout Chapters 4 and 6 can be used in practice. Ad-
ditional benefits which can be realised for the operator through the use of
such a system are also highlighted at this point during an appraisal of the
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system.
The general topics covered in the chapters throughout this thesis are

shown in the following diagram, which identifies where the different con-
cepts are brought together in order to build the whole monitoring system,
IMAPS.

IMAPS Reactor Condition Monitoring (Chapter 7)

MAS for Condition Monitoring
(Chapter 5)

Data Storage 
(Chapter 6)

Condition Monitoring Technique (SHM)
(Chapter 3)

SHM for AGRs
(Chapter 4)

Figure 1.1: Thesis arrangement with respect to IMAPS

The thesis then closes with final conclusions in Chapter 8 which addi-
tionally highlights further research which could be pursued, following on
from the work presented here.
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Chapter 2

Nuclear power generation and
safety processes

2.1 Introduction

Electrical power can be generated in many ways; renewable energy sources
such as wind and solar play an important part in the overall generation
mix with a government target of fifteen percent of UK electricity being
generated from renewable sources by 2020 [Ren08]. Despite this, as of
2007, 78% of electricity was generated from fossil sources – coal, oil and gas
– with nuclear making up 15% and other sources, including renewables,
accounting for the remainder [Dep08].

Despite a declining share of the electrical generation mix, dropping
from 18% in 1996 to 15% in 2007 [Dep08], nuclear power remains an im-
portant energy source contributing over 57 TWh of electrical energy to UK
consumers with no carbon output during electricity production. This com-
pares with values for coal-fired stations of 229 kg C/MWh and gas-fired
combined cycle stations of 103-133 kg C/MWh.

Carbon output from electricity generation has become an issue as world
governments attempt to meet climate change obligations and the low car-
bon properties of nuclear generation has made the prospect of a new gen-
eration of nuclear plants in the UK increasingly likely. Long lead times
on building and commissioning new nuclear stations [Tra06], of between
5 and 11 years after all regulatory approval has been obtained, requires
that the existing fleet be able to continue safely generating power until the
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replacement units are available. If they cannot continue to generate then
it is very likely that further fossil plants will be built to ensure that there
is no electricity shortfall.

Fossil fuel and nuclear generating stations both operate on a steam-
cycle where the fuel is used to heat water to pressurised steam, which
is then used to turn a shaft and thus generate electricity. Most power
stations use a multiple-stage steam process with a high-pressure turbine,
and further intermediate and lower pressure turbines intended to maximise
the amount of energy extracted from the steam; the number of processes
vary depending upon the available steam conditions.

In most cases, all turbines for a particular steam source are connected to
one shaft which is attached to an electrical generator. The steam causes the
shaft to rotate which moves the rotor within the generator. This produces
electricity which is then transmitted to consumers via a power grid.

A diagram showing typical feedwater and steam paths in a steam-cycle
thermal generation plant is shown in Figure 2.1. This diagram shows the
typical three-stage generator with energy in the form of heat being applied
to a boiler to convert feedwater to steam, steam passing initially through
a high pressure (HP) turbine before entering a re-heat stage and passing
through intermediate and low pressure (IP and LP) stages before passing
through a condenser for recirculation. Cooling for the condenser is not
shown, but will typically be another water-based cooling system utilising
either cooling towers or once-through cooling from a nearby river or sea.

Boiler

HP
Stage

LP
Stage

IP
Stage Generator

Condenser
Energy
(Heat)

Energy
(Electrical)

Boiler feedwater

Steam

Key

Figure 2.1: General Steam-Cycle Power Station Layout
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The layout varies between designs and these variations can be for di-
verse reasons. For example, fewer turbines being used due to lower steam
temperature. Variations such as these change the overall thermal efficiency
of the plant which is normally expressed as a percentage of thermal power
used to heat the steam which is converted to electrical energy. The Eu-
ropean average thermal efficiency for coal-fired plants is about 35% with
new designs reporting efficiencies around 50% [BKB06]. Combined cycle
gas turbine (CCGT) plants which operate on natural gas can have a thermal
efficiency of up to 60% [SRG03].

The fundamental difference between nuclear and fossil-fuel stations is
how that fuel is used to raise steam. Fossil stations burn coal, oil or gas
to create heat whilst the nuclear power station utilises exothermic nuclear
fission to achieve the same goal.

2.2 Nuclear power generation

The civil nuclear plants in commercial use today all utilise some form of
controlled nuclear fission reaction to generate heat. The process of fission
requires that a neutron collides and be captured by the nucleus of a fissile
atom which then splits into two or more smaller nucleii. The likelihood
of a successful neutron capture and fission is increased when neutrons are
slower-moving “thermal” neutrons [Ben71]. Typical fast neutron speeds
are around 20,000 km/s whilst moderated neutrons are moving at around
2.7 km/s. During a successful fission, further fast-moving neutrons are
released along with the energy which is subsequently used to raise steam.
In order to support the sustained nuclear reaction required for a power-
generation plant these fast neutrons must be slowed by a moderator mate-
rial which provides more slow neutrons to sustain the reaction; the most
common moderators in commercial reactors are water and graphite.

Through moderation and further fission, a single neutron can result in
several further free neutrons within the reactor very quickly. This process
can therefore result in explosive, and hence dangerous, release of energy.
As such, the number of neutrons within the reactor must be controlled by
placing a material within the reactor that can absorb neutrons. The overall
fission reaction is controlled by altering the amount of neutron absorption
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to keep the process running at the required rate.
The nuclear fission process continues until either all fissile material, the

reactor’s fuel, has been used up or until there are no neutrons to propagate
the reaction. Natural radioactive decay can result in a small number of
neutrons being spontaneously ejected from some nucleii and statistically
some of these may eject at a rate suitable to restart the fission reaction.
As such, wherever there is a suitable density of fissile material, or critical
mass, neutronic control must be exercised.

All nuclear reactors have some form of primary coolant which allows
the heat generated as part of the fission reaction to be carried away from the
core. The coolant is generally used to heat water in a secondary coolant
circuit to steam and thus turn the turbines in the same way as a fossil-
fuelled station. For some designs, there is only a single cooling circuit
with the same coolant that passes through the reactor being used to drive
the turbines.

There are a number of different nuclear reactor designs which use var-
ious fuels, fuelling mechanisms, moderators and control technologies. Be-
fore considering common reactor designs, it should be noted that the max-
imum operating lifetime of the station is usually limited by the maximum
usable life of the reactor itself; generally all other parts on the station can
be replaced or repaired, if at high cost, but the reactor itself cannot [NJT87].
As such, this is a high-value asset upon which the entire revenue earning
capability of a station can rest.

At the current time, most operating reactors are generation II reac-
tors. A small number of generation III reactors offering longer lifetimes,
increased safety and improved economics of operation have been com-
missioned with others under construction. Generation IV designs are still
under development. Due to the small population of reactors of newer
designs, three main reactor designs, all generation II, are detailed. These
designs are listed below and cover over three-quarters of all operational
reactors [Int06].

• The Advanced Gas-Cooled Reactor, the principal reactor design in
use within the UK, but used only in the UK,

• The Pressurised Water Reactor, a design used for around half of all
power reactors and of which there is one of in the UK, and
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• The Boiling Water Reactor, a design which is used for around one
quarter of all reactors worldwide.

2.2.1 Advanced gas-cooled reactors

The Advanced Gas-cooled Reactor (AGR) design dates from the 1960s
when a new reactor design was developed based on the experience of
the Magnox stations of the 1950s. The design therefore uses gas-cooled
reactors with a graphite moderator.

AGR graphite is manufactured in cylindrical bricks which are then
drilled giving spaces to hold fuel, to give control rods access to the core
and to allow coolant to flow around the reactor. The bricks are arranged
in a lattice and, by aligning each layer of bricks with the one below, they
form a number of vertical channels.

The AGR fuel stringers that occupy the large fuel channels each com-
prise eight elements. Each fuel element contains thirty six fuel pins ar-
ranged in such a way as to give space for coolant flow and sufficient sur-
face area for good heat transfer. There are articulations between each fuel
element making them tolerant of any distortion in the shape of the channel.
There are around 300 fuel channels in an AGR reactor [Bow82].

Between the large fuel channels there are a number of smaller inter-
stitial channels. Around 80 of these are used for control rods and the
remainder are either left empty or have alternative uses, such as the instal-
lation of neutron sources or flux scanning equipment. The bricks which
form the channels each have keyways on the outer edge and graphite keys
are loosely placed into these gaps to limit the movement between adjacent
bricks, making the core a single interlocking structure. The keyways are
slightly oversized to account for changes in graphite dimensions through-
out the operating life of the station [Dav96]. A diagram of these bricks
and the keying system is shown in Figure 2.2.

A picture taken during the construction of an AGR reactor shows how
these bricks are arranged and is shown in Figure 2.3 [WH72]. The larger
fuel bricks can be seen with smaller interstitial bricks between them.

The general layout of the AGR station is shown in Figure 2.4. The
AGR design uses two coolant loops; the primary coolant loop uses carbon
dioxide (CO2) which enters the core at the bottom of the reactor and passes
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Figure 2.2: AGR graphite brick arrangement [Ste05]

vertically through the core before exiting and being used by the boilers for
steam production [How06b]. The second loop contains water in liquid and
steam forms; boilers create high pressure steam to drive the turbines and
the condenser, cooled by seawater, turns the steam back to water to be
reused.

The AGR was designed to have comparable steam conditions leaving
the boilers as with conventional coal-fired plants. This was intended to
allow standard parts to be used within the steam cycle of AGR-based nu-
clear power stations. It also means that there are three turbine stages with
a reheater between the high pressure and intermediate pressure turbines.
This results in thermal efficiency for these plants of 42% [How06b], which
exceeds many coal-fired plants.

2.2.1.1 AGR power control

AGR power output is managed using control rods. The rods are driven
and held by a control rod actuator above the core which ensures that, in
the event of a power failure, the rod will “fail-safe” and fall into the core,
arresting the fission reaction.
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Figure 2.3: Graphite moderator under construction [WH72]
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Figure 2.4: Advanced Gas-Cooled Reactor Power Station Layout
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There are two types of control rod in AGRs; the terminology for these
varies, but in general there are “bulk” rods which are used for shutting
down the reactor and stopping all nuclear fission and “regulating” rods
which are adjusted during the day-to-day running of the reactor. The bulk
rods are made of steel with a boronated insert whilst steel-only rods are
used for the regulating rods. The different materials allow for different
levels of power control [How06b].

2.2.2 Pressurised water reactor

Whilst the UK was progressing with the AGR programme, the Pressurised
Water Reactor (PWR) design was heavily adopted elsewhere, particularly
in the United States and France. At the time that the UK was building
its first PWR – Sizewell B in 1990 – 65% of all nuclear reactors worldwide
were of this design [Bin90]. Sizewell B station opened in 1995 and remains
the only PWR in the UK.

The overview of the steam cycle used within PWR systems is shown in
Figure 2.5 [How06a]. It can be seen immediately that this design does not
have the intermediate pressure turbine that would normally be present on
conventional plant and which is seen in the AGR design. This has been
removed due to the lower steam temperatures in the PWR design and
results in lower thermal efficiency for this type of plant, typically around
32% [YXQ01][Bri06].

The PWR design uses water as both coolant and moderator, relying on
the water being kept at high pressures in order that it remain in a liq-
uid state at operating temperatures. Different techniques, when compared
with the AGR, can be used in order to regulate the power output of a PWR
reactor system. Since the insertion of control rods results in less fuel-use in
the part of the reactor where control rods are positioned, an alternative of
introducing boric acid into the coolant water can be used. This allows reg-
ular fuel burn-up across the reactor but the water then requires treatment
to remove the boron [Wor09].
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2.2.3 Boiling water reactors

The Boiling Water Reactor (BWR) design, like the PWR design, uses dem-
ineralised water within the primary coolant circuit. The BWR vapourises
water directly in the reactor; it performs both the role of the energy source
and the boiler seen in both the AGR and PWR designs. The BWR design
does not require a separate steam-raising unit. The general layout of the
BWR is shown in Figure 2.6.
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Figure 2.6: Boiling Water Reactor Power Station Layout
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In this reactor design, the control rods are mainly used for turning the
reactor on or off; usually they are not used to manage the power output.
This is possible due to the process of the water boiling in the reactor; as
the water boils and creates steam bubbles, or voids, within the reactor, the
volume of liquid moderator in the core falls as it is displaced by gaseous
steam. With less liquid water moderator to provide thermal neutrons, the
reactivity falls and so too does power output. The BWR reactor design
therefore features recirculating pumps (seen towards the bottom of the
reactor in Figure 2.6). By increasing the recirculation, the voids can be
expelled quicker resulting in increasing moderation and therefore power
output [Ped98].

The BWR is the second-most prevalent design in use and has a similar
thermal efficiency – 32% – to the PWR design [Bri06].

2.3 Nuclear systems operation

Within the UK, sites on which nuclear systems operate must be licensed
by the Health and Safety Executive (HSE). Under their remit, the HSE
takes on the role of regulator and is obligated to ensure that all nuclear
operations carried out by licensees are done so in a safe and responsible
manner. In order to meet their remit, the HSE requires that licensees
provide safety cases [Hea07] for the systems and procedures that they
use during the operation of their facility. The formal definition of this
document is provided below.

“A safety case is the totality of documented information and
arguments developed by the licensee which substantiates the
safety of the facility, activity, operation or modification in ques-
tion. It provides a written demonstration that relevant stan-
dards have been met and that risks have been reduced to a level
that is as low as reasonably practicable (ALARP). The safety
case is not a one-off series of documents prepared to obtain a
nuclear site licence but an holistic, living framework which un-
derpins all safety- related decisions made by the licensee. The
safety case must be updated regularly and the implications of
proposed facility and other safety-related changes need to be
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examined against it and, when necessary, additional demon-
strations of safety provided. Accordingly, the requirements to
produce and maintain safety cases are embodied in the condi-
tions attached to all nuclear site licences.”

From this, it is clear that safety cases are important; all operations
within a nuclear power station, including equipment and processes, are
affected and this naturally extends to the nuclear reactors where it must
be demonstrated that these are safe to operate. The most important fac-
tor for operational reactor cores is that they are able to be safely shut
down, preferably using the primary shutdown mechanism. In AGR cores,
the primary shutdown mechanism comprises the control rods. Significant
distortion of the core may, however, lead to the channels formed by the
graphite bricks being misaligned with the control rod mechanisms and
thereby preventing them from entering the core and shutting it down.

As part of proving reactor safety, reactors have historically been subject
to statutory outages at regular intervals. One AGR station in Scotland,
Hunterston B, originally had statutory outages every two years [Yeo80],
but after justifying a change in the interval these later became every three
years [Bro07]. During these outages, maintenance across the station is
carried out and inspections on the graphite moderator take place. These
inspections cover material properties of the graphite and individual chan-
nel surveys and aim to demonstrate that no unsafe distortion has occurred.
Originally these inspections involved lowering a television camera through
the channel and simply viewing the core, but the inspection process later
evolved with the addition of the Channel Bore Monitoring Unit (CBMU)
to accurately measure many parameters associated with the reactor. A dia-
gram showing this unit, which is lowered into the core, is shown in Figure
2.7 [CJRW96]. This device is capable of measuring channel diameter, oval-
ity and tilt and gives very accurate measurements of the channel condition
[CBR07]. Further developments of this device have also been developed
to reduce the time taken to perform inspections.

Having performed the inspections, the station operators use the in-
formation in association with experimentation, testing and modelling of a
range of factors to assess the condition against predictions of how the cores
will degrade. The periodic inspection should always ensure that the core
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Figure 4. AGR Channel Bore Measuring Unit (CBMU)

the inclinometers give tilt data. As with Norebore, the tilt data can be used to measure
channel bow from relative brick tilt and two measurements 180° apart are required to
determine true tilt. Examples of the data are given in Figure 5.

3.2 AGR Trepanning Unit (TTU)

The CBMU and trepanning units were designed to be deployed simultaneously in a fuel
channel to minimise the inspection and sampling times. The two units are hung on a stiff
tube supported either from the pile cap crane, which then raises and lowers the units, or from

99

Figure 2.7: AGR Channel Bore Measuring Unit [CJRW96]
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is ageing in line with the predictions gleaned from the extensive modelling
of how the core should age when subjected to neutron dose.

In addition to the periodic inspections, there are ongoing data analysis
processes. As an example, two separate modelling analyses use both the
expected power output from a fuel channel, as calculated by the neutronic
properties of the fuel, and the thermal power calculated from the gas tem-
peratures measured using the thermocouples embedded within the fuel
assembly. These can be compared to ensure that power distribution and
coolant across the core is correct. There are additional analyses undertaken
on control rods and, more recently, fuel grab load traces.

The regulatory oversight that is required for the approval of safety cases
is the primary means of ensuring that nuclear operations are safe. Similar
bodies exist across the world, such as the Nuclear Regulatory Commis-
sion in the US, and the worldwide International Atomic Energy Authority
provides for checks and balances to help ensure that all nuclear power
production is safe.

2.4 Sensors for nuclear systems

Whilst there are regular analyses undertaken on AGR data, there are no
sensors, such as strain gauges, within the reactors to provide structural
information. Electronic sensors fail quickly within the radioactive envi-
ronment and optical techniques using doped fibres, whilst promising, do
not yet provide a proven measurement platform [FBB+02].

The harsh environment within all reactors means that measurements
are usually limited to temperature, pressure and flux, and these are the
available measurements for AGR cores. Due to the radioactivity of the
cores and the constraints on access that this imposes, retrofitting new sen-
sors, even if they were developed, is unlikely to be feasible due to the risks
involved.

This means that at the present time the only reliable measurements
available are those already retrieved and analysed. These are now exam-
ined in more detail.
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2.5 Monitoring reactor core data

Given the difficulty in providing additional sensors to detect the effects of
core distortion, the AGR operators have opted to try to make better use of
data that is already collected during normal operations.

Since around 2005, the operators have been considering the results of
several previously separate data analysis methods together, with a view
to increasing their knowledge of the state of the core. This has involved
collating and assessing the results of thermal-neutron power comparisons,
control rod performance statistics and Fuel Grab Load Trace (FGLT) anal-
yses as well as any other appropriate indicators. The formal process for
undertaking this analysis is the Monitoring Assessment Panel.

2.5.1 Monitoring Assessment Panels

As the AGRs have aged, the operators have instituted a process known
as Monitoring Assessment Panels (MAPs) to help meet the safety case
requirement for monitoring [JMR05]. MAPs aim to holistically assesses
the data obtained from the operation of the nuclear reactors. As discussed
in the previous section, it is not readily possible to install additional sensing
equipment within an operational core. The MAP process therefore brings
together the data gathered via a number of routes and identifies whether
there are multiple indications of core degradation and deformation around
the same time or location, which could be indicative of core distortion.

MAPs comprise a group of representatives from across a station who
meet regularly to review observations reported from various analytic and
monitoring processes. This information is then correlated to assess whether
there is any evidence of core distortion and thereby any likelihood of there
being difficulty with fuel or control rod movements which would impact
upon safety.

MAPmeetings consider a number of class one parameters – information
from these areas is likely to be a good indicator of core distortion. These
parameters are:

• Thermal-Neutron Channel Power Ratios: comparisons between theoret-
ical input power from the nuclear process and the output power
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measured by thermocouples. Distortion of the core can be detected
by the differences between measured and calculated values.

• Fuel Grab Load Trace (FGLT) data: analysis of the changing apparent
weight of a fuel stringer during refueling that can show channel dis-
tortion whilst the reactor is at power.

• Control Rod Movements, Control Rod Braking Times and Control Rod
Alarms: statistics of the movement, entry and braking times when
rods are falling into the core. Variations in these times might indi-
cate interactions with the channel wall due to distortion. This data is
collected whilst the reactor is at power and during the reactor shut-
down process.

• Fuel Handling Observations: information provided by fuel route opera-
tors who can highlight abnormal refueling events and indicate where
used fuel stringers are, for example, an abnormal shape.

In order to make any monitoring system worthwhile, there must be
an element of changing behaviour based upon the monitoring process. If
values are monitored and stored and never analysed or acted upon, there
is little value in performing monitoring at all. The characteristics of the
data are therefore important and of the parameters listed, only Fuel Grab
Load Trace (FGLT) is considered to be capable of giving advance warning
of changes towards an unacceptable safety-related core state.

The FGLT analysis process involves analysing data originally collected
for reactor protection during online refuelling. A diagram representing
the measurement system is show in Figure 2.8.

The figure shows a cylindrical fuel channel in the reactor into which a
fuel stringer is placed. The removal and insertion of stringers is carried
out using a hoist fitted with a load cell that measures the apparent weight
of the fuel stringer assembly. This apparent weight changes depending
upon numerous factors, such as the dead weight of the stringer, gas pres-
sures within the channel and friction between the stabilising brushes and
the channel wall. It is possible to factor out some of the pressure and
dead-weight effects leaving traces which allow the friction effects to be
compared over at least part of the trace. If the condition of the brushes is
assumed to be constant, these changes can then be inferred to be due to
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Figure 2.8: Fuel grab load trace measurement arrangement

changes in the channel caused by ageing mechanisms, such as cracks or
shrinkage [SWG+09].

The load trace therefore contains valuable information on the current
state of the core that can be obtained whilst the reactor is operating. Due
to the extensive keying system used in the core, failures are required in
a number of bricks in order that the core reach an unacceptable state.
FGLT therefore allows early detection of conditions which may lead to
unacceptable core distortion.

The standard terminology for monitoring indications within the Health
and Safety Executive is that they may be leading or lagging indications
depending on whether they lead or lag the unacceptable state. FGLT is
considered to be a lead indicator whilst the others are lagging.

The remaining lagging parameters all remain important as they add to
the overall picture of reactor health, particularly as channel power compar-
isons are carried out every few days and the control rods are in constant
motion during normal operation. The capture and correlation of these
events may occur after distortion has taken place, being lag indicators, but
damage could be limited and safety improved by timely shutdown rather
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Monitoring Rating Level Description
Blue Result indicating that there is likely to be

no core distortion
Green Deviations from normal but that have been

adequately explained and do not indicate
a core safety issue.

Amber Observations that could indicate core dis-
tortion/displacement – where explained
and no core safety issue it is downgraded
to green. Where unexplained remains at
Amber. Where explained and a core safety
issue is confirmed, upgraded to Red.

Red Observations that unambiguously indicate
core distortion/displacement

Table 2.1: MAP Categorisations for Monitoring Observations

than, potentially, continuing to operate for many more months.
In addition to the class one parameters, a number of class two param-

eters are also monitored – these include environmental reports and any
other station information that may be relevant.

Each of the monitoring observations is assigned a severity level which
indicates how important that observation is within the context of core
distortion. The severity level uses a four-point system as depicted in Table
2.1 [JM08].

The MAP monitors the frequency of these observations, looking for
situations where there may be some abnormality, such as a localised cluster
of observations, at which time the MAP can order a further investigation
into the issue.

It was concluded from experience at the initial MAP meetings that man-
ual recording of hundreds of graded observations per reactor per quarter
and subsequent recollection and analysis of this data was difficult and
time-consuming to complete manually. Attempts were made to record the
data on a whiteboard, but the potential for many observations on each
channel and the difficulty of cross-referencing resulted in the conclusion
that the efficacy of the process, and therefore the positive impact upon safe
operation, would be greater were it supported by a computerised system.

This MAP process is currently underway at two stations, where origi-
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nally trialled, with roll-out ongoing for others in the UK.

2.6 Conclusion

This chapter has shown several ways in which nuclear fission can be used to
generate electricity, but has also shown that there does exist a single plant
item – the reactor – which could, if damaged, result in the whole station
reaching the end of its life. The difficulty of fitting additional monitoring
devices to the reactors has also been highlighted, along with the key data
and information that is already routinely gathered from the core.

Despite having this information at hand, it has historically been used
within a relatively narrow scope of control, protection and justification for
continued operation, as dictated by the regulatory approach within the UK.
A novel contribution offered from this work is the use of existing data as
a basis for a robust condition monitoring solution that can simultaneously
contribute to safety and improve the economic lifetime of the station. This
thesis goes on to present the key research required in meeting this goal
through Chapters 3 to 6 followed by a detailed example, in Chapter 7, of
how the various aspects of the research are brought together in a working
system.
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Chapter 3

Structural monitoring

3.1 Introduction

Chapter 2 introduced physical monitoring of nuclear reactors through pe-
riodic inspection and outlined the current processes undertaken to ensure
safety. The present process, though continuous, operates without visibil-
ity of the structural condition of the reactor between inspections. The lack
of structural monitoring means that the occurrence of a structural failure
leading to unacceptable levels of core distortion could be masked until the
the next inspection period or unscheduled shutdown; it may only be di-
agnosed when control rods fail to fall into the reactor. A contribution of
this work is the novel use of condition monitoring techniques applied to
existing data as a means of providing a more frequent means of assessing
the integrity of the graphite structures.

This chapter describes the key aspects of nuclear reactor operations,
the causes of damage within the Advanced Gas-cooled Reactor (AGR) and
relevant techniques from the condition monitoring domain that may be
applied to this data. One of these techniques, Structural Health Monitoring
(SHM), is commonly used for systems which are considered “single use”,
for example, in systems such as buildings and airframes. This chapter
introduces the novel use of the SHM methodology to the monitoring of
graphite reactor cores and concludes that the novel application of this
technique can provide valuable additional knowledge about the state of
the reactor cores in the period between inspections.
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3.2 Condition monitoring

Condition monitoring is a general term for the process of appraising the
current condition of a component or system and using this information to
inform or control some other process. Condition monitoring can be man-
ual, through simple inspection or non-destructive testing on a component,
or automatic by measurement of a parameter or proxy parameter which
can indicate the condition of a component or subsystem.

A diagram representing the stages involved in implementing a condi-
tion monitoring process is shown in Figure 3.1[Bar96]. This shows that
the condition monitoring process start with the identification of a critical
system. Relevant monitoring techniques must be selected and a method
of alerting engineers and operators is required. This diagram also has a
simple example of a car braking system appended which is used later to
demonstrate the process.

In the example of a car braking system, the simplest check entails re-
moving the brake calliper and inspecting brake pads and discs. This pro-
cess can then reveal if the braking system is fit for purpose, or if repair and
replacement parts are required. Identifying the braking system as critical,
because of the potential for loss of life in the event of failure, is the first
step shown in Figure 3.1.

In assessing a braking system, the mechanic assessing the system needs
to know the requirements for a working brake system; a smooth disc and
pads with sufficient frictional material and a means of applying the pads to
the disc is essential. Within the overall monitoring system, this knowledge
is invaluable and represents a prerequisite for completing the “condition
assessment” stage. A mechanic with sufficient experience may be able to
offer additional information and indicate that the brakes have, for example,
another 5,000 miles of use before needing replacement, or that by replacing
the worn pads now, the time required until disc replacement can be delayed
by 15,000 miles; a trade-off which can only be considered with the new
information provided by the monitoring.

Safety is also an important consideration in this system. Failing brakes
will potentially result in a serious accident and potential loss of life so
there is a need for a safety margin. In this example, the safety margin
would involve servicing the brakes when there is still some braking force
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Figure 3.1: Implementing a condition monitoring process [Bar96]

available in the system. Owners should not risk waiting until the very
last braking action before replacing components. Fortunately, brakes are
often configured with redundancies in place and failure does not tend to
occur without prior warning. Cues, such as increased braking distances
or having to depress the pedal harder, are all signals that are usually read
by an informed driver; a simple form of condition monitoring that could
result in booking the car in for a service.

The application of knowledge and consideration of risk and costs as-
sociated with trade-offs, like those in the example above, have provoked
research into the optimum condition monitoring strategy. Condition mon-
itoring has developed from rudimentary inspections into automated sys-
tems incorporating sensors that can gather and analyse data instantly. The
automated systems provide operators with valuable additional time to de-
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cide and plan for maintenance or part replacement. In the car braking
system example above, the addition of sensors indicating excessive wear
and problems has removed the requirement for the driver to be aware
of the physical performance. Automated systems are beneficial to own-
ers, who then do not replace brakes simply because the car has travelled
20,000 miles; instead the replacement is based on need both reducing the
risk and monetary cost associated with replacing parts on a time-based
maintenance regime.

The application of good inspection, monitoring and resource planning
can form the basis of a robust condition monitoring strategy. The condi-
tion monitoring approach employed can drive the maintenance strategy
ensuring that it is focused on those assets to which it will deliver the most
value; in this case, the technique is often called simply “condition based
maintenance” [JLB06].

Within the electricity industry, a key driver for the adoption of new
maintenance strategies and techniques to deliver increased uptime, safety
and profitability of equipment has been market deregulation [SSM+07].
When a single monopoly provider was responsible for producing and
transmitting electrical power, the operators successfully justified invest-
ment across the asset base providing considerable redundant capacity. This
meant it was easier to schedule downtime on plant and, without com-
petitors, there was less concern about the economic consequences when
outages were required. Competition between generators and transmis-
sion networks operating under economic regulation means that the cost
of redundancy must now be considered. Any savings made in mainten-
ance can then contribute to maintaining company competitiveness and this
has pushed condition monitoring forward in many electrical-related areas
[TSB+02].

In considering the application of condition monitoring to nuclear reac-
tor cores, three relevant areas are considered:

• electrical transmission and distribution systems which share some of
the safety concerns with nuclear power generation,

• electrical power generation which is, in itself, a super-set of the nu-
clear electrical generation domain, and
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• other nuclear-related condition monitoring systems.

These areas are considered in the following sections.

3.2.1 Electricity transmission and distribution

Electrical transmission and distribution (T&D) encompasses the transport
of electrical energy from the generator to consumer across a network of
lines and devices. By the ubiquitous nature of electricity supply, transmis-
sion lines and electrical systems are large, with transmission lines spanning
hundreds of miles, and often close to people. This makes monitoring of the
entire network using, for example, closed circuit television (CCTV) practi-
cally impossible. For this reason, power networks have been designed with
protection schemes that can detect faults and isolate parts of the system to
protect both equipment and people from such failures.

The installation of devices for the protection of both people near elec-
trical equipment and the equipment itself has long been standard practice.
The introduction of electricity markets has seen operators attempt to utilise
assets more efficiently and this brought about a new era of monitoring,
particularly on large value items such as transformers [SJMM03].

Transformers experience low failure rates of around 0.2-2% per trans-
former-year [Ben96]. With such relatively low failure rates, the business
case for the installation of monitoring must be made on the grounds of
cost savings, reduction of downtime and safety.

On the transmission network at major substations, a critical factor is en-
suring that there is sufficient network capacity and redundancy to provide
a suitable level of service. Coupled to the cost of transmission-capacity
equipment and long-lead times for replacements, the case for monitoring
can often be made solely on the business risk of losing access to the asset.

The case for monitoring may, however, change significantly when catas-
trophic failures are considered. In these cases, damage may not be limited
to a single transformer unit; an entire substation could be damaged re-
quiring far more extensive replacements and, where such substations are
located in heavily populated areas, the risk to life is far greater.

In either case, a monitoring strategy capable of indicating the onset or
development of a fault and allowing de-rating or further investigations to
take place in a planned manner can prove extremely valuable.
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Within the electrical domain, there have also been efforts to increase the
degree of switchgear monitoring. Research around 1990 included fibre-
optic monitoring [Jon90]; development at this stage focused on sensor
technologies. Subsequently, vibration and trip-coil currents were identi-
fied as being viable and hardware platforms for collecting such data were
made available [Bea96]. More recently, techniques to automatically analyse
switchgear operations in the field have been developed. These systems
were deployed to quickly identify problems and thereby reduce failures
and maintenance costs [SSM+07]. Commercial solutions are also available
that can remotely monitor radio frequency signals emanating from equip-
ment across large substations to provide an “early warning” of failures
[PMG+09].

The current state-of-the-art in automated condition monitoring extends
to a significant number of key electrical network devices. Research projects
are currently underway considering the condition of transformers utilis-
ing partial electrical discharge signatures [CRMM09] and projects are un-
derway to investigate modelling the degradation of internal components
such as tap changers [EGS+08]. Commercial products now include current
monitoring on circuit breaker trip-coils [Bea96], partial discharge diagno-
sis of Gas-Insulated Switchgear (GIS) [AGS+05] and dissolved gas analysis
within power transformers [Var02][MCdPF10].

Within each of these key areas, there is a need to increase the condition
monitoring capability to improve the quality of detection, the analysis of
the detected data or even the predictive capability of the system.

For power transformers, the replacement cost may run to several mil-
lion pounds. By delaying the purchase of a new transformer and instead
holding a “strategic spare” that can be deployed at any of several sites, cash
flow can be optimised so that many assets are not bought and left idle for
several years. A complication in this case is that transformers can fail catas-
trophically and there is a safety issue wherever this happens, which must
be factored into the monitoring justification. This safety element alongside
the capital value of the plant leads to transformers being readily classified
as critical equipment that should be targeted for condition monitoring.

When considering circuit breakers, the issue is even more directly fo-
cused on safety. Transformer protection may protect against excursions
from normal operation, even towards the end-of-life, but this can only
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happen if there are working circuit breakers to isolate parts of the net-
work. The same is true of the transmission lines themselves; if there were
to be a line problem then circuit breakers should switch out the required
section of line, rendering it safe. Where there is a circuit breaker failure
though, such as a sticking mechanism, the potential for damage to other
items of plant and people is increased. As such, the condition monitoring
of these items of plant is also related to protecting investment in other
plant items and reducing the risk to life.

In both the transformer and the circuit breaker cases, there are mainten-
ance strategies that can be undertaken to help mitigate the most common
faults. This could result in the replacement of insulation oil or tap-changer
contacts in a transformer or lubricating a switchgear mechanism. These are
activities which may be expected to be undertaken as regular maintenance
and the targeted application of maintenance strategy to ensure that they
occur at the right moment can increase plant availability and utilisation,
and reduce operational risks.

3.2.2 Steam-cycle electricity generation

Steam-cycle electricity generation takes place in a much smaller physical
footprint than transmission and distribution. As a result of the smaller
size, it is generally easier to have oversight of all parts of the generation
system.

In addition to the trip-coil current, partial discharge and gas analyses
for transformer and switchgear monitoring, which may still be used on
these devices at generating stations, vibration analysis has played an im-
portant part in rotating electrical generation plant. Vibration analysis has
been cited as “the oldest type of machine monitoring technique” [Hun96].
Rotating plant is expensive and when the turbines, shaft or generator are
unavailable to operate, the power station is unable to produce power. Con-
dition monitoring examining shaft vibration and assessing the signals from
vibration sensors in order to detect bearing, shaft and other anomalies has
been developed.

Vibration monitoring systems are commonly used to monitor gears,
bearings, shafts and panels [Hun96]. In power generation the most relevant
items are bearings and shafts and for nuclear generation plants the normal
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duty cycle is to run, following inspection, for two to three years before the
next shutdown. Whilst the power output throughout the operating period
may be reduced at times for operational reasons, the generator shafts are
expected to continue running throughout the period. This continuous
load over several years could potentially lead to failure of the shaft. With
generator shafts spinning at thousands of revolutions per minute, failure
could in turn have serious safety repercussions as well as threatening the
profitability of the station.

Following market deregulation, generation companies often sell the
power they will produce far in advance and as such rely on their equip-
ment being available to meet contracts. In the event that the contracted
generator is unable to produce power, they will have to make alternative
commercial arrangements to supply their customer, and bear any addi-
tional costs. A method of mitigating this risk is to employ a continuous
monitoring system, alerting operators in the event of any changes in the
vibration signature. Where the monitoring system can provide extra time
to make alternative arrangements, such as operating at reduced power
until a planned outage or finding the most suitable alternative provider,
considerable savings can be realised.

Condition monitoring will detect vibration signature changes and give
operators advanced warning about their equipment allowing suitable for-
ward planning of, for example, bearing replacements. The replacement
of bearings is normal maintenance for rotating plant and the condition
monitoring process simply aids the operator in economic plant utilisation.

3.2.3 Nuclear reactor core monitoring

There is considerable literature on the subject of nuclear reactor core mon-
itoring; indeed, the Organisation for Economic Co-operation and Devel-
opment (OECD) has run several conferences on the subject of “In-core
instrumentation and reactor core assessment” [Age92][Age96].

This review focuses on four systems described at these meetings; an
ABB system, Westinghouse’s BEACON system, a Dutch “adaptive core
monitoring system” and the Korean Core Protection Calculator System
(CPCS).

The systems described in all of these papers are, indeed, core mon-
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itoring systems, but they are all concerned with the nuclear aspects of
the core. As such, ABB’s systems for alerting operators when Limiting
Conditions for Operation (LCOs) are reached are discussed, along with
Westinghouse’s BEACON system for generating 3-dimensional core-power
distributions.

The condition being monitored in these cases is therefore not the physi-
cal condition as seen in the electrical examples preceding. Instead, it is the
radiological and power conditions that are being monitored. In the case of
ensuring safe operation of reactor cores, the radiological conditions affect
the structural integrity of the core, but do so as a cumulative effect. This
cumulative effect means that monitoring neutron flux in real-time does not
give any insight into the structural integrity of the core and whether it will
result in difficulties with fuel or control rod movement.

Condition monitoring in all the systems outlined at the OECD confer-
ences is undertaken with a view to ensuring that power is appropriately
balanced across the core and that there is no “tilt” effect resulting in in-
creased burn-up, and hence temperature, in any region. This type of con-
dition monitoring is therefore concerned with ensuring economic use of
nuclear fuel and protecting the reactor core.

It can therefore be concluded that existing core monitoring techniques
are not monitoring applicable conditions that could be extended to the
structural aspects of the nuclear reactor cores. Core construction is, how-
ever, radically different between the AGR reactor design and the water-
moderated PWR and BWR designs and it is therefore likely that the analy-
ses would vary between the different moderators. As an example the PWR
and BWR designs do not feature on-load refuelling and, as such, there is no
comparable ability to make direct measurements of physical forces during
operation as there is for the AGR case.

This work shall now consider only the graphite reactor cores of the
AGR design, but the process outlined throughout the remainder of this
chapter could equally be applied to other reactor designs as long as suitable
monitoring data was available for analysis.
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3.2.4 AGR monitoring considerations

The monitoring systems used in electrical generation, transmission and dis-
tribution are proving valuable within their own domains, but in general
the monitoring techniques employed are not suitable for AGR core moni-
toring. There are no electrical currents that relate to mechanical properties
as in circuit breakers and there are no partial discharge sources as used
across substations. The vibration monitoring employed on rotating plant
may be feasible, but there are no sensors available due to the harsh con-
ditions inside the reactor. Additionally, the techniques seen in existing
“core monitoring” systems appear to be inappropriate as they are con-
cerned with efficiency of the the nuclear process rather than the appraisal
of physical condition.

For any system, the general effect of maintenance is depicted in Figure
3.2. This conceptualisation shows that system health is a downward trend.
Once maintained, the condition (or system health in Figure 3.1) is reset
to a new level and the system continues with a similar profile to before,
although possibly with maintenance occurring at an increasing frequency.
Cleaning and maintenance of the system or components may affect the
shape of the curve, but the overall shape is representative of most main-
tainable systems.

The repeated degradation and maintenance can continue until the main-
tenance costs associated with the device make it uneconomical to continue
operating. It may then be better to replace the device.

Sy
st

em
 h

ea
lth

Time
End 

of life

Maintenance

Safety margin
Min. health

Potential lifetime, 
without margin

Figure 3.2: System health over time with maintenance
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Process Transformation
Radiolysis CO2 =⇒ CO +O

Recombination O + CO −→ CO2

Surface oxide formation O + graphite −→ C(O) [surface oxide]
Gasification C(O) −→ CO [gaseous]

Overall reaction CO2 + C =⇒ 2CO

Table 3.1: Principal processes in graphite corrosion

Having established that the approximate system health curve shown
in Figure 3.2 is appropriate for most maintainable equipment, attention is
now focused on the graphite cores for monitoring. As detailed in Section
2.2.1, the key roles of a graphite core are to moderate fast neutrons, to
provide a physical support structure for the fuel and to provide entry
routes for control rods used to both control and stop the fission process.

In order to appreciate the difficulties that may arise due to core damage,
the underlying physical processes that result in core damage should be
considered.

3.2.5 Damage in AGRs

The operation of the AGRs results in damage to the graphite. There are
two primary mechanisms; corrosion of the graphite by the carbon dioxide
coolant and direct changes to graphite properties due to irradiation. These
are both described here.

The principal reactions which take place causing graphite corrosion
due to carbon dioxide, CO2, are shown in Table 3.1 [LL72]. Normally, the
radiolysis and recombination takes place quickly, so the oxygen (O) and
CO species are short-lived. It is only where the radiolysis takes place close
to a graphite surface that surface oxides and gaseous CO form, removing
carbon atoms from the graphite surface.

The removal of carbon atoms results in weight loss in the core graphite,
particularly near the brick bore. Although weight loss can be combated by
adding other gaseous species, such as methane, to the coolant, this is a key
ageing process as weight loss could impact many operational issues. Since
weight loss is considered such a key issue there are limits on maximum
weight loss, after which generation operations cannot continue. This limit
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is currently 40% of the graphite mass [Gee08].
In addition to the gradual graphite erosion due to the coolant outlined

above, the graphite is itself affected by radiation [NJT87]. The radiation
results in a stress profile, as shown in Figure 3.3, throughout the life of the
bricks [Jon05]. The keyway root is the outer part of the brick and the bore
is the inner part, this is also shown in Figure 3.4.

Figure 3.3: Graphite brick stresses at keyway root and bore [Jon05]

Where the bricks are experiencing a tensile stress, it is possible that
the surface may open into a crack. Applying the information in Figure 3.3
to an individual brick, the forces at the beginning and end of life can be
shown as in Figure 3.4. This shows that cracks are most likely to appear at
the bore in the earlier part of their lifetime and in the outside of the bricks
towards later life. The point at which cracks may initiate at the outer side
of the bricks is after “stress reversal”, where the bore and keyway lines
cross in Figure 3.3.

Stress reversal is a significant point in the life of reactor graphite. Some
of the AGR reactors are now approaching this point and this represents a
key driver for monitoring to ensure that the changing stresses do not cause
significant cracking which could lead to core distortion.

The most important result of these damage processes, in terms of con-
tinued operation, is that the structural strength of the core is weakened.
The damage, particularly weight loss, also means that there is less mod-
eration resulting in fewer thermal neutrons. This has a greater effect on
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Early-life stresses Late-life stresses

Figure 3.4: Early and late life stresses on bricks

the economics of operation than safety as the level of enrichment must be
increased to maintain sufficient thermal neutrons to continue the fission
reaction [MRM96].

In terms of repairing graphite, there are techniques that can reduce the
level of damage caused by irradiation. Annealing is the principal technique
that can be used but this requires heating the reactor beyond normal op-
erational temperatures and no mechanism for this is in place. Even if this
were possible, the components around the core have not been designed to
operate in the higher-temperature conditions that annealing would require
[Rey96]. As such, there is no practical method of repairing any of the dam-
age to the graphite core, nor any means for combating the weight-loss due
to oxidation that has already occurred.

Concern over the structural properties of the cores has led to consider-
ation of condition monitoring techniques from the structural domain. The
area of structural health monitoring is considered suitable for this appli-
cation, and this is discussed in the next section.

3.3 Structural health monitoring

Structural health monitoring is a technique that has been applied to “single-
use” structures including bridges, buildings and aircraft [FW07]. Whilst
these structures may contain a great number of replaceable or serviceable
components, in each structure there is a fundamental component, such as
suspension cables in bridges, the reinforced concrete core in buildings or
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the aluminium airframe in aircraft that cannot be readily repaired. These
are all considered to be single use; after a component is judged to be
incapable of continuing its role in the larger system, it is considered the
end-of-life for the full system. At this time, the whole system – bridge,
building or aircraft – will be replaced.

The graphite core within a nuclear reactor is a single-use system. It
experiences variations in temperature, pressure and vibration due to the
flow of the CO2 coolant and, as noted in Section 3.2.5, there is continuous
irreversible weight-loss. Viewing the core as a single-use, unserviceable
component requires that any analysis technique must take account of the
fact that the item being monitored is a continually deteriorating compo-
nent rather than a maintainable or replaceable component such as those
discussed in Section 3.2.2.

To consider this, another indicative health curve is shown in Figure 3.5.
This curve show the system health against time for the life of a compo-
nent or system which cannot be maintained. The dashed line shows that
degradation will simply continue until the item can no longer perform its
function; this is exactly the case within the car brakes example where the
health is continually eroded with use, but where the component is dis-
carded when no longer able to perform its role. The result is that those
condition monitoring aspects relating to maintenance no longer apply for
the component and the justification for the structural appraisal must be
made solely on the grounds of risk, and particularly life safety risk.
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Figure 3.5: Health curve where maintenance cannot be performed

The introduction of risk is important. If there are no significant conse-
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quences of a failure, there need not be extensive monitoring undertaken.
If there is a risk of loss of life, large capital or remedial costs, or cascade
effects to other plant, condition monitoring should be considered. This is
the reason that SHM is typically seen in large systems such as buildings,
bridges and aircraft; all have the potential for loss of life or significant
economic impact.

It is important that structures such as these have a margin of safety
to avoid potentially catastrophic situations. If the minimum health limit
in Figure 3.5 is actually the lowest limit of health that the structure can
reach and still perform its function, another line can be added above this
representing a safety margin. As this safety margin will require a greater
level of system health than the minimum level, the effect of this will be to
remove the structure from use before reaching the lower limit. The effect
of removing, or indeed any reduction of, this margin can be seen to be an
increase in the usable life of the system.

Finally, these curves cannot be fully predicted in advance as the operat-
ing environment can change the degradation pattern. For this reason, most
SHM systems include an element of modelling degradation and a testing
element which allows the present condition to be compared against an
end-of-life condition [FW07].

This scenario is comparable with that of the AGR power station. The
graphite is weakening, just as suspension cables on a bridge corrode, and
as it does, the Remaining Useful Life (RUL) of the reactor reduces. Fur-
thermore, the safety aspects associated with bridges, buildings and air-
craft are equalled, if not surpassed, by the potential for nuclear accidents.
This means that safety margins, although conservative, cannot simply be
reduced to prolong station life. The modelling in the SHM systems con-
sidered here, in terms of looking to identify key trends and changes to
the operational state, also appear to map well onto the requirements for
an AGR monitoring system. The justification for this will be presented in
Section 3.3.1.

It is known, from inspection information, that the current condition of
each AGR is different. This is even true for different reactors at the same
station, and for those at sister stations – stations that were built around
the same time to a similar design. The present condition depends upon
the quality of the original materials used to construct the core and encom-
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passes changes during operation due to operating conditions such as power
output, coolant chemistry and operating pressures and temperatures.

The differences between reactors suggest that modelling should be sup-
plemented with evidence gathered during operations and inspection, and
SHM appears to be a valid technique for this purpose. To demonstrate the
applicability of the SHM technique in this particular scenario however, the
requirements for such a system must be considered and work undertaken
in other areas examined. Considering ways in which a graphite core might
be monitored using this technique is also necessary and the next section
addresses these issues.

3.3.1 The SHM process

Structural health monitoring is defined by [FW07] to be a four-stage statis-
tical pattern recognition process. These stages are:

1. operational evaluation: the process of deciding why SHM is suitable
and how it can help with the operational issue,

2. data acquisition, fusion and cleansing: the process of choosing how to
gather data and ensure that sensed data is relevant,

3. feature selection and information condensation: the process of choosing
what should be trended and monitored, and

4. statistical model development for feature discrimination: the “decision fac-
tor” that prompts some action.

There are key challenges at each stage of applying this 4-stage approach
to the nuclear domain. These include obtaining data in a suitable format for
processing using a SHM-based approach and how to normalise and select
an appropriate set of all available data. These challenges will be considered
more in Chapter 4 but prior to this it is useful to look at three other areas
which encompass similar investment, economic and safety concerns. These
are the monitoring of bridges, aircraft and nuclear containment buildings
using SHM.
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3.3.1.1 SHM for bridges

Bridges represent a large capital cost and contribute to the economic pros-
perity of whole regions and as such they are designed to have a service
life measured in decades, with some bridge designs now having expected
lifetimes of over 100 years [LOZ+06]. Throughout their lifetime, bridge
components will age and possibly be replaced; however eventually a life-
limiting factor, such as the structural strength of the main towers, will
result in it being necessary to replace the structure.

As is the case with other condition monitoring applications, there will
be an optimum time where the structure should be replaced. This opti-
mum time will be a function of safety margin, the residual strength (system
health), the traffic volumes on the structure, and the risk posed by a catas-
trophic failure. The risk takes into account not only potential loss of life
on the structure in the event of a sudden failure, but also the cost of us-
ing alternative routes whilst a replacement is designed and constructed; a
process which may take many years. For example, when a short section of
the MacArthur Maze freeway interchange collapsed in Oakland, Califor-
nia, the economic impact was estimated at between $4m and $6m per day
[Oak07]. Given the economic consequences of a bridge collapse without
alternatives, consideration may be given to extensive monitoring schemes
for bridge structures to avoid such large costs.

Traditional means of ensuring continuous safety for such structures is
routine inspection of key components [OBM06], as it is for nuclear reactor
cores. With increasingly long structures, representing ever higher capital
cost, the relatively small incremental cost of monitoring systems has con-
siderable potential benefits. Furthermore, as the cost of sensing and data
handling equipment has fallen, the case for fitting monitoring systems to
smaller structures has become stronger [OBM04].

Techniques for monitoring bridge health include both system-wide mon-
itoring, allowing movement in the bridge deck and towers to be monitored
using Global Positioning Systems, and localised monitoring at key points
using technologies such as strain gauges and vibration sensors [LOZ+06].
The Singapore-Malaysia Second Link is approximately 1.9km long with 27
individual spans and a main span length of 92m. The monitoring strategy
employed here uses 12 strain gauges, 12 pressure cells, 44 thermocouples
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Figure 3.6: Example bridge monitoring system [OBM04]

and a triaxial accelerometer all monitoring the main span. A diagram
showing the locations of the sensors in relation to the main span is shown
in Figure 3.6 [OBM04]. Some of these sensors, such as the temperature sen-
sors, exist to allow any changes in sensed data to be adjusted for ambient
conditions.

It can be seen from the diagram that the monitoring has been spread
across half of the main span, and from the description that several different
data types are being collected.

After data collection, the analysis continues by processing the data ini-
tially in a training mode and subsequently in an operational mode. A
multivariate statistical technique is commonly used for this analysis. The
multivariate distance commonly used in SHM implementations is the Ma-
halanobis distance. This allows multivariate data with different scales and
units to be analysed together. Having calculated the multivariate distances,
the final stage is to apply a threshold level, calculated to give statistical con-
fidence, to this distance to conclude whether the new observation is novel
– beyond the threshold – or normal.

Omenzetter [OBM04] applied the SHM technique developed using mea-
surements gathered during construction; this meant that there were sig-
nificant sudden changes in the measured data as, for example, a new span
was erected. Each of these was visible within the clustered data and the
conclusion was drawn that the Mahalanobis statistical distance could be
used to successfully detected abnormal post-construction events.

Brownjohn, in [Bro07], also addresses two other bridges which were in-
strumented to provide validation of a bridge simulation. This monitoring,
on the Humber Bridge in the UK and the Bosporus Bridge in Turkey, re-
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vealed that deck vibrations are sensitive to damage in bearings and hanger
components. Brownjohn recommends that sensors could be added to de-
tect this component failure.

The consideration of the bridge monitoring systems has some important
insights; bridges have similar lifetimes to reactor cores and have several
replaceable components in addition to the main structures. The techniques
used in this domain use statistical distances to allow consideration of data
from different measurement systems in a holistic manner and have shown
that detection of novel modes of operation, possible indicative of failure,
is possible.

3.3.1.2 SHM for aircraft

Whilst the economic case for undertaking monitoring on bridges may be
high, the monitoring undertaken on aircraft has a higher life safety justi-
fication; the airframe of an airliner is ultimately responsible for all those
inside. Airframe monitoring is currently undertaken in much the same
manner as for bridges, with extensive inspection at periodic intervals. This
is time-consuming and costly for operators [MKB+02].

Against the backdrop of a desire to reduce routine inspection, some
aeronautical structures are now operating beyond their original design life
[GZJB02]; again this is a good parallel with graphite cores case which are
also operating beyond their original design life. Another similarity with
nuclear operations is that airliners have used off-line models of degradation
and operations to characterise likely deterioration in the airframe and, on
this basis, the inspection schedules are devised [MKB+02].

SHM technology is far less mature in this area than for bridges, but is
following a similar path to that described in the previous section. In this
case, due to the ability to access the airframe, it has been suggested that
new sensor technologies are integrated within existing aircraft. The data
from the measurement systems can then be centrally collected, as shown
in Figure 3.7.

The example airliner monitoring system is drawn from Giurgiutiu et al
[GZJB02]. This work is interesting because, although demonstrating that
cracks forming around rivet holes can be identified, it is based upon novel
measurement and sensing technologies. Unfortunately, whilst this area has
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essential health-diagnostic data (condition green,
yellow, or red) is transmitted to the structural-
integrity data bank to be logged into the struc-
tural integrity reports of the critical structural
systems. Such an autonomous health-monitoring
system would be ideally suited for incipient
damage detection, and would have wide use
in aerospace, automotive, civil infrastructure,
and other industrial applications. A schematic of
the proposed installation of such a system on a
typical aging-aircraft is presented in Figure 14.

8 Summary and Conclusions

The development of inexpensive non-intrusive
active sensors that can be applied on existing
aging aerospace structures for monitoring the
onset and progress of structural damage (fatigue
cracks and corrosion) was presented. The state
of the art in active sensors structural health
monitoring and damage detection was reviewed.
Methods based on (a) elastic wave propagation
and (b) Electro-Mechanical (E/M) impedance
were cited and briefly discussed.

Experiments were performed with a twin
objective: (a) to validate the method on simple-
geometry specimens; and (b) to illustrate the
practical applicability of the method on realistic
structural specimens representative of aging
aerospace structures with seeded damage. The
instrumentation of the specimens with PWAS,
and methods for ensuring sensor integrity was

presented. A novel sensor-self-diagnostics method
was developed and experimentally verified. It was
shown that, for a disbonded sensor, the imagin-
ary part of the E/M impedance displays a clear
resonance pattern that was not present in the
perfectly bonded sensor. This sensor self-diagnos-
tic method, disclosed by Giurgiutiu et al. (2002),
is essential for reliable in-field implementation
of the active-sensor structural health monitoring
concepts.

For near-field damage detection, the E/M
impedance method was used. The E/M imped-
ance experiments showed that the real part of the
E/M impedance spectrum is clearly influenced by
the presence of damage (simulated crack). This
behavior was explained in terms of the direct
correlation between the pointwise mechanical
impedance of the structure at the sensor location
and the real part of the E/M impedance measured
at the sensor terminals. Systematic experiments
performed on 100mm diameter thin-gage circular
discs showed a direct correlation between the
distance between the sensor and the crack. An
overall-statistics damage index based on (1!R2)3,
where R2 is the correlation coefficient between
the ‘‘pristine’’ and the ‘‘damaged’’ E/M impe-
dance real-part spectra, was developed. These
findings were further substantiated by experi-
ments performed on realistic aging aircraft panel
using an array of four sensors placed at increas-
ing distances from a 10-mm simulated crack. In
these experiments, the effect of the crack was
noticed as a left shift in the natural frequencies

Figure 14 General concept of a sensor-array structural integrity monitoring system suggested installation on an aging
aircraft.
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Figure 3.7: Example airliner monitoring system [GZJB02]

useful life safety implications for comparison, Section 2.4 discusses why the
approach of adding new sensors is not suitable in the AGR case.

The NASA report produced by Munns et al [MKB+02] studies the sub-
ject more deeply, and provides a roadmap for the further development of
their technique. This suggests several prerequisites of an SHM system and
recommends that the monitoring and inspection be linked. Significantly,
they also recommend studying additional sensor techniques to improve
the capability.

3.3.1.3 SHM for nuclear buildings

A review of structural health monitoring for civil infrastructure [Bro07]
considers several applications of SHM, including nuclear power plants.
In this review, it is noted that the main measurand of interest is temper-
ature. Other performance data, such as that from strain gauges, plays
a less important role. The conclusion in this paper is that “in the UK
at least. . . online monitoring of structural response so far does not play a
major role in tracking the health of the [Pre-stressed Concrete Pressure
Vessel]”.

Despite this relatively negative statement on SHM in the nuclear do-
main, work has continued internationally to address ageing containment
structures in the United States under the auspices of the Nuclear Regula-
tory Commission (NRC) [NOE+98]. This supports the view that although
formal SHM techniques are not currently in common use within the nu-
clear industry, the general trend is to increase the monitoring of critical
structures. This confirms that investigating the application of SHM tech-
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niques is a reasonable and valid approach.

3.3.2 SHM and AGR monitoring

Having investigated several other areas of application for the SHM process,
it is concluded that the process is suitable for structures such as graphite
cores. The most significant challenge for the AGR monitoring is obtain-
ing data and subsequently processing this data to a suitable format for
monitoring.

The solutions presented in the SHM literature reviewed in Section 3.3.1
all used sensors capable of relatively continuous monitoring. Whilst these
techniques are effective within bridge, building and aircraft monitoring,
sensor technology within the particularly harsh environment of the nuclear
reactor is not mature.

Despite the difficulty with gaining data from sensors, the use of dis-
parate analysis techniques within SHM using measurands such as position,
vibration and strain is analogous to the disparate manual techniques being
used to assess the graphite reactor cores. This means that the technique can
be applied to the data described in Section 2.5.1 allowing it to be analysed.

It is also recommended that an extensible strategy for analysis should
be employed which can integrate the results of future research into the
analysis of the currently available data.

3.3.2.1 Stage 1: Suitability of SHM

Having investigated the role of condition monitoring in both maintainable
and non-maintainable plant items it is shown that there is value in the
application of structural health monitoring in the context of the graphite
cores structural properties.

It is suggested in [SFHC02] that four questions should be answered at
this stage. These relate to how damage is defined for the system, the con-
ditions of operation of the system, the limitations on data acquisition and
the economic or life-safety implications for undertaking the monitoring.

The clearest definition of damage for the system is that the system has
failed in the event that the core has distorted and control rods or fuel cannot
be moved within the reactor system. Thus, the failure is not the damage
to individual failure of components, such as bricks, through cracking, but
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rather the effect of cracking allowing further movement in the system that
prevents safe operation. The aim must therefore be to consider how the
damage to component parts, that may not be threatening in themselves,
relate to overall system damage.

The conditions of operation of the reactor system are relatively well
known. As introduced in Chapter 2, the normal mode is for the system to
have a thorough inspection and to then run through a pre-defined period
until the next inspection period. Furthermore, the operational conditions
have been identified as preventing the provision additional sensors in Sec-
tion 2.4. This introduces difficulty in the next key operational evaluation
question of data acquisition. This particular issue is described, and a so-
lution is presented, in Chapter 4.

The final operational evaluation question of life-safety and economic
justification is taken as a strong indication of the benefit of an SHM ap-
proach due to the increased risk to human life of operating nuclear reactors
in the damaged conditions outlined previously.

Overall, the SHM technique has been applied with success to structures
with high economic values, such as bridge structures, and those with high
safety requirements, such as airframes. A key challenge is recognised as
being able to acquire data that can be analysed in a suitable manner, but
subject to being able to resolve this problem, SHM is a suitable technique
for core structural assessment.

3.3.2.2 Stage 2: Data Acquisition, Fusion and Cleansing

As highlighted when considering the suitability of SHM, the data provided
by the Monitoring Assessment Panels is relatively sparse compared with
the data from sensors, such as vibration sensors, that can provide multiple
data points every second. The most frequent data is channel power dis-
crepancy values, which are carried out at least weekly, but not more than
twice per week. Additionally, for observations such as Fuel Grab Load
Trace, the same channel might only be checked every few years. In terms
of frequency, this is considered to be analysis of discrete events rather than
continuous data that an array of sensors might provide.

In order to perform data fusion on the discrete events, a method of
combining the temporal and spatial location of the events should be used.
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The selection of appropriate time windows and space is considered in
Section 4.4.

The final aspect, that of data cleansing, is not considered as part of
producing results that are conservative. Data could be excluded for a
variety of reasons. One such example would be channel power comparison
data that is incorrect due to a faulty thermocouple. In this case, removal of
the data point through cleansing may be correct, but it is also possible that
the reason the thermocouple is faulty is core-condition related. Thus, the
inclusion of all available data is a more conservative approach to damage
assessment at this time and the later removal of data should be considered
carefully in this context.

3.3.2.3 Stage 3: Feature Selection and Condensation

As highlighted in the previous section, the available data limits the selec-
tion of appropriate features for analysis. Any analysis will be limited to
the discrete event data that is available, though there are many aggregates
that could be computed and trended. The choice of appropriate features,
and of the statistical model to use, is developed in Chapter 4.

3.3.2.4 Stage 4: Statistical Model Development

The final stage in the SHM process is one which tries to answer the ques-
tion of significance of findings. This aspect is particularly difficult when
assessing a reactor core design where there is a worldwide population of
fourteen, none of which have failed or been decommissioned.

Despite this, the inspection information that is provided every two to
three years may give additional information against which the model can
be tested. It is a recommendation from this work that the outcomes of the
approach be considered against the inspection information when available
to identify the quality and robustness of the approach.

3.4 Conclusion

This chapter examined the role that condition monitoring has traditionally
played within the electrical power industry and compared the applicability
of these condition monitoring regimes to the case of monitoring graphite
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reactor cores. The inability to perform maintenance on these cores reduces
the usefulness of more commonly used techniques within the domain, so
alternative techniques from the structural domain have been investigated
where such monitoring is more common.

One of these, Structural Health Monitoring (SHM), has been identi-
fied as a suitable technique for the analysis of the reactor core monitoring
data. As such, an SHM system for AGR monitoring should allow for the
existing monitoring techniques and the outcomes determined through the
MAP process (Section 2.5.1) to be utilised and analysed but remain flexible
enough that, as further techniques relating to core monitoring are devel-
oped, they can be added to the analysis system.

Despite it being possible to undertake health monitoring on the basis of
the available data, there is a clear recommendation for additional sensing
technologies within other areas and, despite the difficulty associated with
the in-reactor environment, this is something which should be considered
for future reactor systems.
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Chapter 4

Graphite core data analysis

4.1 Introduction

Chapter 3 introduced the technique of structural health monitoring and
claimed that this technique would be suitable for the development of a
condition monitoring system for graphite cores.

The aim of graphite core monitoring is to provide insight into the cur-
rent condition of the cores and to assist in assessing their ability to support
fuel and provide safe access for the control rods.

The core monitoring is intended to supplement the existing inspection
approach and as such the key aim is to detect changes in the operational
state of the core. This approach is founded on the basis that where there is
a significant change in the core structure, the change will be visible within
the monitoring data and the MAP, described in Section 2.5.1, will appro-
priately grade the data. In the event of such a change being detected, a
process is in place where the Technical Safety Support Manager (TSSM) at
the site is notified and further action is taken as required. This may in-
volve immediately calling a Monitoring Assessment Panel, recommending
a channel for inspection at the next outage, or taking a reactor off-line for
immediate inspection.

There are good reasons to support that distortion might be detected
by the different analysis processes undertaken upon core data. A brief
outline of the principal observations and how distortion may be detected
is provided in the next section.

Having collected the observation data, the data must be trended in
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some way to identify changes in the core state. This technique should
not be prescriptive and search for specific signatures as this would require
detailed knowledge of all fault conditions, which is not available. Instead,
the analysis should detect significant changes as this allows detection of
states which have not been hypothesised in advance. This is important as
the ageing processes within the graphite change over time. These processes
were outlined in Chapter 3.2.5.

4.2 Inferring distortion from observations

Section 2.5.1 introduced four Class 1 parameters that are collected and
monitored as part of the Monitoring Assessment Panel. These are:

• Thermal-Neutron Channel Power Ratios,

• Fuel Grab Load Trace (FGLT) Analysis,

• Control Rod Braking Times and Control Rod Alarms, and

• Fuel Handling Observations.

Of these, the thermal-neutron channel power ratios are collected at
least weekly during operation, the FGLT and fuel handling observations
are collected on each refuelling and control rod brake times are collected
at each reactor shutdown. Control rod alarms are generated by the control
systems as an when required.

The primary observations to consider are the Fuel Grab Load Trace
(FGLT) and channel power observations. These events are logged rou-
tinely during on- and off-load refuelling operations and during regular
comparisons of thermal (output) power and neutronic (input) power. FGLT
analyses can detect physical changes in the fuel channel geometry whilst
the thermal-neutronic comparisons will be capable of detecting changes
in gas flow caused by core distortion. FGLT data is gathered every 3 to
6 years per channel whilst thermal-neutronic comparisons are gathered at
least once per week during operations. The bulk of available data relates
to these observations, though the blue observations, as detailed in table 2.1,
are only captured for fuel grab load trace events.
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As noted above, additional data is also available from control rod drop
tests. These tests are simply statistical tests undertaken on data gathered
when rods are lowered into the reactor when it is being shut down. These
tests will identify when a control rod is moving slowly, which may be
indicative of contact with the channel wall. Since there should be no
contact, this would suggest distortion. Although this data is not regularly
available, unplanned trips do occur and if this data is available, it can be
factored into the analysis.

The aim of the analysis, in line with the SHM approach described in
Chapter 3, is to detect a change in the operational mode of the reactor by
detecting changes in the pattern of the captured data. A significant shift in
the distribution of the data would then suggest a change in core condition.
A change in frequency of events, for example, may indicate that the core
has started ageing and degrading at a different rate whereas a change in
distribution, for example a clustering of observations in one part of the
core, might suggest that there is a localised defect in that region.

Chapter 3 introduced the concept of structural health monitoring as
being suitable for graphite core data, but it was noted that the available
data would need to be represented in a suitable manner to allow the analy-
sis. The next section examines various options for using the available data
within a SHM framework.

4.3 Statistical analysis

Statistical measures of distance can be applied to many problems. Where
there is data that has comparable units, the Euclidian distance is normally
used. This allows a direct measure between any two points within the
space to be made. A consideration of the available data reveals this to be
an inappropriate measure though.

The data fields available upon which analysis can be undertaken are
restricted as this is limited to those fields captured by the MAPs. The fields
captured for monitoring data are listed below.

• Station and Reactor identifying the core

• The type of observation being made
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• The channel number on which the observation was made

• The date on which the event occurred

• A MAP grading (Blue, Green, Amber, Red)

Considering the available data outlined above, the station and reactor
are identifying variables and are thus not considered for analysis. These
may however be useful in the future when comparing different reactors and
stations. The type of the observation being made is a non-numeric value.
This cannot readily be handled within multivariate space; any arbitrary
assignment of values would be meaningless. One approach might be to
consider each data type as a separate analysis, but this would not highlight
situations where multiple measurement techniques support a distortion
hypothesis.

The channel number could also be considered to be arbitrary, but since
these relate to a position on a two-dimensional lattice, these have been
resolved to an X and Y coordinate value. As the stations were built to
different physical dimensions with different pitches between channel cen-
tres, the X and Y coordinate units are specified as a number of pitches,
numbered from the centre channel being (0, 0). This feature allows data to
be compared between stations in the future should this be deemed mean-
ingful and useful; a potential avenue for investigation being the fleet-wide
effect of the increased neutron dose towards the centre of all AGR cores. An
AGR core layout is shown in figure 4.1; in this diagram channel MN24 rep-
resents the (0, 0) location and the distance between adjacent large circles,
representing fuel channels, is two pitches. Even-numbered pitch distances
are the smaller interstitial channels and odd-numbers represent the fuel.

The event date has also been normalised to be on a linear scale; for
the purposes of analysis, the number has been converted to the number of
seconds since the Unix epoch. This means that each time is expressed as
the number of seconds since January 1st 1970.

The MAP gradings, also arbitrary, cannot readily be given meaningful
numeric values assigned for this analysis. Arbitrary values of 0 for blue,
25 for green, 50 for amber and 100 for red were chosen, but there is no
equivalence in these values; for example 2 amber observations are not
equal to a single red.
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Figure 4.1: AGR core plan

Prior to analysis, the data have been plotted using a simple scatter plot.
Figure 4.2 shows data from 18 MAP meetings plotted with the channel
represented in the X and Y axes. The MAP number, incrementing from 1
to 18, represented in a shallow Z axis with the position on this axis also
represented by various shades. The chart shows 958 monitoring obser-
vations in shades from red to black with redder observations occurring
earliest. This dataset has been chosen as being from the reactor with the
highest number of observations available for analysis.

There are no obvious trends in Figure 4.2; this distribution serves only
to provide confidence that the majority of the core area has been examined
and that there is a good distribution of data. It can be seen that the shape
resembles that in the core diagram of Figure 4.1. In order to perform a
rudimentary assessment of the core, all “negative” data are plotted.

Negative data has been assumed to be anything non-positive, or not
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Figure 4.2: MAP observation data

graded blue even though the MAP grading system outlined in Table 2.1
grades negative events with known reasons as green and considers only
amber and red events to be indicative of core distortion. Although many of
the green observations could be due to well understood phenomenon, such
as anomalous channel power discrepancy values shortly after refuelling in
a nearby channel, continuing to count these “explained” observations is a
conservatism that is more likely to detect anomalous behaviour.

The negative data, those items logged as green, amber or red observa-
tions, are plotted separately and can be seen in Figure 4.3. This is a subset
of 154 out of the 958 total events corresponding to all those graded green
or amber. There are no red events logged on this core.

Removing the positive data reveals, visually, that there are potentially
a small number of clusters around which there are a significant number of
negative events. This can be ascertained without considering what event
caused the report and can be readily identified by performing a count of
data at each location.

The result of plotting count data versus the X and Y position within
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Figure 4.3: MAP “negative” data

the core can be seen in Figure 4.4.
Counting the number of negative observations on each channel is a

potential means of assessing the core condition; there are readily visible
peaks in the data which could correspond to distortion. Equally, however,
there are channels which are inspected on every inspection outage in or-
der to assess the effects of ageing on the same channel. These repeated
inspections also give rise to repeated monitoring events as, upon each
inspection, the fuel is removed and hence Fuel Grab Load Trace events
can be assessed. These channels, if they have any defects, simply due to
the increased surveillance, will see increased levels of observations which
might not be representative of core distortion. The repeated inspection of
channels would result in any analysis based solely upon count data being
unreliable and inconclusive.

The counting method also considers each channel in complete isolation
from all those around it. As the core is known to be an interlocking struc-
ture, as described in Section 2.2.1, this is not a robust means of assessing
the damage at a holistic level. Core degradation resulting in distortion
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Figure 4.4: MAP “negative” count data

would affect channels within an area of the core. Channels around the
centre of the distortion would also be affected until all movement can be
accommodated by the slack in the keying system. Although distortion is
not known to have occurred, modelling carried out suggests that distor-
tion which may prevent control rod entry would be visible in many fuel
channels. This is because the distortion required to prevent the articulated
control rods entering the core is in the order of 2 to 3 centimetres based
upon the clearances in the control rod channels. and the slack provided
by a single keyway clearances is around 2 to 3 millimetres [Ahm87]. On
this basis, distortion could be visible up to 10 channels away. Despite this,
it is unlikely that distortion would be visible on data obtained from the
principal monitoring techniques of FGLT and channel power comparisons
at these distances as the effects will get smaller further from the centre of
the distortion. A conservative estimate, allowing for lack of visibility in the
monitored parameters, is that it may only be visible 1 or 2 fuel channels
away. These values are used within this analysis.
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The conclusion drawn from these considerations is that a combination
of physical distance and the time between observations must be brought
to the analysis; true core distortion is likely to manifest itself in FGLT
and channel power comparisons simultaneously. The aim must therefore
be to detect wherever there is a significant incidence of events within an
area of the reactor; the area and period over which the events should be
considered therefore depends upon the frequency of data collection and
the area of detection.

4.4 Monitoring data coverage

In order to define a temporal and spatial window over which data can be
detected, two issues must be considered: the frequency of data collection
and the area of the core that can be concluded to be distortion-free based
upon any analysis undertaken. As the channel power comparisons and
FGLT were considered to be the most significant measurements, these are
the most important for this analysis.

The channel power comparison is carried out at least weekly on all
channels, so this indicator is readily available for monitoring. The FGLT
analysis is less frequent however, and this will be the limiting factor for
core monitoring coverage. As a result, the question of how much core
distortion can be measured using FGLT in the period between inspections
must be raised.

FGLT analyses, as detailed in Section 2.5.1, are undertaken during the
inspection period when high-quality inspection data will be available any-
way, and also during normal refuelling operations, usually on-load. Since
the frequency of FGLT analysis is determined by the refuelling sched-
ule, the rate of refuelling becomes significant. The frequency with which
fuel stringers are replaced in an AGR core varies depending on the chan-
nel location, the power output and the fuel enrichment, but with a fuel
stringer lifetime of around 5 years and with 308 channels, this corresponds
to around 60 channels per year requiring refuelling. These are usually re-
fuelled in batches of around 8 channels every 6 weeks.

Before considering the use of FGLT for monitoring purposes, it is useful
to consider the monitoring coverage that analysis of FGLT can achieve. This
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is a trade-off between the location within the core that is monitored, in this
case the particular fuel channel being refuelled, and the amount of the core
that can be considered to be healthy by checking that single channel. If
the whole core can be considered healthy by checking a single channel
then we can deduce whole-core health every time there is a refuelling. If,
however, only the channel monitored can be considered healthy, coverage
of the whole core will take around 5 years, a period longer than that
between inspections and one that could nullify the benefit of performing
monitoring in this way.

In order to assess the coverage provided, a number of refuelling cam-
paigns were analysed to reveal that the time taken to monitor the whole
core can vary significantly and is dependent upon the distance at which
core distortion might be detected within adjacent channels. To analyse the
coverage that FGLT alone can achieve, refuelling operations over a 21/2 year
period looking back over 6, 12 and 18 months and assessing the number
of channels not monitored within a 1 or 2 fuel channels distance were as-
sessed. These correspond to a 3 × 3 and 5 × 5 area of visibility; these are
shown in Figure 4.5.

Refuelled channel

3x3 Area of Visibility
(1 adjacent fuel channel)

5x5 Area of Visibility
(2 adjacent fuel channels)

Figure 4.5: Area of visibility around a refuelled channel

The number of channels outside the 3 × 3 and 5 × 5 areas of visibility
over different time periods is plotted in Figure 4.6. The chart shows that
since around June 2008, 90% of channels are monitored within a “2-fuel
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channel” distance looking back 6, 12 and 18 months. More recently, com-
plete coverage has been attained of all channels within this distance. The
data also shows that more recent data covered about 75% of the core within
a single fuel channel, considering only 6 months of refuelling operations.
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Figure 4.6: Number of channels not monitored against time and distance

These figures suggest that data from any rolling 6 month window covers
a significant proportion of the core. This is an improvement upon the
3 year period between core inspections. Despite this result, there are peaks
in each trace. Investigation revealed that these were caused by an outage
for boiler-closure work which did not see any fuel movements over an
extended period. During a normal inspection outage, however, fuel would
be moved for inspection purposes. The exceptional event of an outage
without core inspections could be accounted for by removing that period
from the data and only considering “active” time. Despite this, such events
may occur again and it is feasible that the cooling and heating effects of
having a core on outage and restarting it causes damage. As such, it is
more prudent to use a continuous period, but to realise that where there
is a significant outage – of greater than 3 months – that the monitoring
is degraded until refuelling operations recommence. This is considered
acceptable as additional information from the control rod drop times will
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be available from the shutdown process. This should mean that in the
period immediately after the outage, the core is in a reasonably well-known
state. Where inspections also take place during the outage, the knowledge
of the core will be even better.

The discussion in Section 4.3 concluded that a reasonable distance over
which to view the core data was up to 2 channels away in each direction,
forming a 5 × 5 grid around any given channel. The discussion in this
section has shown that 6 months is a reasonable time period over which
to perform the analysis. It is therefore suitable and acceptable for the core
monitoring application to use these as limits for detecting related features.

Having established these limits, consideration is given to detecting
these within the data.

4.5 Implementing SHM for reactor core data

As noted previously the data in this application cannot readily be anal-
ysed using a Euclidian distance due to different units. An alternative was
therefore sought and found to be the Mahalanobis distance [Mah36]. The
Mahalanobis distance, DM , is a probabilistic distance, in a multidimen-
sional space, of the multivariate location x = {x1, x2, x3 . . . xn}T from a
group of values with means µ = {µ1, µ2, µ3 . . . µn}T and covariances repre-
sented in the matrix S. The covariance matrix allows for a normalisation
of each individual dimension and allows values of different units to be
readily compared. The value is calculated according to the formula:

DM(x) =
√

(x− µ)TS−1(x− µ)

The covariances can be calculated by using the distances desired and
the values for the X and Y location of the channel, along with the time, can
be added to the multivariate vector. This information is available for all
observations. For the time being, the type of observation and classification
are not considered as these are arbitrary fields and data will naturally
cluster around these aspects if included as arbitrary numeric variables.
The MAP grading shall be used, however, to identify only the “negative”
observations as noted previously.

This leaves the question of what are acceptable values to compare
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within the multidimensional space. SHM techniques assess variables in
the context of “normal” operation and finds those observations that ex-
ceed a confidence interval to be anomalous. This graphite core monitoring
application has bounds on both the X and Y directions, due to physical
constraints, and the time will only increase. It is therefore proposed that a
suitable technique is to measure the distance between all observations and
cluster those which are within a specified radius.

There are two ways of undertaking cluster analysis; one starts with
data represented within the multidimensional space and combines clus-
ters which are close to form larger, clusters whilst the other uses labelled
data to create zones within the multidimensional space corresponding to
each cluster. These are called “hierarchical clustering” and “partitional
clustering” respectively [JMF99].

It is not possible to use partitional clustering in this case as there is no
labelled data to identify when the core condition has reached an unsafe
level. This is because none of the AGRs have encountered a significant
issue resulting in permanent shutdown.

Instead an agglomerative hierarchical clustering approach should be
used, where observations which are close in the multidimensional space
are clustered [War63]. This approach starts off by considering each ob-
servation as a cluster and measuring the distance between each pair of
clusters. The smallest distance is then located and, if below a threshold,
the clusters which are closest are merged. At this point a new mean for the
cluster is calculated and the analysis repeats until every cluster is separated
by at least the threshold distance. Each cluster can then be analysed and
assessed. Particularly large clusters would signify stronger evidence of an
issue around that point, in space and time, in the core. These clusters can
then be labelled and could themselves be assessed and graded.

The analysis process can therefore be summarised as follows:

1. Calculate the covariance matrix for the core data under analysis for
use in the Mahalanobis distance calculation

2. Create a “cluster” for each observation in the core; initially each clus-
ter contains a single observation

3. Measure the distance between all clusters
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4. If the smallest distance is less than a threshold value, combine the
two clusters taking the arithmetic mean of all observations within

5. Repeat until the closest distance between clusters exceeds the thresh-
old value

An example of this, using the data shown previously, is presented in
the next section.

4.6 Case study: Clustering using real data

This example uses the 154 observations plotted previously in Figure 4.4.
The analysis is performed on all of these observations as a current view of
the reactor core data.

The first step in this analysis is to calculate the covariances for all of the
available data. The time and date data are converted into Unix timestamps
and the channel numbers are converted into X and Y location coordinates,
Locx and Locy. This gives a vector, for each measurement and hence each
original cluster, of:

x = {time, Locx, Locy}

Having established these, covariances between each of the values are
calculated. For the dataset used, the covariance matrix is:

S =


1.5049× 1015 −4.6239× 107 −4.1460× 107

−4.6239× 107 114.0659 10.1258

−4.1460× 107 10.1258 87.7409


Now, each of the clusters, initially of a single item, can be measured to

find the distance to all others using the distance formula. Once clusters
start to form, the distance will use the mean of each of the time and location
data.

DM(x) =
√

(x− µ)TS−1(x− µ)

At this stage a list of distances has been generated and the closest items
can be combined into clusters. This process would then continue incorpo-
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rating increasingly large distances into the clusters until all items were in
a single cluster representing all items. A threshold value must therefore
be used, beyond which items are not considered related.

This is calculated using the (x − µ) term in the Mahalanobis equa-
tion. An appropriate time distance has been calculated to be 6 months, or
15,552,000 seconds (assuming 180 days), and both the X and Y locations
can vary by up to 2 fuel channels or 4 pitches. Knowing this, a maximum
bound for these limits can be calculated using the formula itself.

Threshold DM =
√

(15, 552, 000 4 4)T S−1 (15, 552, 000 4 4)

Threshold DM = 0.5322

For the given data, this value calculates to be 0.5322. It is again note-
worthy that this is not a deterministic distance; it simply gives a value for
the maximum allowable distance we have chosen when combined into the
Mahalanobis distance for the given data. The means that some items, even
though outside the 6 month limit could still appear in the data depending
on the variance seen within the data set; particularly if there is little dis-
tance in the X or Y direction, for example with items on exactly the same
channel, this temporal distance may be greater. It should also be noted
that this distance is not biased in any direction so the 6 months time limit
will be applied in both directions, allowing clusters to span up to around
1 year of data. This is a further conservatism in the analysis.

This fuzzy property is useful though as it allows the analysis to trade
time versus distance granting some flexibility in determining the clusters.

When this process is undertaken on the dataset, the first distances cal-
culated are found to have DM = 0; as such the system proves immediately
useful in detecting duplicate entries that have been entered onto the sys-
tem.

The clusters found as part of this analysis are shown in Table 4.1. It
can be seen that 137 out of the 154 observations have clustered in some
way. Each of these should now be analysed for evidence of core distor-
tion. As this data represents observations from mid-2005 until late 2009,
it represents less than 10 potential clusters per year to check.

The largest of these clusters is shown graphically in Figure 4.7. This
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Cluster Size Number of Clusters Observations covered
13 1 13
10 3 30
7 1 7
6 1 6
5 4 20
4 5 20
3 9 27
2 7 14

31 137

Table 4.1: Clusters formed during data analysis

Key

08/05/
2008
(-12,-4)

09/05/
2008
(-12,-4)

12/08/
2008
(-15,-7)

22/07/
2008
(-15,-7)

18/08/
2008
(-19,-5)

28/07/
2008
(-19,-5)

27/01/
2009
(-16,-8)

04/03/
2009
(-16,-8)

09/12/
2008
(-15,-7)

15/12/
2008
(-16,-8)

5.1e-6 2.2e-3 2.2e-36.6e-3 0.018

0.022
0.026

18/09/
2008
(-16,-8)

21/04/
2008
(-15,-7)

0.069

0.16

0.22

26/12/
2007
(-12,0)

0.25

0.45

Observation

Cluster

Figure 4.7: Graphical representation of largest cluster
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diagram shows the different timescales and X and Y distances involved
in each cluster. The mean X-Y location for the cluster is at (−15.2,−6).
When this is compared with the 3-dimensional count plot in Figure 4.4 it
suggests that the most significant set of observations, including temporal
information, is towards the left hand side rather the tallest peak in the
foreground.

Section 7.2.4 provides a discussion on the clusters identified using this
technique describing the main clusters identified by this approach and
explores the possibilities of further analysing the clusters to filter those
that are unlikely to indicate core distortion.

4.7 Conclusions

This chapter has shown how the Mahalanobis distance, commonly used in
SHM implementations, can be used for the graphite core monitoring ap-
plication and how the Mahalanobis technique can be configured through
covariances to have an appropriate conservative sensitivity in each multi-
variate dimension.

This is the first time that an overall structural health assessment of the
graphite core has been carried out using monitoring data collected whilst
the reactor is running. For the generation company, there are considerable
benefits in having this additional knowledge as it can contribute to safety
and good management of the reactors.

It has also been concluded that that there is a trade-off between the
frequency of refuelling, daily operating parameters of the reactor and fuel
enrichment and that flexibility in analysis is required to ensure continuing
relevance of the analysis.

Chapter 5 goes on to discuss relevant intelligent system techniques for
the implementation of this system.
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Chapter 5

Extensible graphite core analysis

5.1 Introduction

Chapters 3 and 4 have identified structural health monitoring as a suitable
approach for analysing data from graphite cores. This chapter considers
the most appropriate method for the integration of these techniques in a
novel reactor monitoring system.

This chapter recapitulates the design aims for analysing graphite core
data. Next, having discussed relevant techniques from the field of dis-
tributed artificial intelligence, the technique of multi-agent systems is se-
lected for implementation.

After identifying multi-agent systems for this implementation, the chap-
ter looks in-depth at the characteristics of these systems, their suitability for
implementing a condition monitoring system and issues relating to their
use within the nuclear domain.

The chapter concludes that the data storage aspects of current agent-
based systems are insufficient for the flexibility and requirements of graphite
core monitoring.

5.2 System options

Throughout the preceding chapters several requirements have been identi-
fied. Each of these requirements must be considered in choosing a suitable
architecture for analysing core data. The requirements are listed below.
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1. The system must be able to analyse of all available data captured dur-
ing the Monitoring Assessment Panel process at each power station
(Section 2.5.1),

2. The system must deal with uncertainty arising from monitoring data
which cannot be verified until, at the earliest, the next periodic insp-
ection (section 2.3),

3. Whilst sensor technology has not developed sufficiently yet, the sys-
tem should be able to process additional data, with different charac-
teristics, that may be made available through additional modelling,
analyses or processes (Section 2.4), and

4. The multidimensional analysis techniques from Structural Health Mon-
itoring will analyse the condition monitoring data. There may be
further developments allowing the system to deliver additional in-
formation; therefore it should be possible to add to and extend the
system to use these. (Section 3.3.2.1)

The first of the requirements highlights the overall problem. The re-
maining three requirements are concerned with providing a system suit-
able for the long-term analysis of available graphite core data. System
design techniques vary in their ability to deliver on these requirements.

Literature in the field of distributed artificial intelligence has been re-
viewed to find the most suitable architecture for this application. Shaw
and Fox [SF93] discuss several classes of system using Distributed Artifi-
cial Intelligence (DAI) for decision support. They identify that DAI systems
generally consist of “problem-solving agents collaborating in finding the
solutions to given problems” and go on to describe three types of DAI
systems. The three types of DAI system are collaborative reasoning, dis-
tributed problem-solving and connectionist systems.

Collaborative reasoning systems have participants that act together to
solve a problem, but can reason individually and independently. Dis-
tributed problem-solving systems are similar. Instead of each component
reasoning independently, the problem is sub-divided and each agent can
operate asynchronously on different parts of the problem. This adds flex-
ibility to the system but there is less “emergent intelligence” with intel-
ligence codified within the individual blocks and the problem scheduler.
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The final system considered is the connectionist system. In a connectionist
system independent agents operate on a problem, but each agent is suf-
ficiently simple to be able to be described as a processing element. The
multi-agent platform allows the order of processing to be altered by chang-
ing the connections between agents. This serves to alter the data flows
through the processing elements. This approach can solve problems and
produce coordinated actions but is viewed as the least “intelligent” system
as it uses the distributed techniques only as an integration tool [SF93].

A disadvantage common to all of the DAI examples reported in [SF93]
is that all of the systems examined utilise a shared knowledge-base, known
as a blackboard. This technology was first used for speech recognition and
later rationalised to three main components [Cra88]. These are:

1. A shared knowledge-base, or blackboard, which contains all of the
knowledge relating to the reasoning process being undertaken,

2. A set of “knowledge sources” which apply knowledge and can change
information on the blackboard, and

3. A controller, or scheduler, which decides which knowledge sources
should be applied to the blackboard and in which order they should
be applied.

The DAI system structure is analogous to experts sitting in a room
using a blackboard to solve a problem. Such systems may seem suitable
in this case as they are a conceptual extension of the “experts in a room
with a whiteboard” strategy, outlined in Section 2.5.1, implemented within
a computer system. For the core condition monitoring application, the
blackboard would contain a representation of all know information about
the reactor core. This could include knowledge such as one of the fuel
channels being slightly narrower than others, or of a defect. With further
reasoning, additional facts are added, such as degradation having been
detected in a particular area of the core. Whilst the blackboard model
allows the data to be represented, the subsequent processing steps used
within blackboard systems does not fit the application. These issues are
discussed below.

In the blackboard system, knowledge sources examine, when the con-
troller allows, the information on the blackboard and apply their own
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reasoning abilities. When a participant makes a conclusion, usually only
part of the larger problem, they place their part of the overall solution on
the blackboard. This new fact is then available to others. This approach
breaks down the problem into a manageable size. Different analyses oper-
ate at different levels of abstraction with all of the data pertaining to each
level available to all participants globally.

This model seems particularly good for the core monitoring application
as key data passing through a central point – the blackboard – means that
it can be archived at this point and at this time a record can be kept for
auditing and verification purposes, in line with the safety requirements for
the system.

Corkill [Cor91] claims that blackboard systems are also beneficial in
uncertain circumstances and that although absolute determination of a so-
lution is not possible, they can allow “progress to be made”. This feature
is also useful within the graphite monitoring case as good knowledge of
ageing cores is being developed against accelerated ageing models derived
from Materials Test Reactor (MTR) data obtained over a much more in-
tensive radiation exposure; the uncertainty between modelled and actual
behaviour can then be considered.

A drawback with the blackboard method, however, is that only a single
processing element will execute at any given time and that the overall
conclusion of the system is being created on a single blackboard. This
can reduce conflict in the final system, as information expressed on the
blackboard can be considered by the system to be “fact”, but it also reduces
flexibility. The control shell within the blackboard decides which element
to execute, but this decision may be difficult to make and choosing the
wrong element could result in an incorrect fact being asserted and all
further conclusions being potentially incorrect.

In 2003, Corkill [Cor03] revisited the Blackboard concept and compared
it to the emerging field of Multi-Agent Systems (MAS). The comparison be-
tween the two systems concluded that the two methods were at opposite
ends of the spectrum in terms of processing concurrency, processing dis-
tribution and agent lifetimes and the conclusion presented was that where
high performance systems were required, a blackboard system was the
appropriate choice whereas large-scale distributed applications are more
suited to MAS technologies.
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Blackboard systems also have issues with communication between the
participants. The knowledge base is shared between all participants so the
blackboard must be capable of storing all data and assertions from each
of them. Whilst this is, in part, an implementation issue, the corollary is
that for the information to be useful, other participants must understand
it. This means that whenever a new participant joins the system, all other
participants must be capable of interpreting the newly available facts. Ad-
ditionally, the controller must be made aware of the new abilities that have
joined the system.

Overall, the blackboard system provides a good model for collaborating
systems where a single problem is being solved and where the knowledge
sources involved in the system have reasoning that is beyond doubt. They
are designed to solve such problems quickly and correctly. The core mon-
itoring system does, however, need to robustly handle the uncertainty,
should readily allow the inclusion of new processing techniques as they
become available.

Considering the overall requirements along with the relative inflexibil-
ity of the blackboard approach, it is believed that the MAS is a more prac-
tical approach that can overcome the difficulties encountered with black-
board systems. This method, using completely autonomous agents that are
able to communicate with each other, can still deliver the logging through
an “archive agent” that takes on the role of storing data for later auditing,
similar to the blackboard. It is believed that the MAS approach will be
able to meet the requirements outlined at the start of this section.

5.3 Multi-agent systems

In 1995, Wooldridge and Jennings summarised the theories and practice to
date in the field of intelligent agents [WJ95]. This paper recognised Multi-
Agent Systems (MAS) as an evolution of Distributed Artificial Intelligence
and predicted an increasing use of the technology as computing systems
evolved.

In this paper, Wooldridge and Jennings made no attempt to define the
MAS itself, only the component parts, but the term Multi-Agent System
(MAS) is now commonly taken as a system comprising two or more intel-
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ligent entities (or agents) [RN03] that communicate to try and meet their
own goals and, in doing so, it is typically intended that a system level goal
will be met [MDC+07].

Each agent has roles and responsibilities within the MAS. The MAS
model is based upon the concept of society; i.e. the designer will align their
desired system-level goal with the societal goal of the system and its agents.
This might be a competitive situation whereby costs can be minimised or
a cooperative situation to improve robustness and redundancy.

Several intelligent agent attributes are outlined by Wooldridge and Jen-
nings [WJ95]. This paper outlines both a weak notion of agency, but also
some additional traits that together comprise a stronger notion of agency.
They also define additional attributes that are sometimes discussed in the
context of agents. These notions are both described below.

The weak notion of agency describes four key properties required of a
software or hardware agent; these are autonomy, social ability, reactivity
and pro-activeness.

The autonomy property requires that each agent be able to operate with-
out intervention. The social ability property allows all of the autonomous
agents to operate together in order to try to achieve their goal using an
agent-communication language. These two properties give rise to a fre-
quent claim about multi-agent systems that they are robust, reasoning that
their autonomous nature allows agents to find alternative means of com-
pleting a task where the “normal” route is not available. Whilst this can
be true, it is not something that is guaranteed by the mere use of agents;
rather it must be considered by the system and agent designers to ensure
that each agent be able to exercise this freedom.

The remaining pair of properties in the weak notion are reactivity and
pro-activeness; two properties which are intrinsically linked. The concept
of reactivity requires that all agents should be able to interact with their
environment. This means the agents must be able to both sense the envi-
ronment and affect it. Agent environments can be entirely virtual, entirely
physical or anywhere in-between. The final property, pro-activeness, is de-
fined by Wooldridge and Jennings as being “able to exhibit goal-directed
behaviour by taking the initiative”. For example, an agent notices a per-
turbation in its environment and takes some action that might prevent an
escalation of the effect or a repeat occurrence.
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The distillation of the four key properties of the weak notion of agency
results in a simplification of this model; the concept of flexible autonomy
can be seen in an agent which is able to reason and find means of carrying
out a task. In the case of a failure, alternative methods may be found. This
flexibility in planning task completion can be derived from the other three
properties of social ability, reactivity and pro-activeness.

The attributes associated with a stronger notion of agency define agents
as having mentalistic or emotional traits. These traits have not seen con-
siderable use in condition monitoring systems.

One such approach is that of the belief, desire and intention (BDI)
model [RG91]. In this formalism, each agent within a MAS has a number
of goals or desires and can be stimulated either by the agent society and/or
externalities to have a belief. Based on the beliefs and desires of the agent,
it can then set itself tasks, or intentions, that it will try to effect.

The adoption of a mentalistic model such as this could be useful in
modelling the uncertainty associated with assessing the core condition,
primarily through the use of the belief aspect. There is, however, no desire
or intention component allowing the agents to control the nuclear gener-
ation process. As such, the BDI model is an unnecessary complication
for this work. Furthermore, other techniques exist to deal with uncer-
tainty. For example, Catterson’s work on evidence combination [Cat06]
demonstrates one way in which uncertainty and competing conclusions
can be rationalised within agent-based systems. Since such techniques are
available without recourse to the stronger notions of agency, and because
the stronger notions do not currently offer further benefits, the stronger
notions of agency are not considered any further within this thesis. The
reactor core monitoring system, as a multi-agent system, is conceived using
Wooldridge’s weak notion of agency.

The aim of the multi-agent system has been defined; by placing a collec-
tion of intelligent agents into a suitable environment, an intelligent system
can be created which can achieve the collaborative reasoning detailed by
Shaw and Fox [SF93]. The characteristics of these individual agents, partic-
ularly flexible autonomy, can help create robust distributed systems which
are capable of operating in the suboptimal conditions found in real-world
systems.

Multi-agent system designers have these general design aims, but no
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other restrictions on the construction of agent systems. This could lead
to competing implementations that are not compatible. As with many
other industries, standardisation could help prevent such fragmentation
and allow interoperability of agents. Consideration of the international
standards in MAS is undertaken before discussing the system design.

5.3.1 MAS for nuclear operations

A review of the literature revealed two applications of multi-agent systems
to nuclear plant. The first of these, from 1996, described the Advanced
Plant Analysis and Control System (APACS) for Canadian nuclear reactors
[WW96] and the second is a proposed system for “anticipatory control”
generation IV plants that are yet to be built [WW96].

The APACS system is a demonstration system operating at the Bruce
B nuclear plant by Lake Huron in Canada. This knowledge-based system
uses MAS technology to monitor continuous variables from the plant. It
will reason about potential causes of any deviations from normal operation.
The system uses a repository for storing the data, similar to that proposed
for the graphite core monitoring application. A commercial object-orie-
nted database management system is used and this appears to be tightly
bound to the individual agents with the MAS and therefore negates one of
the key advantages of using MAS, namely extensibility. An ontology has
been developed for this application which contains around 350 concepts
covering many aspects of the station including boilers and reactors. No
recent information can be located on this project, suggesting that it did not
see use beyond a demonstration system.

In 2003, Uhrig and Tsoukalas [UT03] proposed that multi-agents be
used for anticipatory control of generation IV nuclear plants. Their applica-
tion, however, is to theoretical generation IV plants and relies on the ability
to wrap “existing” computer code as agents that can operate the reactors
semi-autonomously. In their work, they claim that “nuclear power plants
are by their design well suited for the application of intelligent agents to
carry out the safety assurance function as they are well instrumented for
purpose [sic] of defining their safety status”. This system aims to be able
to predict forthcoming reactor conditions and proactively change the op-
eration. In doing this it is planned that this system will be able to perform
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the majority of control of a reactor, reducing the personnel required for
operations.

Neither application of agents presented here provides robust evidence
for the use of agent-based systems as a sound deployment mechanism, but
do indicate that this area is worth exploring.

5.3.2 International standards

As communication is a key part of multi-agent systems, standards are es-
sential for both interoperability between agent systems and the possibility
of reusing agents within different agent-based societies.

The Foundation for Intelligent Physical Agents (FIPA) was set up in 1996
to assist developers in creating interoperable and reusable agents. FIPA’s
main aim is to standardise the messaging structures within and between
agent-based systems. Anyone can code an agent according to the standards
that will be able to operate within any FIPA-compliant multi-agent system
conforming to those standards. Having the ability to reuse components
should allow rapid development of new applications.

The FIPA standardisation process involved examining the processes as-
sociated with implementing intelligent agent-based systems and extracting
those parts that are common for standard development. Their approach
resulted in a “platform specification”; this specification defines features
that any FIPA-compliant platform should provide for individual agents
and sets out the high-level approach to inter-agent messaging.

The standards hierarchy is shown in Figure 5.1. This figure also lists all
finalised standards in each area. Additional standards that are not finalised
and are still at the prototype or experimental stage have been omitted from
this diagram.

As can be seen in Figure 5.1, standards across the FIPA architecture have
been finalised, from a high-level application to low-level communication
standards. In addition to those standards shown in the hierarchy, there are
several more proposed and experimental standards under development.

Some of the FIPA standards, such as the “Nomadic Application Sup-
port” and “Quality of Service” are not relevant to the field of condition
monitoring as they are for specific applications. The Quality of Service
(QoS) application standard, for instance, defines an ontology for repre-
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Figure 5.1: The FIPA Standards hierarchy

senting the Quality of Service of the FIPA Message Transport service. On-
tologies are explained in more detail in Section 5.3.4.3, but this is merely a
component of the Nomadic Application Support application and, as such,
it is not relevant in this case. Those specifications which are relevant to
the reactor monitoring application are described in Section 5.3.3.

In 2005, FIPA joined the IEEE Computer Society and became a Stan-
dards Committee, giving international recognition to this work. Since
then, a number of platforms have been developed which comply to the
FIPA standards; these platforms provide a “middleware” that is available
to agent developers to build their agent-based system.

FIPA standards, although internationally recognised, are not used by
all agent-based systems. Neither the Autonomous Learning Agents for
Decentralised Data and Information Networks (ALADDIN) project based
at Southampton University [RCJ09] or the APACS system for nuclear plant
monitoring (see Section 5.3.1) use standardised communication protocols.

Ultimately, the choice of whether to use FIPA or an alternative suite of
standards is the choice of the designer, but the international acceptance
FIPA has now gained gives confidence that other standards-compliant sys-
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tems will be developed, thereby allowing novel and beneficial interactions
in the future.

5.3.3 Key FIPA components

This section outlines the key documents in the FIPA hierarchy that are
relevant to condition monitoring. As noted in the previous section, the
FIPA standards are written as a set of requirements for platform designers
rather than a suite of guidelines for designers of individual agent-based
applications or agents. A key part of being able to design a suitable agent-
based system is understanding the platform upon which the agent will be
executed.

Starting at the top of the standards hierarchy shown in Figure 5.1, the
first relevant standard is that of SC00001 [Fou02a], the Abstract Architec-
ture standard. This standard is relevant as it defines the basic minimum re-
quirements of any system implemented using FIPA compliant agent-based
technologies. It states that the “architecture must include mechanisms for
agent registration, agent discovery and inter-agent message transfer”. The
standard also provides definitions of how FIPA agent platforms must allow
the registration and discovery of other agents using a prescribed ontology.
The ontology in this case is not chosen by the designer, but rather spec-
ified by FIPA for the purpose of allowing agents to access the platform.
This specification requires that all agents have a host container, or Agent
Platform (AP), within which they are executed. The AP must provide
the inter-agent messaging and management functions which described in
more detail below. This abstract standard does not require that containers
be implemented in a specific programming language and neither does it
preclude the addition of further platform-level components that the de-
signer may require.

The remaining standards detailed in FIPA-SC00001 follow on from these
basic requirements. There are additional sets of standards for the commu-
nication languages and the transportation of messages, described further
in Section 5.3.4.

The final key standard is SC00023 [Fou04] covering the Agent Manage-
ment Reference Model. This is shown in Figure 5.2. It can be seen here that
the AP described above must contain an Agent Management System (AMS)
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Figure 1: Agent Management Reference Model 110 
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The agent management reference model consists of the following logical components2, each representing a capability 112 

set (these can be combined in physical implementations of APs): 113 

 114 

• An agent is a computational process that implements the autonomous, communicating functionality of an 115 

application. Agents communicate using an Agent Communication Language. An Agent is the fundamental actor on 116 

an AP which combines one or more service capabilities, as published in a service description, into a unified and 117 

integrated execution model. An agent must have at least one owner, for example, based on organisational 118 

affiliation or human user ownership, and an agent must support at least one notion of identity. This notion of 119 

identity is the Agent Identifier (AID) that labels an agent so that it may be distinguished unambiguously within the 120 

Agent Universe. An agent may be registered at a number of transport addresses at which it can be contacted. 121 

 122 

• A Directory Facilitator (DF) is an optional component of the AP, but if it is present, it must be implemented as a 123 

DF service (see Section 4.1). The DF provides yellow pages services to other agents. Agents may register their 124 

services with the DF or query the DF to find out what services are offered by other agents. Multiple DFs may exist 125 

within an AP and may be federated. The DF is a reification of the Agent Directory Service in [FIPA00001]. 126 

 127 

• An Agent Management System (AMS) is a mandatory component of the AP. The AMS exerts supervisory control 128 

over access to and use of the AP. Only one AMS will exist in a single AP. The AMS maintains a directory of AIDs 129 

which contain transport addresses (amongst other things) for agents registered with the AP. The AMS offers white 130 

                                                        
2 The functionalities of these components are a specialization of the AA notion of Service [see FIPA00001]. 

Figure 5.2: The FIPA Agent Management Reference Model

and, optionally, a Directory Facilitator (DF). It also shows graphically that
each platform should have its own Message Transport System (MTS) which
enables communication between both agents local to that platform and
those located in other platforms. Within agent-based systems, the AMS
is analogous to a “white pages” telephone directory where a number can
be found for a known entity. The DF is analogous to a “yellow pages”
directory where a specific service can be located without knowing who
might be able to provide that service. The processes and agent-based in-
teractions to support these procedures are detailed within the various FIPA
communication standards.

Since communication is a key part of agent-based systems, these are
dealt with in detail in the next section.

5.3.4 Communication between agents

A key part of the multi-agent paradigm is that of communication and proof
of this can be found in the proportion of FIPA standards that relate to the
communication aspects. Whilst part of the standards suite defines the
encapsulation of a message and the mechanics of transferring the message
between agents, the application-level concept definition is left to system
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designers. Agents which do not share the same protocols and definitions
are obviously unable to communicate.

Communication in all FIPA compliant systems is based upon speech
theory. This breaks down any interaction between entities into actions.
For example, one agent may request that another perform an activity; the
other agent can then choose to either agree or refuse. These three actions,
REQUEST, ACCEPT and REFUSE are all basic communicative acts and all agent
interactions can be built from a small number of communicative acts. There
are 22 communicative acts defined by FIPA. Since these are actions which
agents can perform, they are also known as performatives [Fou02d].

In addition to specifying the communicative acts that can take place
between agents, the FIPA standards also specify how domain information
should be encoded. Within FIPA systems, this is known as the ontology
and describes concepts within the domain and relationships between them
that agents are able to use and reason with.

In terms of platform functionality required by the FIPA standards, there
are 24 standards covering Semantic Language (SL) grammars, Agent Com-
munication Language (ACL) protocols and higher-level considerations for
agent platforms. ACLs are explained in more detail in Section 5.3.4.1.

There are two mid-level standards shown in the standards hierarchy in
Figure 5.1, these are standards SC00061 [Fou02b] and SC00067 [Fou02c].
These deal with two different aspects of communication. SC00061, and
those standards shown below it within the hierarchy, deal with how par-
ticular interactions should take place, such as the negotiation of a con-
tract. This is analogous to what might be written between two parties in
a letter- or e-mail-based communication. SC00067, and those standards
shown below it, are concerned with the formation of ACL messages into
transportable data and the subsequent carriage of that data across protocols
such as Internet Inter-Orb Protocol (IIOP) or Hypertext Transfer Protocol
(HTTP). Using the personal communication metaphor again, the SC00067
aspects are concerned with how letters or e-mails are addressed and trans-
ported from the source to the destination.

A FIPA-compliant message is defined by the Unified Modelling Lan-
guage (UML) diagram shown in Figure 5.3[Fou02a]. This shows that a
message comprises several components.

The components of the FIPA compliant message allow for flexibility in
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 2118 Figure 5.3: The FIPA message structure

the conversations between individual agents. Each component outlined
above is considered in turn to show both the contribution to agent-based
messaging and to consider appropriate implementations for the graphite
core monitoring application. As can be seen in Figure 5.3, all content in
the message is expressed in an agent communication language. These are
described first.

5.3.4.1 Agent communication language

ACLs are structures in which communicative acts, and any necessary con-
tent, can be expressed. The only required information in an ACL message
is the performative being used however, depending on the performative,
additional information can also be added.

As previously noted, performatives are the basic actions that agents
can undertake, and the current standards list 22 of them. The full list of
performatives is shown in Table 5.1.

This feature of FIPA is required in any agent-based system, but there
are additional standards for bit-efficient, string and eXtensible Markup
Language (XML) based transmission of this information [Fou02a]. As the
ACL is used for the actual transmission of messages, the choice of tech-
nique should be made based upon any constraints on data passing, such
as limited bandwidth. In this application, there are no such constraints so
the data will be passed using the default string-based ACL structure.
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It would be relatively simple to change this in the future if required,
similar to changing an Internet connection from wired to wireless; the
application will work regardless of the method used to transport messages.

ACLs are a mandatory part of the FIPA standards and are usually pro-
vided by the FIPA platform upon which agents are implemented.

5.3.4.2 Content language

Content languages, like ACLs, are arbitrary and simply need to be under-
stood by both participants conveying a message. Content languages are
used to express the propositions, actions and terms used by individual
agents. The FIPA standards list a number of content languages including
the FIPA Semantic Language (SL) and the Knowledge Interchange Format
(KIF) [Fou02a].

Although the designer can choose the content language and it can be
readily changed, the standards process has only standardised the FIPA
SL content language. As such, it can be concluded that FIPA SL is an
appropriate language for use in a core monitoring application.

5.3.4.3 Ontology

The FIPA model allows for application-specific communication by requir-
ing system designers to implement the semantics to be shared between
agents within an ontology. Only those agents sharing the same ontology
will be capable of communicating.

The ontology is defined by FIPA, in [Fou02a], as:

“A set of symbols together with an associated interpretation
that may be shared by a community of agents or software. An
ontology includes a vocabulary of symbols referring to objects in
the subject domain, as well as symbols referring to relationships
that may be evident in the domain.”

Within FIPA compliant systems, there are three basic ontology items,
the Concept, the AgentAction and the Predicate. All domain-specific
items should extend one of these three types. Each Concept is an item
which represents physical items, such as a reactor or a power station, or
data, such as an interpretation. An AgentAction is something which one
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Act Summary
Accept
Proposal

The action of accepting a previously submitted proposal to perform an
action

Agree The action of agreeing to perform some action, possibly in the future
Cancel The action of one agent informing another agent that the first agent no

longer has the intention that the second agent perform some action
Call for
Proposal

The action of calling for proposals to perform a given action

Confirm The sender informs the receiver that a given proposition is true, where
the receiver is known to be uncertain about the proposition

Disconfirm The sender informs the receiver that a given proposition is false, where
the receiver is known to believe, or believe it likely that, the proposition
is true

Failure The action of telling another agent that an action was attempted but the
attempt failed

Inform The sender informs the receiver that a given proposition is true
Inform If A macro action for the agent of the action to inform the recipient whether

or not a proposition is true
Inform
Ref

A macro action for sender to inform the receiver the object which corre-
sponds to a descriptor, for example, a name

Not Un-
derstood

The sender of the act (for example, i) informs the receiver (for example,
j) that it perceived that j performed some action, but that i did not un-
derstand what j just did. A particular common case is that i tells j that i
did not understand the message that j has just sent to i

Propagate The sender intends that the receiver treat the embedded message as sent
directly to the receiver, and wants the receiver to identify the agents de-
noted by the given descriptor and send the received propagate message
to them

Propose The action of submitting a proposal to perform a certain action, given
certain preconditions

Proxy The sender wants the receiver to select target agents denoted by a given
description and to send an embedded message to them

Query If The action of asking another agent whether or not a given proposition is
true

Query Ref The action of asking another agent for the object referred to by a refer-
ential expression

Refuse The action of refusing to perform a given action, and explaining the
reason for the refusal

Reject
Proposal

The action of rejecting a proposal to perform some action during a ne-
gotiation

Request The sender requests the receiver to perform some action. One important
class of uses of the request act is to request the receiver to perform another
communicative act

Request
When

The sender wants the receiver to perform some action when some given
proposition becomes true

Request
Whenever

The sender wants the receiver to perform some action as soon as some
proposition becomes true and thereafter each time the proposition be-
comes true again

Subscribe The act of requesting a persistent intention to notify the sender of the
value of a reference, and to notify again whenever the object identified
by the reference changes

Table 5.1: The 22 FIPA Communicative Acts, or Performatives
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agent can ask another agent to do and each Predicate is a function which
will evaluate to either true or false. Each of these are arranged hier-
archically and can utilise multiple inheritance. These are related to the
performatives described in 5.3.4.1; some performatives, such as REQUEST,
utilise an AgentAction whilst others, such as QUERY-REF, utilise Predicates
to identify Concepts.

There are two common ways to express an ontology, as Frames and
using the Web Ontology Language (OWL). Both of these model concepts
in the ontology and allow each to contain properties. Within Frames, the
properties are known as slots. As an example, a Reactor entity could have
a station property, or slot, containing a Station entity along with an id slot
containing the reactor identifier. These objects could then be used within
Channel objects to indicate which reactor and station a channel is within.

A single ontology representing all concepts from all domains is simply
not practical. This is because a predicate, such as IsCloseTo can have
different meanings in different domains. For example, in the graphite
core case adjacent channels may be considered to be close. Equally, if
the same predicate is applied to a geographical problem, London may be
considered far away from Glasgow in a UK-based application but close
when considered internationally. Predicates can have properties or slots
in exactly the same way as Concepts and these are generally used to pass
parameters; in this example searching for places close to other places would
require specifying one of the locations. As noted above, the application of
meaning to the predicates is something that is necessarily domain specific.

The requirement to be able to express concepts, actions and predicates
to an appropriate degree within a domain means that the designer of any
agent based system must either find an existing ontology which expresses
all domain-specific definitions they wish to use, or design an ontology
specifically for the application. An appropriate ontology will therefore be
required for the core monitoring application.

5.3.4.4 Content

The final part of the FIPA-compliant message is the Content. This is the
main payload of the message. Having chosen the content language and
ontology, the creation of the message content can be automated.
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The JADE platform enables this by providing the functionality to create
content programmatically. Instances of these items in the ontology can be
created and each of the slots can be set and modified before populating an
ACL message and sending it to the recipient.

5.3.5 MAS platforms

With the key properties of multi-agent systems defined, and having de-
cided upon using a FIPA compliant platform, consideration turns to the
concrete implementation to be used.

Two agent platform reviews, both from 2004, considered the optimum
agent platform. There are ten FIPA-compliant Agent Platforms listed on the
FIPA website [fip10] and these were all considered by Lesczcyna [Les04].

The findings of this report were that, of the ten platforms, only three
were still maintained. These were the Tryllian Agent Development Kit
(ADK) [try10], JADE [jad10], and JACK [jac10]. At the time, the Tryllian
and JACK options were both commercial-only products whilst JADE was
the released under an open-source licence. Lesczcyna concluded that if
the need was a well maintained, supported and free platform, JADE was
the only option. The other non-maintained and paid-for options were dis-
counted. Lesczcyna offered no additional benefits to using the commercial
software though the desire for support and service level assurances would
surely be the primary reason.

In Shakshuki [SJ04], JADE, JACK and a third platform, the Zeus Agent
Building Toolkit, were considered. The latter of these was identified in
Lesczcyna as having not been updated for some time and, as of 2010, the
project website appears to have completely closed down. Shakshuki ig-
nored licensing costs and focused on run-time performance, specifically
comparing the message passing times between individual agents as this
is seen as a key performance metric for agent platforms. The times were
considered for different population sizes of agents and compared the case
where agents were in the same and different agent platforms. The conclu-
sion from this work was that where agents reside in the same AP, JADE
was superior and where agents are located in different containers, JACK
was superior. In both cases, the Zeus Agent Building Toolkit was the worst
at handling messages.
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Since 2004, the landscape for agent platforms has not changed signifi-
cantly. Those platforms considered abandoned by Lesczcyna have not been
updated or have disappeared completely. No new implementations have
been found. As of late 2005, the Tryllian ADK is now dual-licensed and is
available under an open-source as well as a commercial license.

These platforms both claim FIPA-compliance and, as such, there is now
little to choose between them. Having considered this, JACK has been
discounted on the basis of cost, preferring an open-platform option which
will remain available in the long-term. Since there remains little differ-
ence between Tryllian and JADE, JADE is selected due to the significant
community of users and that it has been used to successfully demonstrate
engineering solutions in areas such as digital control system simulations
for nuclear plants [SMC+10], naval power systems [CS07], fault diagnosis
within incineration plants [WLJL10] and traffic management [CC10].

5.3.6 MAS for condition monitoring

Intelligent multi-agent systems have been in development for condition
monitoring purposes for some time and have developed from rudimen-
tary message-passing entities seen in early examples such as Mangina’s
COndition Monitoring Multi-Agent System (COMMAS) for Gas-Insulated
Substations (GIS) [MMM01] to the later development of the same system by
Catterson for transformer monitoring [Cat06], allowing multiple analysis
techniques to act upon the same data to improve overall system reasoning.
Both the COMMAS systems and the Protection Engineering Diagnostic
Agents (PEDA) system [CDM05], for monitoring protection equipment, are
designed to monitor specific plant-items within electrical networks. Addi-
tionally, they are concerned with GIS, transformers and protection devices,
all serviceable, replaceable or tunable if there are found to be particular
issues with operation.

These systems were designed to analyse data “of the moment” and
make the results of this analysis available to the engineer. Both early
COMMAS GIS and transformer systems operated in this way without any
persistent storage between operations. The PEDA system performed its
analysis in this way, but the conclusions drawn were output to a relational
database for later retrieval by engineers [CDM05][MD06].
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In the COMMAS and PEDA systems, it is important to note that the
present state of the monitored item can vary due to many factors. This
means that each analysis is dependent on ambient conditions. The results
of the analyses should be archived for later use to ensure that even short
time-scale faults are captured. This situation is complicated further when
the maintenance regime is considered. The “step-changes” in condition
and hence data that can be expected as a result of maintenance means
that all data from these sources could have an implicit “shelf-life” beyond
which it may no longer be applicable. These aspects have been considered
by the system designers in their analyses.

The analysis approach used in the early COMMAS system and PEDA
is reasonable for systems which, when defective, are likely to repeatedly
generate monitoring data for the same defect. Alternatively where data is
sparse, as in the graphite core application, information must be retained
for future use.

5.3.7 MAS for Structural Health Monitoring

The structural deterioration process is different to both of the PEDA and
COMMAS cases in the previous section. If a crack appears within the
structure after 2 years, that crack will remain in the structure for the rest of
its life; there is no condition under which that crack can heal. It is possible
that due to material changes and internal stresses crack dimensions change
and open wider or become closed again. Nevertheless, it would remain
the case that there is a structural discontinuity at that point which could
contribute to structural failure.

The nature of continual degradation results in different data currency;
data gathered remains valid forever. This has a cascade effect on the design
of systems to analyse the data as the information base upon which these
analyses are based also grows continuously.

As a result of the number of events involved and the desire to take a
structure-wide view of the data, storing all of the data within each agent
is impractical. Instead, an alternative data storage design which did not
restart analysis every time an agent was executed was sought.

The PEDA approach, using a database for data storage, is an obvious
option. Where there is substantial data this approach allows the data to
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be managed by existing data management processes within organisations.
It also allows fast retrieval and analysis using a plethora of data analysis
tools. This could allow future data-mining and more advanced techniques
to be developed before deployment within the agent-based system. A
significant drawback to this technique is that there is no extensible way
of storing arbitrary agent-based data within a database. This was seen in
the PEDA application where the output was stored using hand-coded SQL
queries in one interface and retrieved using hand-coded queries within a
separate interface. Consequently new analyses have no way of querying
the previous knowledge base for information; this is not desirable for the
core monitoring application.

Guidance was taken from the blackboard systems detailed in Section
5.2; the factual information should be stored in a single, central repository
and all agents should be able to retrieve any data they require. Appro-
priate design of these agents will allow flexibility at all levels as clustered
databases can allow several agents to provide the data storage services.
Interpreted information can then be generated by each agent as required.

The data storage aspect of the multi-agent systems is found to be lack-
ing in the existing literature. Storage of information within each agent
normally takes place only in memory and scanning these facts for those
which match content-language queries is not currently easy to perform.
This is a significant challenge, one to which this thesis offers a resolution.

Chapter 6 explains this problem in more detail and outlines the current
approaches to resolving the issue. A novel method for integrating large-
scale storage within agents which is capable of inter-operating with any
FIPA SL query is then presented. The remaining aspects of the design of
the multi-agent system design are considered within the IMAPS case study
in Section 7.2.

5.4 Conclusion

This chapter has outlined the basic concepts of the multi-agent system and
shown their suitability in condition monitoring applications.

There has been no previous implementation of a multi-agent system to
help address the structural deterioration in nuclear reactors, but this novel
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technique helps in providing a system which can be rolled out without
requiring revalidation of those parts of the system which have already
been implemented, installed and tested. This will allow the integration of
further data and structural evidence in the future, without requiring that
the whole system be re-engineered.

The development of a structural health monitoring system based on this
technology would prove useful and extensible provided it was possible to
store the data. This would require the correct ontology for the system, but
also the development of a robust data store that could be extended if and
when additional data types are created.

Chapter 6 goes on to address the challenge of implementing flexible
storage of data in agent-based systems, which supports the aims of the
wider agent community.
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Chapter 6

Flexible data storage for
intelligent agents

6.1 Introduction

Chapter 5 introduced the need to be able to undertake long-term storage
of information within agent-based systems as part of condition monitor-
ing applications. This chapter describes the problems with the current
data storage mechanisms used within agent-based systems by investigat-
ing the underlying location of data, the structure that data should actually
be stored in and the interaction between long-term storage and the agent-
based programming model, with particular note to system and ontology
evolution.

The chapter proposes three different approaches to storing arbitrary
data within a data repository. The repository is designed for multi-agent
system (MAS) architectures and this chapter explains the advantages and
disadvantages of each.

In order to evaluate the approaches, an understanding of the data stor-
age technology is required. This is addressed in the following section
explaining the operation of database systems.

6.2 Database systems

There are several available approaches that can be applied to the storage of
data within any computer system. These are retaining information in com-
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puter memory, or storage within files and databases. The most appropriate
technology depends upon the application. Data which has short currency
and will be required quickly is best held in memory whilst larger and
persistent datasets, of the type under discussion within this chapter, are
best stored within a database. Storage of data within files is becoming an
anachronism; the advent of multi-user systems, concerns over incompati-
ble file formats and the isolation of useful data have all served to ensure
that useful data is increasingly stored in databases. As such, file-based
storage is not considered further [CB05a].

Unfortunately, the concepts and requirements of MAS, and the data
expressed by an ontology, vary to that of the relational database. In order
to successfully store data in a way that it can be readily reused, a consid-
eration of the capabilities and operations of standard relational database
systems is required. Additionally, the standard design approaches used
within database theory must be considered as this work is fundamental to
the construction of fast and efficient databases for use with agents.

6.2.1 Relational database model

The relational database model was introduced by Codd in 1970 [Cod70].
The aim of the relational data model is to store data within databases
using the “natural structure” of that data only and “without superimpos-
ing any additional structure for machine representation purposes”. This
model is now standard in database systems; database users are comfort-
able with modelling data within tables and creating relationships between
them. Following the modelling stage, row data can be created, read, up-
dated and deleted; these are the four basic operations of any persistence
approach and are often referred to as CRUD operations. Codd also recom-
mends that, in order to allow data management using these operations and
to improve data integrity, each row in a relational database table should
have a key which can be used to uniquely identify that row.

Each table in a relational database has several columns which can store
data values or a reference to a key in another table. The structure of the
table therefore defines the relationship between each of the columns; for
this reason a table is also known as a relation.

In designing a relational database, it is feasible to store all data in an
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Student No. Name Address Degree Contact
199612345 Alice Smith 22 Argyle Avenue BA English 1234,

8765
199712345 Bob Jones 99 Bishop Street BSc (Hons) Agri-

culture
4000

200212345 Alice Smith 22 Argyle Avenue MBA 1234,
8765

Table 6.1: Example database table in the unnormalised form (UNF)

Student No. Name Address Degree Contact
199612345 Alice Smith 22 Argyle Avenue BA English 1234
199612345 Alice Smith 22 Argyle Avenue BA English 8765
199712345 Bob Jones 99 Bishop Street BSc (Hons) Agri-

culture
4000

200212345 Alice Smith 22 Argyle Avenue MBA 1234
200212345 Alice Smith 22 Argyle Avenue MBA 8765

Table 6.2: Example database table in the first normal form (1NF)

Unnormalised form (UNF); in this case the table can have repeating groups
of data between rows. This situation means that if there needs to be an
update to any values, several rows in the table must be modified otherwise
the state of the database would be inconsistent. As an example, consider
the table shown in Table 6.1 showing student registration information; if
Alice Smith updates his contact number, two rows in this table must be
updated or the data is inconsistent with two different entries contradicting
each other.

Within database systems, the solution to this inconsistency is not to up-
date multiple rows as this is inefficient. Instead the database is normalised.
There are several normal forms in which data can be expressed. The pro-
cess of normalising the data starts with the first normal form (1NF), where
data and relations must meet a minimum set of rules. As an example, 1NF
would require that the two contact values for Alice Smith be expressed in
another way as there should only be a single value from the domain in
each table cell. To make this a 1NF table, the remaining data in the row
would be duplicated with one telephone number in each row as shown in
Table 6.2.

Unless the two numbers have special significance, such as being a main
and secretarial number, the normalisation would usually involve remov-
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Name Address
Alice Smith 22 Argyle Avenue
Bob Jones 99 Bishop Street

Table 6.3: Example 2NF database table – Student names

Name Contact
Alice Smith 1234
Alice Smith 8765
Bob Jones 4000

Table 6.4: Example 2NF database table – Contact numbers

Name Student No. Degree
Alice Smith 199612345 BA English
Bob Jones 199712345 BSc (Hons) Agriculture
Alice Smith 200212345 MBA

Table 6.5: Example 2NF database table – Degrees

ing this column from this table and placing them into a separate “Phone
Numbers” table as two rows. Each would then have a unique identifier,
the student number to refer back to this table, and the phone number.

Moving to the next level, additional rules are added. Adhering to the
second normal form (2NF) meets all the requirements of 1NF, plus the
additional 2NF rule [CB05b] – that any non-key attributes within a table
are dependent on the whole of the candidate key and not just a part of it.

The original table is not 2NF because the only candidate key that can
uniquely identify relations is {Student No., Name, Contact}. Since the Degree
attribute is then dependent on only the Student No., the table is not 2NF.

The aim of 2NF is to reduce redundancy by splitting data into separate
tables and would, in this case, involve three tables for the person, their
contact numbers and their degree information. These are shown in Tables
6.3, 6.4 and 6.5.

There are many normal forms and all of the requirements need not
be reiterated here; the point is that a generic archiving agent should be
able to store data in as normalised a fashion as possible. This will allow
the benefits of database technology to be applied to the archive agent.
Storing in a completely normal form may not always possible though as
relationships can be complex. For example, all items in a JADE ontology
extend the Concept type. If a slot is defined as containing a Concept rather
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than a concrete subclass, there is no way for the database to model which
table that slot value can be found in. The differences between ontologies
and database models are further discussed in [RTV06].

The desire to store data in a form normally used for databases is im-
portant, as it allows database features beyond the basic data storage role to
be utilised. A key consideration, especially for large databases, is data ac-
cess times. Database queries are generally written in a standard Structured
Query Language (SQL). SQL queries are decomposed by the database en-
gine and optimised to yield the quickest search of the database. Delays
can be introduced when the database plans the appropriate method of
executing the query and during data retrieval whilst executing that plan.
The slowest means of querying, for example, would be to examine every
row in a database to check whether it meets the constraints within the
query. This would be time-consuming, so databases use indexes to al-
low them to quickly look up data. The planner is aware of each index
available and chooses the best one, if possible, to use. Whilst indexes
can increase the speed of querying data, they must be updated whenever
data is created, updated or deleted. This means that any indexing under-
taken becomes a trade-off; increasing the speed of querying slows down
the speed of changes. The trade-off that indexing enforces is something
which is normally tuned by experienced database administrators (DBAs)
to the specific requirements of the database and the underlying hardware
that the database is running upon. The exception to automatic indexing is
primary keys. Where a value in one table has a relationship with one in
another table, such as the name in the 2NF contact table (Table 6.4) being
linked to the name in the student names table (Table 6.3), a foreign key
constraint can be set up to ensure that contact details are only retained
for people listed in the student names table. Since primary keys are so
frequently used during lookups, and because they must always be unique
and therefore describe a unique record, these are always indexed.

Automation of the indexing aspect is not considered in this thesis, but
an awareness that they are available to accelerate information retrieval is
required during the following discussion.

The goals of database normalisation are, however, worth considering
in the context of fact storage for intelligent agents. The various theories of
database normalisation serve to produce a coherent and readily maintain-
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able information store; indeed, the database schema for a fully normalised
database will bear a resemblance to that of an ontology. In many cases,
the relations between the tables may map directly to predicates; to reuse
the preceding example, placing telephone numbers into a separate table
and relating this to a person means that the relation could be expressed
within the domain as “phoneNumber” and “belongsTo”.

The various approaches to storage and the compatibility of ontology
schemas with database schemas will be therefore be considered within the
next section.

6.3 Storage approaches in agents

A commonly used approach within agent-based systems for condition
monitoring is the “wrapping” of existing systems and databases and expos-
ing properties of those systems to the agent society [Jen01]. This involves
encapsulating a pre-existing system within an agent-based wrapper which
makes that whole system appear as a single agent. Inevitably, this process
requires that data be extracted from the encapsulated system and repre-
sented within the ontology. In the case of databases, information from the
database must be able to be assessed against predicates and the mappings
between predicates and database queries tend to be hand-coded. Beyond
these wrapped sources of knowledge, most documented agents operate on
a small number of facts held in volatile computer memory.

The approach of using existing data sources serves particularly well
where there is a pre-existing database; it makes little sense in replicating
data in another format as it is both a waste of valuable resources and
may lead to inconsistencies between multiple repositories. The issue with
wrapping these other databases arises out of the implementation of pred-
icates. If there are a large number of predicates, the degree of translation
required between the representation in the wrapped system and that in
the external system grows rapidly. This effect is considered by Giampapa
et al in [GPS00] where it is argued that wrapping is only useful in certain
circumstances where the cost of performing all of the translations required
for interactions is less than the cost of simply making the systems interact
fully.
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The graphite core monitoring application has no existing database so
there is no need to wrap an existing database. This gives the opportunity
to design the optimum data-storage technique for agent-based systems and
use this from the outset.

One option for storing the information is to retain it within the working
memory of each agent, or shared between several agents. Several agents
each holding a part of the overall condition could thus provide a dis-
tributed memory. For applications which aim to analyse lots of informa-
tion over a long period this leads to the problem of how to ensure that
the information remains available to all agents in the agent society over a
prolonged period. This can be likened to the collective memory of peer-to-
peer file distribution systems where there is no guarantee that all the parts
of a file will be available at any given time due to systems or networking
issues. The loss of a small part of a file can then render the remainder
useless. Within an agent-based system using solely distributed memory
for storage, the loss of any one agent could result in the unavailability,
even temporarily, of critical information. For any application which relates
to safety and security, this is untenable.

The PEDA application described in Section 5.3.7 relies upon two rela-
tional databases, but neither is an integral part of the agents knowledge
base, and neither makes the information readily accessible by all agents
[CDM05]. In PEDA, one database is read-only and is the source of SCADA
data for analysis and the other is a database for storing the outcomes of the
analysis. Code for retrieving and storing this information was hand-coded
for the task. Whilst this technique is capable of delivering a highly-efficient
database which can be readily optimised for the queries being undertaken
by the various agents, it is concluded that due to the lack of reusability
of this information, it is incompatible with the flexibility often claimed of
agent-based systems.

In order to deliver the flexibility promised of agent-based systems, any
multi-agent data store must be able to store any fact that an agent can itself
use as part of the reasoning for a problem. The reasoning, however, within
a multi-agent system will be dependent upon the current ontology being
used. It is therefore possible that data stored within a data store using
one version of an ontology will not be compatible with future versions of
that ontology; for example, the addition of a single mandatory field would
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have this effect, rendering all previous facts in the old format unusable
with the new format.

This discussion leads to a number of key conclusions about the agent-
based usage of relational databases. Firstly, there exists no simple way
to store any fact used within the agent-based system in a manner that
can be readily queried by standard agent-query languages. Secondly, the
queries that are generated by a series of predicates in a conversation could
result in complex database queries that may be difficult for the Database
Management System (DBMS) to parse and execute, resulting in slow query
times, because optimising agent-based queries can be very difficult due to
the unpredictability of the conversations and resulting queries which will
emerge as the system is used. This problem of slow queries could cause
extensive table locking and resource exhaustion on database servers; in
instances where an agent is used to wrap an existing corporate resource,
which by its existence as a corporate resource is probably being used for
other duties, this may cause extensive disruption to other parts of the
business.

This discussion leads to five core requirements for an intelligent agent
which can store arbitrary agent-based data.

• It must be capable of storing any fact or frame that the agent itself is
capable of interpreting,

• It should be able to be queried readily by the interpretation of FIPA
compliant query languages,

• It must support object hierarchies as these are commonly used within
ontologies,

• It should have an appreciation of different, and different versions of,
ontologies and either be able to handle different ontology versions or
to flag where stored data is no longer compatible with an ontology,
and,

• The format of the underlying data store should readily support opti-
misation of queries.

Additionally, although not direct requirements, there are two further
items for consideration in implementing agent-based data access:
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• The database form adopted should be readily recognisable to Database
Administrators as this will facilitate further use of the datasets col-
lected via the agent-based system, and

• Agent-based system designers should take care in their use of pre-
existing databases to ensure they are not causing problems for other
users; this is considered in relational databases as logical data inde-
pendence.

As there is no perfect solution to the problem of storing data for agent-
based systems in a way which is readily searchable and compatible with
agent-based systems, this area requires further investigation.

6.4 An archive agent

Section 5.3.2 introduced the Foundation for Intelligent Physical Agents
(FIPA) standards. It was noted that one of the key aims of this organi-
sation, and one of the claims of agent-based technologies, is that agents
can be deployed to undertake roles thereby adding functionality.

Reusable agents that can be placed within any domain, other than those
which are part of the platforms and deal with the FIPA ontologies, have not
been encountered during literature reviews. The requirement to be able to
handle the different predicates within an ontology have always resulted in
agents being tied to a specific ontology and, hence, a specific application.
Where a database is used it is possible to circumvent this restriction by
encoding the meaning of the predicates in terms of SQL queries. Queries
can then be combined using set-handling operations within the database
to locate appropriate matching facts.

The main design of the archive agent requires only as many interactions
as required to implement the CRUD operations. Other agents must be
able to query for an arbitrary set of facts including finding out whether a
specific fact has already been stored, and be able to request the storage,
update or deletion of a fact. This requires the implementation of several of
the performatives listed in Table 5.1 in Section 5.3.4.1. The performatives
required for an archive agent are listed in Table 6.6.

Of the communicative acts listed in Table 6.6, all will be required with
the exception of SUBSCRIBE. SUBSCRIBE is considered optional for this agent
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Act Use in archive agent
QUERY-IF Used to find out whether a fact has been stored; replies with

CONFIRM or DISCONFIRM
REQUEST Used to request a modification of the knowledge base – an

AgentAction from the ontology should be used to specify
whether this is creation, update or deletion of a stored record

QUERY-REF Used to make a query to retrieve information from the archive,
will reply with INFORM

SUBSCRIBE Could be used to request that relevant changes are notified
INFORM Used to respond to QUERY-REF messages
CONFIRM Used to respond to REQUESTs
DISCONFIRM Used to respond to REQUESTs

Table 6.6: Communicate acts for the archive agent

because it is not good for frequent use as, in the event of an agent termi-
nating abnormally and losing the subscription information, the subscriber
has no way of knowing that it is no longer receiving updates. As a result
of this, SUBSCRIBE has not been considered in prototyping this agent.

The standards provide the high-level protocols for each of the QUERY

and REQUEST interactions. These are defined in [Fou02e] and [Fou02f] re-
spectively and are shown in Figures 6.1 and 6.2. These standards dictate
that the interactions with the archive agent will, at the performative level,
be identical for every application.

As well as the performatives being identical regardless of application,
content languages will also be standard. As noted in Section 5.3.4.2, the
FIPA Semantic Language (SL) is the only standardised content language.
This is therefore used for the prototyping and testing; additional content
languages could be added to this agent later as a further development.

The communication part of the archive agent, being fixed, makes for a
good delineating point in the design of the agent; this part of the archive
agent can be written to be completely application independent.

These design features mean that a generic architecture for an archive
agent can be constructed. An appropriate high-level architecture is shown
in Figure 6.3. This figure shows that there are three levels within the
archive agent design; one which allows the interactions shown in the agent-
interaction diagrams, one which can translate messages from the ontology
used to construct the message into a format usable by the data store, and
the data storage part itself.
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Archive agent

Agent Interaction Layer
(Messaging)

Domain Interaction Layer
(Consideration of ontologies)

Data Storage Layer
(Actual data storage and retrieval)

Agent Platform

Figure 6.3: High-level archive agent architecture

The “domain interaction” and “data storage” layers are now considered
separately.

6.4.1 Content translation

A key challenge in providing an agent which is capable of operating within
any domain is being able to deal with the ontology for that domain. Re-
calling the example from Section 5.3.4.3, a predicate, such as IsCloseTo,
can have different meaning in different domains. It was shown that when
applied to a geographical problem, London may be considered far away
from Glasgow in a UK-based application but close when considered inter-
nationally. The application of meaning to predicates is something which
is necessarily domain specific.

Allowing an agent to assess these predicates in order that correct re-
sponse can be generated is therefore a key requirement. It is also a feature
dependent on the ontology and the application. As such, this can only be
handled by configuration of the archive agent relating the predicate in the
ontology to the information within the stored facts.

The approach taken is one that does not depend on modelling complete
requests that may come from other agents, rather it is configuration on a
predicate by predicate basis for each supported ontology. Thus, the agent
is configured by specifying each predicate in the ontology that the agent
can use to reason and how to use that within the storage engine. This
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allows the queries to be generated, meeting the read component of CRUD.
Additionally, actions relating to the three data modification operations –
create, update and delete – are required.

The syntax used for archive agent configuration is shown in Figure 6.4;
the format of this file is a series of key-value pairs. The keys are made up of
the agent name, archive, an ontology identifier to configure each ontology
supported by the agent (in this case beontology), and then settings for the
implementing class (ontologyClass), a slot within the frame which can
be used to communicate the database primary key (identifierSlot) and
each of the predicates. This allows one of the normal form requirements
to be met, allowing every fact stored within the database to be uniquely
addressed.

This example also shows the OccurredBefore and InReactorRegion

predicates and, for each of these, an SQL fragment is required along with
mappings from the slots within the predicate to the SQL. When a query is
encountered which uses these predicates, the archive translates the predi-
cate into SQL. If the query is for something that OcurredBefore a certain
date and is InReactorRegion of a specific channel, the agent requests the
intersection of the sets and can then return those items matching.

As an example of how the predicates are processed, the directives state
that where an OccuredBefore predicate is encountered, matching facts can
be identified by the SQL fragment, but that the #startTime variable in the
SQL should be replaced with the value of the OCCURREDBEFORE_TIME slot
within the predicate object.

One drawback of this method of translation between the agent mes-
saging layer and the data storage layer is that it depends on the features
available in the data storage layer. This means that the designer must
choose how the data will be stored in order to codify the translation. The
work undertaken on this agent shows that even the decision of how to
store the data is complicated by trade-offs.

6.4.2 Data storage

As detailed in the previous sections, it is feasible to code parts of an archive
agent which are relevant to all applications though some features will re-
quire configuration for the ontology used. The ultimate aim of the archive
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archive.beontology.ontologyClass=
uk.ac.strath.eee.be.ontology.BeOntology

archive.beontology.identifierSlot=internalIdentifier

archive.beontology.predicate.OccurredBefore.sql=SELECT
concept_id FROM slot_values WHERE slot_name = ‘startTime’
AND slot_abs_value < ‘#startTime’

archive.beontology.predicate.OccurredBefore.startTime=
OCCURREDBEFORE_TIME

archive.beontology.predicate.InReactorRegion.sql=SELECT
concept_id FROM slot_values WHERE slot_name=
‘reactorComponent’ and slot_concept_value IN (SELECT
concept_id FROM slot_values WHERE slot_name=‘position’ AND
slot_concept_value IN (SELECT concept_id FROM slot_values
WHERE slot_name=‘positionX’ AND slot_abs_value < (#xLoc +
#pitches) and slot_abs_value > (#xLoc - #pitches)) AND
slot_concept_value IN (SELECT concept_id FROM slot_values
WHERE slot_name=‘positionY’ AND slot_abs_value < (#yLoc +
#pitches) and slot_abs_value > (#yLoc - #pitches)) AND
slot_concept_valueIN (SELECT concept_id FROM slot_values
WHERE slot_name=‘positionZ’ and slot_abs_value < (#zLoc +
#pitches) and slot_abs_value > (#zLoc - #pitches)))

archive.beontology.predicate.InReactorRegion.xLoc=
HASPOSITION_POSITION.POSITION_POSITIONX

archive.beontology.predicate.InReactorRegion.yLoc=
HASPOSITION_POSITION.POSITION_POSITIONY

archive.beontology.predicate.InReactorRegion.zLoc=
HASPOSITION_POSITION.POSITION_POSITIONZ

archive.beontology.predicate.InReactorRegion.pitches=
INREACTORREGION_NUMBERPITCHES

...

archive.beontology.replacePredicateName=ReplaceIdentifier
archive.beontology.replacePredicateNewValue=variable
archive.beontology.replacePredicateIdentifier=internalIdentifier

Lines beginning with a tab continue the previous line

Figure 6.4: Configuration file extract
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agent, however, is to store the information within a database. There are
several options for realising this part of the agent, and, as will be seen,
there are advantages and disadvantages to each technique.

The first consideration in choosing a storage technology was that of
compatibility between data types in the ontology and the database. An on-
tology, is usually represented as a hierarchy of concepts much like an object
hierarchy in object-oriented (OO) computing languages. OO programming
is now routinely taught and is a well-understood technique; there are com-
mercial databases available that can directly store objects and their relation-
ships. Such systems are known as Object Oriented Database Management
Systems (OODBMS) or Object Relational Database Management Systems
(ORDBMS). The principal issue with these is that most OODBMS and OR-
DBMS systems depend upon single inheritance where each concept can
extend only a single, more abstract, concept in a tree. Ontologies, however,
support multiple inheritance where each concept can have multiple super-
concepts. The use of multiple inheritance is an issue because all of the
candidate FIPA-compliant platforms use the Java programming language,
which does not support multiple inheritance natively. Additionally, a re-
view of database systems reveals that support for multiple inheritance is
limited; only one database engine, by the open-source PostgreSQL project,
supports multiple inheritance. This support is being developed to support
entity models, but there remain practical issues with regard to indexing
these tables [Pos10] and, as such, there is no readily available database
facilitating direct OO storage within an ORDBMS or OODBMS. Despite
this, ORDBMS or OODBMS storage would be suitable for the majority of
applications encountered within the condition monitoring domain which
use only single inheritance ontologies. As database engines develop, this
may expand to providing full multiple inheritance support.

This section considers three techniques for storing information within
agent-based systems. The first is a simple schema based upon a standard
Relational Database Management System (RDBMS), the second is based
upon a commercial object-oriented database and the third is a set of stan-
dards designed to store objects within a standard RDBMS.

All of these techniques utilise an additional surrogate key which is
added to the data stored in each table. This is added to allow updating
and removal of facts by reference rather than searching by all fields and is
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a standard technique used within databases storing objects [WdJ92].

6.4.2.1 Simple data storage

A fact that an agent can reason with has two parts to it; the structure
defined in the ontology and the information which populates the fields in
that ontology. The ontology may not require that all fields be populated
however, so the data stored need not represent every single slot within the
fact.

The first approach to storing multi-agent data within a database was
therefore to treat both the fact schema and information as data to be stored
within the database. This called for a database structure which would al-
low the storage of both the information and structure within the ontology.
The devised database structure stores facts and each of the values associ-
ated with that fact in a simple tree-like structure; each fact is related back
to the ontology it exists within using the Ontology table.

Int_id (Number)
Concept_Name (Varchar(255))
Ontology (Number)

Concept_Instances

Int_id (Number)
Concept_Id (Number)
Slot_Name (Varchar(255))
Slot_Is_Sequenced (Boolean)
Slot_Concept_Value (Number)
Slot_Type (Varchar(255))
Slot_Abs_Value (Varchar(4000))

Slot_Values

Int_id (Number)
Name (Varchar(255))
Version (Number)

Ontology

Figure 6.5: Simple Archive Agent Schema

The schema is shown in Figure 6.5; this schema will always store data
in the First Normal Form. The Concept_Instances table stores the name of
the concept and, in so doing, creates an identifier Int_id for each instance.
A number of entries in the Slot_Values table are then added for each fact.
Each has its name stored in the Slot_Name field and literal values, such
as text or numbers, are stored within the Slot_Abs_Value field. Where
the slot is a fact itself, it is also stored within the Concept_Instances table
in the same way, but in this case the Slot_Concept_Value field in the
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Slot_Values table is set to the Int_id of that fact. Where the data is stored
as an absolute value, the type – such as String, Date or Integer – is also
stored in the Slot_Type field. The remaining field is Slot_Is_Sequenced

for cases where the slot value is an array of and there may be several slot
values for the same name. The Slot_Is_Sequenced field signifies that the
slot is an array type and should be expressed in FIPA messages as such.
Arrays are ordered using the identifier which is numerical. The natural
ordering of the identifier therefore corresponds to array ordering.

This structure is capable of storing all of the fact-based data that can
exist within any agent-based system and reconstructing them to send them
to other interested agents. There are clearly limits on the size of literal
values, in this case 4 kiloBytes, but subject to these restrictions, this is a
suitable method of storage. Another potentially valuable property of this
technique is that because the structure is also stored in the database, the
structure does not need to be known ahead of data storage taking place.
This simplifies deployment with there being no requirement for database
customisation for the ontologies it will be used with.

One important consideration with this storage method is that of han-
dling polymorphism. Since only the concrete type for the concept is stored
within the database, searching for supertypes will not automatically find
subtypes. This is handled by providing a processor. This line, from the
IsA predicate, shows how this is achieved:

archive.predicate.IsA.permissibleTypes.processor=

uk.ac.strath.eee.be.util.PermissibleTypesProcessor

Here, a Java class implementing an AttributeProcessor interface is
specified and the value for the permissibleTypes variable of the IsA pred-
icate can be transformed in any arbitrary way by the specified handler,
PermissibleTypesProcessor. In this case, inheritance is handled by creat-
ing an appropriate SQL query. The PermissibleTypesProcessor uses the
class hierarchy, which mirrors the ontology hierarchy, to construct a list of
possible types. Since this processor uses, as its source, a set of Java classes,
multiple inheritance cannot be covered. However, an alternative processor
could be constructed to do this and the storage aspects of this technique
therefore meet all of the requirements of the application.
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This technique is portable between relational database systems; it is
sufficiently simple to be supported by all databases, the only requirement
being that the SQL fragments in the archive configuration file are correct
for the platform in use.

In order to show the operation of the simple storage technique, consider
the following message sent via FIPA-SL:

(HasIdentifier :variable (FGLT_Observation :logLevel 75

:description (sequence #0 Test Fuel Grab Load Trace)

:startTime 2009-01-01 :reactorComponent (FuelChannel

:reactor (Reactor :belongsTo (NuclearPowerStation

:componentIdentifier TST) :componentIdentifier 1)

:componentIdentifier AB12)))

Within this SL, there are four concept instances: FGLT_Observation,
FuelChannel, Reactor and NuclearPowerStation. The FGLT_Observation

contains a logLevel slot, a description sequence, a startTime and a
reactorComponent. It is the reactorComponent slot that contains the FuelChannel
concept instance and this instance itself contains a reactor instance and a
componentIdentifier. These instances have been passed along with the
predicate hasIdentifier that the archive agent interprets as a request to
store the concept.

The simple storage technique extracts all of this information and stores
it in the Concept_Instances and Slot_Values tables as shown in 6.7 and 6.8
respectively. The ontology table will contain a single entry with the name
of this ontology and the Int_id assigned is “1”.

These tables now contain all information from the original SL message,
but in a structured data store that can then be queried. The archive agent
is then configured with a series of predicate SQL fragments – these the
meaning of a predicate to be implemented as a query within the RDBMS
storing the data.

archive.predicate.OccurredAfter.sql=SELECT concept_id FROM

slot_values WHERE slot_name = ‘startTime’ AND

slot_abs_value > ‘#startTime’

archive.predicate.OccurredAfter.startTime=OCCURREDAFTER_TIME
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Int_id Concept_Name Ontology
1 NuclearPowerStation 1
2 Reactor 1
3 FuelChannel 1
4 FGLT_Observatin 1

Table 6.7: Example Concept_Instances table

Int_id Concept_Id Slot_Name Slot_Is_Sequenced Slot_Concept_Value Slot_Type Slot_Abs_Value
1 1 componentIdentifier 0 NULL BO_String TST
2 2 belongsTo 0 1 NULL NULL
3 2 componentIdentifier 0 NULL BO_Integer 1
4 3 reactor 0 2 NULL NULL
5 3 componentIdentifier 0 NULL BO_String AB12
6 4 reactorComponent 0 3 NULL NULL
7 4 startTime 0 NULL BO_String 2009-01-01
8 3 description 1 NULL BO_String Test Fuel Grab Load Trace
9 3 logLevel 0 NULL BO_Integer 75

Table 6.8: Example Slot_Values table

archive.predicate.AtStation.sql=SELECT concept_id FROM

slot_values WHERE slot_name=‘station’ and slot_concept_value

IN (SELECT concept_id FROM slot_values WHERE slot_name =

‘componentIdentifier’ AND slot_abs_value = ‘#stationID’)

archive.predicate.AtStation.stationID=

ATSTATION_STATION.POWERSTATION_COMPONENTIDENTIFIER

The archive agent can the process QUERY-REF SL message using the
predicate definitions in the configuration file. Take the case of the following
SL message:

((all ?x (and (OccurredAfter 20090101T000000000Z ?x) (AtStation

(SteamCyclePowerStation :componentIdentifier TST)))))

This is processed by using standard set handling operations available
within database systems to implement the and, or and not set handling
functions along with the predicate fragments described above. This results
in the following SQL query:

SELECT int_id FROM concept_instances WHERE int_id IN (SELECT

concept_id FROM slot_values WHERE slot_name = ‘startTime’

AND slot_abs_value > ‘20081231T000000000Z’) AND int_id IN

(SELECT concept_id FROM slot_values WHERE

slot_name=‘station’ and slot_concept_value IN (SELECT

concept_id FROM slot_values WHERE slot_name =

‘componentIdentifier’ AND slot_abs_value = ‘TST’))
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When processed against the tables 6.7 and 6.8, this query return the
event previously stored.

6.4.2.2 Object-oriented data storage

Object oriented data storage is possible in modern relational databases and
standards for these exist. To use these features, the object types used within
an application need to be created within the database and the software can
then map between objects in the ontology and the database.

As previously noted, concepts within an ontology are analogous to
objects within object-oriented programming languages thus attempting to
store this information within an object-oriented database is a reasonable
approach. As already discussed, the biggest difference is that within an
ontology classes can have multiple superclasses. Despite this, experience
with the COMMAS and PEDA applications described in Section 5.3.7 sug-
gests that many ontologies do not feature multiple-inheritance and, as such,
an attempt was made to use this technology.

The ORDBMS data storage layer for the archive agent operates in a dif-
ferent manner to the simple storage implementation of the storage layer
described in Section 6.4.2.1. The ORDBMS technique requires that a dedi-
cated schema be exported for the data store and, once created, the system
is capable of storing objects within the schema.

There are two options for creating the ORDBMS schema; it could be
created in advance using the ontology sources, or it could be generated
from the data being written to the database as messages are received by the
archive agent. However, the latter method is not considered to be robust.
This is because when data is sent by an agent, it is not a requirement that
all slots be sent. As such, empty slots are not communicated and this
would mean that the assumed schema may be incorrect. Consequently
every fact arriving for storage or for querying would require checking
against the current schema and schema changes would be required where
there were incompatibilities. This would be very slow; schema changes
can take several seconds per change and the checking process would be
an unnecessary overhead.

Given that the predicates that would be configured would also be de-
pendent upon the schema, resulting in a firm tie between schema gener-
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ation and archive configuration. The recommended option is therefore to
generate the schema at the same time as the ontology is generated. This
may result in tables that are never used for storage, but this is a small is-
sue compared to the benefit of storage being available quickly at runtime.
Due to the tight binding between the ontology and the database schema,
multiple ontologies are not supported by this storage technique.

This technique is less portable between relational database systems than
the simple data storage implementation due to a lack of object-relational
support in many database systems. Whilst the overall approach used
here is straightforward, SQL which specifically supports object-oriented
databases must be used, and the syntax of these vary more between ven-
dors than relational SQL.

The ORDBMS approach differs from the other two approaches in that
only a single table is used, and that table is declared as being able to store
all concepts. The data is then presented as a set of nested tables. Thus,
the example data from the previous section would be stored in as shown
in Table 6.6 way in for the ORDBMS backend.

Int_id Concept

1

concepttable

Field Value

logLevel 75

FGLT_Observation

description
Values

Test Fuel Grab Load Trace

reactorComponent

Value

AB12

startTime 2009-01-01

Field

componentIdentifier

FuelChannel

reactor
Value

1

Field
componentIdentifier

Reactor

belongsTo

Value

TST

Field
componentIdentifier

Station

Figure 6.6: ORDBMS Nested Data Storage

In addition to the different underlying storage, this system is also queried
in a different way. Example configurations for handling the predicates in
this case are:
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archive.predicate.AtStation.oql=select value from concepttable

where TREAT(value AS Condition_Monitoring_Observati).startTime#

>‘#startTime’

archive.predicate.OccurredAfter.startTime=OCCURREDAFTER_TIME

archive.predicate.AtStation.oql=select value from concepttable

where TREAT(value AS Reactor_Observation)

.station#.componentIdentifier#=‘#stationID’

archive.predicate.AtStation.stationID=

ATSTATION_STATION.POWERSTATION_COMPONENTIDENTIFIER

In this case, the syntax for the queries is quite different; instead of using
subselect queries as in the previous case, the . operator is used to check
fields within subclasses. Apart from the syntactical differences though, the
operation is identical with an SQL query representing the SL query being
built using the predicate fragments.

6.4.2.3 Using the Java Persistence API

The object-oriented databases detailed in the previous section are a poten-
tial solution to storing object-based data, but these databases are far from
common. Support for object-based storage is limited and the structures
are not always readily usable for other applications. An alternative to stor-
ing object-relational data using standard relational databases rather than
object-oriented databases was therefore developed by an expert group as
part of the Java Community Process.

The Java Persistence API (JPA) is an application programming inter-
face for the Java platform which aims to simplify the mapping of objects
to standard relational databases. This is carried out by creating a model
of the object hierarchy to be stored within the persistence engine. This
engine is then responsible for the four CRUD operations of reading, per-
sisting, merging and removing objects from the underlying datastore. This
is similar to the model described above for the ORDBMS data store.

Within this API, it is left to developers to make decisions on the best
way to store certain data types. For data types declared as a string, for
example, the maximum length of the string is required and this is not
declared in the ontology. Similarly, indexing is not a concern within an
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ontology, but can have a significant effect on performance, particularly on
large databases.

The storage of a class hierarchy is also a concern in mapping various
subclasses into a relational database, particularly in the multi-agent appli-
cation where the varying levels of abstraction offered by hierarchies are
frequently used. JPA provides three strategies for handling such hierar-
chies – one table per subclass, one table per class hierarchy and joined
table per subtype. These allow for all common class hierarchy structures
to be stored within the datastore.

The benefit of the JPA is that the database schema built and used can be
implemented in a standard RDBMS which can be accessed by other clients,
and where querying and modifying the database is well understood. The
main drawback is that the table structures and mappings to classes must
be known in advance. This is identical to the problem encountered in
prototyping the object-oriented model. The solution is slightly different in
that the code generator which creates the ontology objects can annotate
the generated classes, making them immediately ready for use within the
database. This information can be appended on to the ontology classes
generated by the JADE BeanGenerator [jad09]. JPA compatible classes can
then be readily generated by adapting the open-source JADE BeanGener-
ator tool. Some JPA implementations can also use this information to
directly generate the database schema.

There are a number of JPA implementations including Oracle Toplink,
Hibernate and OpenJPA. The sample implementation of a JPA-based stor-
age engine for the archive agent was based upon the open-source Hiber-
nate [hib09] storage engine. This implementation is capable of generating
the database schema meaning that the original ontology definitions also
define the database with no additional effort. This means that the initial
prototype of this technique was implemented in the same manner as the
ORDBMS technique (Section 6.4.2.2), where the schema for the database
is fixed, and the compatible items to be stored are defined ahead of time.
Again, this restricts the system to a fixed version of the ontology.

This technique is very portable between relational database systems;
even more so than the simple approach outlined in Section 6.4.2.1. Hi-
bernate, for example, uses an intermediate query language rather than
database specific SQL. This Hibernate Query Language (HQL) is database
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agnostic and various dialects translate from HQL into each databases vari-
ant of SQL. Hibernate also supports database optimisations for the retrieval
of data which can further increase system performance.

In this case, there is a single database table for each concept hierarchy
within the ontology, so in the previous example, there will be a standard
database table each for stations, reactors, components and observations,
with each containing a field allowing the particular sub-type to be identi-
fied. This functions as a hybrid between the simple storage and ORDBMS
storage techniques.

Once again, this data storage technique builds queries using the incom-
ing SL. In this case, a query language specific to JPA is used, but following
the same method as the simple storage and ORDBMS examples.

6.4.3 Comparison of storage options

The storage options outlined in the previous section are all capable of
storing the data. This section compares the theoretical advantages and
disadvantages of each of these options.

The conclusions from this section are summarised in Table 6.9 which
shows that there is no single storage option which solves the problem
of both storing ontology facts which may have multiple inheritance and
doing so in a way that can be readily queried, taking into account the
polymorphism inherent in all ontologies.

A final consideration when comparing these potential storage approaches
is configuration and portability between approaches. As noted in each
section, the query language used varies; in one case SQL is used, object-
oriented SQL in the next and HQL in the final case. These query languages
are all different. This means that the choice of storage also affects the trans-
lation layer between ontology and data storage.

The conclusions, from this analysis, is that wherever multiple inheri-
tance is used within an ontology, the only compatible solution presented
is the simple data storage technique. In other circumstances, the object-
relational or JPA methods are suitable.

When the programming language is Java or .Net, it is further recom-
mended that the JPA engine, or Hibernate’s port of JPA for .Net, is used.
This provides a database which is portable between vendors. For all other
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Storage option Advantages Disadvantages

Simple tables • No need to define
schema in advance

• Can store multiple inher-
itance readily

• Compatible with all rela-
tional databases

• Available across pro-
gramming languages

• Queries can be
slow/optimisation diffi-
cult

• Difficult to re-use data

• Polymorphism difficult
to query

Object-relational • Quick to store and query

• Polymorphism handled
natively

• Available across pro-
gramming languages

• Few implementations

• No multiple-inheritance
support

• Schema required in ad-
vance

JPA • Many implementa-
tions and good database
support

• Quick to store and query

• Query optimisation
built-in

• Polymorphism handled
by JPA providers

• Easy to re-use data

• No multiple inheritance
support

• Schema required up-
front

• Only available in Java
(though Hibernate ported
to .Net)

Table 6.9: Comparison of storage options
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instances, object oriented storage is recommended as the best option.

6.4.4 Case study: COMMAS SuperGEN V 1

In order to prove the operation of the generic archive agent that was devel-
oped after research in terms of database and MAS theory and operations,
the archive agent was handed over to another research project to assess the
suitability and the claim that this was a generic archive agent. The project,
COMMAS SuperGEN V, utilised the archive agent and is described in
[CRMM09] although this paper does not cover the implementation aspects
of utilising the archive agent.

Whilst the SuperGEN COMMAS application is also a condition moni-
toring application, it differs from the core monitoring application as it does
not use a bespoke ontology but instead uses an ontology based upon the
Common Information Model (CIM). CIM was designed for information
interchange between energy management systems [McM07] and as such
contains many concepts. As it is a generic model, several concepts are
required in order to represent a single item. The use of CIM as an on-
tology should allow COMMAS to be readily applied across power system
equipment. A case study explaining how an earlier incarnation of COM-
MAS was extended by using CIM as an upper ontology can be found in
[CDM05].

Using CIM as an ontology is beneficial as it promotes standardisation
allowing interoperable agents to be created. If a library of interoperable
agents were created, it should then be possible to quickly create condi-
tion monitoring solutions by creating a MAS comprising the appropriate
generic agents. Additional agents may be required at the periphery of the
system in order to import data into the system ontology and to present the
information in an appropriate manner, but the reasoning agents could be
re-used across many domains.

As an example, a small part of this ontology is shown in Figure 6.7. It
can be seen here that each item within a power system is represented as a
PowerSystemResource and these are identified not through slots directly in

1The application-specific work undertaken in this section was carried out by Dr Vic-
toria Catterson. This section supports that the research work carried out and detailed in
Chapter 6 in respect of a generic archive agent is generic and applicable to other agent-
based systems.
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Figure 6.7: Excerpt from SuperGEN V Ontology
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this instance, but rather through a resourceIdentifier slot which contains
an instance of an ObjectIdentifier. To search for a single object therefore
requires looking up a PowerSystemResource, then the resourceIdentifier
slot for that resource, followed by the slots in the ObjectIdentifier object
which allow the PowerSystemResource to be identified. This process in-
volves a minimum of 3 database joins to simply identify a resource. Deeper
queries require additional joins and the system limit can be readily reached.

CIM’s flexibility resulted in a problem for the original archive agent
implementation when used in this application; the extensive structures
required to represent a relatively simple object meant that the two-table
simple storage mechanism employed required several entries in the concept
instance table and several entries in the slot values table. Since querying
across several concepts requires that the same database tables are used to
find the properties of each object, database join operations must be used.
Each join uses database resources, so there is a limit to these and the open
source MySQL database engine used in this project supports a maximum of
61 join operations. As the simple backend requires join operations to both
query structure and data values, this limit can be reached very quickly,
particularly where the archive agent was trying to query against every
slot in a fact in order to check whether it had already been stored via the
QUERY-IF performative.

In order to overcome the limitations in the database and to enhance the
speed of querying whether something had already been stored, the system
was altered to store a hash value along with each concept. This hash value
is computed when the concept is stored and allows new concepts to be
quickly compared with all values in the system.

Overall, the SuperGEN V COMMAS implementation helps prove that
a generic archive agent is feasible and that it can be transported between
different applications.

6.5 Conclusion

This chapter has described how database systems are commonly used for
the storage of data. It has described the current storage techniques used
in agent-based systems and shown how database features can be utilised
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to perform this storage on a larger scale, along with the similarities and
dissimilarities between ontology and database schemas.

A generic archive agent has also been described showing how different
aspects of this agent can be generalised and what aspects are application-
specific. Three different solutions to persistent storage have been described
and compared, concluding that there is no perfect solution to agent-based
data storage. A series of recommendations have been made to indicate
when different options are suitable.

In the case of the core monitoring application where the ontology can be
constructed without multiple inheritance, any of the storage mechanisms
would be suitable. Polymorphism, for the multiple observation types, is a
key part of the core monitoring application though which makes the simple
storage technique less suitable than either the object-oriented or object-
relational methods. Due to the widespread support for object-relational
storage in common databases and the limited number of object-oriented
databases, object-relational is the most suitable for the core monitoring
application.

This chapter has shown one use of the archive agent whilst Chapter 7
further demonstrates this agent within the core monitoring context. These
two case studies use very different ontologies and the queries the agent is
subjected to by other agents in the multi-agent system have different levels
of complexity. Together, these case studies give a comparison of each of
these storage technologies within the context of real-world agent-based
applications.
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Chapter 7

Deployment case study

7.1 Overview

This thesis has explained the need for condition monitoring within the
nuclear domain with particular reference to AGR reactors, which are the
predominant design in use in the UK. Chapter 4 showed how available data
could be analysed using statistical techniques adapted for the application,
and Chapter 5 considered the use of multi-agent systems for the imple-
mentation. Chapter 6 showed the design of a generic agent that could
be used to archive data for any application. This chapter describes the
core monitoring system that has been been built using the novel aspects
designed and refined within these preceding chapters.

The system, IMAPS, implements a full graphite-core monitoring ap-
plication as considered throughout the thesis using, as a platform, agent-
based systems and the archive agent design introduced and assessed for
flexibility in Chapter 6.

7.2 Case study: IMAPS

The Intelligent Monitoring Assessment Panel System (IMAPS) was built
upon the JADE agent-based framework, as recommended in Section 5.3.5,
and using the archive agent described in Chapter 6. The system can assess
the monitoring data captured at Monitoring Assessment Panels using the
agglomerative clustering techniques described in Chapter 4. Figure 7.1
shows how the concepts from the preceding chapters are brought together
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in the resulting system.

IMAPS Reactor Condition Monitoring (Chapter 7)

MAS for Condition Monitoring
(Chapter 5)

Data Storage 
(Chapter 6)

Condition Monitoring Technique (SHM)
(Chapter 3)

SHM for AGRs
(Chapter 4)

Figure 7.1: Thesis arrangement with respect to IMAPS

The original vision for this multi-agent system (MAS) is shown in Fig-
ure 7.2.

Most of this original design has been implemented; those portions not
yet implemented are the portions which would interface directly with data
sources within the power station and feed data to the MAS for automated
analysis. As outlined in Section 2.3, access to this data is restricted on
a segregated network in order to protect the operational networks at the
plants.

7.2.1 IMAPS agents

IMAPS is a multi-agent system comprising the following agents:

• An ArchiveAgent responsible for storing data for the system

• A ClusterAnalysisAgent which can analyse data stored within the
system

• Several UserAgent instances can be started; each one stores the data
and privileges for a user and allows them to communicate with other
agents. This also allows data to be entered into the agent-based sys-
tem.
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Station Hardware

FGLT Agent Channel Power
AgentLoad Agent

Archive
Agent RDBMS

Analysis 
Agents

User Agent

Engineers, MAP Members, Other Users

User Agent

Engineers, MAP Members, Other Users
Engineers, MAP Members, Other Users

User Agent

Figure 7.2: Original IMAPS vision

7.2.1.1 Archive agent

The archive agent was extensively described in Chapter 6 and was used
initially with the simple storage technique. The key responsibility of this
agent is to store data and to provide access to that data using standard
agent queries. This involves interfacing between information expressed in
an ontology and one of several relational database options. The agent is
configured with a single behaviour:

• FactStorage: responds to all communications regarding the storage
and retrieval of facts from the underlying storage

This agent must be configured prior to use, and has been configured
to respond to several agent Actions which allow other agents to instruct
the storage, updating and deletion of information. In addition to these
information maintenance abilities, the behaviour is also configured for the
all predicates within the ontology. This allows the agent to find matching
facts for any arbitrary query.
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7.2.1.2 Cluster analysis agent

The cluster analysis agent implements the clustering techniques described
in Chapter 4. This agent is also implemented with a single behaviour:

• CoreClusterAnalysis: responds to requests to undertake cluster anal-
ysis

This single behaviour implements the cluster analysis, and the analysis
is configurable through the requests sent by other agents. Once there has
been a request from another agent to undertake an analysis, this agent
will contact the data provider, normally the archive agent, and gather the
required data for analysis.

Having collected the data, the behaviour will perform the analysis and
respond to the initiator with the result of the analysis.

7.2.1.3 User agent

The user agent is, at the present time, the route by which all data and
information is entered into and retrieved from the system by engineers.
An instance of the IMAPS user agent is started for each user that logs
into the system and behaviours are added to this agent based upon their
permissions.

• AnalysisManager: performs discovery of analysis techniques avail-
able and provides an interface to request analyses to be undertaken
and view the results

• EventLogger: allows a user to log new information within the system
by creating ontology objects and submitting them to the archive

• FactManagement: allows a user to request that data be changed or
removed by the archive

• FactSearch: allows a user to perform a search for data; these are
executed as one-off searches based upon input parameters and the
output is returned to the client as tabulated output

• InteractiveView: used when an engineer requests a customised
view of the data to retrieve applicable data in a format for graph-
ical rendering
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• LogFromFile: allows a user to upload a file containing multiple events
and have them all entered into the system

• MapManager: allows users to record information pertaining to the
MAP meetings

The behaviours available within this agent were developed over sev-
eral years. The system started with the EventLogger and FactSearch be-
haviours to allow logging of data into the system as early as possible. As
MAPs completed further analysis of potential issues, there was a need for
editing to update previous observation details, and this required the addi-
tion of the FactManagement behaviour. Bulk data logging was later added,
by the LogFromFile behaviour, followed by flexible means of visualising
the data in the InteractiveView. This allow engineers to treat each ob-
servation type as a layer and they can see the contribution of different
data to the predicted core state. A MapManager behaviour was then added
allowing data to be searched based upon MAP periods and finally, when
the analysis capability was available, the AnalysesManager behaviour was
added to allow the user to request that the analyses be undertaken.

7.2.2 Ontology

In choosing a suitable ontology for the application, consideration was given
to using a pre-existing ontology that may exist in some other standards.
The only candidate, however, was the Common Information Model. Whilst
this provides the capability to represent generation characteristics, it does
not model nuclear components and is therefore unsuitable.

As no suitable domain model exists, IMAPS uses a bespoke ontology.
This was created with consideration for several monitoring projects be-
ing undertaken which could later allow extension of the agent-based sys-
tem to include vibration analysis on other plant within the station. As
such, it contains concepts representing conventional steam-cycle stations
and the nuclear-specific concepts such as reactor and fuel channel. The
main Concepts used in the ontology are shown in Figure 7.3.

A more detailed view showing the monitoring observation hierarchy,
representing each of the manual analyses that are undertaken to create the
different observation types, is shown in Figure 7.4.

120



Figure 7.3: IMAPS main concepts overview
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Figure 7.4: IMAPS ontology extract
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Operation Storage Engine 1 time Engine 2 time
Store Data Simple 16m 09s 11m 39s

Object-relational Not compatible 3m 15s
Object-oriented 6m 05s Not compatible

Load Data Simple 1m 04s 1m 14s
Object-relational Not compatible 1m 13s
Object-oriented 0m 17s Not compatible

Table 7.1: Time to store and load data using each backend

The IMAPS ontology additionally has a number of AgentActions de-
fined. These allow the implementation of the CRUD operations defined in
Chapter 6.

7.2.3 Data archiving within IMAPS

The data archival operations required for IMAPS allow testing of the three
different data storage options outlined in Chapter 6. All three storage op-
tions were tested for this application and experience with each is reported
below.

Prior to describing each of these, timed statistics are presented for stor-
ing 3,340 observations using each technique. Timings are also provided
for the retrieval of data for a single station and are presented in Table 7.1.
It was intended that the tests should all use the same database engine,
but incompatibilities between the storage backend and the chosen engines
meant that not all backends were compatible with all databases. The data
in this table were therefore collected using two different database engines
but in each case running on the same hardware to give, as much as possi-
ble, a comparison of only the storage technique. The archive was modified
only to switch configuration between the storage backend and no other
agents within the system were modified. The ontology initially generated
and used was designed to be compatible with all backends, so this did not
change either.

As can be seen, object-oriented storage is clearly the quickest method for
storage. It is likely that this can be directly attributed to a single database
query being required to store or load all the required data. Both the simple
storage and object-relational methods can require multiple queries depend-
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ing on the the ontology and queries used.

7.2.3.1 Simple storage backend

The simple storage backend was the first implemented for this system and
was used extensively during the trial. The principal concerns with this
method of storing data were retrieval times and the opaque manner in
which data is stored.

In practice, the system initially performed reasonably well, but soon
slowed as more data was added to the system. The concern over the data
storage method leading to data that was difficult to view was found only
to be an issue during development. The technique was found to require
the least configuration and, as noted in Section 6.4.2.1, is the most flexible
being able to operate on a wide range of database engines.

In order to resolve the issue of debugging the data during development
and to speed up querying the database, accelerating code was added to the
front-end agents and a database view was used. This allowed the front-
end agents that present the data to the user to retrieve data directly within
the database instead of obtaining it via the archive agent using FIPA mes-
saging. This was only available for a small set of queries. The custom view
in the database, which presented the data from the underlying structure
as a standard structured table, is a standard technique used in database
design for presenting data stored in different ways. FIPA messaging to the
archive agent was used for all other interactions, including where analysis
agents retrieve data.

The acceleration method used successfully reduced the times required
to render core maps. In the previous example, only the data retrieval
times are counted; by moving to custom front-end code, retrieval times for
a whole page on the same systems were reduced from tens of seconds to
around 3 seconds; this is considered to be an acceptable time to load and
display the information.

The same method of providing different views could be used to make
the data available to other applications as necessary.

124



7.2.3.2 Object-relational backend

The object-relational data store used the open source Hibernate implemen-
tation.

The first impression of the object-relational backend, on starting the
archive agent, is that a significant degree of processing is being undertaken.
This is because the query engine builds an internal model of the data prior
to allowing queries to be undertaken; this is then used to aid query parsing.
This does lead to longer startup times than either of the other techniques
but since it only occurs when the agent starts, which is relatively infrequent,
it is not considered to be a concern.

Moving from the simple backend to the object relational backend did
require additional configuration; all of the queries from the simple backend
had to be rewritten using the Hibernate Query Language (HQL) in place
of SQL used previously. It was immediately apparent, however, that it was
far simpler to express the queries in this language, reducing the burden
on the system designer and the likelihood of mistakes.

The object-relational backend successfully stored the data very quickly
when compared with both alternative techniques. In testing, it was noted
that the object-relational technique could also store circular references suc-
cessfully as Hibernate features circular reference detection and automati-
cally resolves these. These were later removed to allow a fair comparison
with the object-oriented backend which could not handle these.

A useful feature of Hibernate was also used for the testing; Hibernate
can generate a database schema based upon the object-model that it will
store. Since the object model was defined within the ontology, and this
was subsequently exported to the class files used in the implementation, it
was also possible to generate the full database schema from the ontology
without manual intervention.

The querying aspects of this storage technique were reasonable. More
configuration was required for this backend than for the simple model,
and part of this could limit the querying ability of this backend. This is
the only backend which utilises separate database tables for each Concept
in the ontology. This means that the engine needs to be told which table to
use for the top-level query and the need to provide this information could
prove time consuming and difficult in large systems. Consideration of this

125



difficulty could be undertaken in future work.
The potential for reuse of data stored with this backend is great; this

model provides standard database tables that most developers will be fa-
miliar with. The tables are not completely normalised, as schema infor-
mation to allow this isn’t necessarily available, but it is all stored and
accessible.

It is also noted that Hibernate was designed to allow existing databases
to be mapped onto an object schema. This means that if an existing
database can be represented by an ontology, using it in this way may be a
better solution to accessing existing databases than wrapping the database
in an agent, as has been seen in systems to date. This approach should
allow greater flexibility and access to the data within that store.

7.2.3.3 Object-oriented backend

The object-oriented backend posed the most problems for implementation.
The storage method used requires that, as well as having simple inheritance
between classes in the concept hierarchy, there are no circular references.
In order to enforce this, the ontology was generated without circular refer-
ences. Frequently ontologies do feature circular references like “contains”
and “belongsTo” so either further development of this backend would be
required to support this, or there would be a major restriction on its use.
The development to support these may result in having to use multiple
queries which may impact on the transaction times.

The requirement for class definitions in the database meant that this
system did need an additional step to prepare the database for use; there
is no simple manner to do this as for Hibernate. Additionally, the definition
of the types within the database meant that, on storing, parameters had to
be passed in a specific order, with no exclusions. This required additional
coding and configuration so the archive agent was able to make appropriate
requests to the database.

After these initial difficulties, the object-oriented backend did success-
fully store all of the data. The storage time was second best and retrieval
times were the best when tested.

In all, the object-oriented technique is interesting and functional, but
the consideration from this test was that it is not yet suitable for regular
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use across multi-agent systems due to the limitation placed upon the agent
system developer.

7.2.3.4 Storage recommendations

Having tested the various storage technologies, it is clear that there is a
trade-off between the features of the ontology used and the speed and
features available in the storage engine. The simple storage technique,
storing both structure and data within the database is relatively slow, but
requires the least configuration, is the most flexible in terms of data that
can be stored and works with the widest array of database engines.

Mapping ontology structure to database structure is demonstrated in
both the object relational and object oriented techniques. There are two
problems with this; one is that type names within the ontology must con-
form to the limitations of the database engine and the other is that the map-
ping incurs an additional configuration burden. Despite this, the approach
is capable of producing a very fast storage solution for a multi-agent sys-
tem. Where there are many facts to be stored and queried, working within
the limitations of the object-oriented approach could be very beneficial.

The object-relational data storage approach is also seen to work, and
particularly for storing data, it performs reasonably well. This approach
still requires configuration, but in the case of pre-existing databases or
where the data store will need to be reused, it appears to be a suitable
choice.

Following the experimentation undertaken with the three different data
storage layers for the archive agent, and by considering the fundamental
data storage properties it is concluded that the simple storage model is
the most compatible and therefore appropriate for most agent systems.
This choice is a trade-off, but the simple storage model poses no restric-
tions on the agent system designers, provides for simple configuration,
but does require some care in the creation of predicate mappings. Where
multi-agent system designers have specific requirements, such as using an
existing database or requiring the greatest degree of performance rather
than flexibility, the alternatives presented may prove better.
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7.2.4 Data analysis within IMAPS

The first analysis agent in IMAPS performs the cluster analysis described
in Chapter 4. To perform the analysis on all available data, the engineer
simply needs to choose the station and reactor upon which to run the
analysis. Data can also be analysed over any time period by selecting start
and end dates.

The analysis was tested by automatically performing the same analysis
on the same data as shown in Section 4.6. The result is computed and the
clusters are displayed in size order as shown in Figure 7.5.

Figure 7.5: IMAPS cluster analysis results

The clusters are identical to those found by performing the analysis
manually, though IMAPS presents these with the original grading colours
assigned by the MAP process described in Section 2.5.1. Analysis of the
clusters that form show that some contain only observations graded green
whereas others contain amber graded observations. These can now be
manually analysed to assess which cause concern and may be related to
core distortion.

In order to test this approach, all of the clusters identified for the pro-
vided data were assessed to identify whether the analysis technique is
capable of finding potential damage within the reactor cores.

For the data analysed in the Chapter 4 example, and displayed above, 30
clusters were identified by the software using the statistical limits chosen.
These clusters vary from having 13 observations, including 2 amber grad-
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ings, down to clusters containing just 2 green-graded observations. The
top 14 clusters, all those containing more that 3 observations, are described
in Table 7.2 along with the number of amber and green observations iden-
tified in each cluster.

The data from the cluster analysis proves that the technique is identi-
fying where data is collocated within space and time. The further analysis
conducted in order to populate Table 7.2 has provided further insight; clus-
ters containing several observations on exactly the same channel from a
single analysis are likely to indicate either a sensor failure or a fault within
the analysis process such as that encountered with the PHOENIX code.

Despite this, there are some clusters that contain a mix of observation
types, and deeper analysis and investigation is required to identify the root
cause. Once further experience is gained with the analyses, it is recom-
mended that further intelligent analysis agents can be added to analyse
and track changes within the clusters, be it by the requirement for a mini-
mum number of observation types, a minimum area of impact or different
grades of observation. Knowledge engineering may be able to provide in-
sight into this as experience with the clustering approach is gained, and
a rule-based approach to the analysis could be readily developed. This
would give a filter identifying only the important clusters to the engineers.

Whilst there is the possibility of this technique providing false posi-
tive results, as the entries described here appear to be, the original aim of
this work was not to improve or automate an existing process, but rather
to identify potential structural issues with the core. It is argued that the
identification of these clusters succeeds in that goal, and that the method-
ology presented is capable suitably aggregating the data from the various
processes, despite the need for further analysis of the clusters.

7.2.5 Appraisal

Whilst the academic aspects of this work are reported in this thesis, Sec-
tion 2.5.1 explained the MAP process within EDF Energy and the resulting
system was always intended to support that industrial work. The indus-
trial need for an operational system that would allow data to be captured,
stored and displayed initially, with further developments to add deeper
insight and analysis of the data, directly led to the choice of an agent-
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Cluster size Ambers Greens Description
13 2 11 Around DE16 control channel, during the latter part of

2008. The majority of the observations were traced to
a control rod actuator problem whilst there was a collo-
cated thermocouple fault. No FGLT issues were included
over the period, and it is suspected that this is not a struc-
tural issue.

10 0 10 All CPD observations, problem traced to an issue in the
PHEONIX model due to different conditions caused by
the reactor running at reduced power. Code corrected.

10 0 10 Included FGLT observations, but mainly Channel Power
discrepancies caused by maintenance disabling auto-
control in that core area.

10 0 10 Predominantly channel power errors; caused by faulty
thermocouple disrupting modelled values.

7 0 7 Control rod actuator problems, ultimately resolved by
maintenance on the control rod assembly.

6 0 6 Identified as an instrumentation issue that caused rods
to be placed under manual control. Resolved when in-
strumentation corrected.

5 3 2 Various contributing causes for this cluster; chain alarms
mid-core may indicate core distortion, but a thermocou-
ple fault and shuffled fuel causing CCPD modelling is-
sues suggest this is not distortion related.

5 2 3 Various issues caused this item; a chain fault alarm that
may indicate snagging or slow mechanism, but equally
a gag indication failure and shuffled fuel contributed.
Overall judgement suggests this is not distortion related.

5 0 5 Two separate issues, a wiring fault and shuffling of fuel
stringers in the same area of the core caused this cluster.

5 0 5 All control rod alarms between 2 rods in the same area
over an 11 month period. No other observations though;
unlikely to indicate distortion.

4 2 2 4 chain fault alarms on control rods over an 8 month
period. Restricted to a small area of the core and no
other observation types suggest no distortion.

4 0 4 2 gag errors, and a rod fault contributed, though the
FGLT analysis suggests minor cracking in the core.

4 0 4 3 control rod faults, and a small crack in the core; un-
likely distortion related.

4 0 4 One note added to the channel and an FGLT with known
cracks in addition to 2 mid-core issues with control rods
over a 3 month period. This could potentially be core-
related, but all observations are considered minor.

4 0 4 Various rod alarms on the same channel suggesting a
control rod issue, with minor cracks noted in the FGLT.

Table 7.2: The 14 clusters with > 4 observations
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based system that would allow analysis extensions to be added later. This
approach of using the multi-agent approach to allow a staged implemen-
tation meeting the industrial needs is reported in [JMRT07]. A discussion
of the future ideas for the system, such as automating the data collection
process and allowing analysis to be undertaken on individual channels
and quadrants as well as the reactor-wide example demonstrated here, are
contained in [WJM11].

The IMAPS implementation has been used in two separate modes within
EDF Energy, at all times supporting the MAP process. The two-stage ap-
proach was required due to a lack of prior data; the system was developed
whilst the MAPs were being initiated so monitoring data was not imme-
diately available and having the system available quickly allowed data to
be gathered to develop further aspects of the system.

As a result of the lack of monitoring observations, the system was
created initially as a data storage system allowing users to enter and view
the MAP information. Restrictions were placed on who could add data by
limiting the agent behaviours available to each user; these were managed
separately from the agent system.

This version of the software was in use within EDF Energy from 2006
until 2009. It was recognised that the software and information should
be available widely within EDF Energy and a project to “productise” the
initial version was undertaken. A screenshot from the original system,
showing a core map output, is shown in Figure 7.6.

The most significant issue found with the prototype software was that
the data took considerable time to be displayed on users’ computers. The
software is web-based, but the time taken to query the archive agent, get
the response and then send it to the client was unsuitable; too much in-
formation was being retrieved at each stage simply to render channels a
particular colour. This process meant that a complete set of data was being
retrieved for each reactor, encapsulated in an agent message, extracted and
then encapsulated in another format for delivery to the web browser. This
was found to take too long for a production system.

The issue of efficiency was addressed by removing the agent-based
components from the front end in the production version of the code.
Communication takes place directly with the backend database, as it did
with PEDA [CDM05]. In order to resolve this problem, but maintain the
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Figure 7.6: IMAPS prototype version screenshot

option of applying intelligent agents in a production system, the schema
used within the database was that from the Hibernate model of the ontol-
ogy. This means that the database can be used by an agent-based system
once the technology has been developed to production standard.

The IMAPS system as currently installed does resolve the speed of ac-
cess, but also adds support for validation of entered information, auditing
processes to give confidence in the data stored within it and links to the
corporate document management system giving rapid access to official
documents to support each of the observations stored within the system.
This aspect, even without the analysis component, makes for a compelling
decision support system availing the inspection and monitoring informa-
tion to those who need it.

Overall, IMAPS is considered to be a successful project; it has shown
that the data gathered at MAPs can be successfully stored and retrieved
within a database, but that this can be carried out quickly allowing various
hypotheses and “what-if” scenarios to be considered. The system is now
in regular use at two stations and has been trialled at another two that
are still in the process of setting up their MAP processes. Support for
the whole fleet of reactors has also been provided, ready for when the
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remaining stations decide to engage in monitoring activities.
The implementation of the IMAPS system highlighted some shortcom-

ings of the agent-based approach and these have been addressed in order
to design an implement a working system. Through the IMAPS system, the
operator has been given the ability to look at different aspects of the moni-
toring by configuring various views using the IMAPS software, a valuable
feature even without the full SHM approach embedded.

The industrial assessment of the prototype also concluded that addi-
tional features were required to ensure quality data is stored in the system.
This involved additional tracking during the logging process and ensuring
that no single person should be able to add or modify data. This ensures
that the data in the system, upon which operational decisions can be made,
can be relied upon. Whilst providing this, the system also needs to record
what each user has done to allow actions to be audited.

Despite these points for further development, the system has demon-
strated that agent-based systems can deliver the data storage and analysis
required to provide decision support for the operational management of
nuclear reactors.

Today, IMAPS runs as a production system with the graphite core op-
erators collecting, storing and presenting data and is valuable in this role.
Work is being undertaken to deliver the structural monitoring approach
reported here into the company in a manner that supports the operations
at the appropriate quality level.

The operator has commented that the production version of this system
is delivering benefits by making all relevant core data available to everyone
in the company and that the verification of data within the system to their
QA Grade 2 standard means that the data can be trusted for decision-
making purposes. The ability to navigate, filter and export data, along
with links directly into the document management system is beginning
to find use in other areas beyond core monitoring where channel histories
can be checked prior to maintenance operations and inspection campaigns.
Further developments to the system have begun to address workflow, re-
ducing the administrative burden of running the MAP meetings.
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7.3 Conclusion

This chapter has shown how the generic archive agent described in Chapter
6 has been used within an agent-based condition monitoring system, as
outlined in Chapter 5.

This chapter has also shown the effects of the different database back-
ends upon the performance of information retrieval. It is concluded from
these experiments that where retrieval performance is important, the object
oriented backends are superior to the simple backend. In terms of storage,
there is little to choose between the backends with each taking about the
same amount of time. As is common with databases, however, the most
common transaction is expected to be the querying.

The IMAPS project also implemented the structural monitoring tech-
niques described in Chapter 4. This has proven the capability of agent-
based technology to implement this type of analysis and this will be imple-
mented with reactor operators in the future. The staged-implementation of
the IMAPS system has also shown that agents are well-suited to building
systems which will gain additional features over time.
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Chapter 8

Conclusions, further work and
recommendations

8.1 Conclusions

Condition monitoring has seen increased prevalence across the electrical
generation industry and continuing pressures to increase safety, equipment
availability and to reduce risk whilst improving overall financial perfor-
mance show no signs of abatement. Chapter 2 introduced the motivation
for this research highlighting that whilst many areas of the electrical in-
dustry have benefited from increased monitoring, graphite reactor cores
have proved difficult to monitor due to the challenges of building sensors
that operate within the harsh environmental conditions of the reactor.

Chapter 3 introduced the structural health monitoring (SHM) approach
that has been demonstrated within other fields with life-safety considera-
tions and showed that the damage in AGRs could be identified by collating
data from multiple independent analysis processes using a statistical dis-
tance measure and explained how the four-stage SHM approach could be
applied to the reactor core monitoring case.

Following the identification of a suitable approach to analysing the
available monitoring data, Chapter 4 explored the limits that exist in terms
of data collection and the underlying physical processes involved in core
distortion. Consideration of these allowed the identification of limits that
could reasonably be placed on the statistical approach for hierarchical clus-
tering.
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Chapter 5 looked at various system options that exist for the implemen-
tation of a prototype core monitoring system and concluded that, given the
limited understanding of the monitoring data at the current time, that a
Multi-Agent System (MAS) would be a suitable deployment mechanism.
The MAS approach would then allow for future enhancements and expan-
sion.

A discussion of MAS suitability identified a specific difficulty with the
approach and Chapter 6 proposed a technique for interfacing any MAS
with a relational database utilising a predicate mapping approach to han-
dle the flexible and changing queries that could be experienced in a MAS
environment.

Finally, Chapter 7 demonstrated how the overall agent-based technique
implemented the various strategies developed throughout this thesis and
showed how identification of spatially and temporally collocated events
was realised.

It is ultimately concluded that the research has delivered the following
novel contributions:

• An approach for the use of monitoring data collected during rou-
tine nuclear plant operation to identify structural defects within the
reactor,

• Specification of how to use established structural health monitoring
techniques with the discrete data available from reactor analyses us-
ing a cluster analysis approach,

• Identification of appropriate limits for the identification of structural
defects within graphite reactor cores,

• A proposal to implement the core monitoring system as a multi-
agent system allowing for the later integration of further analysis
techniques,

• An implementation of a flexible and generic archive agent that can
store arbitrary data within a multi-agent system,

• A case study demonstrating the use of the flexible archive agent
within a transformer monitoring system,
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• A case study of the use of the flexible archive agent within a multi-
agent system for the detection of structural defects,

• A case study of the clusters identified by the process to demonstrate
the effectiveness of the approach to detecting defects,

• A series of recommendations for how the cluster analysis process
itself might be automated to further filter the information presented
to end-users.

8.2 Further work

This thesis has been undertaken at a time when graphite reactor structural
monitoring is a new topic. Additionally, the graphite cores being moni-
tored are a small population, none of which has had to be decommissioned.
However, it is essential to have confidence in the results, allowing systems
to be placed in daily use for decision support. Therefore, and further work
is recommended in a number of the key areas.

First, although the statistical analysis technique that has been used is
sufficiently powerful to detect clusters of data, the data which is operated
upon could be further preprocessed to remove the known issues. Such
preprocessing has not been carried out at this stage as a conservatism,
but a knowledge-based analysis system may be able to reduce the num-
ber of “negative” observations leading to clusters which could more often
indicate core distortion.

The analysis has also been based upon simple measurements of the
clearance distances involved. There are several projects underway to pro-
duce representative finite element models for the core. It may be possible
to use these to search for reactor configurations that might give rise to
observed data. This model-based approach could potentially give on-line
core distortion information but would be based upon knowing the effects
of various defect types and how these could manifest themselves in the
data.

The cluster analysis could also be enhanced by providing a level of
automatic analyses of the clusters. As identified in Chapter 7, the contents
of the clusters is significant in terms of gradings, observation types and
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which specific channel or channels the cluster contains data for. Automated
analysis of these could assist engineers in focusing on particularly relevant
clusters.

Additional work could also be undertaken on the statistical distances
used. The distances measured are not directed within the existing model,
as can be seen in the example in Section 4.6; the 6 month limit applies
both before and after incidents resulting, in the example, in a 14 month
period of data. Equally, additional data may be able to be added as further
dimensions or analysing data at each observation level may yield more
relevant results.

8.3 Recommendation

A final recommendation is now offered after reflecting upon the work
reported in this thesis.

The requirement to infer the condition of nuclear reactors by using
existing monitoring data is ultimately required due to lack of direct mea-
surement techniques for the cores. Whilst there are unlikely to be more
reactors of the AGR design built, it would have to be recommended that
additional monitoring equipment be provided wherever possible on all
reactor designs. As an example, vibration sensors mounted close to the
reactor may be able to more closely mirror the processes undertaken in
SHM for bridges and aircraft and allow those monitoring techniques to be
directly applied to reactors.

It should be relatively simple to add such sensors to reactors, and doing
so early in the operating lives of the reactors would provide a wealth of
information about different normal operating modes, which should then
improve the detection of defects in later life.
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