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Abstract

The lymphatic system constitutes a vital part of the systemic circulation, maintaining tissue

fluid homeostasis; its biological significance is not limited to fluid balance, as it is a part of the

immune system, facilitating immune cell trafficking and initiating the immune system response

to pathogens. However, the hydrodynamics/biomechanics of the lymphatic system have been

relatively understudied when compared to the cardiovascular system. In contrast with the latter,

where the heart provides the necessary energy for blood flow, the lymphatic system relies on the

active contraction of vessels and one-way valves to generate and sustain flow.

The present thesis describes the development of an optical flow diagnostic method for re-

solving the 2-dimensional flow field at the mid-plane of isolated contracting mesenteric rat lym-

phatic vessels, in-vitro. The aim was to develop an experimental protocol for accurately esti-

mating flow parameters, and in addition, estimate lymphatic functional parameters, with high

spatial and temporal resolution. Previous studies in-situ have relied on lymphocytes as tracers,

but their low density however resulted in a reduced spatial resolution.

The time-resolved micro-Particle Image Velocimetry technique, a well established method

has been employed to study this transient flow. To that end, a bespoke light source was de-

veloped, utilising high-power light-emitting diodes, as well as associated control and image

processing software. Image analysis was performed with PIV cross-correlation algorithms and

was facilitated by custom vessel wall detection algorithms. In terms of flow parameters, flow

velocity, flow rate and shear stresses were estimated from the raw images. Additionally, the

dynamic pressure was estimated allowing for extraction of pressure volume curves and estima-

tion of work performed during contraction by the lymphatic vessels. It was also possible to

obtain an estimation of lymphatic wall stress. The results were extended to lymphatic func-

tional parameter estimation, such as contraction amplitude and fractional pump flow. Statistical

analysis was undertaken, in order to reveal possible relationships between the experimental pa-
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rameters and the derived hydrodynamic/biomechanical results. Analysis of the uncertainty of

the measurements showed that method employed provides exceptional accuracy.

The results demonstrated the successful application of the micro-PIV technique in lymphatic

vessels and yielded interesting observations, either previously unreported in the literature or

contradicting previous reports. The wall velocity was shown that it may be comparable to the

fluid one; an observations that questions the assumptions of previous attempts to study lymph

flow. It was also observed that the flow rate may not increase during contraction depending on

the hydrodynamic conditions. Although an incidental finding, vibrations were shown to increase

the contraction frequency of lymphatic vessels.
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Chapter 1

The Lymphatic system1

The lymphatic system is a one-way transport system that operates in conjunction with the

circulatory system. Its primary function is to transport excess interstitial fluid, from the inter-

stitial space, back to the blood circulation, via the thoracic duct [17]. Along with the excess

interstitial fluid, excessive proteins and wastes are transported back to the circulation. The lym-

phatic system also acts as a conduit for immune cells and facilitates the immune response [137].

Lymph nodes across the network filter the interstitial flow and breakdown bacteria, viruses and

waste. The lymphatic system is, therefore, not part of the circulatory system alone; rather it is

an integral part of the immune system. It plays an important role in the dissemination of can-

cer [136, 138]. Its role in transplantation is also significant. Latest findings suggest that early

lymphangiogenesis in a transplanted graft may be responsible for early rejection, but it is bene-

ficial later on [29]. Additional latest findings implicate the lymphatic system in cardiovascular

disease, obesity, hypertension and other inflammatory disorders [61].

Failure of lymph drainage can be a consequence of infection, trauma, surgery, transplanta-

tion, medication, venous disease or it may be congenital [136, 143]. The build up of interstitial

fluid results in swelling, pain and increases the risk of infection. This condition is known as

lymphoedema and current treatments have limited success. Arm lymphoedema is very common

in breast cancer patients and lower limb lymphoedema may lead to incapacity in severe cases.

The environment of the lymphatic system does not contribute to the destruction of cancer

cells, contrary to that of the circulatory system [136]. In the cardiovascular system, the serum is

toxic to those cells and the high shear stresses developed in the blood stream destroy the majority
1The contents of this chapter, with changes, except those of section 1.2.3, have been published in the Journal of

the Royal Society Interface [82].
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of tumour cells. On the other hand, the flow in the lymphatic system is of low Reynolds number

and lymph composition is similar to plasma.

Despite the importance of the lymphatic system in health and disease, it remains overlooked

in terms of research especially relatively to the circulatory system [37, 121]. While in other

areas tissue engineering has made some progress towards therapy, in lymphatics it is still in its

infancy [138].

1.1 Anatomy

The lymphatic system is composed of a network of vessels, termed lymphatics, lymph nodes

and lymphoid organs. The interstitial fluid enters through the small lymphatic capillaries (also

called initial or terminal lymphatics) that gradually combine to form larger diameter vessels,

namely the pre-collectors, collectors, trunks and ducts. The interstitial fluid, which is termed

lymph when inside the lymphatics, is being pumped slowly by the contraction of the lymphatic

vessels, which contain smooth muscle on their walls. Retrograde flow is prevented by series

of one-way valves. The segment of a lymphatic vessel between two valves is referred to as a

lymphangion.

The lymphatic network is asymmetrical: the right part of the head and thorax and the right

arm drains into the right subclavian vein whereas the lymphatic vessels of the rest of the body

converge to the thoracic duct which empties at the junction of the jugular and left subclavian

veins.

1.1.1 Initial lymphatics

Initial lymphatic capillaries have a diameter of about 10 to 60µm with a wall thickness

ranging from 50 to 100 nm and are blind ended. Electron microscopy revealed that lymphatic

capillaries are usually collapsed with irregular walls and do not have a continuous basal lamina.

They comprise a monolayer of non-fenestrated endothelial cells [138]. They are supported by

anchoring filaments (6 to 10 nm in diameter) that keeps them from completely collapsing when

interstitial fluid pressure increases [70]. Their unique structure allows them to function as a

one-way valve system that allows fluid to flow into them but close in order to stop back flow

as the internal pressure rises. Trzewik et al. [144] demonstrated this function experimentally,

although they were not the first to postulate about the existence of primary lymphatic valves.
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Leak and Burke [70] investigated the structure of the lymphatic capillaries, and speculated that

they could function as valves, although at that time no proof was provided.

1.1.2 Precollecting lymphatics

The precollecting lymphatics connect the capillaries to the collecting vessels. They contain

bicuspid one-way valves, but unlike the collecting vessels, where they are located at regular

intervals, their distribution becomes more irregular towards the capillary vessels, and may com-

prise of a single leaflet. [124, 143]. The precollectors contain one or more layers of smooth

muscle cells within their walls, and are capable of performing spontaneous contractions. How-

ever, portions without muscle exist. In these parts, the endothelial layer in the precollectors is

similar to that of initial lymphatics with a discontinuous basal lamina. Thus these structures

absorb fluid instead and therefore the precollectors have dual role: absorption and propulsion of

lymph [124].

1.1.3 Collecting lymphatics

The larger collecting lymphatics differ from the capillaries and precollectors, as they have

a complete basal lamina and therefore the primary lymphatic valves are absent. They contain

another type of valve that prevents retrograde flow: the secondary one. The wall structure is

similar to that of blood vessels. Three layers can be identified, the intima, media and adventitia

[12]. An oblique layer has been reported by Telinius et al. [140] in the human thoracic duct.

They are composed of endothelial cells, smooth muscle and collagen fibres, respectively. It

has been observed that the muscle bundles are arranged in a hellicoidal manner in both collect-

ing and precollecting vessels [124]. The part of the vessel between two valves is known as a

lymphangion (figure 1.1).

Lymphangions are innervated with sympathetic and parasympathetic nerves, and can per-

form rhythmic contractions. In humans, the lymphangions present within the head and neck

have an average diameter of 0.2 mm and a length of 2 mm, yielding a diameter to length ratio

of 0.1 [106]. Collecting lymphatics are approximately 1-2 mm in diameter in human lower ex-

tremities [105]. The largest (and deeper) lymphatic vessels, also referred to as trunks and ducts,

have a diameter of the order of 2 mm, and the diameter to length ratio can be close to unity.
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Figure 1.1: Schematic representation of a lymphangion, redrawn from Quere [113].
Lymphangions have been reported to double or triple their diameter during diastole [8, 97]

1.1.4 Secondary Valves

Generally, the lymphatic secondary valves are of the bicuspid type, regardless of species

studied [73, 83]. However, up to five leaflet valves have been observed as well as single leaflet

ones [43]. Data regarding the size, the geometry and the number of valves is scarce, and, in

humans especially, there is a lack of data on the structure and operation of the lymphatic valves

[45], although valve size varies with the vessel calibre [106].

Studies of the rat spinotrapezius muscle by Mazzoni et al. [83] have shown that smooth

muscle cells are absent from the valve leaflets, indicating that these are passive structures.2 The

valves comprise of a monolayer of endothelial cells on a collagen matrix. Mazzoni et al. [83]

suggested that the valve operation is determined by the pressure and viscous forces associated

with the lymph flow. Based on the anatomy of valves studied and the presence of a buttress

structure,3 the authors speculated that tension by surrounding tissues may also contribute. Re-

cently, Davis et al. [26] investigated the valve gating in rat mesenteric lymphatics. The authors
2Although smooth muscle cells are present in bovine valve leaflets, no evidence of an active valve mechanism

has been reported in the literature [26]
3An explanation of the lymphatic valve anatomy is given in Appendix D
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observed that opening and closing of valves was occurring only because of a pressure gradi-

ent, however the vessel muscle tone influenced the required pressure gradient. In studies of the

thoracic duct of monkeys by Lee et al. [73] have showed the presence of bicuspid valves, but

no buttress structure, indicating that there may be differences in the details of valve operation

depending on species and anatomical site.

1.1.5 Lymphoid organs

Lymphoid organs are classified as being either primary or secondary organs. The primary

organs are the thymus and bone marrow, and are responsible for the production and maturation

of lymphocytes. The secondary organs include the spleen, Peyer’s patches, appendix, the tonsils

and the nodes. They are responsible for further maturation of lymphocytes and initiation of an

immune response. Only the structure and function of the lymph nodes will be discussed in the

context of this paper, as they are the only lymphoid organs that play a role in the active lymph

transport [113].

The structure of the node is highly complex and not easily visualised, owing to the large

number of cells that are resident within it [99]. A representation of the lymph node structure is

shown in figure 1.2.

Figure 1.2: Schematic of a lymph node.4 Lymph flows around the lymphoid compartment and
part of it enters in the paracortex and follicles where cells of the immune system remove

pathogens and foreign material.
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The exterior walls of the node are covered with lymphatic smooth muscle, thus exhibiting

contractile behaviour like the lymphatic vessels, although the frequency of contraction is lower.

Hughes and Allen [58], McGeown and Gallagher [84] report a frequency of 0.78 beats/min

in bovine nodes, while Thornbury et al. [141] observed contractions at a frequency of 0.5-1

beats/min in ovine nodes. Tumer et al. [145] performed a frequency analysis and found the

dominant rhythms to lie within the ranges of 0.01-0.04 Hz, 0.05-0.07 Hz and 0.09-0.14 Hz. In

contrast, lymphatic collecting vessels contract at a frequency in the range of 0.6-10 beats/min

[87, 86, 98, 160], although up to 30 beats/min have been reported in the literature [128]. Limited

information exists on human nodal contractility, its presence and its regulating mechanisms [45].

Lymph nodes present a relatively high resistance to flow, which depends on the flow rate

of lymph [15, 107]. Papp et al. [107] reported that the resistance of the node in dogs was 100

times larger than that of the thoracic duct, while Browse et al. [15] found that the resistance

of the nodes fell by up to six times as the flow rate in the afferent lymphatics increases. They

concluded that the reduction in resistance was due to swelling of the node, which created more

space for lymph to flow, thereby reducing their resistance. Nevertheless, despite this reduction,

the nodes still impose a large resistance to the flow.

It is not surprising that the nodes have a large resistance, if one considers their internal

structure. Lymph flows into the subcapsular sinus and is immediately forced to flow around

the lymphoid compartment5 and into the paracortex; where it is filtered by macrophages that

reside on the outer surface of the lymphoid compartment. Most of the lymph exits the node

from the efferent lymphatics without entering the lymphoid compartment. While in figure 1.2

multiple afferents and one efferent vessel are shown, any possible combination of the number

of these vessels has been observed in humans [106] as well as mice [67]. Kowala and Schoefl

[67] also observed that there is no constant relationship of the number of afferent vessels and

the number of nodal compartments. Whether this variation in numbers of vessels is for overall

node resistance reduction, increased lymph filtering efficiency or both is uncertain.

The outer surface of the lymphoid compartment is covered by sinus-lining cells that create

an almost impermeable membrane [122]. Large molecules cannot penetrate this layer, thus cre-

ating an effective barrier that prevents pathogens from reaching the bloodstream. Lymphocytes,
4Redrawn from the US National Institute of Health, National Institute of Allergy and Infectious Diseases,

http://www.niaid.nih.gov/topics/immuneSystem/Pages/structureImages.aspx
5Also called lymphoid lobule [155]
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lymph and smaller molecules can enter through specialized channels [99, 122]. The exclusion

of large molecules from the lymphoid compartment explains the well established fact that the

protein composition of efferent lymph is higher than the afferent one, although the exact mech-

anisms of mass exchange are not fully understood.

The amount of lymph entering is low and therefore the inside of the lymphoid compartment

is relatively fluid free, although a controversy in the literature does exist as according with

Tretbar et al. [143], up to 50% of the lymph is lost inside this compartment. Lymph flows

within specialized channels, refered to as the conduit system [49, 122] that start from the sinus

lining cells and end on the lumen of venules that penetrate inside the lymphoid compartment.

The cells lining these venules have a special adaptation that allows lymphocytes to freely enter

the node from the blood and are named High Endothelial Venules (HEV). The HEV also allow

lymph to return to the bloodstream.

1.2 Physiology

The interstitial fluid is taken up by the small lymphatic capillaries in a process known as

lymph formation. Lymph is then pumped against a pressure gradient towards the jugular vein,

by rhythmic contractions of the lymphangions and by external motion of skeletal muscle, ar-

teries and veins. This process is referred to as lymph propulsion. Lymph formation depends

on external (or extrinsic), but local, effects such as interstitial fluid pressure and extracellular

matrix strain and is thus a local process [136]. Lymph propulsion on the other hand is a sys-

temic process regulated by a large number of factors; streamwise pressure gradients, transmural

pressure, nerves and hormones.

1.2.1 Lymph formation

Several mechanisms have been proposed for the formation of lymph in initial lymphatics.

Of those, only the interstitial pressure and volume theory has been widely accepted [6]. Yet, the

exact regulatory mechanisms are unclear [46].

Lymph enters through openings in the endothelial layer of the capillaries, which act as one-

way valves. They open when interstitial pressure increases and permit interstitial fluid flow

inside the initial lymphatics. As the pressure inside the vessel rises, the valve closes. Flow inside

the initial lymphatics is thought to be facilitated by fluctuations of interstitial fluid pressure
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and due to the suction of the collecting lymphatics downstream [119]. Studies in a number of

mammalian species (rodents, canine, ovine, bovine, humans) have shown no evidence of smooth

muscle cells in the initial lymphatics. It follows that the driving force of lymph formation must

be due to extrinsic factors. The sole exception to this is the bat [6, 128]

Lymph formation is organ dependent because of the differences in the structure and me-

chanical properties between tissues [127].

1.2.2 Lymph propulsion

After the filling of the initial lymphatics, lymph has to be pumped against a pressure gra-

dient. Lymph propulsion is performed by the rhythmic contractions of the smooth muscles of

lymphangions and facilitated by the presence of the one-way valves that prevent retrograde flow.

The contractions propagate from one lymphangion to the next like a wave that causes both radial

contraction and axial shortening of the vessels [36, 160]. It has been reported that lymphangions

rotate as well in vitro [80], most likely owing to the helical disposition of these cells within the

vessel wall [124]. Although there is evidence to support that the contraction wave is transmitted

between lymphangions through endothelial gap junction [160], it has been observed that the

propagation of the wave may become discontinuous. This suggest that lymphangions have a

self regulating mechanism mediated by pacemaker cells that are thought to reside downstream

of the valves [86]. The contraction wave can travel in an orthograde or retrograde direction.

Evidence shows that either propagation direction is equally likely to take place [160] and that

the volume of fluid pumped is not significantly affect by it [86].

There is some controversy regarding the nature of individual lymphangion contraction how-

ever. The accepted view is that lymphangions contract in a peristaltic manner, that is, the con-

traction is a radial constriction of the vessel travelling along its length, similar to the oesophagus

or the ureter [43, 136]. Evidence supporting this view exist in the literature [98] with 84% of the

contractions observed propagating along the entire length of the lymphangion [160]. Peristalsis

in guinea pig mesenteric lymphatics has also been reported [36]. The peristaltic character of

contraction is disputed by others6 and videos captured with high-speed camera by Davis et al.

[26] show the entire wall contracting at roughly the same time. It should be noted that these

studies were conducted in different species; bovine in Ohhashi et al. [98] and rats in Davis et al.
6Dr. J. E. Moore, Texas A&M University. personal communication
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[26].

Lymph propulsion in collecting vessels is affected by preload, afterload, transmural pres-

sure, shear stresses in addition to nerve and humoral mediators. These are termed intrinsic

mechanisms. The details of these mechanisms and especially the molecular regulation are not

fully understood [92]. Extrinsic mechanisms such as skeletal muscle contraction, motion of

adjacent organs and arterial pulsations also influence lymph flow. External forces such as mas-

saging, a common treatment modality for lymphoedema, were once thought to affect lymph

flow but the evidence show that their effect is on the filling of initial lymphatics rather than on

the pumping of the larger collecting vessels [5].

It is not clear whether extrinsic mechanism can have a significant or even dominant role in

the pumping of lymph. Olszewski [102], Olszewski and Engeset [103] consider extrinsic mech-

anisms secondary to the intrinsic pumping based on their results on humans. On the other hand,

Negrini et al. [94] found that, in rabbits, pleural lymph flow is due to respiratory movements

up to 40% of the total volume, although it cannot be excluded that at other sites the intrinsic

mechanism is not the dominant one.

Passive flow due to a positive pressure gradient may also occur in oedema, during which,

lymph formation is increased [5]. In fact, Gashev et al. [44] report that for low levels of lymph

formation the intrinsic mechanism is dominant but as these levels rise the active lymph pump

is inhibited and the vessels become conduits. However, according to the authors, this does not

prove that the flow related inhibition decreases total flow in vivo, since at higher levels of lymph

formation, passive flow may be dominant.

1.2.3 Lymphatic muscle contractility

Lymphatic smooth muscle contraction is influenced by mechanical, fluidic, neuronal and

hormonal factors [14]. Lymphatic smooth muscle has been shown to have a combination of

striated and smooth muscle contractile apparatus [92], but have also differences in contractile

characteristics that materialise in functional differences between lymphatic and vascular muscle

[150]. It is thought that the phasic contractions are regulated by the striated components of the

lymphatic muscle, whereas the smooth muscle governs the tonic contractions.

Contraction is pressure/stretch sensitive; that is, as pressure builds up within a vessel, it

reaches a threshold value at which the vessel contracts to propel lymph [56], but phasic contrac-

9



tions can occur even at zero transmural pressure [46] indicating pacemaking capacity of lym-

phatic vessels. The pacemaking in lymphatic vessels is established in the literature and studies

have been undertaken to locate the pacemaking cells location, still it is uncertain whether there

exists a specialized pacemaker cell [3].

The contractile function of lymphatic vessels has been linked with the wall shear stresses

(WSS) imposed by the flow [44, 46]. WSS is hydrodynamic factor known to influence the

function of blood vessels and it is not surprising that research has shown the link of WSS and

lymphatic muscle contractility. Although, the evidence of the effect of WSS on lymphatic mus-

cle function exist, little work has been done to accurately measure and quantify WSS at con-

trolled laboratory conditions in terms of the hydrodynamic factors involved. It is yet unclear

how sensitive lymphatic vessels are to WSS [42].

1.3 Related Work & Objectives

1.3.1 Measurements of lymph flow

Experimental attempts to quantify lymph flow have been very limited in number. The most

recent one, with which the experimental methodology employed in the present thesis is most

closely related to, is the work by Dixon and co-workers [30, 31, 32]. By employing a micro-

scope with continuous wave illumination and a high speed camera, lymphocytes inside con-

tracting lymphatic vessels were imaged in the exteriorised rat mesenteric area in-situ. An image

correlation algorithm was used to estimate the velocity of the lymphocytes [32]. At the same

time the vessel diameter was measured. The flow rate was then estimated assuming circular

cross-section and fully developed parabolic velocity profile. The need for Poiseuille flow as-

sumption was necessary, because the lymphocyte density is low and very few cells were present

in each frame. Therefore it was not possible to resolve the 2-dimensional flow field at the mi-

croscope focal plane. Even if the lymphocyte density had been higher, their relatively large

size in comparison to the vessel lumen diameter (approximately 10 µm cells inside 100 µm

vessels) would yield a low spatial resolution. It was also observed, in these studies, that the

contrast of lymphocytes is poor, which decreases the success of the correlation algorithm. In

engineering terminology, the method employed is a Particle Tracking Velocimetry (PTV); an

image correlation algorithm was employed for particle matching between frames. Measuring
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lymph flow in-situ also made the method susceptible to motion artefacts from animal movement

and, in addition, it was not possible to control, or quantify, fluidic and biological factors, such

as inflow/outflow pressure and neuronal/hormonal stimulation.

Another fundamental assumption to the aforementioned method was that during contrac-

tion, at least for most of it, the wall radial velocity was much smaller than the fluid velocity.

This assumption allowed the radial fluid velocity to be neglected, simplifying the mathematical

problem of flow rate estimation.

The method by Dixon et al. [32] was used by Akl et al. [2] to measure and compare lymph

flow in rat mesenteric lymphatic vessels in-situ and in isolated vessels in-vitro. This study

demonstrated that a carefully executed preparation of an isolated vessel has no significant impact

in its contractile behaviour and thus can be used to study the contractile characteristics in-vitro

without the complexities of undertaking an in-vivo study.

Despite these drawbacks, these studies have been the most recent and only attempts in es-

timating fluid velocity and its temporal variations inside collecting lymphatic vessels. Several

other attempts have been made to measure lymphatic flow rate in a variety of species, which

will be reviewed in the following paragraphs, however they are restricted to average flow rate

measurements or tracking volumes of fluorescently tagged particles; whilst very useful from a

physiological or clinical perspective these methods cannot give an estimation of the local flu-

idic environment and especially wall shear stresses which is an important parameter that affect

lymphatic function.

Onizuka et al. [104] and Naito et al. [93] implanted an ultrasound flow probe in sheep to

measure the flow rate of the thoracic duct. The flow rates measured were three to six times

greater than the ones measured in cannulated vessels and this fact was attributed to the invasive

cannulation procedure. However, the authors did not clarify any effects the presence of the

ultrasound probe had on the contraction of the thoracic duct. With this method there is no way

to a priori exclude the possibility of the vessel coming into contact with the probe as it contracts.

The authors did not report measurements of lymph velocity or WSS.

McGeown et al. [85] used a method that utilizes a transducer to measure lymph flow rate in

conscious sheep by means of vessel cannulation. Lymph was let to accumulate on the transducer

arm and the weight of the fluid caused a tension reading on the transducer. The reading of

tension was correlated with lymph volume leaving the cannulated vessel. This method, however,
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does not yield detailed flow field information.

Fedosov et al. [34] developed an invasive method using a focused laser beam. The velocity

and direction of lymphocytes was determined by cross-correlation of intensity fluctations of the

speckle field between two points. The method was applied in vivo in the rat mesenteric area,

however very limited results on measurements from different vessels were presented. Whether

the method is able to measure a 2-dimesional flow field is unclear from the work published.

According to Fedosov et al. [34] the velocity measured is in relative units and therefore calibra-

tion was necessary with video microscopy. Using a focused laser beam also raises concern of

potential damage of the lymphatic vessels.

Non invasive in vivo methods have also been utilised in lymph flow measurements. Due

to the lack of optical access of the vessels the visible wavelengths are not suitable and near-

infrared (NIR) imaging is necessary. Although vessels and nodes up to 3cm below the surface

can be visualised [130] the use of longer wavelengths has an adverse impact on the intensity of

light emitted which necessitates the use of more sensitive sensors and reduces the spatial reso-

lution. The studies in swine by Sharma et al. [130] and in mice by Kwon and Sevick-Muraca

[68] displayed the capability of the method to measure average velocity of tagged ’packets’ of

indocyanine green (ICG) and contraction frequency, no spatially resolved information can be

obtained rendering the method unsuitable for accurately resolving the flow field in lymphatic

vessels. On the other hand, the importance of these studies, and of others as reviewed in Lu-

carelli et al. [77] and Zhang et al. [161], in clinical lymphatic imaging, is undebatable.

The aforementioned studies target the flow in larger collecting lymphatic vessels. Swartz

et al. [135] and Berk et al. [10] utilised fluorescent photo-bleaching to measure the flow in the

lymphatic capillaries of the mouse tail. The method uses a fluorescent dye, instead of cells

or particle tracers. Although it is possible to measure velocity, the lack of individual tracers

reduces the spatial resolution and no spatially resolved flow fields were reported by the authors.

Additionally, diffusion of the fluorescent dye induces experimental errors in determination of

the fluid velocity [1].

1.3.2 Diameter measurements

Measuring the diameter of lymphatic vessels is necessary in order to calculate the flow rate

by integration of a velocity field at a given cross-section. Diameter tracing from image or video
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files can be a challenging procedure, as image based algorithms will be affected by noise from

surrounding structures and vessel orientation. It can be computationally very expensive as well.

Measuring micro-vessel wall motion is a more active area in the systemic circulation, but some

work has been carried out in lymphatic vasomotion measurement. A brief summary of previous

work is given below, although development of automated diameter tracing algorithms is not an

objective of the present thesis, it is necessary to trace the inner vessel wall to obtain flow rate

and other parameters.

Beresford-Smith et al. [9] used radar tracking techniques, Kalman filtering and Probabilistic

Data Association Filter (PDAF), to track the diameter of isolated guinea-pig lymphatic vessels

at a number of different vessel locations simultaneously. While the algorithm was considered

computationally robust, accurate and immune to vessel orientation, it was assumed that no vessel

motion perpendicular to the initial cross-section occurred. In other words, the algorithm would

be challenged from longitudinal, rotational or orthogonal to the measurement plane motion of

the vessel during contraction, which may occur owing to the muscle fibre orientation in the

vessel wall as discussed in section 1.1.

Davis [25] used a combination of contrast thresh-holding and iterative regression to measure

the outer diameter (OD) of micro-vessels, including lymphatics. An initial manual measurement

by the user is needed for the internal diameter (ID), which is then computed automatically from

the OD by assuming an incompressible wall. This method can track the diameter at a single

point of the vessel wall, pre-defined by the user.

Dielenberg et al. [28] further improved the algorithm by Beresford-Smith et al. [9], by em-

ploying noise filtering and using the centre of mass of pixel brightness of the vessel wall to

measure its motion. The method was able to measure wall motion in real time at different sites

along the vessel simultaneously. Longitudinal or rotational vessel motion would again challenge

this algorithm.

In order to alleviate some of the issues faced by the previously mentioned methods, Sheng

and Xiu [131] implemented an automated method using feature matching to recognise and track

the vessel wall and eliminate the influence of surrounding structures and image drift. The au-

thors claim that this approach is more accurate and robust in in vivo measurements and can work

with any vessel orientation and track diameter at multiple location.
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1.3.3 Key Objectives

Flow velocity measurements in collecting lymphatic vessels are but a few. Quantitative flow

measurements of 2d or 3d velocity fields have not been published thus far. The body of evidence

that fluid flow, either through a pressure/stretch or via a shear mechanism, affects lymphatic con-

tractility, is growing. Still there are few reports on the influence of flow parameters on lymphatic

pumping [14] and the details of the regulation mechanisms are not fully understood [92]. Out

of the previous studies discussed in section 1.3.1 only a few were performed under controlled

environment, (see Akl et al. [2]) and other studies in-vivo such as the work be McGeown et al.

[85] controlled the pressure invasively by means of cannulation of lymphatic vessels. The lymph

flow measurement approach employed in the latter study would be incapable of producing de-

tailed information of the flow field. Therefore, there is need for such experimental efforts, that

will provide further insight in lymph propulsion mechanisms and regulation.

The key objective of the work presented in this thesis was to develop a system for measuring

flow inside micro-lymphatic vessels in-vitro, under a controlled hydrodynamic environment.

The aim was to develop such system with increased spatial and temporal resolution with respect

to the systems already published in the literature, allowing for a more detailed view of the flow

field in lymphatic vessels and valves. At the same time the goal was to interrogate the flow

field non-invasively. Following the development of such system, the first major objective was

to measure the flow under different hydrodynamic conditions and derive the flow quantities

of interest: flow rate, wall shear stresses and pressure. The next logical step was to estimate

lymphatic functional parameters, such as ejection fraction, fractional pump flow and contraction

work, defined similarly to ventricular functional parameters. The latter parameter, contraction

work has not been report in the literature thus far. These parameters would be estimated non-

invasively. Once these objectives are met, the system can be extended to in-situ measurements

or used to infer the flow field by tracking the movement of tracer particles in lymphatic vessels

at constant hydrodynamic conditions but with chemical, electrical, or other stimuli.

In summary, the objectives on which this thesis is based are:

1. Develop a flow measurement apparatus for in-vitro lymph flow measurements

2. Estimate flow parameters

3. Estimate lymphatic parameters
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4. Extend the application of the system beyond the in-vitro context

1.4 Thesis structure

The thesis is organized in the following chapters. The Materials & Methods, chapter 2,

starts by giving an introduction to the Particle Image Velocimetry (PIV) method (Section 2.1)

and continues with the development of the bespoke light source (Section 2.2), the experimental

protocol (Section 2.3) and the methods used to estimate the fluidic and lymphatic functional

parameters (Section 2.4). Chapter 3 presents the results of the research. Qualitative and quanti-

tative measurements in isolated lymphatic vessels are given in sections 3.1 and 3.2, respectively.

The sections that follow discuss the vessel wall radial velocity (Section 3.3), pressure estima-

tion (Section 3.4) and the flow pattern in rat mesenteric valves (Section 3.5). The results chapter

concludes with section 3.6, where, an attempt is been made to link and establish relationships

between the fluidic and lymphatic functional parameters with the experimental parameters, us-

ing statistical analysis. A discussion of the results follows in chapter 4. Concluding remarks are

given in chapter 5 and future work is suggested in chapter 6.
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Chapter 2

Materials & Methods

2.1 Particle image velocimetry (PIV)

2.1.1 General

PIV is a well established optical method of quantitative flow characterisation. The underline

principles of PIV are well understood [1, 116]. PIV can resolve 2D and 3D flow fields in

the macro and micro scales depending on hardware implementation. It may also provide high

temporal resolution to capture the instantaneous velocity of the interrogated flow.

The physical principle is simple. A flow with optical access is seeded with particles that

scatter light. A light source is used to illuminate the particles in the flow using either continuous

or pulsed illumination. The particles scatter light which is captured into frames by a digital

camera at a frame rate large enough to capture the desired details of the flow. The frames

are analysed with statistical correlation techniques to calculate the most probable position of

particles in a frame. The difference of the position of individual particles in each frame along

with the known time interval between frames is used to calculate the velocity of the particles.

The velocity field can then be used to derive other flow characteristics such as pressure, vorticity,

turbulence and shear stresses.

The spatial and temporal resolution (or dynamic range) of the PIV method depend mainly

on the equipment used and the light source but are also influenced by the choice of particles.

These factors will be discussed in the next sections.

The major disadvantage of the PIV method is the need for optical accessibility of the flow.

This can be alleviated to a certain extent by using infrared or near-infrared illumination, however
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due to the longer wavelength the spatial resolution is reduced and more heat is generated at these

wavelengths which can potentially damage soft tissue.

2.1.2 Light sources

The illumination source for PIV can be either continuous wave (CW) or pulsed wave (PW).

It needs to have sufficient energy so that the frames recorded are of high signal to noise illumi-

nation. Each frame should be exposed to illumination for only a short amount of time in order to

freeze the image on the sensor and avoid streaking of particles (motion blur). Thus the exposure

time is a function of the velocity of the particles. A wide variety of light sources have been

used in PIV; halogen lamps, lasers, laser diodes, light-emitting diodes (LED), with wavelengths

ranging from ultra-violet (UV) to infrared (IR).

The most common source of illumination of modern PIV systems is a laser source, either

CW or PW. Lasers provide high energy light and very short high repetition rate pulses of the

order of nanoseconds when needed. On the downside they are very expensive, require safety

measures to avoid eye exposure. Due to the coherent nature of their light, surfaces (eg. walls)

produce speckle that degrades the measurement accuracy of near wall velocities.

Recently, LED sources have become widely available at a very low cost in comparison with

lasers and have been successfully used in PIV and micro-PIV [21, 47, 53, 156]. LEDs can be

pulsed at high repetition rates with short pulses of microsecond order using higher than their

nominal current to achieve higher energy pulses. Due to the less coherent nature of their light

they are speckle free, but the generation of a light sheet is more problematic and a considerable

amount of light may be lost. However, in micro-PIV, volume illumination is used, as will be dis-

cussed in section 2.1.5, therefore the non-coherent light is an advantage. LEDs have drawbacks

as well, using high currents has its own safety issues and may degrade the lifetime of the LED.

Depending on the LED construction materials, the wavelength of the emitted light may shift de-

pending on the current supply, pulse duty cycle and repetition rate which can have implications

especially in micro-PIV with fluorescent particles [156]. LED light characteristics, wavelength

and intensity, also vary between production batches.

Moreover, the power of a laser beam is close to the evaporation point of common particle

materials [1]. This raises concerns on the potential damage that a laser may cause to living

tissues; a light-emitting diode is advantageous in this respect, as well.
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2.1.3 Tracer particles

Particles used in PIV must satisfy two requirements. They should have a low response time

to fluid flow changes (ie. follow flow faithfully) and scatter sufficient light to be captured by

the recording device [112]. To minimize gravity effects tracer particles should also have density

equal to the flow medium. This is more easily achieved for liquids than gases. Scattering of

the light is influenced by the wavelength of the light, particle diameter and particle refractive

index. The wavelength selection depends on application, typically visible wavelengths are used

and infrared when optical accessibility is limited. Particle diameter is dictated by the size of the

conduits and should be at least two to three order of magnitude lower than the smallest conduit

dimension. When small diameter particles cannot be avoided one can compensate for the loss

of scattering efficiency by increasing light intensity, coating the particles or using hollow glass

spheres. The latter are especially suitable for water flows as they are inexpensive, neutrally

buoyant and the mismatch of refractive indices between the hollow core and the glass shell

provides strong scattering.

The particle response time in a flow [1, 88] is given by

τp =
(ρp − ρf ) · d2p

18µfφ′
(2.1)

where ρp,ρf are the particle and fluid density respectively, dp is the particle diameter, µf is the

fluid dynamic viscosity and φ′ is a constant that depends on the particle Reynolds number. For

low Reynolds numbers φ′ = 1. Hence, particles with density closed to their surrounding fluid

have lower response time.

In addition to the characteristics of tracer particles for PIV measurements outlined above,

particles used in the study of biological flows within living tissues must be biocompatible, so

they do not disrupt the natural function of cells. This may be achieved by appropriate coating

of the particles with a biocompatible substance; in the present work the working medium was

an albumin-enriched physiological solution. The layer of albumin that coated the particles after

mixing them in the solution ensured that no adverse reaction of the vessels took place.

Light scattering from particles depends on the relative ratio of particle size to wavelength

of incident light. When the particle size is larger than λ scattering is governed by Mie’s theory.

When the wavelength is larger than the particle size then Rayleigh scattering theory applies. In
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the present thesis, particles of 1µm up to 3µm, were used, hence the particle size is larger than

the wavelength of light in the visible spectrum and Mie’s theory applies.

2.1.4 Image Recording

Historically, the first PIV recordings were made using photographic films. The films then had

to be digitised in order for velocity calculations to be performed. With the advent of digital cam-

eras the photographic film has been largely displaced. CCD and CMOS sensors have advanced

considerably and now offer similar resolution as the photographic film. Moreover, the frames

are directly stored into digital format thus simplifying the recording process considerably.

The choice of camera depends on the nature of the flow, desired resolution and illumination

conditions. Hain et al. [54] compared commercial CCD, CMOS and intensified cameras for the

purposes of PIV recording. CCD cameras outperform CMOS in image quality and should be

chosen when high spatial resolution is sought. CMOS cameras on the other hand are the pre-

ferred choice when high velocity gradients are expected as their frame rate is generally higher.

The use of an intensifier to amplify the light signal in low levels of illumination reduces the

spatial resolution of the system but it is usually cheaper then investing in a stronger light source

[54].

2.1.5 µ-PIV

Micro-PIV (µ-PIV) was introduced by Santiago et al. [125] in 1998 and considerable ad-

vancements have been made since then [75, 152]. While the underline principle of micro-PIV

is the same as its macro scale counterpart, the implementation of the method requires different

or additional equipment and special consideration is necessary in the selection of the various

components in order to increase the signal to noise ratio. A schematic of a typical PIV experi-

mental setup for micro-flows, or micro-PIV (µ-PIV) is shown in figure 2.1. Micro-PIV is based

on traditional PIV but uses a microscope objective for magnification and fluorescence particles

that emit at different wavelengths than the excitation source for an increase in the signal to noise

ratio. Volume illumination is used in micro-PIV, in contrast to the light sheet illumination used

in macro scale PIV, as it is difficult to create a very thin sheet and align it with the microflow

[89]. Therefore all the particles in the flow contribute to the light intensity of the recorded frame

and eventually to the cross-correlation function. The purpose of the objective is to provide the
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necessary magnification but also creates a focal plane that can be thought of as being the equiv-

alent of a light sheet. The particles that are further away from the focal plane are out of focus

and contribute less to the correlation function.

The second significant difference of micro-PIV is the use of fluorescent particles that when

excited by light emit at a different wavelength. Using a filter or a dichroic mirror only the emitted

light is allowed to pass through to the sensor in an effort to increase signal to noise ratio. Even

this measure is sometimes not enough and an intensifier is necessary despite the adverse effect

in spatial resolution. Due to the high magnification and numerical aperture the image formed

by the particles on the sensor is dominated by geometric optics rather than diffraction [75].

Figure 2.1: Schematic of a typical µ-PIV setup. A light source, usually a class IV laser,
illuminates the flow via an epifluorescent microscope module. The micro-flow is seeded with
fluorescent micro-particles that emit light at higher wavelength than that of the light source.

The particle emission is recorded on a camera. A synchronization device is used to control the
timing of the light source and camera exposure. The images are analysed in a computer. This

typical µ-PIV setup has been modified for the purposes of the current work, see figure 2.9.
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2.1.6 PIV image analysis and pre/post-processing

Image analysis

PIV analysis algorithms are well documented in the literature [1, 116]. The image acquisition

sequence generates a large number of image pairs. Since the frame rate and pulse separation

time are known, each pair of images may be spatially cross-correlated in order to calculate the

velocity vectors of individual particles within the field of view (FOV). Briefly, a pair of frames

is analysed in each step (figure 2.2). The images are divided into smaller Interrogation Windows

(IWs).7 The interrogation windows from the two frames are cross-correlated. The result of the

cross-correlation is the displacement of the sum of all particles inside an interrogation window

[64] and divided by the known pulse separation time the velocity vector is obtained. Other flow

parameters may be derived from the resulting velocity field.

Figure 2.2: PIV image analysis. Two frames separated by a know time ∆t are divided in IWs.
The cross-correlation of the IWs yields a correlation peak that corresponds to the particle

displacement. The result for a computer generated image of a Rankine Vortex is shown on the
top right.

7Unless otherwise stated, 64x64 px interrogation window with 75% overlap was used. With the current setup,
the velocity vector spacing obtained is approximately 9.2 µm.
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Here the analysis was performed with the open-source Matlab toolbox PIVlab.8 The soft-

ware was supplemented with vessel wall detection algorithms for masking the wall from the

PIV analysis and image filters for pre-processing the images in order to increase the signal to

noise ratio in the correllation plane. Moreover, the post processing of the resulting vector fields

was performed with a novel and robust method developed by Garcia [41].

Pre-processing

Image filtering may improve the signal to noise ratio in the cross correlation plane in PIV im-

age analysis. The filter used for pre-processing the lymphatic PIV images was developed by Gui

et al. [50].9 This filter is a combination of a 3x3 rectangular smooth filter and an unsharp mask

filter. The former removes single pixel random noise, while the latter removes low frequency

background noise. The filter coefficients are determined by equation 2.2 and further details on

the filter implementation are found in the original publication.

C(i, j) =


1
9 −

1
(2r+1)2

, if− 1 ≤ i ≤ 1 and− 1 ≤ j ≤ 1

− 1
(2r+1)2

, otherwise
(2.2)

An example of the cross-correlation result in the correlation plane, without any pre-processing

is shown in Figure 2.3a. Using the filter by Gui et al. [50] results in an increase in the signal to

noise ratio from approximately 1 (Fig. 2.3a) to 2.5 (Fig. 2.3b). A result of the application of

this filter in an image of particles within a lymphatic vessel is shown in figure 2.4b.

8http://pivlab.blogspot.co.uk
9Other filters were implemented in Matlab, based on the work of Deen et al. [27] and Honkanen and Nobach

[57]. The PIVlab filters were also tested. After sampling several frames, they didn’t show any benefit over the filter
by Gui et al. [50]. However, a rigorous analysis was not performed.
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(a) Correlation peak without filtering

(b) Correllation peak with using the image filter proposed by Gui et al. [50]

Figure 2.3: The use of filtering greatly improved the signal-to-noise ratio in the correlation
plane, from slightly larger than 1 (a) to 2.5 (b).
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Post-processing

In PIV, post-processing of the resulting vector field is neccessary, in order to remove outliers

from the results. PIVlab implements a number of post-processing options that are common in

PIV analysis such as the Standard Deviation Filter and the Local Median Filter [1, 116]. In addi-

tion, the user can manually reject a vector and allow the software to automatically interpolate the

missing data. However, the newly introduced filter by Garcia [41], provides the means for auto-

matically detecting and removing outliers from the velocity vector fields. This method, a least

square penalized method, was used in the post processing of all the image analysis performed,

as it requires no user input and greatly facilitates the post-processing of large data sets.

(a) Raw PIV image of lymphatic vessel. The flow is seeded with 1 µm particles. Red line denotes
the detected vessel inner wall. Due to the volume illumination of the flow, light scattered from out

of focus particles blurs the image.

(b) The above image after been processed with a combination of unsharp and smoothing filters
prior to PIV analysis [50]. Noise from out of focus particles is substantially reduced.

Figure 2.4: Raw PIV image in a lymphatic vessel with vessel wall detected (a)
Image after filtering (b)
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2.2 LED light source

The developed light-emitting diode (LED) light source utilises high-power white and monochro-

matic LEDs (CBT-90 white/green, CBT-140 white and PT-120 green) by Luminus Devices,

USA (www.luminus.com). The driving electronics are from the same manufacturer (DK-136M

development kit) and are capable of driving the LEDs with current pulses of up to 36A with

virtually any desired value of pulse duty cycle from 0 to 100%. Power is provided by a 650W

power supply (XP Power, Singapore). Control and synchronization of the source was imple-

mented with LABView and a National Instruments DAQ device (National Instruments, USA).

A 5 axes kinematic mount (EKSMA Optics, Lithuania) provides alignment of the LED with a

fibre optic cable which delivers the light to an inverted microscope (Zeiss). In order to increase

the light collection efficiency of the LED-Fiber optic combination, several lens combination

were tried and the best was found to be an aspheric condenser lens with numerical aperture

(NA) of 0.9, taken from an old microscope (Leitz Ortholux). Light was delivered either through

the microscope optical path, above the specimen or by placing the fibre optic at an angle with re-

spect of the specimen. The two former will be referred to as bright-field modes, while the latter

as scattering mode. Light power measurements were performed with a power meter (Thorlabs

PM100A/S120VC). A spectrometer (AVS-MC2000, Avantes BV, The Netherlands) was used to

measure the LED spectrum. A photo-diode (SM05PD1A, Thorlabs) was used to verify the time

response of the LED to the driving current pulses. In order to have increased frequency response

a 12V bias circuit was implemented based on supplier’s guidelines.

The LED light source was characterised in terms of LED power output and emission spec-

trum during Continuous Wave (CW) or Pulsed Mode (PM) illumination at different levels of

input current, pulse frequency and duty cycles. Figure 2.5 compares the energy per pulse of dif-

ferent LEDs of the same manufacturer that were tested, while figures 2.6 to 2.8 show the effects

of LED current, pulse frequency and duty cycle on the emitting wavelength.

The LED can operate in frequencies up to 3 kHz, with up to 36 A current pulses. The

time separation between two successive pulses can be as low as 5-10 µs. With this order of

pulse separation magnitude, and taking into account the one-quarter rule in PIV [153], in theory

velocities in excess of 100 mm/s can be measured at 20x magnification [22]. In practice, the

maximum velocity that can be measured also depends on the pulse high time duration, which in

turn depends on whether there is sufficient light intensity to provide enough contrast at a short
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Figure 2.5: Comparison of power output from two wihte LEDs. Measurement was performed
at the exit of a 6-foot long (1.8 m) fibre optic cable. A condenser lens (NA = 0.9) was located

at the LED-Cable interface.

time interval in order to eliminate particle streaking. In most cases the system could yield good

contrast with up to 50µs pulse duration which is sufficient for many flows of biological interest

besides lymph flow.

Figure 2.6: Wavelength shift due to increased current

The optical power output increased in a slightly non-linear manner as the control voltage
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Figure 2.7: Wavelength shift due to duty cycle increase

of the LED was increased. Figure 2.5 compare the different LEDs (white and green) from the

same manufacturer. As expected [156], due to their construction and materials, the LEDs central

emitting wavelength shifts to a lower wavelength as the LED current increases (Fig. 2.6). This

is most likely a thermal effect due to the increase in junction temperature, as Figures 2.7 and

2.8 show that the effect is less pronounced when the high time is altered at constant frequency

and current level, or when the frequency is modified at constant current level and duty cycle.

Wavelength shift is of importance in PIV measurements with fluorescent particles. The LED

emitted wavelength should be as close as possible to the absorption wavelength of the particles

to maximize the intensity of light emitted from the particles.

2.3 Experimental protocol

2.3.1 Vessel isolation

Experiments in lymphatic vessels were carried out in Texas A&M Health Science Center

at Temple, Texas. Messenteric lymphatic vessels were isolated from anaesthetized Sprague-

Dawley rats, following an established experimental protocol [26, 31]. The mesentery was ex-

teriorized following a midline abdominal incision and placed inside a bath of physiological so-

lution. Lymphatic vessels were identified, running along side the mesenteric arteries and were
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Figure 2.8: Effect of frequency on central wavelength shift

cleared of the surrounding connective and adipose tissue. The vessels were then carefully re-

moved and placed in a petri dish containing an albumin enriched physiological solution (APSS).

The chemical composition is given in Davis et al. [26] and the references therein. A suitable ves-

sel was then transferred to a specialized vessel chamber (CH-1, Living Systems Instrumentation,

USA, http://www.livingsys.com/) and was cannulated with resistance matched micro-pipettes.

The pressure was increased to 3 cmH2O and the vessel was observed for contractions. The

vessel chamber is shown in Figure 2.12.

2.3.2 Particle administration

Following the successful isolation of vessels, polystyrene micro-particles of 1 µm diameter

(Polysciences Europe GmbH, Germany) were either introduced into the upstream pipette with

the vessel uncannulated to avoid damage, or via an injection port (Figure 2.9b). In the latter

case the vessel was cannulated and was isolated by a 3-way valve to avoid damage during par-

ticle injection. Approximately 0.5 ml of particle solution was required; after initial trials 0.5%

weight-to-volume particle concentration was used in order to have 7-10 particles per interroga-

tion window, which is an optimum value in PIV [1]. Data on the refractive index of lymphatic

tissue are difficult to find in the literature, however Galanzha et al. [40] report a value of 1.38

for rat mesenteric tissue, which is close to the refractive index of water (RI = 1.33). The vessel
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bath solution has the same refractive index as the working solution and serves to compensate for

the distortion caused by the curved vessel wall [162]. Therefore the major source of refractive

index mismatch errors are likely to originate from the aperture on the vessel chamber bottom (RI

= 1.58) and the air objective used (RI = 1). Temperature was regulated at physiological levels

36− 38oC and pressure was adjusted by changing the height of the input and output reservoirs.

2.3.3 Micro-PIV setup

A µ-PIV setup was constructed around a Zeiss inverted microscope, following the guide-

lines available in the literature [1, 75, 116]. The setup used is shown in figure 2.9a. The most

significant difference with respect to a typical system, shown in figure 2.1, was the light de-

livery method. The vessel wall creates background noise and, as the vessel contracts, the wall

comes into focus at the 20x magnification used in bright-field illumination (Figure 2.11a). To

overcome this issue, instead of delivering the light via the epi-fluorescent module or from above

the specimen, it was delivered with a fibre-optic cable from above and at an angle of about 45

degrees with respect to the microscope stage. By means of this approach a greater amount of

light scattered from objects in the microscope focal plane, giving rise to greater contrast image

as shown in figure 2.11b. The low numerical aperture of the objective used (M = 20x, NA = 0.5)

ensured that stray light from the bottom wall was not significant.

The flow was seeded with micro-particles and the LED light source was used to provide

suitable short burst pulses to freeze the particle motion and avoid streaking. Images were taken

by a CMOS (or CCD) camera and transfered to a computer for analysis. Although, fluorescent

particles are commonly used in µ-PIV, in the present setup non-fluorescent 1 µm particles (den-

sity ρ = 1.05g/cm3) were used. The particle response time to acceleration, assuming water

properties at 37o for the solvent, is aproximatelly 0.08 µs and is considered to be low enough

for the flows under investigation in this study [116]. The particle frequency response is close to

unity, making them excellent tracers [1]. Their settling time is also long; it takes approximately

30 minutes for particles of 1 µm diameter to settle 50 µm, which is approximately the radius

of rat mesenteric lymphatic vessels [Polysciences]. This time is long enough compared to the

time scales of the flow and therefore gravity is considered to have insignificant influence in the

results.

Frame straddling is a method for increasing the temporal resolution of a PIV system and
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(a)

(b)

Figure 2.9: Experimental setup & Camera-Light synchronization.: (a) Typical µ-PIV setup. A
light source illuminates particles seeded in the flow, with high frequency pulses, through a

microscope objective. A camera captures images in synchrony with the light source which are
transfered to a computer for spatial cross-correlation analysis. (b) Injection port that was used
to deliver particles. A 3-way valve was used to isolate the vessel during particle injection for

protection against pressure.

is illustrated in figure 2.10. The light pulses are placed in such manner as to ’straddle’ the

interframe time, thus this becomes the limit of the temporal resolution. In modern high-speed

cameras this time is below 2 µs. The PIV pair of frames are acquired at half the camera frame

rate, but modern cameras usually have high enough frame rate to compensate for the loss in

acquisition rate.

2.3.4 Flow measurements

The vessel chamber was placed on top of an inverted microscope (Zeiss) and a Plan-Achromat

20x magnification objective was used (NA = 0.5). Light was delivered from on top of the spec-

imen and at an angle using a fibre optic cable (figure 2.12). The LED light source and camera
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(a) Example of frame straddling.

(b) Colour of signal from top to bottom: Yellow: Camera exposure signal; Cyan: Delay signal;
Magenta: Pulse trigger signal; Green: Photodiode response to LED pulses.

Figure 2.10: Frame straddling principle (a)
Frame straddling with a LED, demonstrated by an oscilloscope (b)

(a) (b)

Figure 2.11: Image of a lymphatic vessel and valve at 20x magnification: (a) brightfield and
(b) side-scattering illumination mode.
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were synchronized with a National Instruments DAQ device and LabView Software. A Phan-

tom V5.2 high-speed CMOS camera was used for image acquisition. Images were transferred

to a computer for analysis with PIV Software in Matlab (see section 2.1.1). The microscope

was placed on an air table for vibration isolation. To reduce vibrations and facilitate the table

top levelling, the light source was placed on the floor next to the table. On top of the table,

besides the microscope/camera and the vessel chamber, the standing reservoirs and the temper-

ature controller were also placed. Therefore the only source of vibration on the table was the

camera cooling fan, but this was unavoidable.10

Pressure was controlled by changing the height of the inflow and outflow standing reservoirs.

The height of the reservoirs was adjusted in such manner as to maintain constant transmural

pressure of 3cmH2O, unless stated otherwise. The axial pressure gradient was set to values of

-5, -3, -1 cmH2O, were lymphangions had to pump against pressure, 0 cmH2O and +1, +3 and

+5 cmH2O; in the latter case the contraction is not required to create or sustain the flow as it is

pressure driven.

Pressure gradient definition

The definition and sign of the axial pressure gradient adopted in this thesis, differs than the

standard terminology used in fluid mechanics. Axial pressure gradient in this context is defined

as ∆Paxial = Pin−Pout. Therefore, when the inflow reservoir is raised higher than the outflow

one, the pressure gradient is positive (favourable) and drives the flow. In contrast, when the

outflow reservoir is raised higher than the inflow one, ∆Paxial becomes negative (adverse);

forward flow, that is, flow along the direction of the vessel as allowed by the orientation of the

one-way valves, cannot be maintained by the axial pressure gradient.

In fluid dynamics, the axial pressure gradient is defined as dP/dx = Pout − Pin and has a

negative sign in the Navier-Stokes equations [59]; the Navier-Stokes equations for one dimen-

sional viscous flow with no external body forces is given below:

ρ
du

dt
+ u

du

dx
= −dP

dx
+ µ

d2u

dx2
(2.3)

10Some initial flow measurements were performed with the table not activated and with the light source placed on
the table. The light source enclosure contained 3 cooling fans that caused vibrations. Some interesting implications
of this are demonstrated in section 3.6.1
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Therefore, according to the sign convention in the Navier-Stokes equations, positive forward

flow occurs with a negative axial pressure gradient, as a fluid flows from a high towards a

low pressure ; backflow occurs at positive axial pressure gradient. Table 2.1 compares the

terminology adopted in this thesis with the fluid mechanic one.

Table 2.1: Comparison of terminology for the axial pressure gradient

Present terminology Fluid Mechanics Terminology Flow direction
Definition of ∆Paxial ∆Paxial = Pin − Pout dP/dx = Pout − Pin -
Sign when Pin is higher
than Pout

+ (favourable) - Forward

Sign when Pin is lower
than Pout

- (adverse) + Backflow

Most vessels were pre-conditioned prior to flow measurements, by cycling through different

transmural pressures 0-1, 0-3 and 0-5 cmH2O for 5 minutes. In some preparations a peristaltic

pump was used to circulate the bath solution, and this will be noted in the results chapter. The

pH after the experiments, which lasted at least 1-2 hours per vessel was measured in some cases

and it was found to be in the range of 7.4-7.6, that is, close to the physiological range.

Figure 2.12: Vessel chamber on microscope and light delivery

For each vessel, measurements were performed at different axial pressure gradients with

values -3, -1, -5, 0, +1, +3, and +5. Flow was measured for up to one minute at each value of

∆Paxial. In all cases images were taken 5 minutes after each pressure adjustment.

The camera was set at a specific frame rate, initially 250 fps, but later on this was dropped

down to 10-70 fps, as the high frame rate did not give additional information. The light pulse

duration was 50 µs and the pulse separation time was varied, so that the pixel displacement of

particles between two successive frames was about 5-10 pixels. In practice this was translated

in pulse separation times of 50 µs up to several ms for slow flows.
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Figure 2.13 gives a schematic of a cannulated vessel. Most measurements were taken from

the first lymphangion of the vessel; this part was termed ”A”. In one vessel, measurements were

taken from the second lymphangion in the series ”B”, as well. The distance of the pipette tip

to the first valve was 3 to 5 times the vessel End Diastolic Diameter (EDD) at least, in order to

minimize entrance effects. Arguably the second complete lymphangion of a cannulated vessel

is more representative of in vivo conditions. The micro-pipettes cause entrance effects that

dissipate along the vessel length and therefore it is preferable to perform flow measurements

away from the pipette tip. However, as shown in Section 4.2.7, Figure 4.5, due to the low

Reynolds number of the flow the entrance length was always less than half the vessel EDD

diameter. Given the fact that the distance of the first valve from the pipette tip was at least

3 times the vessel EDD it can be considered that the entrance effects have dissipated and do

not affect the measurements in the first lymphangion. The short entrance length of the flow

guarantees that measurements may be taken from a vessel containing only two valves, ie a

single complete lymphangion, provided that the distance of the first valve from the pipette tip is

sufficiently long.

Figure 2.13: Vessels containing 2, 3 or 4 valves (1,2 or 3 complete lymphangions) were
cannulated with glass micro pipettes and secured with sutures. The distance of the pipette tip to

the first valve was 3 to 5 times the vessel diameter at least, to allow for suturing and to
minimize entrance effects. The microscope objective was focused on the first lymphangion

(FOV - A). In one vessel PIV measurements were also taken in the second lymphangion (FOV
- B).

Table 2.2 provides a comprehensive list of the successful experiments with lymphatic ves-

sels and contains the experimental parameters and conditions. Each experiment has a number

indicated in the first column and the vessel number for each experiment is indicated in the sec-

ond column. The third column lists the average, or transmural pressure, of each experiment. In

all but one experiment the average pressure was maintained at 3 cmH2O. Measurements were

taken at different axial pressure gradient ∆Paxial. Negative value indicates that the outflow
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reservoir was set higher than the inflow, forcing the vessel to pump against a pressure gradi-

ent. Positive values indicate a favourable pressure gradient. Each measurement has a unique

identification (id) number; a total of 78 successful measurements were performed. The number

of valves of each vessel is also shown in the table. The vessels that were not pre-conditioned

are also depicted. Table 2.2 also depicts the activation of the air table and the perfusion sys-

tem, the animal gender and weight in grams. In all experiments, temperature was maintained at

physiological levels.

2.4 Estimation of lymphatic functional and fluidic parameters

2.4.1 Definitions of parameters

PIVlab, been a toolbox for flow measurements already provided the basic flow quantities that

can be derived from a typical PIV experiment such as velocity, vorticity, divergence, shear/strain

rate. Since these are only basic quantities, PIV lab was extended to provide more quantities of

interest in terms of fluid flow (Flow rate, WSS, pressure) and lymphatic function parameters

such as internal diameter, Ejection Fraction (EF), Contraction Amplitude (CAMP), Contraction

Frequency (FREQ) and Fractional Pump Flow (FPF). These quantities are defined as (see also

figure 2.14):

1. Ejection fraction11 EF = (EDD2 − ESD2)/EDD2

2. Contraction amplitude CAMP = EDD − ESD

3. Frequency of contractions FREQ

4. Fractional pump flow FPF = EFxFREQ12

11EDD = end diastolic diameter, ESD = end systolic diameter
12FPF gives the fractional change in lymphatic volume per minute[44]
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Figure 2.14: A typical lymphatic diameter tracing featuring 5 contractions cycles. One
contraction cycle is denoted, starting at the EDD (point 1) with the vessel contracting until its
ESD (point 2) and then passively distending back to the EDD (point 3). Contraction amplitude

is defined as the difference of EDD and ESD.
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Table 2.2: List of flow measurement experiments in lymphatic vessels

Experiment number Vessel number Pavg[cmH2O]
∆Paxial[cmH2O] 13

Number of valves Pre-conditioned Air table Perfusion Weight Gender-3 -1 0 1 3 5
1 1

3

1 2 3 4 5
3

NO

NO

NO

340

M
2

2 6 7 8 9 10 330
3 11 12 13 14 15

230
3

4 16 17
2

YES

5 18

4
6 19 20 21 22 23

3
360 F

7 24 25 26 27 28 29

YES

220

M

5
11 30 31 32 33 34

2

YES

30011 5 35 36 37 38 39 40
13

3

41 42 43 44 45
3

6
16 46 47 48 49 50 51

NO 14 290
17 52 53 54 55 56

7

20-Part A 57 58 59 60 61 62
4

YES
250

20-Part B 63 64 65 66 67 68
22 69 70 71 72 73

3
23 74 75 76 77 78 NO14

13The number contained in these cells is the measurement id number. The reader can refer to this table when reading the results of Sections 3.2, 3.3 and 3.4
14Due to problems in the temperature regulation of the bath medium, perfusion was stopped in order for the temperature to rise at 36-38 degrees. pH after experiment was about 7.6-7.7 at 19◦C.



2.4.2 Vessel wall detection algorithms

The contractions of the lymphatic collecting vessels, necessitate the use of a vessel wall

detection algorithm, so that the wall may be identified and removed from the analysis of PIV

images. Three different approaches were used and each has its advantages and disadvantages.

In all of the different wall detection implementations, Canny edge detection was used; a well

known and widely used algorithm. The differences of the methods lie in the way the images

were pre-processed prior to the application of the Canny edge detection in Matlab.

Thresholding and erosion

The simplest way of detecting the image is via image contrast thresholding. By appropriately

selecting the thresholding limit the internal contents in the vessel and the vessel wall appear as

a white area in the black&white images. The image is then eroded with an erosion tool size

approximately equal to the vessel wall thickness. The result of the erosion is that only the

contents of the vessel appear as a white area in the image. The application of the Canny edge

detection will result into two edges that are the vessel inner walls. Figure 2.17 shows an example

of the steps of the algorithm.

This approach is simple and very easily implemented in Matlab. It also has the lowest com-

putational time of the three different approaches. It has disadvantages however. Using erosion

with a fixed size erosion tool implies that the vessel wall is of constant thickness, which is not

always the case. Furthermore, the quality of the thresholding15 depends on the selection of con-

trast thresholding value and it was found during the application in lymphatic vessel images that

one single selected value may not work well for an entire data set from a single acquisition. De-

spite these drawbacks the success was high enough to allow for automatic vessel wall detection

and manual correction when necessary.

The first step, using contrast thresholding is shown in figure 2.17a. This step resulted

in the vessel wall and contents having equal grayscale value. The erosion step that followed

reduced the width of the white region in figure 2.17a by the width of the vessel wall. Finally the

result of the Canny edge detection is shown in figure 2.17b and overlayed on the corresponding

PIV image in figure 2.17c.

15Quality is defined as the ability of the thresholding to provide a uniform area of the vessel wall and contents
without gaps inside the vessel. When such gaps are present, they will be detected as edges and need to be removed.
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Figure 2.15: Erosion 3x3 square structuring element

(a) (b)

Figure 2.16: Erosion with a 3x3 square structuring element (a) Initial image and (b) Final
image.

Morphological operations - Erosion

Erosion is a morphological operation applied mainly to binary images [81]. Mathematically

erosion is an operator which when applied to a binary image, it erodes away the boundaries of

regions of foreground pixels. Foreground areas then shrink in size, while holes become larger.

Erosion is applied to an image by means of a structuring element; a typical 3x3 square element

is shown in Figure 2.15. An example of the application of this element in a binary image is

shown in Figure 2.16. The original image is shown in 2.16a. The structuring element is applied

in each pixel of the image. The effect of the structuring element is that any pixel that is not

completely surrounded by foreground pixels is replaced by 0, that is, it is made a background

pixel. The result to this operation is the erosion of the image boundaries and the final image is

shown in Figure 2.16b.
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(a) First step: Contrast thresholding

(b) Second step: Erosion and Canny edge detection

(c) Detection result overlayed on PIV image

Figure 2.17: Thresholding/Erosion Algorithm steps
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Mask filtering

A variation of the thresholding algorithm was developed to increase the robustness of the

vessel wall detection. Instead of directly thresholding the image, a mask filter was used to

create a uniform, in terms of contrast, image of the vessel wall and its contents [71]. The filter

size was the parameter of this algorithm. Afterwards the erosion step and Canny edge detection

were carried out as above. Figure 2.18 shows the intermediate steps.

Again this algorithm depends on the vessel wall thickness being constant, but proved to

be the more robust algorithm of those used in the present work. In most cases it was able to

automatically detect the vessel wall with reasonable accuracy without erroneous detection, but

at the expense of increased computation time; in fact this was the slowest algorithm requiring

1.5 sec on average, while the simple thresholding needed approximately 0.5 seconds. The third

approach, explained in the following section, required 1 sec on average to complete the calcu-

lation. The computation time is based on a Windows 7 x64 based PC with Intel Core 2 Duo

T9500 CPU and 4 GB RAM.16

(a) First step: Mask filtering and thresholding

16Windows 7 is a trademark of Microsoft Corporation. Core 2 Duo is a trademark of Intel Corporation.
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(b) Second step: Erosion and Canny edge detection

(c) Detection result overlayed on PIV image

Figure 2.18: Mask filtering steps
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Principal component analysis

This approach, while still using the Canny edge detection as a first step, did not make use

of contrast thresholding. The algorithm was developed by Dr. Cristos Diou, Department of

Electrical and Computer Engineering, Aristotle University of Thessaloniki, Greece. The details

shall be the subject of a future publication. Briefly the algorithm steps are the following steps:

1. Application of a Canny edge detector to identify candidate boundary regions

2. Application of Principal Component Analysis (PCA) [74] to identify the principal direc-

tion of the vessel

3. Rotation of the image so that the vessel is in the horizontal axis

4. Selection of the inner boundary regions above and below the centroid

5. Rotation back to the original image and display

The major difference of this algorithm is the use of PCA to determine the orientation of the

detected edges. In PCA a scatter matrix is formed for each edge using the pixel coordinates

[74]. If an edge is composed by n number of pixels with coordinates (xi, yi) then the scatter

matrix is computed by the following equations:

S =

s11 s12

s21 s22

 (2.4)

where

s11 =
1

n

∑
i=1,...,n

(xi − xm)2,

s12 = s21 =
1

n

∑
i=1,...,n

(xi − xm)(yi − ym),

s22 =
1

n

∑
i=1,...,n

(yi − ym)2,

xm =
1

n

∑
i=1,...,n

xi,

ym =
1

n

∑
i=1,...,n

yi
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The angle θ of each line is then from the first eigenvalue λ1 (larger) of the scatter matrix, while

the second eigenvalue λ2 is a measure for the straightness of the edge and is zero for an ideal

straight line. The equations for the angle and eigenvalues are given below:

θ = arctan
(λ1 − s11)

s12
(2.5)

where

λ1,2 =
1

2

{
s11 + s12 ±

√
(s11 − s12)2 + 4s212

}
(2.6)

After determining the edge orientation, the image is rotated so that the vessel longitudinal axis

is horizontal and the inner wall edges are determined by their distance from the image centroid.

This approach in wall detection is independent of the vessel wall thickness and offers a ro-

bust approach in case the vessel longitudinal axis deviates significantly from the horizontal. The

computational cost was between the previous two approaches based on contrast thresholding.

Figure 2.19 shows the algorithm intermediate steps. The first step of detecting all the edges

in the image, both internal/external vessel wall and edges due to the presence of particles is

shown in Figure 2.19a. After carrying out steps 2 and 3, the fourth step detects and removes the

external and internal (due to particles) edges, leaving only the internal wall edge in the image

which is rotated back to the original orientation (figure 2.19b). The resulting edge overlayed on

the PIV image is shown in figure 2.19c.
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(a) First step: detection of all edges

(b) Final internal edges detected

(c) Detection result overlayed on PIV image

Figure 2.19: Principal component analysis algorithm steps
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2.4.3 Contraction frequency

Estimation the frequency of contractions of the lymphatic vessels (FREQ) was performed

using open source Matlab code17 for detecting the maxima and minima of data series. With this

approach it was possible to get an automatic estimate of the frequency and greatly facilitate the

processing of large data sets.

The frequency of lymphatic contractions may change, even when the experimental condi-

tions remain constant, as figure 2.20 indicates, where the duration between two successive con-

tractions changes. The pattern is not always the same between vessels and it may also change

in reaction to the experimental conditions. This is evident in figure 2.20a and 2.20b, which

shows the contraction pattern of the same lymphangion at different axial pressure gradients. In

figure 2.20a at favourable pressure gradient a plateau is present at maximum diameter. On the

other hand, at the negative pressure gradient in figure 2.20d the plateau is not present and the

contraction pattern resembles a shark tooth.

Due to these variations, the algorithm used to detect the peaks and valleys faced difficulties

in accurately detecting the peaks just prior to each contraction. Figure 2.20 shows examples of

such problematic cases. Detecting the valleys showed no accuracy issues (figure 2.20d) as the

slope of the diameter curve changes abruptly in all cases. Therefore, it was considered to be

more accurate to measure the frequency by detecting only the valleys of each data series. The

frequency estimation algorithm was as follows:

1. All the valleys in a diameter trace were detected

2. If the number was less than two the frequency was given a value of NaN

3. If the valley number was two or three then the frequency would be equal to the reciprocal

of the time difference between the values (An average value was used when three valleys

were detected)

4. When more than four valeys were present, the first and last valley were discarded to

avoid the degenerate case shown in figure 2.20d, where the last contraction was not fully

recorded. The frequencies computed by each pair of successive peaks were averaged.

17(http://www.mathworks.co.uk/matlabcentral/fileexchange/25500-peakfinder)
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(a) Numerous contraction of almost constant
frequency. Peaks are correctly determined. However
the last contraction has not been recorded completely

and needs to be discarded.

(b) Only one complete contraction recorded. Peaks
are incorrectly identified.

(c) Numerous contractions recorded but with varying
frequency. The end of contraction during the second

to last plateu is incorrectly identified.

(d) Contraction pattern at negative pressure gradient.
This pattern has a more shark-tooth shape and the

plateau at the EDD is not present

Figure 2.20: Detection of maximum diameter for frequency calculation. The abscissa in the
graphs shows the number of pair of frames, not time.
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(a) Contraction frequency histogram. The most frequent occurring value of 6-8 bpm is within
physiological expected values

(b) Contraction frequency vs. axial pressure gradient

Figure 2.21: Contraction frequency statistics. Result is from automatic frequency calculation
using minima detection.
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Figure 2.21a shows the histogram of frequency and figure 2.21b shows the contraction fre-

quency grouped by axial pressure gradient, as calculated with the automatic frequency estima-

tion. For reasons explained later on, in section 3.6.1 the figures of this section show data of

frequency for measurements that had the air table activated.

Accuracy of automatic frequency estimation

The algorithm for frequency estimation greatly facilitates the processing of results, but it

is necessary to assess its accuracy. Unfortunately, the only way to determine the accuracy of

such an algorithm, is by inspecting all diameter tracings, manually extracting the contraction

frequency and comparing it with the value calculated by the algorithm. Manual extraction is in

itself, besides time consuming, subject to human errors.

After manual extraction for the contraction frequency, the values were compared with the

automatically calculated values. Figure 2.22 shows the same information as figure 2.21 but for

manual frequency extraction. The degree of accuracy of the algorithm is shown in figure 2.23,

where the relative error is plotted as a percentage. It is obvious that there are cases where the

automatic algorithm has a large error of 100%. This situation occurs when there are very few

contractions within a measurement (1-2) or when the lymphangion contraction frequency varies

considerably between cycles. The mean error however is 12.6% and the median value is 7.5%

and therefore the automatic algorithm is quite accurate most of the time.
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(a) Contraction frequency histogram from manual extraction. The results from the manual
extraction of FREQ are quite similar with those from the automatic estimation in figure 2.21a.

(b) Contraction frequency (manual calculation) vs axial pressure gradient

Figure 2.22: Contraction frequency grouped by the axial pressure gradient. Manual frequency
calculation using minima detection.

50



Figure 2.23: Relative error of automatic frequency calculation, using minima detection.
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A second attempt to automatically estimate the contraction frequency was attempted, using

Fast Fourier Transform (FFT), with an aim of improving the accuracy of estimation. The FFT

of the diameter vector tracing was calculated in Matlab. The DC term was dropped and the

contraction frequency was assumed to be equal to the first harmonic frequency. However, this

approach proved to be more inaccurate than the minima detection explained earlier. Figure

2.24 shows the relative error of the FFT approach with respect the manual frequency extraction.

The mean and median relative error are 45.9% and 20% respectively, values that are higher

than those obtained with the peak detection approach. The cause of this is shown in figure

2.25. A diameter tracing, which constitutes the original signal, is shown on top, the frequency

spectrum in the middle and the reconstructed signal on the bottom; 257 harmonics are required

to reconstruct the original signal. Due to the change of duration of lymphatic contractions, the

first harmonic frequency is not representative of the average contraction frequency during the

measurement time frame. The signal in the figure has 5 full contraction cycles per minute, but

the first FFT harmonic is at 16 bpm. Such changes in the time interval between contractions are

frequent in lymphatic vessels thus making the use of FFT for frequency calculation unreliable.

Figure 2.24: Relative error of frequency calculation with FFT.
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Figure 2.25: FFT spectrum and signal reconstruction. From top to bottom: Original signal of
diameter tracing in meters. FFT harmonics of diameter tracing. Reconstruction using 257

harmonics.
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2.4.4 Flow rate

Volumetric flow rate is not available in PIVlab. Hence, the toolbox was supplemented with

custom code for calculating the volumetric flow rate from the PIV results. The calculation was

performed with numerical intergration of the velocity profile at a selected cross section. It was

assumed that the vessel has a circular cross section with a diameter determined by the vessel

wall detection algorithm. Unless otherwise stated, a cross section in the middle of the FOV was

selected.

A theoretical flow rate was also calculated, by using the average PIV velocity at a given

cross-section and using the well known formula for laminar flow inside a circular conduit.

Qth =
π · r2i

2
· vavg (2.7)

2.4.5 Wall Shear Stresses

Wall shear stress (WSS) are a notoriously difficult parameter to estimate experimentally [120,

148]. The accuracy of the estimation dependes on the spatial resolution of the PIV experiment,

the accuracy of the velocity estimation, and the WSS calculation algorithm. In this particular

application accuracy in WSS estimation will depend heavily on the accuracy of the detection of

the vessel wall position.

PIVlab computes the shear rate with the simple Matlab function ’gradient’, without using a

particular fitting between velocity values. Multiplying the shear rate by the dynamic viscosity

will yield the shear stresses. However, this is a somewhat inaccurate method of estimating WSS

values. To overcome this software limitation, a more accurate method of estimating WSS was

implemented. From the velocity profile at the middle vessel cross section, four velocity vectors

were extracted from each vessel wall. A third degree polynomial was fitted at each wall and

WSS were calculated for each wall by calculating the slope of the polynomial at the wall. The

values of each wall were averaged to yield the WSS at the middle cross section.

In this implementation, the actual velocity from the PIV analysis at the wall was used; this

is generally non-zero and although this deviates from the no-slip velocity condition at the wall18

18Assuming no-slip boundary condition at the wall generally seems as a reasonable assumption. However, the
presence and magnitude of a slip velocity will depend on the wetting properties and micro-structure of the lymphatic
endothelial cells lining the vessel wall. To the author’s knowledge conclusive evidence on this do not exist in the
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it has been shown to yield better results than replacing the velocity value at the wall with zero

[66].

A drawback of the present WSS estimation is that it assumes that the normal to the vessel

wall is orthogonal to the main flow direction. This is not always the case with lymphatic ves-

sels due to the contraction and the fact that the vessel wall may not be straight. An improved

approach would need to determine the normal vector at the wall location were WSS are to be

computed and derive the velocity gradient with respect to this normal direction. This approach

was used by Poelma et al. [109], but was not implemented here and is left as future work.

Since the experiments were carried out at physiological temperatures of 36 − 38oC and

APSS is an aqueous solution it was assumed that APSS has the same properties as pure water at

the same temperatures. Density was assumed to be ρ = 993 kg/m3 and dynamic viscosity was

µ = 6.78× 10−4 Pa · s

The theoretical WSS, assuming fully developed laminar flow, where also derived from the

velocity measurement. The following equation was used from Dixon et al. [31]

τ =
2µ · vavg

d
(2.8)

2.4.6 Pressure calculation

It is possible to calculate the pressure in a flow field from PIV measurement data [1, 18, 116,

147]. Estimating pressure from PIV data is an ongoing research topic. The methods available

to date can be divided in two categories; on one hand pressure may be estimated by solving the

pressure Poisson differential equation [39, 76] with appropriate boundary conditions [48]. On

the other hand, taking advantage of the scalar nature of pressure, one can integrate velocity data

along different paths19 within the flow field [24, 51].

In the present work the method of integrating along paths was selected, mainly due to the

lower computational cost and because of the recent availability of open source Matlab tools.20

This method was developed by Dabiri et al. [24].

literature.
19These integration paths should not be confused with the term pathlines used in fluid dynamics (trajectories of

individual particles). Perhaps a better term is integration direction, however the term integration path is used in the
literature and has been adopted here [18].

20Queen 2.0 Pressure field calculation, http://dabiri.caltech.edu/software.html, accessed 20/05/2014.
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The direct integration methods for pressure estimation are based on direct integration of the

pressure gradient term in the Navier-Stokes equation which, for incompressible flow, is:

∇p = −ρ
(
∂u

∂t
+ (u · ∇)u− ν∇2u

)
(2.9)

Following equation 2.9, the pressure difference between two points x1 and x2 is given by:

p2 − p1 =

∫ x2

x1

∇pdx (2.10)

The method by Dabiri et al. [24] is an improvement of the standard path integration and includes

paths along the diagonal directions originating from points within the flow field (Figure 2.26).

Hence, eight values of pressure are computed for each point and the median, instead of the

mean, is selected as the estimated pressure value. The software is also capable of handling

masked regions by assigning a NaN value to those points. The median calculation in Matlab

ignores NaN values, effectively removing the effect from the result. It is noted that a limitation

of the method used is that the pressure estimation is relative to a zero reference pressure.

Figure 2.26: Integration paths. The method by Dabiri et al. [24] uses eight integration paths
that originate from the domain boundaries. Each path propagates towards the integration point
(xi, yi). Direction are from left (L), upper left (UL), top (T), upper right (UR), right (R), lower

right (LR), bottom (B) and lower left (LL). Image used with permission [24].
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Using a Matlab script, text files with the lymphatic µ-PIV results were written for input

to queen 2.0 which output was again written in text files. The results from the pressure field

calculation was read again with a Matlab script and pressure vs time and P-V plots could be

generated. In the present work, the temporal filter in queen 2.0 was activated; a few test cases

with temporal filter off, showed negligible differences and although temporal filtering increases

calculation time it provides smoother results.

Using the same Matlab code for finding the minimum diameter (section 2.4.3), each diam-

eter tracing was split into contraction cycles. A simple approach was used, where the ESD

diameter was detected and data ±2 s around each ESD were kept and considered to form the

contraction cycle. This approach was selected because the diameter tracing curves usually have

the distinctive plateau discussed in section 2.4.3. This feature makes it more complicated to find

the exact time of contraction start and finish. The time/diameter data of each cycle were used to

split the P-t curves in cycles and calculate the volume vs time. Thus it was straightforward to

plot the Pressure-Volume (P-V) curves of each contraction cycle.

The available P-V data made it possible to estimate the work done during the contraction

cycle. Work can be calculated by calculating the area inside the P-V loop with numerical in-

tegration. However, this proved to be a non-trivial mathematical problem, due to the shape of

the P-t curves, in certain cases, that made the P-V loop self-crossing, that is, the P-V loop is a

non-manifold geometry (see figures in section 3.4). Standard algorithms to compute the area

of a polygon in Matlab fail in the presence of self-intersections. The solution to the problem

was given by an open-source Matlab function by A. Owaid21 [7] that computes the area of any

loop, manifold or non-manifold, by converting the numerical data to pixel representation. This

algorithm was developed to calculate the area of hysteris loops that may self-cross and correctly

calculates the area enclosed by the P-V curves.

2.4.7 Wall radial velocity

The radial velocity of the vessel wall may also be computed using the diameter tracings,

by numerical differentiation. Differentiating experimental data suffers from noise amplification

due to the inherent noise of the input data. A method employing wavelet transformations for

performing a more accurate numerical differentiation has been employed. The method was
21http://www.mathworks.com/matlabcentral/fileexchange/33570-area-under-a-curve-calculation, accessed

05/07/2014
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developed by Jianwen et al. [60]. An implementation of the method in Matlab can be found

on-line.22

The ratio of the wall radial velocity to the fluid velocity can thus be calculated. In the work

by Dixon et al. [31] the fluid velocity was assumed to be greater than the wall velocity for most

of the duration of the contraction cycle. The results from the µ-PIV method described herein

can provide quantitative evidence that may, or may not validate, this hypothesis.

2.4.8 Filtering of time series

The resulting time series of data required filtering for removing high frequency noise. Fre-

quency was performed with a low-pass filter in Matlab, namely the Savitzky-Golay (S-G) filter

[126]. Unless otherwise stated, a polynomial order of 3 and a window size of 11 was used.

The S-G filter was preferred over a Butterworth low-pass filter as the latter exhibited edge ef-

fects. The S-G filter proved to be more tolerant in that respect. Figure 2.27 shows a comparison

of the two filters.

Figure 2.27: Comparison of low-pass filters for time varying quantities. The S-G filter performs
better than the Butterworth filter and does not exhibit the edge effect of the Butterworth filter.

22http://www.mathworks.co.uk/matlabcentral/fileexchange/
13948-numerical-differentiation-based-on-wavelet-transforms

58



Chapter 3

Results

3.1 µ-PIV measurements in lymphatic vessels - Qualitative obser-

vations

Contraction mode

The contraction mode of lymphangions is a matter of debate. Only limited evidence of peri-

staltic contraction similar to the oesophagus exist in isolated bovine lymphatic vessels [98]. The

term peristalsis, although clearly stated in numerous studies in isolated rat mesenteric vessels,

is usually used to describe the propagation of contraction from one lymphangion to the next and

not a true peristalsis.23

Experiments were focused almost exclusively in mesenteric vessels; in this case no evidence

of peristaltic contraction was found by visual observation of the recorded images. Rat mesen-

teric lymphangions appear to contract suddenly with the entire wall moving at same time, at

least within the limits of the temporal resolution at 500-1000 fps. However, one thoracic duct

preparation, clearly exhibited peristalsis, which is shown in video S1 of the supplementary ma-

terial. This video was acquired using CW illumination with the camera set at 500 frames per

second (fps), without imposing a pressure driven flow.

Valve Eddies

Eddies around the leaflets of a thoracic duct valve were recorded with the µ-PIV system.

Video S2 of the supplementary material shows such an eddy, recorded with CW illumination at
23Peristalsis is defined as a radial constriction that propagates in the axial direction
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1000 fps. The average pressure was set at 4 cmH2O and the flow was driven by an axial pres-

sure gradient of 1 cmH2O These eddies were first reported by Florey [36] in 1927 in guinea-pig

lymphatic vessels. Eddies around valve leaflets were also observed in mesenteric lymphatic

vessels. Video S4 and video S5 show recirculation at slight negative (−0.5 cmH2O) and posi-

tive (+0.5 cmH2O) pressure gradient, respectively, at 4 cmH2O average pressure, recorded at

500 fps in illumination. Quantitative observations of eddies in mesenteric vessels are given in

section 3.5.

Contraction effect on flow

Drawing from the knowledge of the function of the left ventricle (L-V), flow occurs during

contraction; pressure builds up inside the L-V, until the aortic valve opens (see figure 4.7). In

contrast, in lymphatic vessels contractions does not seem to promote flow directly. Evidence

already exists that during imposed flow the vessel active contraction inhibits flow [115]. An

example is demonstrated in video S3, of a mesenteric lymphatic at +0.5 cmH2O axial pressure

gradient and average pressure of 4 cmH2O. The vessel diameter reduces considerably and the

increased flow resistance stops flow completely, to resume as the vessel expands. The same

effect of contraction in flow is shown in video S5 of a valve at similar hydrodynamic conditions.

When the vessel is subjected to a negative pressure gradient, forward flow cannot occur

when the vessel is fully distended, since the upstream valve is closed. During contraction,

forward flow is again not observed (see video S5). It is only during the vessel distension towards

the EDD that net positive flow is seen. Once the EDD is reached flow again stops. Results that

quantify the effects of contraction in flow are given in the next section.
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3.2 µ-PIV measurements in lymphatic vessels - Quantitative obser-

vations

Using the developed µ-PIV system the temporal changes of flow velocity and flow rate dur-

ing contraction were determined for different values of input and output pressures gradient. The

figures in the following sections depict the diameter,24 flow rate, maximum velocity, and WSS

(experimental and theoretical) for different values of axial pressure gradient. These quantities

were derived at a location approximately equidistant from the valves of the lymhpangion within

the FOV at either end. Section 3.2.1 contains the results for positive pressure gradient, whereas

the results for zero and negative pressure gradient are shown in sections 3.2.2 and 3.2.3, respec-

tively.

Each sub-figure has a title on top of the graph which contains measurement information.

This information is, in order of appearence in the title: 1) Measurement id, 2) Vessel number

and number of valves in round brackets, 3) axial pressure gradient (∆Paxial) and 4) transmural

pressure (Pavg). Hence the hydrodynamic environment is depicted at the top of each graph, but

the reader may refer to Table 2.2 in Section 2.4.1 for the complete conditions of each measure-

ment present in the following sections. The flow rate plots also include the net volume of fluid

propelled by the vessel over the duration shown in each graph, calculated by integrating the flow

rate vs time curve.

3.2.1 Flow under favourable axial pressure gradient

Flow in lymphatic vessels where the pressure gradient is positive is thought to occur during

digestion.25 Evidence also shows that contraction is inhibited via a shear stress mechanism, as

it is no longer necessary to promote flow [44].

The results depicted in figures 3.1 through 3.8 show the effect of contraction on flow rate,

velocity and WSS calculated according to method presented in Section 2.4.5. There was no

evidence to suggest that, in the current hydrodynamic environment, contraction provided an

additional force assisting the net volumetric flow in the axial direction in any way. In fact, in

most cases contraction reduced flow rate substantially and even stopped flow completely (figure

3.2a).
24The diameter is always plotted using a dashed line; all other parameters are shown with a continuous line
25Dr D. C. Zawieja, personal communication
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Out of phase contractions of adjacent lymphangion are the most likely cause of the observed

reduction in flow rate (or velocity) during the end diastolic phase of the contraction cycle. Such

flow rate drops are show in figures 3.3a and 3.5a.

Contraction is associated by an increase in velocity in certain cases as shown in figures 3.6b

and 3.8b. However, this is not a general case and is not necessarily associated with an increase

in flow rate due to the increased resistance caused by the diameter reduction (figures 3.6a and

3.8a). Wall shear stress values derived from the PIV data are systematically lower than the

estimated theoretical value based on fully developed laminar flow (see Section 2.4.5 for method

of estimation). Several factors may contribute towards the degradation in accuracy of the WSS

estimation, such as the lower seeding density close to the wall that affects velocity estimation

and the fact that the PIV algorithm uses square IW despite the non straight vessel wall. The

degree of discrepancy is highlighted in figure 3.33.
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(a) Flow rate vs time and diameter vs time

(b) Maximum velocity vs time and diameter vs time

Figure 3.1: Time plots of fluid parameters Flow rate (a), Maximum velocity (b) vs diameter
(cont’d)
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(c) PIV derived WSS vs time and diameter vs time

(d) Theoretical WSS vs time and diameter vs time

Figure 3.1: Time plots of fluid parameters PIV WSS (c), Theoretical WSS (d) vs diameter
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(a) Flow rate vs time and diameter vs time

(b) Maximum velocity vs time and diameter vs time

Figure 3.2: Time plots of fluid parameters Flow rate (a), Maximum velocity (b) vs diameter
(cont’d)
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(c) PIV derived WSS vs time and diameter vs time

(d) Theoretical WSS vs time and diameter vs time

Figure 3.2: Time plots of fluid parameters PIV WSS (c), Theoretical WSS (d) vs diameter
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(a) Flow rate vs time and diameter vs time

(b) Maximum velocity vs time and diameter vs time

Figure 3.3: Time plots of fluid parameters Flow rate (a), Maximum velocity (b) vs diameter
(cont’d)
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(c) PIV derived WSS vs time and diameter vs time

(d) Theoretical WSS vs time and diameter vs time

Figure 3.3: Time plots of fluid parameters PIV WSS (c), Theoretical WSS (d) vs diameter
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Figure 3.4 shows the flow field for three different time steps for the lymphangion of Fig-

ure 3.3. In all time steps shown the vessel remains at the EDD. The axial pressure gradient

remains constant and therefore it should be expected that the flow field remains unchanged

through these time steps. At the first time step (Figure 3.4a) the maximum velocity is approx-

imately 21 mm/s. At the second time step (Figure 3.4b), the velocity drops to about 4 mm/s

despite the fact that the vessel remains at the EDD. The most likely explanation is that a lym-

phangion upstream/downstream and outside the FOV contracts, thus increasing the resistance to

flow. Then at the final time step (Figure 3.4c) the lymphangion that contracted out of phase has

distended, perhaps reaching its EDD,26 thus reducing the flow resistance and allowing the flow

velocity to increase again.

(a) Frame 437, time 38.7 s. The velocity is attains the maximum value (21mm/s). The vessel is
at the EDD.

Figure 3.4: The out of phase contraction of a lymphangion outside the FOV is the most likely
source of the change in velocity field demonstrated in this figure. The colour scale is in m/s.
Half the computed vectors are shown for clarity. Frames are also marked with a red line in

Figure 3.3 (cont’d)

26Although this is not certain
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(b) Frame 456, time 39.7 s. The velocity drops to approximately 4mm/s, however the vessel
remains at the EDD. This is most likely due to out of phase contraction of an upstream or

downstream lymphangion.

(c) Frame 484, time 40.6 s. At this time step the lymphangion that contracted out of phase has
most likely distended. Velocity increases again to 17mm/s. The vessel in the FOV remains at the

EDD.

Figure 3.4: The out of phase contraction of a lymphangion outside the FOV is the most likely
source of the change in velocity field demonstrated in this figure. The colour scale is in m/s.
Half the computed vectors are shown for clarity. Frames are also marked with a red line in

Figure 3.3
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(a) Flow rate vs time and diameter vs time

(b) Maximum velocity vs time and diameter vs time

Figure 3.5: Time plots of fluid parameters Flow rate (a), Maximum velocity (b) vs diameter
(cont’d)
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(c) PIV derived WSS vs time and diameter vs time

(d) Theoretical WSS vs time and diameter vs time

Figure 3.5: Time plots of fluid parameters PIV WSS (c), Theoretical WSS (d) vs diameter
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(a) Flow rate vs time and diameter vs time

(b) Maximum velocity vs time and diameter vs time

Figure 3.6: Time plots of fluid parameters Flow rate (a), Maximum velocity (b) vs diameter
(cont’d)
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(c) PIV derived WSS vs time and diameter vs time

(d) Theoretical WSS vs time and diameter vs time

Figure 3.6: Time plots of fluid parameters PIV WSS (c), Theoretical WSS (d) vs diameter
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Figure 3.7 shows the magnitude of the velocity within the same lymphangion as Figure 3.6,

during a contraction cycle. In Figure 3.7a the vessel is at the EDD and the maximum velocity is

approximately 7mm/s. As the contraction starts, velocity increases (Figure 3.7b). Contraction

continues and the velocity continues to increase (Figure 3.7c). Velocity magnitude then drops as

contraction continues towards the ESD (Figure 3.7d). During distension flow velocity increases

again (Figure 3.7e) towards the vessel EDD (Figure 3.7f).

(a) Frame 605, time 4.8 s.

(b) Frame 633, time 5.1 s.

(c) Frame 685, time 5.5 s.

Figure 3.7: Velocity field during contraction at ∆Paxial = 1 cmH2O. Scale in mm/s. Half the
vectors are shown for clarity. Frames are also marked with a red line in Figure 3.6 (cont’d)
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(d) Frame 721, time 5.8 s.

(e) Frame 857, time 6.2 s.

(f) Frame 910, time 7.3 s.

Figure 3.7: Velocity field during contraction at ∆Paxial = 1 cmH2O. Scale in m/s. Half the
vectors are shown for clarity. Frames are also marked with a red line in Figure 3.6
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(a) Flow rate vs time and diameter vs time

(b) Maximum velocity vs time and diameter vs time

Figure 3.8: Time plots of fluid parameters Flow rate (a), Maximum velocity (b) vs diameter
(cont’d)
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(c) PIV derived WSS vs time and diameter vs time

(d) Theoretical WSS vs time and diameter vs time

Figure 3.8: Time plots of fluid parameters PIV WSS (c), Theoretical WSS (d) vs diameter
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3.2.2 Flow with no axial pressure gradient

Figures 3.9 to 3.11 show the flow rate, velocity and WSS when input and output pressures

are set equal. The temporal variation of these flow quantities in this case change in comparison

with the results of the previous section. The fluid is stationary for most of the contraction cycle

and positive flow rate occurs for a short period of time and in certain cases positive flow occurs

only during the vessel passive distention (figure 3.9a). This is not a general case, however, as is

displayed in figures 3.10a and 3.11a. Inspection of the latter figure reveals that, in this case, that

largest amount of fluid volume is propelled during the distention phase, with the positive flow

rate during contraction been slightly smaller.

As in the previous section, contraction is associated with velocity increase. Whether the

flow rate increases during contraction depends on the increase of vessel resistance due to the

diameter reduction. PIV WSS appear again to be consistently lower than the theoretical ones.
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(a) Flow rate vs time and diameter vs time

(b) Maximum velocity vs time and diameter vs time

Figure 3.9: Time plots of fluid parameters Flow rate (a), Maximum velocity (b) vs diameter
(cont’d)
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(c) PIV derived WSS vs time and diameter vs time

(d) Theoretical WSS and diameter vs time

Figure 3.9: Time plots of fluid parameters PIV WSS (c), Theoretical WSS (d) vs diameter
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(a) Flow rate vs time and diameter vs time

(b) Maximum velocity vs time and diameter vs time

Figure 3.10: Time plots of fluid parameters Flow rate (a), Maximum velocity (b) vs diameter
(cont’d)
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(c) PIV derived WSS vs time and diameter vs time

(d) Theoretical WSS vs time and diameter vs time

Figure 3.10: Time plots of fluid parameters PIV WSS (c), Theoretical WSS (d) vs diameter
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(a) Flow rate vs time and diameter vs time

(b) Maximum velocity vs time and diameter vs time

Figure 3.11: Time plots of fluid parameters Flow rate (a), Maximum velocity (b) vs diameter
(cont’d)
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(c) PIV derived WSS vs time and diameter vs time

(d) Theoretical WSS vs time and diameter vs time

Figure 3.11: Time plots of fluid parameters PIV WSS (c), Theoretical WSS (d) vs diameter
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Figure 3.12 shows the magnitude of the velocity within the same lymphangion as Figure

3.11, during a contraction cycle. In Figure 3.12a the vessel is at the EDD and velocity is zero

since the axial pressure gradient is zero, as well. As the contraction starts, velocity attains the

maximum value, shown in Figure 3.12b. Contraction continues but the velocity drops to zero

as the vessel reaches the ESD, due to the increase in flow resistance (Figure 3.12c). During

distension flow velocity increases again briefly (Figure 3.12d) but starts to drop again and as the

vessel reaches the EDD, velocity becomes zero (Figure 3.12e).

(a) Frame 966, time 7.8 s.

(b) Frame 1022, time 8.2 s.

Figure 3.12: Velocity field during contraction at ∆Paxial = 0. Scale in mm/s. Half the vectors
are shown for clarity. Frames are also marked with a red line in Figure 3.11 (cont’d)
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(c) Frame 1120, time 8.8 s.

(d) Frame 1218, time 9.9 s.

(e) Frame 1390, time 11 s.

Figure 3.12: Velocity field during contraction at ∆Paxial = 0. Scale in mm/s. Half the vectors
are shown for clarity. Frames are also marked with a red line in Figure 3.11.

87



3.2.3 Flow under adverse pressure gradient

Figures 3.13 to 3.16, show the flow rate, maximum velocity and WSS during lymphatic

contraction at adverse pressure gradient. This hydrodynamic condition is thought to be the most

frequently occurring in lymphatic vessels during physiological conditions and in the majority of

different anatomical sites. An example is the lower limbs in humans [102, 103].

The flow rate waveform is similar to the one observed when no axial pressure gradient exists

(section 3.2.2). Net flow occurs during vessel distension and during contraction (figure 3.13a).

However, in figure 3.14a there is no positive net flow during contraction, but small negative back

flow, with positive flow occurring during vessel distension only.

In Figure 3.16a a different temporal variations of flow rate is depicted. The distinctive

plateau in the diameter is absent with positive flow rate occurring during contraction; during

distension reverse flow occurs due to the negative pressure gradient, however, midway to the

EDD the flow rate becomes positive. Prior to the vessel contraction sudden changes in flow rate

are observed. Unfortunately, due to the FOV restrictions it is not possible to see the contrac-

tile state of adjacent lymphangions, or the open/close status of the valves, in order to find the

underlying sources for these observations. PIV WSS are again lower than the theoretical value.
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(a) Flow rate vs time and diameter vs time

(b) Maximum velocity vs time and diameter vs time

Figure 3.13: Time plots of fluid parameters Flow rate (a), Maximum velocity (b) vs diameter
(cont’d)
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(c) PIV derived WSS vs time and diameter vs time

(d) Theoretical WSS vs time and diameter vs time

Figure 3.13: Time plots of fluid parameters PIV WSS (c), Theoretical WSS (d) vs diameter
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(a) Flow rate vs time and diameter vs time

(b) Maximum velocity vs time and diameter vs time

Figure 3.14: Time plots of fluid parameters Flow rate (a), Maximum velocity (b) vs diameter
(cont’d)
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(c) PIV derived WSS vs time and diameter vs time

(d) Theoretical WSS vs time and diameter vs time

Figure 3.14: Time plots of fluid parameters PIV WSS (c), Theoretical WSS (d) vs diameter
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Figure 3.15 shows the magnitude of the velocity within the lymphangion of Figure 3.14,

during a contraction cycle. In Figure 3.15a the vessel is at the EDD and the velocity is zero, as

there is the negative axial pressure gradient forces the upstream valve to close. As the contrac-

tion starts, velocity increases (Figure 3.15b). Contraction continues and the velocity becomes

zero again due to the increase in flow resistance, as shown in Figure 3.15c) where the vessel is at

the ESD. Velocity magnitude then rises as the vessel distends towards the EDD (Figure 3.15d).

The increase in flow velocity during distenstion is only brief and rapidly drops to zero as the

vessel reaches the EDD (Figure 3.15e).

(a) Frame 469, time 23.2 s.

(b) Frame 480, time 23.9 s.

Figure 3.15: Velocity field during contraction at ∆Paxial = −1 cmH2O. Scale in mm/s. Half
the vectors are shown for clarity (cont’d)
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(c) Frame 492, time 24.7 s.

(d) Frame 515, time 25.7 s.

(e) Frame 528, time 26.5 s.

Figure 3.15: Velocity field during contraction at ∆Paxial = −1 cmH2O. Scale in mm/s. Half
the vectors are shown for clarity.
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(a) Flow rate vs time and diameter vs time

(b) Maximum velocity vs time and diameter vs time

Figure 3.16: Time plots of fluid parameters Flow rate (a), Maximum velocity (b) vs diameter
(cont’d)
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(c) PIV derived WSS vs time and diameter vs time

(d) Theoretical WSS vs time and diameter vs time

Figure 3.16: Time plots of fluid parameters PIV WSS (c), Theoretical WSS (d) vs diameter
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3.3 Wall radial velocity

Figure 3.17 shows the diameter tracing and the ratio of wall radial to fluid velocity Vw/Vfluid

for four different vessels at different hydrodynamic conditions. The wall radial velocity may

exceed the fluid velocity during contraction.

(a) Vessel at negative pressure gradient, where the wall velocity is greater than the fluid during
contraction

Figure 3.17: Diameter tracing and wall-fluid velocity ratio for different hydrodynamic
conditions. (cont’d)
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(b) At zero axial pressure gradient the wall velocity is again not negligible

(c) The results of the previous subfigures cannot be generalised

Figure 3.17: Diameter tracing and wall-fluid velocity ratio for different hydrodynamic
conditions.
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3.4 Pressure estimation

This section presents Pressure-Time and Pressure-Volume curves during lymphatic contrac-

tion. The P-V figures show the positive work performed during lymphatic contraction, seen as

the area contained within the P-V curves.27 The shape, however, of the P-V curves does not

appear to have a consistent shape.

The pressure vs time and P-V curve for flow driven by a favourable pressure gradient is

shown in figure 3.18. The pressure curve exhibits two peaks, one during the vessel active con-

traction and a second during the passive distension. The dual peaks affect the shape of the P-V

loop curve and cause the loop to intersect itself (figure 3.18b). This is in contrast with the P-V

loops of the left ventricle of the heart found in physiology textbooks. However, it was found

that the dual pressure peaks are not always present during the lymphangion contraction cycle.

Figures 3.19 and 3.20 are two representative P-t and P-V results for zero axial pressure

gradient. Again the dual pressure peaks are observed in figure 3.19b, but are absent from figure

3.20b.

Finally, figures 3.20 and 3.22 show two representative cases for negative axial pressure

gradient. Dual peaks may or may not be presented, and figure 3.21b also demonstrates that the

P-V loop may not be self-intersecting, even in the presence of dual pressure peaks, depending

on the relative height of each peak.

27The contraction cycle number is denoted on the header of the P-V figures. The cycle EF is also denoted in the
header, while the work during the contraction cycle is denoted above the P-V curves
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(a) Pressure and diameter vs time.

(b) P-V cycle. The two pressure peaks are the cause of the P-V loop self intersection.

Figure 3.18: Pressure-Time & Pressure-Volume relationships at positive ∆Paxial. Note that
during the contraction cycle, two pressure peaks exist, one during contraction and one during

distention.
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(a) Pressure and diameter vs time.

(b) P-V cycle. The P-V loop is again self-intersecting.

Figure 3.19: Pressure-Time & Pressure-Volume relationships at zero ∆Paxial. The dual
pressure peaks are present in this case, as well.
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(a) Pressure and diameter vs time.

(b) P-V cycle, without self-intersection due to the absence of dual pressure peaks

Figure 3.20: Pressure-Time & Pressure-Volume relationships at zero ∆Paxial. The dual
pressure peaks are absent.

102



(a) Pressure and diameter vs time.

(b) P-V loop for the fourth contraction cycle

Figure 3.21: Pressure-Time & Pressure-Volume relationships at negative ∆Paxial. Dual
pressure peaks are present, but the P-V loop is not self-intersecting.
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(a) Pressure and diameter vs time.

(b) P-V cycle

Figure 3.22: Pressure-Time & Pressure-Volume relationships at negative ∆Paxial. Again dual
pressure peaks were found in this case; the results showed that self-crossing of P-V loop can

occur at any ∆Paxial.
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3.5 Flow pattern in lymphatic valves

The PIV system was able to resolve secondary flows in the regions behind valve leaflets in

rat mesenteric vessels (figure 3.23). Although vortex generation at low Reynolds number in

micro-flows may be unexpected from classical fluid mechanics theory, they do occur and have

been observed in micro-channel experiments as well [132].

The spatial resolution of PIV provides means of visualising and quantifying these flow struc-

tures with much greater detail than other flow diagnostic techniques. On closer inspection of

figure 3.23b, however, the velocity inside the valve appears to be zero; clearly this cannot be

the case. Arguably, this result may be due to geometrical asymmetries in the valve region. The

microscope optics were focused so that the image plane coincided with the mid-plane of the

straight vessel segment close to the valve; the plane of maximum velocity between the valve

leaflets may not necessarily coincide with the latter. Out-of-plane particle motion and noise

from the valve leaflets may also be additional factors affecting the measurement in this region,

Another example of recirculation around a valve leaflet is shown in figures 3.24a and 3.24b.

The vessel was placed in a Ca solution but was passive, most likely due to damage during

isolation, and it was subjected to positive pressure gradient of 2cmH2O at 4cmH2O transmural

pressure. The analysis was performed with 16x16 IW over the lower half of the vessel, to

reduce computational time. Only half the vectors are plotted for clarity. The visualization of

the flow field was done using the linear integral convolution (LIC) method [16]. LIC essentially

transforms a vector field in a texture map in order to reveal flow structures.
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(a) Streamlines identifying recirculation around the lymphatic valve. The vessel diameter upstream the valve is
approximately 102 µm

(b) Colormap of the velocity magnitude. The scale is in mm/s. The Reynolds number calculated upstream the valve is
approximately 0.5

Figure 3.23: Eddies forming around valve leaflets at an axial pressure gradient of 1 cmH2O at
a transmural pressure of 3 cmH2O. This measurement was performed in a non contracting
vessel and therefore the flow was at steady state. Approximately 100 pair of frames were

acquired and the analysis results were averaged. Only one half of the velocity vectors is plotted
for clarity.
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(a) Frame 1

(b) Frame 2

Figure 3.24: Another example of recirculation around valves at Pavg = 4 cmH2O and
Paxial = 2 cmH2O. Flow visualization with LIC. Half the image was analysed to reduce

computation time. Only one half of the velocity vectors is plotted for clarity.
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3.6 Statistical analysis

This section reports the statistical analysis of the results. Several parameters, fluidic and lym-

phatic, are reported in histograms and box-plots. The parameters are grouped by axial pressure

gradient and transmural pressure, as well as air table activation and preconditioning. In order

to analyze differences in the median values of different groups the Wilcoxon rank sum test has

been used. The significance level is 5%.

3.6.1 Contraction frequency

Figure 3.25a shows the histogram of lymphatic contraction frequency for the complete data

set. In initial trial experiments the light source was positioned on the same air table as the

microscope, with the table not activated. The light source enclosure contained 3 fans which

were a source of vibration and had an effect on the contraction frequency of lymphangions, as

figure 3.25b demonstrates. The effect of the air table activation on FREQ can also be seen by

comparing figures 3.25a, which shows the results of the entire dataset, and 2.21a which shows

only the the results with the air table active. The maximum contraction frequency drops from

22 bpm to 14 bpm when the table is activated. It is interesting that there is such a profound

difference between these groups.

This difference in contraction frequency was further investigated.28 The distribution shape

was investigated with an Anderson-Darling normality test. The test yielded a p-value of 0.875

and 0.603 for the two populations with table ’ON’ (n = 63) and ’OFF’ (n = 15), respectively,

therefore there are not enough evidence to support the hypothesis that the data are not nor-

mally distributed. Moreover, a Wilcoxon rank sum test on the two-samples, with table ’ON’ or

’OFF’,29 rejected the null hypothesis of equal medians.

Thus the difference in contraction frequency is statistically significant. Due to this result,

and unless otherwise stated, all other plots will contain only measurements with the air-table

active. After the table activation the light source was also removed from the table.

28The statistical tests were conducted on both the data sets with the automatic and manual frequency estimation.
The results and conlcusions were the same

29these samples can be assumed to be independent, since they were conducted with different vessels
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(a) Histogram of contraction frequency. Complete data set.

(b) Contraction frequency grouped by Air table activation. The effect of external vibrations is
evident

Figure 3.25: Contraction frequency statistics of complete data set.
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The dependence of contraction frequency on the axial pressure gradient for different vessels

is plotted in figure 3.26. The frequency of contractions of messenteric lymphatic vessels has

been shown to decrease with increasing positive axial pressure gradient [44]. Observing figure

3.26 is can be seen that in some vessels the contraction frequency drops as ∆Paxial is increased

from zero; however the opposite behaviour can be observed as well. Contraction frequency at

negative axial pressure gradient appears to be lower or equal than the value at zero ∆Paxial, in

all but one vessel.

Figure 3.26: Contraction frequency dependence on axial pressure gradient for 10 vessels. The
number in the figure legend is the measurement id number of table 2.2.
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3.6.2 Reynolds number

The Reynolds number of lymphatic flow is seldomly reported in the literature. Figure 3.27

shows the Reynolds number for different values of ∆Paxial. The maximum Reynolds number

observed was 10. In the study by Dixon et al. [32] the maximum Reynolds number reported was

5.

Figure 3.27: Reynolds number vs axial pressure gradient. The Reynolds number corresponding
to the maximum velocity is shown.
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3.6.3 Velocity magnitude

Maximum velocity is plotted in figure 3.28. It is observed that velocities of up to 54 mm/s

were recorded. At 20x magnification the temporal resolution necessary to measure such flow is

of the order of 100 µs [22]. Consequently, the development of a high-speed light source and the

use of frame-straddling are justified.

Figure 3.28: Maximum velocity vs ∆Paxial
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3.6.4 Velocity profile

Figure 3.29 shows the histogram of the ratio of the maximum to average velocity at a cross-

section in the middle of the FOV. It is interesting that in most cases this ratio is different than

2, or fully developed laminar flow. Since this is a low Reynolds number flow it is expected

theoretically that this ratio is equal to 2. However, this is not the case for all measurements;

deviation from the theoretical value may be due to experimental errors in velocity estimation

close to the wall and due to the irregular vessel internal geometry.

Figure 3.29: Maximum to average velocity ratio
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3.6.5 Flow rate

The relationship of axial pressure gradient and volumetric flow rate is plotted in figure 3.30a.

Flow rate increases with increasing ∆Paxial and the relationship of the median value and the

pressure gradient appears to be non-linear, indicating that the flow resistance varies non-linearly.

Increasing the transmural pressure appears to have little effect on the flow rate, however the

sample size for Pavg = 5 cmH2O is small. A Wilcoxon rank sum test fails to reject the null

hypothesis at the 5% level (p = 0.8097), hence the medians should be considered equal.

Figure 3.31 shows the theoretical flow rate, calculated using the average measured velocity

at a cross-section and assuming a parabolic velocity profile, as detailed in Section 2.4.4. The-

oretical flow rate magnitude is predicted higher than the direct integration of PIV data. Again

transmural pressure appears not to affect the flow rate (p = 0.7653)
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(a) Flow rate vs axial pressure gradient

(b) Flow rate vs transmural pressure

Figure 3.30: Flow rate estimated from the PIV data with numerical integration of the velocity
profile at a cross section at the middle of the FOV
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(a) Flow rate vs axial pressure gradient

(b) Flow rate vs transmural pressure

Figure 3.31: Theoretical flow rate (Sec. 2.4.4) vs axial pressure gradient and transmural
pressure. The average PIV velocity obtained from a cross section at the middle of the FOV was
used to estimate the theoretical flow rate which appears to be larger than the one estimated by

direct velocity profile integration
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3.6.6 Wall radial velocity

Figure 3.32 shows the median value of the ratio of wall radial velocity to fluid velocity,

grouped by the axial pressure gradient, for the entire experimental dataset. It is evident that

even the median values of this ratio can be close to unity at zero and negative axial pressure

gradient. It appears that the assumption of negligible wall radial velocity is not valid at these

axial pressure gradients, but is valid at positive axial pressure gradients.

Figure 3.32: Median value of wall radial to fluid velocity ratio, grouped by the axial pressure
gradient.
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3.6.7 Wall shear stresses

Figure 3.33 shows the relationship between the WSS (maximum value) and axial pressure

gradient, as it is calculated from PIV results (figure 3.33a) and laminar flow assumption (figure

3.33b). Table 3.1 presents the maximum, minimum and median values of WSS in tabular for-

mat. PIV derived WSS values are up to 58% lower than the calculated (theoretical) values.

Table 3.1: Min, Max and Median values of WSS for different values of ∆Paxial

(a) PIV WSS values in dyn/cm2

∆Paxial [cmH2O] Median Max Min

-3 0.12 0.13 0.06

-1 0.15 1.42 0.02

0 0.59 1.76 0.08

1 1.39 1.79 0.18

3 3.13 5.56 0.44

5 3.92 10.02 0.13

(b) Theoretical WSS values in dyn/cm2

∆Paxial [cmH2O] Median Max Min

-3 0.14 0.18 0.05

-1 0.46 2.84 0.02

0 0.98 2.97 0.18

1 2.24 2.59 0.29

3 6.21 8.8 1.159

5 7.64 13.77 0.23
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(a) PIV WSS

(b) Theoretical WSS

Figure 3.33: Comparison of WSS computed with Poiseuille assumption and the PIV data
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3.6.8 Ejection fraction

Ejection fraction is a lymphatic function parameter of interest and figure 3.34a and 3.34b

show its relationship with axial pressure gradient and transmural pressure, respectively.

(a) Ejection fraction vs ∆Paxial

(b) Influence of transmural pressure on EF. The medians of the two groups are considered equal at
the 5% significance level (p = 0.0813).

Figure 3.34: Ejection fraction (EF)
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Figure 3.35 shows the maximum (a) and minimum (b) diameter of the vessels grouped with

the transmural pressure. Maximum and minimum diameter vs ∆Paxial are shown in figures

3.36a and 3.36b, respectively. Maximum diameter is influenced by the transmural pressure, but

the minimum appears unaffected.
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(a) Maximum diameter vs transmural pressure. The medians are shown to be unequal with a rank
sum test (p = 0.0193).

(b) Minimum diameter vs transmural pressure. Not enough evidence are found that the medians are
not equal with a rank sum test (p = 0.736)

Figure 3.35: Effect of transmural pressure on maximum and minimum diameter
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(a) Maximum diameter vs transmural pressure

(b) Minimum diameter vs transmural pressure

Figure 3.36: Effect of axial pressure gradient on maximum and minimum diameter
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3.6.9 Contraction Amplitude

The contraction amplitude of the lymphatic vessel as defined in section 2.4.1 is a parameter

related with the pumping output of a vessel. Figures 3.37a and 3.37b show the variation of

CAMP with ∆Paxial and Pavg, respectively. Figure 3.38 demonstrates the relationship between

CAMP and EF for transmural pressure of 3 and 5 cmH2O.

CAMP is affected by axial pressure gradient and transmural pressure (figures 3.37a and b).

The effect of transmural pressure on CAMP is through an increase in maximum EDD of vessels,

as shown in figure 3.35a while the ESD remains relatively unchanged (figure 3.35b).

(a) CAMP vs ∆Paxial

Figure 3.37: Contraction Amplitude (Cont’d)
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(b) Effect of transmural pressure on CAMP. The medians of the groups are not equal
(p = 0.0165).

Figure 3.37: Contraction Amplitude (CAMP)

Figure 3.38: Relationship of CAMP and EF. Data for transmural pressures for 3 and 5 cmH2O
(red and cyan dots respectively).
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3.6.10 Fractional Pump Flow

FPF is an index of lymphatic vessel capacity; it combines the ejection fraction and frequency

of contraction [44]. FPF appears to be affected by both axial and transmural pressure, as shown

in figure 3.39, where the FPF is plotted against ∆Paxial and Pavg. The frequency from the man-

ual estimation30 has been used to calculate the FPF (see Section 2.4.3 on frequency estimation).

In terms of median FPF values, the maximum pumping efficiency appears to occur at zero axial

pressure gradient. Although the CAMP (figure 3.37) is higher at higher ∆Paxial the reduction

in contraction frequency (figure 2.22) compensates and reduces the FPF as ∆Paxial increases.

However, rank sum tests for the data of figure 3.39b do not provide statistical evidence that the

medians of the groups are not equal. Therefore, the medians of these groups should be consid-

ered equal. On the other hand, air table activation had an effect on FPF (figure 3.40) which was

confirmed by a rank sum test (p =5.3× 10−5).

(a) FPF vs ∆Paxial

Figure 3.39: Fractional pump flow index. Manual frequency calculation (Cont’d).

30Manual estimation denotes that the frequency of contraction was estimated by visual observation of the diam-
eter tracings
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(b) Effect of transmural pressure on FPF

Figure 3.39: Fractional pump flow index. Manual frequency calculation.

Figure 3.40: Effect of air table activation on FPF. The two samples do not have equal medians.
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3.6.11 Pressure and Work Done

Figure 3.41 shows the dynamic pressure relationship with the axial pressure gradient and av-

erage pressure. As the pressure calculated is derived from the velocity is it expected to increase

with increasing axial pressure gradient. No statistical significant difference can be inferred from

the data of figure 3.41b at the 5% significance level.

The relationship between contraction work and the hydrodynamic environment is shown in

figure 3.42. Figure 3.43 plots the contraction work grouped by air table activation. A ranksum

test fails to reject the null hypothesis, therefore the samples are considered to have equal me-

dians. Although the air table activation had a statistically significant effect on the median and

maximum value of contraction frequency, there are no evidence to show that this increase ma-

terialized in an increase of contraction work.

(a) Maximum Dynamic Pressure vs ∆Paxial. Pressure is given in logarithmic scale.

Figure 3.41: Effect of pressure conditions on maximum dynamic pressure inside lymphangions
(Cont’d).
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(b) Maximum Dynamic pressure vs Pavg . Pressure is given in logarithmic scale.

Figure 3.41: Effect of pressure conditions on maximum dynamic pressure inside
lymphangions.

(a) Contraction work vs ∆Paxial.

Figure 3.42: Work during contraction cycle (Cont’d).
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(b) Contraction work vs Pavg .

Figure 3.42: Work during contraction cycle.

Figure 3.43: Effect of air table activation on contraction work.
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3.6.12 Vessel preconditioning

Preconditioning has an effect on the mechanical properties of living tissues [20]. Hence

the estimated lymphatic functional parameters may show a dependence on the preconditioning.

Figure 3.44 shows statistical box-plots of pre-conditioning on CAMP, FPF, EF and FREQ. In

terms of significant statistical difference between the groups shown in the sub-figures of figure

3.44, a Wilcoxon rank sum test for CAMP and EF rejects the null hypothesis at 5% significance

level (p-value of 0.0195, 0.043 for CAMP and EF, respectively) and therefore the difference

observed is statistically significant. The rank sum test for FREQ and FPF, shows that the null

hypothesis cannot be rejected at the 5% significance level (p-values of 0.0639 and 0.7234 for

FREQ and FPF, respectively). On the other hand, contraction work appears to be affected by

pre-conditioning, with a p-value of 0.0018.
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(a) Effect of preconditioning on CAMP

(b) Effect of preconditioning on FPF

Figure 3.44: Effect of preconditioning on vessel functional parameters. Manual frequency
calculation (Cont’d).
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(c) Effect of preconditioning on EF

(d) Effect of preconditioning on FREQ

Figure 3.44: Effect of preconditioning on vessel functional parameters. Manual frequency
calculation.
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Figure 3.45: Contraction work grouped by preconditioning. The medians of the groups are not
equal (p = 0.0018).
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Chapter 4

Discussion

4.1 LED light source and optical setup

LEDs present a versatile, low cost, safer alternative solution to lasers for micro-fluidic flow

measurements. The use of LED micro-PIV systems in physiological flow studies is relatively

novel, and their potential has yet to be fully realised. The previous study by Willert et al. [156]

showed that the driving current can be increased dramatically, without damaging the LEDs.

Although the driving electronics limited the maximum current to 36 A, the development of

custom electronics that can pulse the LEDs with currents in the range of 200 A, will enable the

use of even shorter duration pulses and allow the measurements of even faster flows.

The results presented in the context of this dissertation are restricted to non-fluorescence

imaging. However, initial studies in our laboratory have shown that exciting fluorescent emis-

sion from micro-particles is feasible with LEDs; however the light pulse duration was signif-

icantly higher, or CW illumination was used, restricting the applicability to slower flows than

those expected in the lymphatics. Better performance can be obtained by optimizing the optical

setup (filter/mirror selection) and with specialized design of lenses and collimating optics at the

entry/exit of the fiber optic cable [19]. Furthermore, using blue LEDs and particles dyed or

conjugated with a specific fluorochrome matched to the emission spectrum of the LED, may

yield better fluorescent signal, as the blue LEDs by the same manufacturer have almost twice

the power output than their green counterparts [78] at half the pulse duty cycle. Moreover, us-

ing particles that are excited at lower wavelengths increases the spatial resolution of the system

[116].
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The apparatus and results of the present study are promising, and demonstrate, for the first

time, the feasibility of the µ-PIV technique to quantify the two-dimensional flow field within

contracting lymphatic vessels. The use of µ-PIV has greatly improved the spatial and tempo-

ral resolution with respect to previous work; the latter can be reduced down to 60 µs and at

20x magnification it is possible to measure flow velocities in excess of 100 mm/s [22]. In fact,

the temporal resolution achieved is at least on par, if not greater than, the temporal resolution

of time-resolved µ-PIV measurements in biofuids reported in the literature by Shinohara et al.

[132] (500 µs) Sugii et al. [134] (166.7 µs) and fails short only to high-speed laser based mea-

surements in engineering such as the work by Alharbi and Sick [4] (15-35 µs).31 Thus, µ-PIV

has the potential of becoming a valuable tool for studying the lymphatic system as the method

can be readily extended to in vivo flow measurements, provided there is optical access to the

vessels. More work will be necessary to that end however, as an appropriate route of particle

administration needs to be established. Cell trafficking studies are also possible using fluores-

cently tagged lymphocytes.

The system proved able to reveal flow patterns around valves, although this is a more chal-

lenging measurement than flow in straight segments. Flow around and inside valves is of inter-

est, as it has been shown that the endothelial cells produce Nitric Oxide (NO), a substance that

affects contractility. It is likely that there is a shear dependent mechanism that influences NO

production, which varies locally in lymphatic vessels [13, 157]. In order to quantify the complex

flow patterns present around valves, the apparatus may be extended to allow 3D characterisa-

tion of the flow field. Several different approaches to 3D µ-PIV exist, such as stereoscopic,

holographic and abberation based imaging. For a review of 3D implementations the reader is

referred to the review by Cierpka and Kaehler [22].

One drawback of the current setup, in fact of all µ-PIV and apparatus, is the restricted FOV

of the available microscope objectives. The magnification of the objective used, is the optimum

magnification for flow measurement based on the vessel average diameter of approximately 100

µm. Unfortunately, the resulting FOV at 20x magnification does now allow for simultaneous

imaging of adjacent lymphangions, may be contracting with completely different timing than

the observed lymphangion. Reducing the magnification will of course increase the FOV but the
31The light pulse duration used was 50 µs which reduced the minimum temporal resolution to 60 µs. When side

scattering is not necessary, e.g. in a micro-channel measurement, or if more electrical current is used to drive the
LED, the light pulse duration can be further reduced, thus achieving a temporal resolution comparable to laser based
measurements
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spatial resolution in the velocity calculation will decrease. In addition, larger diameter particles

may be needed which may cause issues depending on their settling velocity. Therefore the phase

difference of contraction and the effect on the flow cannot be studied with the current implemen-

tation, however recent advancements in Micro-electromechanical (MEMS) optics may offer a

solution to this problem [111, 151].

4.2 Analysis of Uncertainty

Quantification of PIV measurement uncertainty is a topic of ongoing research [69, 142].

Uncertainty in PIV has a number of sources; they can be divided into two major categories,

uncertainty due to the experimental setup and uncertainty in the PIV algorithm. The former is

mainly attributed to optical aberrations and light source timing uncertainty, while the latter is

due to the uncertainty in locating the particle displacement from a pair of images.

Another cause of uncertainty is due to particle dynamics. An important assumption in PIV

is that the particles faithfully follow the velocity of fluid particles that surround them. This is

not always the case, but measurements of compressible flows with high velocity gradients are

mostly affected. Hence, this source will be considered to be negligible. Brownian motion and

particle settling may become important in low Reynolds number flow; the error due to Brownian

motion will be considered here. That of particle settling is negligible during the measurements

(section 2.3.3). In the following sections, a discussion of the sources of error is given, with an

effort to quantify the uncertainty in velocity and other fluidic and lymphatic parameters.

4.2.1 Errors associated with the experimental setup

The estimation of experimental setup uncertainty follows the analysis by Lazar et al. [69].

The uncertainty on velocity caused by the experimental setup is given by:

εu =
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]
(4.1)

The first term in square brackets under the root represents optical uncertainty and the second

represents uncertainty caused in the light pulses and the pulse generator. Optical uncertainty is

due to the uncertainty of the calibration scale (first term in round brackets), the uncertainty of
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the calibration scale length on the sensor, due to calculation of the distance on the image and

the aberrations of the image (second and third term, respectively) and the error of the distance

of the image plane to the camera sensor. Table 4.1 gives the description of the parameters of

equation 4.1, their units, and their values.

Table 4.1: Assumptions on parameters for experimental uncertainty estimation

Parameter Symbol Value Unit Note
Calibration scale length l 0.5 mm Physical length of scale
Calibration scale image
plane length

L 872.17 px Measured on the image
in Matlab

lens focal length f 8 mm Typical value for M20x
objective

Distance from calibra-
tion scale to camera lens

λd ∞ mm The distance of the cal-
ibration to the camera
lens is of course finite,
however it is much larger
than l

Scaling magnification
factor

ψ 5.733× 10−4 mm/px Calculated from equa-
tion ψ = l/L [69]

Accuracy of scale wl 10 µm From microscope
micrometer scale speci-
fication

Depth of field DOF 8.3 µm Typical value for M20x
objective [1, 116]

Uncertainty of λd wλd 4.15 µm Assumed as half the
DOF

Uncertainty of L wL1 1 px Assumed value
Uncertainty due to image
abberations

wL2 4.36 px Assumed as 0.5% of L

Uncertainty of LED
pulse timing

wt1 2 µs Assumed to be the sum
of the LED rise and fall
times

Delay generator uncer-
tainty

wt2 10 ns Taken from TTL specifi-
cations

Particle velocity ũ 5-10 px/frame The maximum velocity
of particles between was
5-10 px to comply with
the PIV quarter rule. Us-
ing the calibration scale
and known ∆t velocity
can be converted to mm/s

Using the values of table 4.1 the uncertainty is plotted in figure 4.1a. It is estimated to be

in the range of 7 to 120 µm/s at high velocities (high ∆Paxial), while in low velocities (low

∆Paxial) the uncertainty would be in the range of 2.8 to 17 µm/s. This is a only a fraction of

the the velocities observed in the lymphatic µ-PIV experiments (figure 3.28); overall the relative
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uncertainty due to the experimental setup is in the range of 1 to 2.2%, as shown in figure 4.1b.

(a) Measurement uncertainty in maximum velocity

(b) Relative uncertainty in maximum velocity

Figure 4.1: Absolute and relative uncertainty due to the experimental setup
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4.2.2 Effects of optical setup on spatial resolution

The optical setup directly affects the attainable spatial resolution of the µ-PIV system [62].

In particular the selected microscope objective and camera pixel size determine the particle

diameter on the camera sensor. As a general guideline this diameter must be approximately 2-4

pixels; if the particle image size on the sensor is smaller than 1 pixel, then it will fill an entire

pixel but the exact location of its centre within that pixel cannot be determined, thus creating an

uncertainty on the displacement calculation between frames. On the other end, a large particle

image diameter on the sensor creates another problem. Large particle images may be divided

between IWs, reducing the spatial resolution. In this case the reduction in spatial resolution is

also a function of IW size; smaller IWs increase the error.32

The particle image size on the sensor, for a particle on the focal plane and assuming no

aberrations is given by Olsen and Adrian [100], which is in good agreement with experimental

results by Rossi et al. [123]

dτ =
√

(M · dp)2 + (2.44 · f#(M + 1)λ)2 (4.2)

where,M is the microscope magnification, f# = 1/(2NA) is the f-number,NA the numer-

ical aperture of the objective, λ the wavelegth of the light and dp the physical particle diameter.

For the current setup, M = 20, NA = 0.25, λ = 620 nm, pixel width 17 µm and dP = 1 µm,

which yields dτ = 66.9 µm. The pixel size is 17µm, thus the particle diameter is approxi-

mately 4 pixels on the camera sensor. Hence, the particle image diameter is within the empirical

estimate for optimum performance; the measurements uncertainty in particle displacement is

lowest in this case, approximately 0.02 px to 0.04,33 determined by Monte Carlo simulations

[116]. Bias error due to pixel-locking is also not present in the measurements under such con-

ditions [1].

There are several ways of increasing the spatial resolution.34 The resolution can be increased

by an image pre-processing filter that reduces the particle diameter [62], but in any case the

image diameter should not drop below 2-4 pixels. Using ensemble correlation, that is, averaging
32The random error on particle error location also increases linearly, at least with standard PIV cross-correlation
33Recent work by Sciacchitano et al. [129] actually shows that this error is lower in windows deformation PIV

algorithms, even below 0.01 px. PIVlab employs such an algorithm
34The term spatial resolution here refers to the accuracy in measuring the particle displacement between frames.

In PIV there is also a second aspect of spatial resolution, that is, the number of velocity vectors in the FOV. This is
influenced by the IW size and IW overlap. In this work approximately 10 vectors along the diameter are achievable
at the EDD.
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the correlation of several pairs of frames is not applicable when temporal variations of the flow

occur during the vessel contraction. Reducing the working distance of the objective can increase

the spatial resolution as is the use of high numerical aperture objectives. However, commercially

available microscope objectives with high NA, are also of high magnification, which reduces the

FOV. Moreover, the side scattering illumination configuration that removes the vessel wall from

the background is rendered ineffective; the large angle of light collection that comes with high

NA allows the light scattered be the vessel wall to be collected by the objective. This was verified

with a M40x, NA 1.3 objective. Alternatively, fluorescent imaging can be used, provided that

the light source is improved as recommended in section 6.1.

Finally, using a camera with smaller pixel size and larger sensor will increase the spatial

resolution and may also allow the use of smaller particles. The benefit of smaller particles (0.5-

0.75 µm) is that settling will be even less and for a given size of IW a larger number of particles

will be present, thus improving the cross-correlation procedure. Use of smaller IW may also be

possible, yielding a larger number of vectors per vessel diameter.

4.2.3 Numerical uncertainties

In section 4.2.1, equation 4.1 was used to quantify the velocity uncertainty due to the effects

of the experimental setup. In PIV the algorithm itself is a source of uncertainty, an uncertainty

that is related to the effects of the optical setup on spatial resolution discussed in section 4.2.2.

The uncertainty in estimating the particle position in each frame, obviously affects the estima-

tion of velocity through equation:

v =
∆Xp

∆t
(4.3)

The velocity in PIV is first order accurate35 , that is the particle displacement is divided by

the time separation of the two successive images. The error in ∆t is neglected for simplicity.

Hence the error in the velocity measurement is proportional to the error in estimating the particle

image displacement between frames.

Errors in PIV measurements can be divided into bias and random errors. Bias error is due

to pixel-locking which is not present in the measurements of the present work, as explained in
35Second order PIV algorithms do exist, but require the acquisition of triple-paired images to measure accelera-

tion
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section 4.2.2. The random error has been studied by Westerweel [154] and Sciacchitano et al.

[129]. The main sources of random errors are:

1. In plane particle displacement

2. Particle image diameter

3. Particle image density

4. Out of plane motion

The exact value of random errors is not a priori known in PIV measurements and they

depend on the choice of PIV analysis algorithm. PIVlab uses a algorithm which is more accurate

than a simple cross-correlation implementation. However, to the author’s knowledge, details

on PIVlab performance in terms of random errors have not yet been published by the software

developer.36 It is expected that the rms displacement error in PIVlab will be of the same order of

other window deformation implementations [129]. However, due to the lack in information, the

velocity error analysis has been performed with rms displacement error values for both standard

algorithms [1, 154] and window deformation (WD) ones [129].

The values of the RMS errors for the two different algorithms are shown in table 4.2. The

in plane velocity was assumed to be 5 px, the particle image diameter was 4 px and the image

density was taken equal to 10 particles per interrogation window. The value of out of plane

motion assumed for both the standard and WD algorithms corresponds to 40% out of plane

motion with respect to the light sheet thickness; this is perhaps too exaggerated for this case and

presents an upper limit value.37 Owing to the low Reynolds number of the flow the displacement

gradient error was assumed to be zero. The total displacement RMS error is assumed to be equal

to the square root of the sum of squares of all RMS error components. The velocity uncertainty

due to the PIV algorithm is thus given by:

εd =
∆XRMS

∆t
· ψ (4.4)

where ψ is the calibration factor to convert velocity into mm/s.
36http://pivlab.blogspot.co.uk/p/pivlab-documentation.html, accessed 22/02/2014.
37Strictly speaking there is no light sheet in µ-PIV, but the entire volume is illuminated. The light sheet thickness

can be thought of been formed by the focal plane of the microscope objective, which has a finite thickness. In µ-PIV,
out of plane motion will decrease in the correlation signal peak height [101]
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Table 4.2: RMS displacement error

RMS displacement error Standard Algorithm [1, 154] Window Deformation [129] Units
In plane displacement 0.15 0.02 px
Particle image diameter 0.08 0.01 px
Image density 0.05 0.01 px
Out of plane motion 0.1 0.08 px
Total RMS error 0.2 0.08 px

The results of the velocity error analysis is shown in figures 4.2a and 4.2b, for the Window

Deformation (WD) and Standard PIV algorithms, respectively. It is apparent that even standard

algorithms have exceptional performance and the error in velocity measurement is small.
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(a) Uncertainty due to particle location estimation, assuming WD PIV algorithm

(b) Uncertainty due to particle location estimation, assuming standard PIV algorithm

Figure 4.2: Uncertainty due to particle location estimation
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4.2.4 Random errors associated with Brownian motion

The error due to Brownian motion is of interest in micro-flows. Santiago et al. [125] has quan-

tified this error

εb =
1

u
·
√

2D

∆t

where u is half the maximum velocity [132],D is the Stokes-Einstein diffusion coefficient38 and

∆t is the pulse separation time. Figure 4.3 shows the relative error due to Brownian motion at

different axial pressure gradients. This error is negligible and this is not surprising as in general

Brownian motion errors become a consideration for particles smaller than 500 nm in diameter

and velocities below 1 mm/s [152].

Figure 4.3: Relative error due to Brownian motion with respect to ∆Paxial. Calculation based
on one half the maximum velocity.

4.2.5 Cumulative error in velocity determination

The total velocity uncertainty can be calculated from the square root of the sum of squares

of the uncertainties from all sources, which implies the assumption that all uncertainty sources

are independent. Thus the total uncertainty εt is given by:

38D = kBT
3πµdp

= 6.7 · 10−13 m2/s
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εt =
√
ε2u + ε2b + ε2d (4.5)

Figure 4.4 shows the total uncertainty calculated for the maximum velocity. At negative

axial pressure gradient the errors due to brownian motion dominate the relative uncertainty.

As the driving force of flow is increased particles are moving at higher velocities and are less

affected by Brownian motion; the low ∆t in this case increases the uncertainty of velocity

measurement. Overall, the total uncertainty is below 6%.

Figure 4.4: Total relative uncertainty

4.2.6 Effects of particles on viscosity

The addition of solid particles increases the viscosity of the APSS solution. The value of

viscosity is important in WSS and Reynolds number estimation. For a given volume fraction

φ of particles in a liquid the relative viscosity is given by Einstein’s equation for very low

concentrations [33] (cited in Mooney [90]):

µr = 1 + 2.5 · φ (4.6)
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and by the modified equation by Guth and Simha [52] (cited in Mooney [90]) which takes into

account particle interactions:

µr = 1 + 2.5 · φ+ 14.1 · φ2 (4.7)

The volume fraction was φ = 0.5% and substituting this value on the equations above yields an

increase in viscosity of 1.25% and 1.29%, for the Einstein and Guth/Simha model, respectively.

This increase was considered to be negligible and was not taken into account in the results

presented in chapter 3.

4.2.7 Fluid mechanical considerations

In general, the fluidic system is not expected to have a significant adverse effect on the accu-

racy of the measurements. There are, however, two aspects of the system that may have some

impact. First of all, the micro-pipettes used in cannulation of the vessels, although carefully

selected to have equal resistance, were slightly inclined towards the bottom of the vessel cham-

ber. This angle was approximately 5-8 degrees. However, the entrance length39 for the Re

number for these experiments guarantees the small entrance length (figure 4.5) of the flow and

it is expected that the disturbance of the micro-pipette in the flow is negligible at the site of

measurement which is at least one lymphangion length40 downstream of the inflow pipette.

The second cause of concern is the adjustment of the inflow and outflow pressures. This

was achieved by manually moving two reservoirs, supported by a string and pulley system.

This system was calibrated and a pressure scale was marked on it, but since the adjustment was

manual it is a source of operator’s error. The axial pressure gradient and average pressure are,

then, also random variables and not categorical as treated in the present context.

4.2.8 Errors associated with the uncertainty in diameter estimation

In order to quantify the error of the diameter estimation the same process as the frequency

estimation error must be followed, that is, the diameter is traced manually to establish the base-

line criterion for error assessment. The result of the automatic estimation is then compared with

the baseline. Ideally, this process should be performed for a large number of images for different
39Entrance length is defined as Le = 0.06 ·Re ·D for laminar flow
40The length of the rat mesenteric lymphangion is 8 to 10 times its diameter on average, that is, between 0.8 and

1 mm in length
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Figure 4.5: Entrance Length Le normalized with the EDD. The entrance length is less than half
the EDD of the vessels, that is approximately 50 µm. Therefore the distance of the

measurement plane from the inflow/outflow pipettes is large enough for entrance effect to
dissipate.

vessels and at different times during contraction. Given the fact that each PIV measurement con-

sisted of 300 to more than 1000 pairs of frames, this would have been a very laborious task. The

algorithm’s employed would have made this process even more time-consuming; since it was

necessary to mask the vessel wall, the entire internal diameter had to be detected. In contrast,

other algorithms [25, 72] track the diameter only at a narrow window selected by the operator.

A rigorous error assessment of diameter measurement uncertainty has not been carried out in

the present work. During image analysis the result of the vessel wall detection was overlayed on

the PIV image and the algorithm parameters were adjusted to qualitatively obtain a satisfactory

result. Examples are shown in figures 2.17c, 2.18c and 2.19c. The Canny edge detector is

considered to be one of the most accurate edge detection algorithms [108]. Assuming an error

of ±5 px41 in diameter estimation and given the range of minimum and maximum lymphatic

diameters (figure 3.36) is approximately between 40-170 µm (70-300 px) the relative error in

flow rate is (equation B.3) between 14% to 3% for 70 and 300 px diameter on the image plane,

respectively.

EF and CAMP are two other quantities affected by the diameter uncertainty. However, the
41Probably this is a very exaggerated value of error in diameter estimation
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analysis of EF and CAMP uncertainty is not straightforward, due to the fact that the uncertain-

ties of EDD and ESD are not independent [55]. The error in diameter depends on the selection

of parameters for the edge detector algorithm, which in the case of Canny edge detection con-

stitutes of the standard deviation of the Gaussian filter and two threshold values. The Gaussian

filter blurs the image and the threshold values determine whether a pixel is classified as edge or

background. The edges detected lie always on the same side of the true edge for a given set of

parameters for both the EDD and ESD.

4.2.9 Wall shear stress estimation

Wall shear stresses are a very difficult quantity to measure. Particle concentration is lower

close to the wall and the seeding becomes inhomogeneous. Reflections from the wall are also

present and cause noise in the PIV image. In the particular application the wall motion compli-

cates the WSS estimation even further. Techniques such as the single-pixel ensemble correlation

cannot be used; perhaps they can be of use only during the end diastolic phase of the contrac-

tion cycle, when the vessel is at its EDD. However, even when and EDD plateau is present the

diameter may increase slightly towards the start of contraction (See figures in section 3.2).

The difference in theoretical to experimental WSS depicted in figure 3.33 can be attributed

to a number of sources. First of all, the accuracy of WSS estimation depends on the accuracy of

the vessel wall detection. A thorough quantitative study of the accuracy of the algorithms has

not been conducted. Such a study has the same problem faced in the study of the accuracy of the

automatic frequency estimation, that is, there is no other method available, other than manually

locating the wall and comparing the manual observation (in itself not lacking of errors) with an

automated one. During, automatic masking, PIVlab was modified to show the result of the wall

detection on screen and through manual observation the algorithms appeared to have a good

degree of accuracy, at least qualitatively.

In addition, WSS estimation accuracy is affected by the choice of PIV correlation method

[63]. In fact, as shown by Kaehler et al. [63], window deformation based correlation methods,

as is the one employed, exhibit a bias error proportional to one-quarter of the IW size at the wall

and reduces to zero at a distance of half the IW size from the wall. This bias is systematic and

perhaps can be removed, but this has not been performed here.

Finally, the theoretical WSS value assumes a parabolic velocity profile with a ratio of max-
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imum to average velocity of 2. The PIV measured velocity profile maximum to average ratio

may deviate from this value, as shown in figure 3.29, and the reasons for this are most likely the

non-straight vessel wall, as well as experimental errors in velocity estimation near the wall.

4.2.10 Pressure estimation

The pressure estimation algorithm employed in the analysis of the lymphatic PIV data has

been characterized by the authors of the algorithm.42 The algorithm was characterised in terms

of global errors, boundary conditions/interfaces and spatial/temporal convergence and was shown

to behave quite well, with errors in the benchmark test cases of less than 10%. Higher errors

may occur in PIV measurements with very noisy velocity data, high gradients of velocity near

boundaries or out of plane motion; the data collected in lymphatics do not seem to be affected

by the aforementioned issues.

4.3 Vessel motions

Vessel motions along, about or orthogonal to its longitudinal axis may interfere with the µ-

PIV measurements. Vessels may exhibit axial motion along or rotation about their longitudinal

axis during contraction. It is also possible that the vessel moves orthogonal to the camera FOV.

Orthogonal motion of the vessel was observed in combination with rotational motion during

contraction. Rotational motion caused the most severe interference with the flow measurement,

due to the fact that the vessel wall came into focus and obscures particle visibility. When such

rotational motion was observed, the vessel was uncannulated and re-cannulated on one end in

order to relieve some of the residual stress in the smooth muscle fibres that may be introduced

during tightening of the sutures used in the cannulation. When it was not possible to reduce the

rotational motion to a degree that particle visibility was not obscured, these measurement were

discarded.

The code used to estimate the lymphatic and fluidic parameters did not account for vessel

motions; this is left for future work. Therefore it is expected that there will be an error associated

with vessel motions in those measurements were such motion is significant. Vessel motion may

be taken into account by employing advanced vessel wall detection algorithms that will be able

to detect vessel motion and not just the vessel inner wall boundary, as was done in this thesis.
42For further details see the work by Dabiri et al. [24] and the associated supplementary data.
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An alternative approach that may reduce the error in flow rate determination due to vessel

motion is to perform a Control Volume (CV) analysis over the FOV [59]. The CV approach is

defined by equation 4.8, which simply states that the mass balance entering and exiting the CV

from the Control Surface (CS) (left hand side) equals the rate of change of mass within the CV

(right hand side):

∫
CS

ρ(V · n)dA = − d

dt

∫
CV

ρdV̄ (4.8)

The approach used in this work (Section 2.4.4), that is, integrate the velocity profile at a

cross section in the middle of the FOV is simple in its implementation, but suffers from vessel

motion. Both approaches assume that the vessel has a circular cross section.
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4.4 Main findings of µ-PIV in lymphatic vessels

From the time series of fluidic parameters and lymphatic diameter presented in section 3

several observations can be made. At positive ∆Paxial the flow rate follows the diameter curve,

that is, contraction inhibits flow and distension allows fluid to pass through. Contraction does

not contribute to the net flow, a finding that is in-line with the observation of Dixon et al. [30].

The flow rate curve appears to follow the diameter tracing faithfully during distension or

contraction, as figures in section 3.2.1 demonstrate. In most figures in this section there is no

discernible time difference however between the diameter tracing and flow rate curves, however

figures 3.6a and 3.8a clearly shows a time lag between d and Q.

The method employed is also able to show the out of phase contraction of adjacent lymphan-

gions, albeit indirectly. By having an excellent temporal resolution, out of phase contractions

can be identified by a sudden drop in flow rate during the EDD phase of contraction. The

time lag between the Q and d curves during contraction may also be attributed to out-of-phase

contraction of adjacent lymphangion.

At zero pressure gradient there is no flow at the relaxed lymphangion state. Positive flow

occurs during distension and contraction. As figure in section 3.2.2 show the largest amount

of volume is pumped during distension and not during contraction. However, this is not a

general case, as there may be significant volume of fluid been pumped during contraction, as

well (figures 3.9 and 3.11a).

The shape of the contraction shows different patterns. During contraction at positive and

zero axial pressure gradient distension and contraction constitute a small amount of the overall

contraction period; the vessel remains at its EDD most of the time (plateau of diameter curve, see

figure in sections 3.2.1 and 3.2.3). In contrast, at negative ∆Paxial, the plateau may disappear

and the diameter curve attains a shark-tooth shape (figures 3.13 and 3.16). However, this is not a

general case and contraction with a plateau at the EDD is still possible at negative axial pressure

gradient (figure 3.14).

The necessary temporal resolution as a function of ∆Paxial is shown in figure 4.6. As

expected, the higher the flow driving force, the lower the temporal resolution has to be to capture

the velocity. It may also be observed that there is quite a large deviation of data from the

mean at each value of axial pressure gradient. This is due to variation of vessel diameter and

occasionally from lymphangion to lymphangion of the same vessel. It could be also attributed
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to the uncertainty in inflow and outflow pressure adjustment. Another potential source of this

variation is the cannulation micro-pipette resistance, but the experiments on lymphatic vessels

were carried out with the same set of resistance-matched micro-pipettes.

Figure 4.6: Temporal resolution with respect to axial pressure gradient

Figure 4.6 again shows the benefit of employing frame-straddling to measure the instan-

taneous velocity inside lymphangions The median ∆t is 10 ms for ∆Paxial = −3 cmH2O.

Without frame-straddling a camera at working at 100 fps would have been necessary. At this

∆Paxial this is not very restrictive, but with frame-straddling the velocity can be measured with

much lower fps, resulting into less data to process for a certain measurement duration, or al-

lowing PIV measurements for longer periods of time. On the other extreme, at high positive

axial pressure gradients, 10k fps would be necessary without frame-straddling, resulting in a

large number of pairs of frames and reducing the measurement duration due to camera memory

limitations. Thus, the method by Dixon et al. [30] would be challenged at high positive axial

pressure gradients; even at zero gradient a camera with 1000-2000 fps capability is generally

required. On the other hand this is not a concern with the current method, as the temporal

resolution is mainly limited by camera inter-frame time. Modern PIV cameras can achieve an

inter-frame time of the order of nanoseconds.

Finally, in sections 3.3 and 3.6.6 evidence were provided that invalidated the assumption of

negligible radial vessel wall velocity with respect to fluid velocity during contraction, at least
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for a range of hydrodynamic conditions. These conditions, at zero and negative axial pressure

gradient are thought to constitute the hydrodynamic conditions at which most lymphatic vessels

function in physiological conditions, although positive axial pressure gradient can occur during

digestion in the mesentery.

4.5 Correlation of results with lymphatic literature

As already discussed, there are only a few experimental flow measurement in lymphatic

vessels, therefore there is a limited amount of data that the results of the present thesis may

be compared to. The correlation with the previous studies by Dixon et al. [30] becomes more

complicated by the fact that the pressure gradient driving the flow is not known in the in situ

measurements. Moreover, lymph is a much more viscous fluid than the physiological solution

used in the µ-PIV experiments (1.5 cP for dog lymph vs approximately 0.72 cP for water [30,

65]). Therefore, although the results will be compared with the literature in this section, no

definitive conclusions can be made.

The average velocity in situ was found to be 0.9 mm/s and velocity peaks of 2-9 mm/s were

observed. The velocity was also found to be 180o out-of-phase with contraction. Much higher

velocities of up to 40-45 mm/s were recorded in the in vitro experiments at ∆Paxial = 5cmH2O,

as figure 3.28 indicates. However, the velocity versus time graphs presented in figures in sections

3.2.1 through 3.2.3 do not show the 180o phase difference reported by Dixon et al. [30]. The

average flow rate in situ was 14 µL/hr considerably lower than the 145 µL/hr (52.5 µL/hr

median value) measured in vitro (see figure 3.30).

Dixon et al. [30] found average values of WSS to be in the range of 0.4-0.6 dyn/cm2 and

peaks of 3-10 dyn/cm2 calculated assuming fully developed laminar flow, in situ. Assuming

laminar flow, WSS calculated with the present method can reach much higher values, as shown

in figures 3.33b and table 3.1b. Calculating the WSS directly from the PIV velocity field gives

significantly lower values on average than assuming laminar flow, but still the values obtained

are higher (especially peak values) than those reported by Dixon et al. [30]. Of course direct

comparison cannot be performed; whereas in this study there was control over input/output and

average pressures, there was no control or knowledge of these pressure values in the in situ

experiments.
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4.6 Correlation of experimental results with mathematical models

The experimental µ-PIV data can be used to validate mathematical models of lymphatic

system. The first model of a lymphangion and of the human lymphatic system is due to Reddy

and co-workers [117, 118, 119]. Direct comparison, however, cannot be made, as the data used

were not for rat mesenteric lymphatics, and no lymphatic diameters versus time were reported.

Since the pioneering work by Reddy and co-workers, mathematical modelling of collecting

lymphatic vessels, received little attention. Interest in mathematical modelling of the lymphatic

system has re-ignited recently, with several attempts of modelling lymphatic initial and collect-

ing vessels, reviewed in Margaris and Black [82].

The model developed by Macdonald et al. [80] shows results qualtitatively similar to what

was frequently observed experimentally at negative pressure gradients, that is, positive flow

occures during vessel distention and contraction. In fact, the characteristic pattern of the flow

curve depicted in section 3.2.2 is qualitative similar to the one obtained from the mathematical

model, assuming a very small phase difference in the contraction of adjacent lymphangions

[79]. When the phase difference was set to φ = π the flow rate changed, with no flow at all

during two successive contraction cycles. A similar behaviour was not observed during the

µ-PIV experiments.

Linear models, such as the one by Venugopal et al. [149], may not adequately describe the

Q − ∆Paxial over the entire range of ∆Paxial, as the relationship appears to be non-linear on

inspection of figure 3.30. A more complex model, based on the one previously mentioned, was

developed by Quick et al. [114]. The temporal pattern of Q is different from the experimen-

tal results, that is, there is absense of flow during distention. This may be due to the simple

description of the valves.

Bertram et al. [11] developed a non-linear lumped model with the valve function governed

by a sigmoidal function. Qualitatively, the results correlate with the experimental measurements,

although only a peak during distention is shown in the published results. However, this may be

only a matter of parameter selection in the mathematical model.
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4.7 Pressure and P-V loops

Using the developed flow measurement system the temporal changes of pressure and volume

were measured and it was thus possible to obtain pressure volume curves during the contraction

of lymphangions. Pressure measurement proved to be quite noisy in certain cases; an expected

result since experimentally measured velocity gradients are used to estimate pressure. However,

despite the noise, very interesting P-V curves were obtained. On inspection of the P-t and P-V

curves in section 3.4 in contrast with a typical cardiac cycle shown in figure 4.7, a fundamental

difference can be observed. Whereas in the cardiac contraction cycle only one pressure peak is

observed in the P-t curve, in most cases in lymphatic vessels, two pressure peaks exist, the first

during active contraction and the second during passive relaxation.

Perhaps the difference observed in the P-V loops of lymphangions versus left-ventricular

loops lies in the different timings of lymphatic and heart valves. In lymphangions, the one-way

valves open/close state is affected by contraction, due to local pressure changes or even perhaps

due to tension in the lymphatic wall. An example may be seen in video S5. Despite the fact

that the axial pressure gradient is positive, the valve closes during contraction. In contrast, in

the heart the aortic valve opens at the non-isovolumic contraction. In addition, the A-V valve

has the opposite timing to the aortic one; it is open when the aortic valve is closed, and closed

otherwise. In the rat mesenteric lymphatic vessels the evidence show that lymphatic valves

have similar timing to cardiac valves only when the afterload is elevated [26]. Moreover, each

adjacent lymphangion is likely to have the same mechanical properties as the one upstream;

therefore each lymphangion ‘empties‘ in a vessel upstream of similar structural properties. In

contrast the ventricle empties in the aorta, a structure with different temporal variations of vol-

ume elasticity43 during the contraction cycle [159].

This difference, which can be attributed to a different physiology between the cardiovascu-

lar and lymphatic system, does raise questions on the use of lymphatic functional parameters

defined in the same manner as the cardiovascular system. On the other hand, and despite the ap-

parent differences of mechanical properties between the lymphangions and the L-V, cases were

the P-V curve in lymphangions resembles that of the L-V have been found as in figure 3.20b.

43Volume elasticity is synonymous to the bulk modulus in engineering terminology
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Figure 4.7: Wigger’s diagram of cardiac cycles.44

a: Atrial contraction, c: Mitral valve bulging, v: Passive atrial filling.
P: Atrial depolarization, QRS: Ventricular depolarization, T: Ventricular repolarization.

1st: Sound from mitral valve closure, 2nd: Sound due to aortic valve closure.

44Image by DanielChangMD, who revised original work of DestinyQx (CC-BY-SA-2.5, http://
creativecommons.org/licenses/by-sa/2.5), via Wikimedia Commons. Image is re-used unaltered,
https://commons.wikimedia.org/wiki/File:Wiggers_Diagram.png, accessed on 03/08/2014.
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4.8 Effect of vibrations on lymphatic contractility

One of the most intriguing and also incidental finding from the experiments in lymphatic

vessels is the effect of vibrations on the frequency of contraction. Contraction frequency was

found to approximately double in the presence of vibrations (figure 3.25b).

This finding only became apparent after the entire set of experiments were conducted. Nev-

ertheless, the results presented in 3.6.1 indicate that statistically the difference in contraction

frequency is not random, but due to the air table been activated or not. The exact mechanism

remains unclear; presumably the vibrations cause micromotion of fluid inside the vessel which

in turn through a shear stress dependent mechanism activates the vessels and increases their

contraction frequency. However, this is only a speculation and a totally different mechanism

may be responsible for this behaviour.

Establishing the reasons behind the observed increase of frequency with vibrations is not

only of potential scientific interest but may also be harnessed for clinical purposes, that is,

increase the lymphatic drainage output for oedema resolution. Therefore, this is something that

deserves further investigation.
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Chapter 5

Conclusions

The results presented in this dissertation, demonstrate the practical application of µ-PIV in

measuring the flow field inside contracting lymphatic vessels and valves with high spatial and

temporal resolution, that was unattainable by previous studies. In addition, by utilizing LEDs

these measurements may be performed at a fraction of the cost of a laser light source, reducing

the risk of tissue thermal damage, as well.

In fact, our results indicate that the likelihood of significant damage to the vessel caused by

the LED is minimal. In our preparations the vessels attained a physiologic rate of contraction

of 6-8 contraction per minute on average. In any case the measurements were performed for

no more than 60 seconds at a time, due to camera memory limitations, with short duration light

pulses; a considerable amount of light is also lost in the optical system or absorbed from the

water bath. It had been possible able to keep the vessels functioning for up to 4 hours.

Accurately measuring the flow field in these vessels will provide insight into their function

by way of providing the means of quantifying the fluidic environment and correlating its effect

with changes in contractile behaviour. The in-vitro setup presented here can be used to study

the flow in these vessels, in a controlled hydrodynamic environment using constant inflow and

outflow pressures, as performed here, or by automatically adjusting the pressure by means of

servomechanisms. Moreover, the effect of other external stimuli can be studied, such as the

effect of temperature or chemical agents, under a controlled hydrodynamic environment; this is

not easily accomplished in an in-situ or in-vivo environment.

The µ-PIV experiments carried out revealed an interesting pattern in lymph flow rate. Other

studies have shown that as positive axial pressure gradient, contraction inhibits flow rate, but
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was somewhat unexpected to observe that at zero or negative gradient the largest fraction of

volume of fluid pumped by vessels may be during passive distension and not active contraction.

Lymphatic pumping has been characterised as been similar to that of the ventricle of the heart,

however the experimental evidence presented here does not fully support this theory.

The flow around lymphatic valves has also been visualised (and quantified) with the de-

veloped protocol. The detailed visualisation presented here has not previously appeared in the

literature. Unfortunately, for reasons related mainly to time and funding restrictions, the number

of experiments looking at flow around valves was limited, but the feasibility has been clearly

demonstrated. Hence, the present work paves the way for more detailed experiments looking

into the flow around valves, its potential mechano-biological effect or simply the estimation of

valve resistance, a very important parameter for mathematical models.45

With regard to the correlation of the present results with mathematical models of lymph

flow, it appears that simple linear models are not adequate to describe the lymphatic pumping

behaviour and more complex models are necessary.

The current system does have some limitations in terms of its hardware and software im-

plementation. The hardware implementation limits the FOV and the 2-dimensional nature of

the measurement limits the applicability of the measurement in the valve region, however these

issues may be somewhat alleviated with appropriate hardware and software. Micro-PIV is a

method that has received, and still is, a lot of attention in the scientific community. There are

numerous potential improvements of the system described here, both in terms of hardware and

software; these have been mentioned in chapter 6. Hence, the work done for this thesis, adds

another tool in studying lymphatic biology with a significant potential of improvement and ex-

tension.

In conclusion, the key objectives of this work have been met. The developed apparatus and

associated software was shown to be able to measure flow inside vessels and in the valve re-

gion of lymphatic vessels with great detail. It was also possible to extract important lymphatic

functional parameters. It was established that there is great potential in improving the system in

terms of hardware and software. Improvements in the latter will allow a second pass analysis of

the existing data gathered which may improve the accuracy of WSS and pressure, by using more

advanced algorithms. The experiments carried out, involved only the adjustment of the hydrody-
45Prof. J. Moore, personal communication
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namic environment, while other stimuli effects on lymphatic vessels were not investigated. This

was due to time and funding limitations. However, the data and results derived can serve as a

baseline for comparison with future experiments. Even so, the incidental finding of the effect of

vibrations on contraction frequency, which merits a more thorough investigation demonstrates

that the methodology employed can offer insight in lymphatic function. The method was not

applied in-situ or in-vivo, though, again due to restriction in terms of time and funding, but the

work reported in this thesis can serve as the starting point for such goals.

The research undertaken in the context of this PhD thesis has resulted into findings that have

not been reported previously in the literature or that are contradicting published results. The

author considers that this is the significant contribution of the present work.

In summary:

1. This is the first report of 2-D experimentally resolved flow fields within lymphatic vessels

2. Eddies around lymphatic valve leaflets have been resolved for the first time since the first

report by Florey [36] more than 80 years ago

3. Pressure-Volume relationships and work during active contraction are reported here for

the first time.46 The P-V relationships did not resemble the L-V ones, showing double

pressure peaks. Although, the physiological significance of this result is not certain at

present, the methodology established herein may be used to further investigate the pres-

sure in lymphatic vessels

4. The results on the ratio of wall radial velocity to the fluid velocity showed that the former

is not negligible with respect to the latter, especially when the lymphatic vessels face an

adverse pressure gradient, which is thought to be the more frequently occurring hydrody-

namic environment in-vivo

The incidental, and intriguing finding, that is, the effect of external vibrations on the con-

traction frequency, is added to the above findings and merits further investigation, which may

prove to be of clinical significance.
46Pressure in bovine and ovine lymphatic vessels has been reported previously by McGeown et al. [85] and

McHale and Roddie [87]. The pressure reported was inflow and outflow pressure of lymphatic vessels with several
valves, measured by means of pressure transducer. In contrast the pressure estimated in this context is the local
pressure within a single lymphangion. Moreover, the results of McGeown et al. [85] and McHale and Roddie [87]
were not presented in P-V loop format, nor was the work performed estimated
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However, this work did not only produce contributions in the knowledge of lymphatic bi-

ology and function under different hydrodynamic environments, but adds a methodology that

has extended capabilities over previous studies, has achieved its intended purpose at relatively

low cost, while at the same time is based at an established experimental method, namely, µ-PIV.

This is perhaps a significant contribution, that balances with those in the biological aspect of

this work, as µ-PIV is a method that is under continuous development and is been constantly

improved and extended both in terms of hardware and algorithms employed.
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Chapter 6

Recommendations for future work

6.1 Improvement of the optical system

There are a number of improvements that can be made to the optical system. The microscope

used for the lymphatic vessels experiments had a red dichroic mirror in from of the camera.

This mirror directed the red wavelengths towards the camera and the rest of the visible spectrum

towards the eyepiece. Therefore, a considerable amount of light power was not directed towards

the camera. In addition, imaging only red wavelengths reduces the spatial resolution due to the

higher wavelength. In µ-PIV systems it is common to use green fluorescent particles with a

green laser. These particles emit in the red spectrum therefore the current system suffers from

the same degradation of spatial resolution than any other µ-PIV system.

Still there will be more benefits gained, besides spatial resolution, by directing the entire

spectrum to the camera. Blue LEDs may be used; the blue LEDs from the same manufacturer

are almost four times more powerful than the other monochromatic LEDs. The white LEDs are

essentially blue diodes with a layer of phosphorus that is excited by the blue light and emits

light in a broader spectrum; the combined emission makes the LED light white to the observer.

During the development of the LED light source and the experiments in the lymphatic ves-

sels, several different microscopes and cameras were used in three different locations, Glasgow,

College station (Texas) and Temple (Texas). It was necessary for the light source to be flexible

and be able to couple with all the different systems. To accomplish this the light was deliv-

ered via a fibre-optic cable and this results into considerable losses at the cable itself and the

LED-cable interface. These losses may be reduced if the LED (with a heat-sink for cooling)
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is attached directly at the epi-fluorescent module of the microscope, with and appropriate lens

to collimate the light beam and direct it towards the microscope objective. This lens may be

selected from commercially available components, but a custom lens can also be manufactured.

Information can be found in the literature for designing a lens to take advantage of total internal

reflection and increase the amount of light collected from the LED [19, 91, 146, 158].

Finally, the driving current of the LED can be increased in the range of 200 A, with custom

electronics, without causing damage provided that the light pulse duration remains short. This

has been demonstrated by Willert et al. [156] and will allow the reduction of the light pulse

duration to measure faster flows and/or allow measurements of fast using fluorescent particles,

which has been unattainable with the current system.

6.2 Pressure adjustment system

One source of uncertainty in the measurements that should be removed in future experiments,

is the regulation of inflow and outflow pressure. In the present setup this was done by manually

adjusting the height of the inflow and outflow reservoirs. The reservoirs were supported by a

system of rope and pulleys. The pressure adjustment system had been calibrated previously.

Obviously, this method of pressure adjustment is susceptible to parallax error from the opera-

tor. Hence, the value of ∆Paxial in all the results presented here is not actually a categorical

variable, but it is a random variable with a mean and a variance. To alleviate this problem, an

electromechanical pressure adjustment system can be constructed. With appropriate design and

calibration the uncertainty in pressure setting can be minimized.

6.3 WSS estimation

WSS are an important physiological parameter, and the degree of accuracy of the estimation

is affected by both the experimental method/setup and the image analysis algorithm. By using

more elaborate techniques WSS estimation will certainly be improved. In respect with the

choice of experimental method it appears that, based on recent evidence [1], PTV methods can

be superior to PIV in the WSS estimation, for the same experimental setup (optical system,

sensor, magnification).

The setup used in the present work can be improved by using a camera with smaller pixel
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size while at the same time reducing the particle diameter, and increasing the magnification.

However, increasing the magnification to 40x will not allow the imaging of scattered light due

to the high NA of commercial microscope objectives, hence the vessel wall will introduce noise

to the images which in turn will have to be dealt with with appropriate methods [57]. The FOV

will also be reduced and it may not be possible to view the entire width of the vessel.

The images collected already may still contain information that has not been extracted yet

as a consequence of the software used. PIVlab analysis algorithm does not have means of

dealing with the curved boundary of the vessel wall. Taking into account the reduction of spatial

resolution close to the wall that is present in any particle tracing flow visualization method,

it becomes apparent that the accuracy of WSS estimation will suffer close to the wall. This

problem may be alleviated with the use of advanced PIV analysis methods that are specifically

designed to handle flows close to curved boundaries, such as the interfacial PIV method. In

interfacial PIV the images are transformed via a conformal transformation, such as that the

curved boundaries become straight. A one dimensional correlation is then performed on each

pixel line in the transformed images. Details of the method are found in Nguyen et al. [95, 96].

6.4 Lymphatic wall stress

In addition to the hydrodynamic stresses exerted on the wall, the tensile stress inside the

lymphatic vessel wall itself may be estimated from pressure by using the well known Laplace

Law for wall stresses in circular cylinders:

σw =
P · ri
dw

(6.1)

where σw, P , ri and dw are the wall stress, internal pressure, internal radius and wall thickness

respectively. This calculation can easily be performed with a simple extension of the rotation

algorithm for vessel wall detection. Recall that this algorithm can detect both inside and outside

vessel wall edges (figure 2.19a). However, in the current implementation the outer edge was

discarded which, in hindsight, was an oversight. By retaining this information the internal

diameter and wall thickness at any point along the wall can be calculated and used to estimate

the wall stress, potentially extending the developed system beyond flow measurements and into

tissue mechanics. Appendix A presents the wall stress per unit wall thickness and for a wall
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thickness is 16 µm as a first approximation, which will be improved when the wall thickness

is measured directly from the PIV data. Wall thickness may depend on the contraction state

of the vessels, as does in blood vessels [35], therefore the results presented in the appendix are

indicative only. It should be also noted that the validity of the Laplace Law for biological tubular

structures has recently been disputed [23].

6.5 Extension to in situ/in vivo measurements

The experimental method employed in this dissertation, although applied in in vitro experi-

ments, may be extended to in situ and in vivo measurements. As long as there is optical access

to the flow in question, and availability of tracers, µ-PIV may be applied with minimal modifi-

cation. The need for optical access may be alleviated by using ultra-violet or infra-red emission,

but the signal attenuation and loss of spatial resolution have to be considered, respectively. PIV

has been extended to echo-PIV using ultrasound. X-Ray and MRI implementations of PIV have

also been developed [38]. Tracers may be artificial, but immune cells can also be utilised, with

or without fluorescent tagging, and serve as flow tracers. Immune cells may not be the perfect

tracers due to their large diameter, however cell trafficking studies are important to study the

response of the lymphatic system to physiological and non-physiological stimuli and methods

such as PIV can be adapted to that purpose, thus extending the applicability of PIV to physio-

logical measurements.

The work performed herein was restricted to collecting lymphatic vessels, however there is

no physical restriction to the size of the vessels. With appropriate adaptation of the method in

terms of microscope objective magnification power and tracer size, this method can be applied

to initial lymphatic vessels and even perhaps to the more challenging problem of flow within

lymph nodes.
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6.6 System compliance

In the current experimental arrangement, the vessel was immersed in a bath physiological

solution with the surface of this bath open to the atmosphere. Hence, it was not possible to

control the system compliance. Such control may be implemented with the construction of

a specialized vessel chamber were the top bath surface may be sealed from the environment.

A hydraulic circuit may then be constructed that will allow for the regulation of the system

compliance.

6.7 Contraction work

The work done by the external forces on the fluid, that is, the contraction work may also be

computed by a CV approach. Such an approach is expected to be computationally less expensive

than the pressure estimation via numerical integration. The CV work estimation takes the form:

∑
F =

d

dt

∫
CV

VρdV̄ +

∫
CS

Vρ(V · n)dA (6.2)

where
∑
F is the resultant of all external forces. The product of the external force resultant

with the volume variation during contraction would yield the contraction work.

6.8 Valve resistance

The experimental results obtained can be used to develop/validate mathematical models.

One particular parameter is the valve resistance to flow, for which experimental results are not

available. Determining valve resistance is a very challenging measurement especially if one

desires to measure the resistance during the opening and closing of valves. That would require

an accurate and fast system for inflow/outflow pressure regulation that will work in synchrony

with the µ-PIV system. Such a system should be able to measure back flow inside a valve

during the fraction of time that the valve remains open when facing a negative pressure gradient.

Although this time is short, the author believes that this is within the capabilities of modern

hardware and with the appropriate resources available such a measurement is feasible.
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Appendix A

Lymphatic wall stress

As discussed in section 6.4 it would have been possible to calculate the wall stress σw of the

lymphatic vessel wall, using the law of Laplace, equation 6.1. The vessel wall thickness was not

calculated from the PIV images, therefore it is not possible to calculate the wall stress, figure

A.1 shows the maximum σw per unit wall thickness, as a function of the axial pressure gradient.

The figure also gives the value of stress, assuming a nominal wall thickness of 16 µm. The

average transmural pressure also contributes to the wall stress value, approximately by 1839

(3 cmH2O) and 3065 (5 cmH2O) Pa.

Figure A.2 shows the wall stress dependence on Pavg. Statistically it was found that the two

groups with different transmural pressure have equal medians. Moreover it was found that other

parameters, such us the air table activation did not affect the wall stress.
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Figure A.1: Lymphatic wall tensile test vs ∆Paxial as calculated using the Laplace law. On the
left the scale of stress is given as Pa per unit width of wall. On the right the stress in Pa is given

for a nominal lymphatic wall width of 16 µm. Scales are logarithmic.

Figure A.2: Lymphatic wall tensile test vs Pavg as calculated using the Laplace law. Scales are
logarithmic.
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Appendix B

Flow rate error

Flow rate is a derived quantity hence contains errors from other directly measured quantities.

Flow rate is a function of the diameter Q = f(d) and the error due to diameter uncertainty is

given by [139]:

δQ =
∂f

∂d
· δd (B.1)

For laminar flow, volumetric flow rate is given in terms of diameter d and average velocity vavg

Q =
π · vavg

4
· d2 (B.2)

Differentiating equations B.2 with respect to the diameter and substituting in equation B.1,

yields the relationship of the relative error δQ in terms of the absolute value of Q, diameter d

and diameter uncertainty δd

δQ

Q
= 2 · δd

d
(B.3)

Equation B.3 simply states that the relative error in diameter produces twice as much relative

error in flow rate estimation.
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Appendix C

Particle Tracing mode

Using Particle Tracing Mode (PTM) illumination, also referred to as Particle Streak Ve-

locimetry [133], the flow in the valve region was interrogated. Images of fluorescent emmision

of particles (3µm diameter) with long exposure times and CW illumination are shown in figure

C.1. Due to the long exposure time, particle images appear as streaks. The average velocity of

the particles as they travel through the valve region may be computed manually by measuring

the particle streak in the image using ImageJ.47

Measuring the differences in particle streak lengths it is seen that the velocity of particles

approximately doubles inside the valve, owing to their nozzle-like shape, but quickly reduces as

the particles exit the valve an enter the much wider sinus region downstream.

Only a few measurements of this type were performed; without an automatic method of

computing the velocity the task is too laborious and time consuming to be of practical use.

47http://rsb.info.nih.gov/ij/
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(a) Frame 1

(b) Frame 2
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(c) Frame 3

(d) Frame 4

Figure C.1: Result of particle tracing mode. The particle streak is initially located at the centre
and right of frame 1 and is denoted by a red line (a). As the particle enters the valve (b) the

streak increases in length indicating that velocity increases. At the valve exit the particle slows
down due to the expansion in diameter at the sinus region (c). The particle continues with

rougly the same velocity (d).
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Appendix D

Valve anatomy

Lymphatic valve anatomy differs from heart valve anatomy. Figure D.1 shows examples of

rat lymphatic valves. Figure D.1a is a 3-d valve image that was reconstructed from confocal

images by Davis et al. [26]. When a valve is viewed under a microscope in brighfield imaging

from direction A (Figure D.1a) it appears as in Figure D.1b, which shows a rat mesenteric valve

in the open and closed state. However, when a valve is viewed from direction B (Figure D.1a)

it appears as in Figure D.1c; the valve leaflets have a semi-lunar shape from this viewing angle.

The semi-lunar edge of the valve leaflet is highlighted in Figure D.1d for better clarity. Figure

D.1d also points the reader to the location of the buttress structure that connects the valve leaflets

to the vessel wall; there is one buttress structure at each side along direction A, but only one is

shown in Figure D.1d.

Due to the presence of the buttress structure the valve leaflets are rigidly attached to the

vessel wall. As a result the ratio of the valve open area to the vessel EDD is small, approximately

1:7. Lymphatic valves open/close with the leaflets stretching/collapsing along direction B.
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(a) 3-dimensional reconstruction of rat mesenteric lymphatic valve from
confocal microscopy.

(b) Open and close state of valve when viewed from direction A. Forward flow direction is from left to right.
Images taken at 10x magnification.

Figure D.1: Anatomy of rat lymphatic valves (Cont’d).
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(c) Valve from rat thoracic duct as viewed from direction B at 10x
magnification (See also supplementary video S2)

(d) Same as Figure D.1c, with the semi-lunar valve edge highlighted with a
red line.

Figure D.1: Anatomy of rat lymphatic valves. Subfigures (a) and (b) reprinted from Davis et al.
[26] with permission.
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Appendix E

Research Output

E.1 Journal Publications

Margaris, K. N. and Black, R. A. (2012). Modelling the lymphatic system: challenges and

opportunities. Journal of the Royal Society Interface, 9(69):601–612

E.2 Conference Contributions

Sep 2013 Bionegineering13, 6th annual symposium of the UK Bioengineering Society,

Glasgow, UK. “A Micro-PIV approach to flow measurements in lymphatic

vessels”

Aug 2013 19th Congress of the European Society of Biomechanics Conference, Patras,

Greece. “Development of a time resolved micro-PIV system for flow velocity

measurements”

Feb 2013 Universities of Glasgow and Strathclyde, Centre for Mathematics Applied to

the Life Sciences. Research Student and RA Meeting on Mathematical Mod-

elling in the Life Sciences. “Modelling the hydrodynamics/biomechanics of

the lymphatic system”
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[158] Winston, R., Miñano, J., and Benı́tez, P. (2005). Non-Imaging Optics. Elsevier Academic

Press.

[159] Wronski, T., Persson, P., Seeliger, E., Harnath, A., and Flemming, B. (2000). Coupling

of left ventricular and aortic volume elasticity in the rabbit. American Journal of Physiology-

Regulatory Integrative and Comparative Physiology, 279(2):R539–R547.

[160] Zawieja, D. C., Davis, K. L., Schuster, R., Hinds, W. M., and Granger, H. J. (1993).

Distribution, propagation, and coordination of contractile activity in lymphatics. American

Journal of Physiology, 264(4):H1283–H1291.

[161] Zhang, F., Niu, G., Lu, G., and Chen, X. (2011). Preclinical Lymphatic Imaging. Molec-

ular Imaging and Biology, 13(4):599–612.

[162] Zhang, Z. and Hugo, R. (2006). Stereo particle image velocimetry applied to a vortex

pipe flow. Experiments in Fluids, 40(3):333–346.

193




