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Abstract 

The development and growth of wireless communication for multi-hop communication, 

has led to many research works particularly in the area of Mobile Ad hoc Networks 

(MANETs). Despite a large number of investigative and development works on the 

subject, the research on MANET is considered premature and therefore, many issues 

need to be addressed. Naturally, the topology of MANETs is frequently changing, where 

nodes having different attributes and transmission capability, forming connections using 

limited resources. Such characteristic causes the network to be heterogeneous and as a 

result, routing paths between nodes can be formed via links that are both symmetrical 

and asymmetrical. The design of efficient and reliable routing schemes that can exploit 

and utilise all types of link is therefore, a major challenge in MANET. The key works on 

this research are to investigate the impact of unidirectional links on the routing path 

construction and to develop schemes to improve the performance. In the first part of the 

thesis, an investigative work using the AODV routing protocol is made. The link and 

routing path connectivity is thoroughly analysed with different propagation and mobility 

models.  The second part of the thesis presents the first proposed scheme, referred to as 

Dynamic Reverse Route (DRR), built upon the AODV routing protocol. Fundamentally, 

the DRR operation follows the base protocol but enhanced the routing mechanism in the 

presence of unidirectional links. The DRR is able to minimise the routing overhead 

incurred due to multiple route request broadcast and also rapidly constructs the routing 

path construction by allowing control packets to be propagated via unidirectional links. 

The third part of the thesis presents a new routing metric, formulated using the 

combination of three parameters; the highest received signal strength, the lowest path 

loss, and smallest number of hop count. Subsequently, the routing metric is implemented 

on the second proposed scheme referred to as AODV with path loss (AODV-PL) 

estimation technique. Unlike the first scheme, AODV-PL is a mechanism that addresses 
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the unidirectional link problem by detecting and avoiding links that are potentially 

unidirectional. A new performance metric is also developed known as the probability of 

route connectivity, which complements the analysis of link connectivity. Based on such 

metric, the routing performance can be measured in terms of the number of success to 

construct routing path. Typical routing performance analysis using packet delivery ratio, 

average delay, and routing load are also presented in addition to the probability of route 

connectivity. The performance differentials of each scheme are analysed using Network 

Simulator 2 (NS-2). Results from the simulation experiment show the superiority of the 

proposed schemes compared to the base protocol under varying cases of network 

scenario.  
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111...   Introduction 

The rapid development in wireless communication technologies and the increasingly 

cheaper costs of manufacturing radio components have led to a high surge of interest in 

wireless communication within the unlicensed frequency spectrum. Traditional wireless 

network such as Wireless Local Area Networks (WLANs) [1] have proven to be more 

reliable than MANET in providing high capacity network access via radio signal. 

Nevertheless, a particular shortcoming of WLAN is the need to have a centralised 

coordination function for assisting nodes with link setup and communication 

maintenance. Such restriction reduces flexibility. For this reason, an autonomous system 

is preferred, leading to the formation of wireless ad hoc networks. Such networks enable 

the communication path to be self-created by wireless devices
1
 using a set of protocols 

specifically design to adapt to the dynamic nature of the topology. Nonetheless, a key 

challenge in such a network is to devise efficient methods to ensure high route 

availability while incurring minimal disruption to packet transmission. The typical 

single-hop communication technique used in WLANs is no longer relevant in this 

situation and in turn leads to a new form, referred as multi-hop relay messaging. Data is 

propagated using successive cooperation between devices, allowing a source node 

located outside the transmission range of the destination node to communicate via 

multiple hops (links). Such technique is possible if nodes are equipped with an ad hoc 

routing protocol, where each node can serve as a router to forward packet on behalf of 

others. Such protocols effectively construct routing paths and also spontaneously detect 

broken links caused by wireless interference, nodes mobility, and radio propagation 

phenomenon. Many research project, which utilises ad hoc network approach have been 

undertaken. Examples of application are the Green Sensor Network for Structural 

                                                 
1
 Wireless devices, users, nodes, and mobile nodes are used interchangeably in this thesis.  
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Monitoring (GENESI) [2] and FLORA [3], which is a wireless sensor system for 

monitoring natural resources.  

1.1 Characteristics of Wireless Multi-hop Ad Hoc Network 

Indeed, there are many reasons wireless multi-hop ad hoc network should be explored as 

an alternative to the traditional network type. First, ad hoc networks can avoid 

bottleneck forming within cells and at gateways, a typical occurrence in WLANs when 

there is a sudden increase in the number of wireless devices. Therefore, expecting every 

node to exchange information over the infrastructure is not feasible. Second, the 

freedom to create and distribute information in an infrastructure-based network can be 

severely limited. Many centralised networks are subject to restrictions, where contents to 

be shared and published are filtered through the firewall. Third, the backbone devices in 

the infrastructure network are continuously consuming resources to disseminate network 

updates. Thus, energy utilisation is highly inefficient, particularly when the network load 

is low, i.e. when a small number of nodes are connected to the network. Finally, constant 

reliance on the infrastructure network to communicate reduces the flexibility for nodes 

to be mobile. In light of these points, the wireless multi-hop ad hoc network is clearly an 

appropriate choice for future wireless communication. The network offers flexibility and 

alleviates the issues as previously mentioned. 

1.2 Challenges in Wireless Multi-hop Ad Hoc Network 

The unique operation of wireless multi-hop ad hoc network presents several challenges. 

The flexibility of the network compromises the routing reliability and end-to-end 

services because of the dynamic network topology. When nodes are mobile, the impact 

to the network performance is more severe. The state of the link may constantly 

fluctuate, which mitigating against a stable communication path persisting for an 

extended period of time. The node’s movement pattern can also affects the network 

connectivity. For instance, nodal movement of a random fashion may result in a 

dynamic topologies, thus creating a non-durable communication sessions. By contrast, in 
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a network where nodes move in groups, the links are relatively unchanged, and as a 

consequence, the creation of long-lived clusters may occur. Additionally, a common set 

of protocols which nodes employ to establish communication may only be effective in 

particular scenarios but not others, resulting in performance inconsistencies. 

Furthermore, the wireless network extremely depends on the availability of radio signal 

to setup path. Severe interference, obstruction, and other environmental phenomenon are 

additional complicating factors to the network’s operation.  

1.3 Wireless Multi-hop Ad hoc Support 

Despite the challenges previously presented, a variety of current technologies exist that 

may provide a platform for wireless multi-hop ad hoc networking. The ad hoc mode, 

which is part of the service protocol offered by IEEE802.11b, can be exploited to 

operate multi-hop. Originally designed to setup point-to-point communication, the ad 

hoc mode can provide a service for future multi-hop communication. Another existing 

technology is the Bluetooth, which perhaps have a design that is more compatible with 

wireless multi-hop ad hoc approach. Other protocols such as ZigBee [4] are also 

available but these technologies do not attract as much attention from the research 

community. 

1.4 Research Motivation 

In light of the previously addressed issues and challenges, the focus of this thesis is to 

design and improve routing protocols for wireless multi-hop ad hoc networks, 

specifically the Mobile Ad Hoc Network (MANET). The routing protocol should be able 

to adapt to the limitations while providing reliable network performance under severe 

network conditions.  

Due to the broadcast nature of wireless communication, nodes within transmission range 

of each other compete for the available channels. Furthermore, the effective available 

bandwidth in this network is significantly lower compared to the nominal bandwidth 
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offered by the network hardware. The signal strength of packets received by a node is 

also significantly affected by changes in the signal to interference and noise ratio 

(SINR); a results of concurrent transmission by adjacent nodes and variations in signal 

propagation. These lead to packet loss, which is more severe when the receiver’s signal 

and the source of noise overlap in terms of frequency. Based on such constraints and 

other common issues on MANET, the general requirements for the design of routing 

protocol in this thesis are summarised as follows:  

• Low overhead: The routing protocol needs be able to reduce the routing overhead, 

particularly the number and the size of control packets. In addition, it is also 

important to minimise the number of times nodes forward data packets (by 

having shorter path), to conserve bandwidth and energy. 

• Adaptiveness: To enable efficient operation over various ranges of network 

conditions, the routing protocol needs to dynamically adapt to different network 

topologies and propagation conditions.  

• Resilience to loss: In the event of packet loss, the correct operation of routing 

protocol must be maintained. The probability of packet loss in the ad hoc 

network environment may be high, particularly when subject to broadcast 

packets. In addition, due to frequent link flaps, standard control flow 

mechanisms within the link layer may not be able provide sufficient reliability. 

Specifically, the research work in this thesis focuses on designing a routing scheme 

capable of efficiently handling unidirectional links. Underpinned by the principles that 

radio signal in wireless multi-hop ad hoc network is subject to severe SINR, nodes 

mobility, and non-homogeneous nodes properties, the link between nodes may not 

always be bidirectional. Surprisingly, many simulation studies fail to consider such a 

key issue and subsequently draw conclusions on the basis that a network is 

homogeneous. Furthermore, it is often conjectured typically, that every node uses a 

single type of networking technology, e.g. IEEE 802.11b, and that radio signals all have 

the same strength. Such assumptions are not true. In fact, an important characteristic of 
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wireless communication is the heterogeneity. Different wireless technology may 

interoperate by using a bridge access point, for instance between ZigBee and WiFi [5]. 

Perhaps in the near future interoperability between technologies may also include other 

wireless technologies such as Wireless USB (WUSB) [6]  and WiMax [7].  

The effect of heterogeneity in a network leads to irregular connectivity between nodes, 

causing the formation of unidirectional link. Figure 1.1 shows the difference in link 

distribution between homogeneous and non-homogeneous network in terms of 

transmission power. Although the node distribution is varied (due to different seed), the 

node density in both Figure 1.1a and Figure 1.1b are similar. Clearly, the network in 

which the property of radio signal is varied (Figure 1.1b), exhibits more isolated node 

compared to those that are set with identical radio power (Figure 1.1a). The lines 

connecting the points, i.e. nodes, refers to link establishment. Therefore, when multiple 

connections are created between the nodes, the line intensity increases.  

 

              (a) Equal transmission power                        (b) Non-equal transmission power 

Figure 1.1: Network connectivity [8] 
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As a consequence of high costs and the inherent difficulty (and lack of flexibility) to 

build a real-scale wireless multi-hop network, the research work in this thesis is based 

upon network simulations. It is shown in some papers that network simulations packages 

are the most commonly used option to study the performance of such networks [9]. 

Indeed, simulators may not be always able to evaluate the network performance, but 

with careful selection of model and parameter settings, the credibility of simulation 

output can be improved. For instance, most studies on mobile ad hoc networking use the 

random waypoint as a reference for node mobility [10]. But recent studies have shown 

that the random waypoint mobility model fails in reproducing human mobility in 

realistic manner [11][12][13]. Moreover, the simulation settings generally used in 

experimentation often favour the execution of protocols. When using other realistic 

models, which will be presented in Chapter 4, the protocols behave differently.  

1.5 Research Contributions  

In this thesis, two different routing schemes capable of forming routing path in severe 

network connectivity caused by unidirectional links are presented. Each scheme has a 

unique approach to handling such links. The mobility and radio propagation could affect 

network connectivity, therefore, prior to the evaluation of the proposed schemes, several 

models are studied and compared by simulation. Models that are deemed relevant for the 

analysis of unidirectional link are selected and used for simulation experiment in 

subsequent chapters of the thesis. The following summarises the major contributions in 

the research work: 

• A comprehensive analysis of network connectivity by way of simulation is 

presented. The quantification of network connectivity is conducted over several 

types of mobility pattern and different signal propagation, which generate 

sufficient variation of network scenarios. A new performance metric referred as 

the probability of route connectivity is introduced to enhance the analysis of 

network connectivity. Such a performance metric further facilitates a routing 

protocol’s evaluation complimenting to typical link connectivity analysis. 
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• A Dynamic Reverse Route (DRR) routing scheme is proposed that enables node 

to rapidly compute routing path despite the presence of unidirectional link on the 

network. The proposed scheme is protocol independent, which can be adopted by 

other routing protocols that share similar properties with the base protocol. DRR 

reduces the frequency of route discovery while locally dealing with the 

unidirectional link at the affected node. 

• An Ad hoc On Demand Distance Vector routing protocol based on path loss 

(AODV-PL) estimation technique is proposed. The proposed scheme eliminates 

the traditional dependency on shortest route computation based only on hop 

count. A new cost function is proposed for the link selection process that is built 

upon the combination of path loss, received signal strength, and hop count. In 

effect, the proposed scheme maintains routing every packet via symmetrical 

routes. Each link along the routing path is successively determined by using the 

proactive path loss estimation technique. 

1.6 Thesis Organisation 

The outline of the thesis indicating the relationships is shown on Figure 1.2. 

Chapter 1

Introduction

Chapter 2

Background

Chapter 3

Routing Protocol and 

Evaluation Methodology

Chapter 4

Network Connectivity

Chapter 5

Dynamic Reverse Route

Chapter 6

AODV with Path Loss 

Estimation Technique

Chapter 7

Conclusion and       

Future Work  

Figure 1.2: Flowchart of thesis 
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222...   Background 

2.1 Introduction 

This chapter presents a discussion of Mobile Ad Hoc Networks (MANETs) along with a 

review of several types of MANET routing protocols. Section 2.2 introduces the 

underlying concept of wireless multi-hop networks and their important properties. 

Subsequently, section 2.3 discusses the various types of wireless multi-hop networks, 

highlighting the similarities and the differences. Section 2.4 presents the key properties 

of MANETs that form the basic building blocks unique to such networks. The section 

further discusses about the constraints, which result from using conventional protocols 

designed for traditional wireless network. Next, section 2.5 presents the classification of 

MANET routing protocols, including the foundation protocol from which the work 

proposed in this thesis is derived. Finally, section 2.6 summarises this chapter.   

2.2 Wireless Multi-hop Networks 

It is not until recently, following the birth of Wireless Local Area Networks (WLAN) in 

the early 1990’s that wireless communication has really began to be develop rapidly. 

The technology for wireless data transportation has been around for many years. 

However, the growing demand for mobile internet connectivity in recent years and the 

ease at which such related services are available has increased the need for wireless 

network connectivity. The IEEE 802.11 [1] standard for WLAN was released in 1997 

and has been accepted for widespread application in many wireless products, such that 

communication with existing infrastructure is now possible without complex 

configuration. To that end, wireless users are able to access the network by connecting 

to a fixed gateway station inside a specific radio area. However, the downside of such 

architecture is that it lacks flexibility. The network coverage offered is limited to a 
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particular radio range specified by the Basic Service Set (BSS) and users may 

experience intermittent connectivity particularly when moving between different radio 

domains at a relatively high velocity.  

Consequently, the IEEE 802.11 standard has been extended to support mobility and 

multi-hop services, increasing connection flexibility and robustness to network changes 

[14][15] . Generally, this will result in performance gains for end-users in system who 

do not have a direct line-of sight (LOS) between the source and destination. The new 

technology relies on routing cooperation among wireless devices to forward data from 

one point to another. As shown in Figure 2.1, three different forms of communications is 

possible using the IEEE 802.11 standard. Figure 2.1a shows the communication setup in 

an infrastructure mode known as Extended Service Set (ESS). Note that the access point 

1 (AP1) and access point 2 (AP2) communicates via the cable infrastructure, although 

both APs are within the range of each other. In addition, the BSS is the area of network 

coverage associated with each AP. As shown in Figure 2.1a, mobile node 1 (MN1) and 

mobile node 2 (MN2) are located in different BSS. Therefore, any communication 

between MN1 and MN2 has to be routed via AP1 and AP2. Figure 2.1b is the Ad Hoc 

mode, where nodes basically communicate peer-to-peer in an Independent BSS (IBSS). 

In this method, nodes are not configured to relay messages to other node. As such MN1 

is unable to send data to MN2 because both are outside the transmission range of each 

other. However, with a proper MANET routing technique set within each MN, a routing 

path can be constructed that follows the path <MN1-MN3-MN4-MN2>. This is known 

as multi-hop relay technique, shown by Figure 2.1c. A set of these devices forms a 

multi-hop relay message exchange, leading to a unique configuration of a network 

known as a wireless multi-hop network.  
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Figure 2.1: Three different forms of IEEE 802.11-based communication 

In this section, three different wireless multi-hop networks are presented, although one 

in particular, the MANET [16], will remain to be the focus of this thesis. Generally, 

wireless multi-hop networks are decentralised, deployed based on request, where 

devices communicate using radio links, and forward information through multiple hops 

from source to destination nodes. The requirement of planning for connection setup is 

minimal and changes to the network, i.e. nodes joining or leaving the network, are 

immediately detectable by the system and dealt rapidly to reduce disruption to network 

performance. 

Many of the underlying protocols for multi-hop relay mode, e.g., media access control 

(MAC), follows the model from the infrastructure and ad hoc modes. However, the 

effects to the network operations are significant. Despite the lack of infrastructure 
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support provided in traditional WLANs, nodes in wireless multi-hop networks are able 

to coordinate themselves according to the current state of network topology and mobility. 

Four pertinent characteristics of wireless multi-hop network compared to others are:  

• Dynamic Topology: Node connectivity is extremely dynamic, the results of 

operating in a boundary-less network with few restrictions on nodes joining and 

leaving the network. This is, perhaps, the most important characteristic of ad hoc 

wireless networks compared to traditional wireless networks, resulting in 

compatibility issues with the IEEE 802.11 standard.  

• Infrastructure-less: Nodes are independent of backbone infrastructure, relying 

exclusively on radio links. As a consequence, data will be unreliably transported 

over a network with constrained capacity, i.e. fixed bandwidth shared among 

nodes.  

• Resource Constraints: Nodes are typically small and therefore, have limited 

internal system resources such as memory, processing power, and battery power 

supply.  

• Scalability: Finally, increasing numbers of nodes, i.e. users, connected to the 

network will have a substantial impact on the performance of wireless multi-hop 

network, leading to scalability issues. 

As a consequence of the points raised above, protocols designed for traditional wireless 

network may not perform as well in wireless multi-hop network environment. These 

new approaches have to be developed or improved, based on the current algorithms, to 

adapt to the network characteristics.  

2.3 Classification of Ad hoc Wireless Multi-hop Networks 

The emergence of ad hoc wireless network over the past few years has attracted a lot of 

attention from researchers, resulting in the development of new concepts and 

applications [17][18]. This section provides an overview of three types of multi-hop 

wireless networks, highlighting the similarities and the differences. First is the Mobile 
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Ad hoc Network (MANET), which is one of the earliest ad hoc wireless multi-hop 

notions established after the idea was proposed in two conferences [19][20] in the early 

1990’s. It describes the self-organising ability of nodes in a network, where the network 

is formed on demand, irrespective of a node’s mobility condition. MANETs can also be 

categorised as a subset of a larger Wireless Mesh Network (WMN) [21], leading to the 

formation of the second type of wireless multi-hop networks. Basically, WMN refers to 

the connectivity within any wireless network that is ‘mesh’ in nature. Finally, a 

discussion of wireless multi-hop network known by the wireless sensor network (WSN) 

[22] is presented. Figure 2.2 provides a general comparison between the previously 

mentioned multi-hop wireless networks and other network types. The differences 

between each network types are illustrated as a function of infrastructure and 

connectivity. 

Wired Network

Wireless Mesh Network

Delay Tolerant Network

Connectivity

Mobile Ad hoc Network

Wireless Sensor 

Network
In

fra
s
tru

c
tu

re

Vehicular Network

Core 

Radio signal  

Figure 2.2: Classification of networks 

2.3.1 Mobile Ad Hoc Networks (MANET) 

A MANET is different from other types of wireless multi-hop network in that nodes 

communicate without relying on any predefined connection while in motion. Therefore, 
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connections between nodes are highly flexible, significantly influenced by the variability 

of network topologies. To accommodate this dynamic nature, connections among nodes 

must rely solely on the availability of radio link. In order to guarantee end-to-end 

communication, nodal functionalities as end stations and routers must be 

interchangeable. For instance, in a room occupied by a group of students, where each 

person is equipped with a device capable of wireless communication, a MANET may 

form. Messages from the source device, i.e. end station, can be forwarded to another 

device acting as a router, in a relay fashion. Although some students may move into or 

out of the room, the communication path is sustained. In addition, the devices may run 

out of battery, which eventually being powered off, causing link breaks. Such challenges 

predicate robust algorithms so nodes are able to rapidly adapt to changes and maintain 

network connectivity. Nonetheless, data transmission in wireless ad hoc is not as reliable 

as in traditional wireless network [15]; since nodes are typically operate with limited 

network resources, i.e. bandwidth, battery power, and etc.  

In view of the challenges mentioned above, much work has already been accomplished 

to address such problems. However, there are still quite a number of issues that remain 

and these include the physical access scheme, transport layer, energy management and, 

particularly, routing efficiency which is of principal interest in this thesis.  

2.3.2 Wireless Mesh Networks (WMN) 

WMNs refer to the type of connections formed in wireless multi-hop network by means 

of a mesh topology. In contrast to MANETs, nodes on a WMN communicate in 

organised fashion. A group of nodes are typically set with low or null mobility which, in 

effect, forms the network backbone supporting other mobile nodes for building a reliable 

communication path. These dominant nodes are comparable to access points on WLAN, 

responsible of routing and forwarding data through the network. Essentially, the 

backbone nodes are known as mesh routers, whereas mobile nodes are known as mesh 

clients. In addition, mesh routers are typically equipped with a stable power supply, e.g. 

external power source from alternate current input, capable of higher processing and 
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decision routing, and able to provide a longer reach of radio coverage for mobile nodes. 

On the other hand, mesh clients are more mobile with limited energy resources, i.e. 

battery-powered, compared to mesh routers.  

The backbone structure in WMN provides stability and the support required by mesh 

client to forward data through the wireless network. Data packets are primarily 

propagated through backbone links which have higher bandwidth capacity, reducing the 

probability of link congestion and link breakages. There are some well-known WMN 

test-bed projects that have been deployed by academic researchers and other 

independent group for experimentation purposes. Examples include Berlin RoofNet [23], 

QuRiNet [24], and QUMESH [25]. 

2.3.3 Wireless Sensor Networks (WSN) 

The wireless sensor networks (WSN) are a sub-class of wireless multi-hop network, 

typically formed by a group of sensor nodes to provide robust communication 

infrastructure over a specific geographical area. Generally, sensor nodes are small in size 

equipped with limited amount of energy and processing power designed to collect 

certain physical parameters of the environment (or even the nodes itself), and forward 

the gathered data to a central monitoring station for recording and measurement 

purposes. Examples of applications include remote environment observation, 

measurement of physiological data of patient and habitat monitoring [3][17][26]. In 

many cases, sensor nodes are constrained by battery power; therefore sensing activities 

are usually irregular, although some specific applications may require periodic data 

collection.  

Similar to MANETs, sensor networks are ad hoc in nature and require minimal planning 

prior to connection setup. Nevertheless, sensor networks suffer from several issues and 

challenges related to its operation and maintenance. The fact that nodes carry a limited 

and typically irreplaceable battery power often leads to WSN design that is efficient in 

power consumption, storage and transmission capability. In contrast to traditional 
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wireless networks, which aim to offer the best quality of service (QoS), wireless sensor 

networks focus primarily only on vital sensing operations. For instance, sensor nodes 

deployed in a harsh environment such as in a region with high volcanic activity will 

require minimum or no human intervention. As such, the power source, i.e. battery, is 

not possible to be replenished causing deterioration of nodes sensing capability. In 

addition, this may affect nodal radio transmission range, reducing the number of 

potential connections and increasing the probability of unidirectional link creation. 

Sensor networks also have restricted bandwidth resources. Therefore, data propagation 

must be effectively distributed through several connections towards the central 

monitoring station. In fact, applications that demand high redundancy such as military 

applications will require multiple connections to be established in order to increase 

stability and removing a single point of failure.   

2.4 MANET properties and constraints 

This section focuses on identifying several important MANET properties and its 

constraints that may affect their network performance and in particular, routing 

operations. Four MANET attributes relevant to the scope of this thesis are identified: 

network topology, node mobility, physical layer, and data link layer operations. 

2.4.1 Network topology 

Generally, path setup in MANET is a product of instantaneous wireless association by a 

group of nodes located adjacent to each other without the need for configuration prior to 

connection establishment. The network topology is unpredictable, in that it constantly 

changes over time in ad hoc fashion. One particular property of the network topology 

affecting the system performance is node density, defined by number of nodes per unit 

area. Such a characteristic influences the number of potential links that can be 

established for routing, where a high nodal density, i.e. dense networks, leads to greater 

connectivity and low node density, i.e. sparse networks, results in lower connectivity. 
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Although a densely connected network can improve robustness through multiple links, it 

may also cause severe co-channel and adjacent channel interference.  

Interference in a densely connected network topology is not uncommon, and the 

standard IEEE 802.11 protocol has been designed to naturally overcome the issue. A 

typical interference management is the hold-off and retransmission mechanism. With 

such scheme, a node that is about to transmit a packet when it senses the wireless 

medium is busy will defer access to the channel for a time duration, i.e. silent period, 

specified by the Carrier Sense Multiple Access/Collision Avoidance (CSMA/CA) [27] 

protocol. In another example, a node is in the middle of transmission when it detects 

severe interference, thus preventing the receiver node from correctly receiving a packet. 

As a result, the packet is not acknowledged and the sender subsequently invokes a 

retransmission procedure. Although packets may eventually be received, the throughput 

however, is significantly impacted, as shown by Stamatiou [28]. 

On the positive side, a network topology with high node density may benefit from higher 

network capacity provisioning. This is achieved by allowing the spatial reuse of the 

spectrum. Research work by Fengji [29] demonstrates that the capacity of a wireless 

multi-hop network is proportional to the number of concurrent connections established. 

In other words, a densely connected network provides higher network capacity 

compared to sparse networks, assuming that both scenarios adopt the same transmission 

range setting. On the other hand, a network that accommodates low node density may be 

efficient in terms of reducing severe interference but higher connectivity is compromised. 

For this reason, evaluation on the effect of network density is paramount, which is 

analysed in Chapter 6. 

2.4.2 Node Mobility 

As mentioned earlier, one of the main characteristic of MANET that distinguishes them 

from other types of wireless network is the fact that nodes are frequently in motion. In 

addition, nodes are allowed to intermittently join and leave the network affecting the 
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routing path stability. In light of this, three issues commonly considered as the direct 

consequences of node mobility are: path breakages, traffic overhead, and path lifetime. 

Of the three issues, the most common effect of node mobility on MANET is perhaps 

path breakage. Naturally, much research work has shown the negative impact of nodes 

mobility on the network performance [12][13], where the number of packets delivered 

drops when nodes are set with high mobility compared to nodes with low or null 

mobility. However, such relationship may not be true if external factors are considered 

such as network area, node density and radio transmission range. For instance, a network 

with high number of nodes confined within a small network area may produce lower 

path breakage even in the event of high node mobility.  

There are several general techniques discussed in the literature that deal with path 

breakages [30][31]: 

• Prevention method: This method is achieved by computing the link duration to 

determine when the primary path will break. Based on that knowledge, the route 

can be instantly avoided or switched to alternative path before disconnection. 

Depending on the technique used, the time can be computed based on various 

links metric. This may include links with the lowest delay, highest route 

expiration time, and strongest received signal strength. Following this idea, the 

technique proposed in Chapter 6 utilises the path loss as a metric to compute 

stable routes, resulting in a stronger link connection. This way, the probability of 

path breakage occurrences is reduced and the number of control packets, i.e. 

traffic overhead, generated can be significantly minimised.  

• Frequency of updates: The second method to alleviate the impact of node 

mobility is to increase the frequency of periodic topology updates. This approach 

is common for proactive routing protocol. Although effective in combating 

against path breakages, frequent exchange of control packets typically leads to 

the degradation of system performance, caused by severe routing overhead.  
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• Routing mechanism: The final method is to completely change the routing 

mechanism so that it can tolerate extremely low propagation delays and high 

packet loss that result from mobility. An example is the Store-Carry-Forward 

(SCF) technique in the Delay Tolerant Network (DTN) [32]. In this system, upon 

a link breakage, the packet that is about to be transmitted is stored for a 

substantial amount of time and forwarded only when links are re-established. 

However, such a method is not practical for applications that require continuous 

connectivity and low propagation delay such as MANET and, thus, is beyond the 

scope of this thesis. 

2.4.3 Physical Layer 

The physical layer properties of MANETs define the physical transmission of 

data/control packet among nodes. Generally, communication is carried over radio 

signals using IEEE 802.11 protocol, similar to traditional wireless network. Although 

the protocol operates effectively for WLANs, it may not be as efficient for MANETs. 

This is because nodal capabilities are rather limited in terms transmitting power due to 

the key requirement for energy conservation. Consequently, nodes may be configured 

with lower transmitting power to improve energy utilisation. One implication of such a 

setup is the formation of heterogeneous paths by which a routing path is constructed of a 

combination of bidirectional and unidirectional links.  

2.4.3.1 Unidirectional Links 

In addition to physical layer constraints as discussed above, unidirectional links may 

also arise from various combinatorial factors affecting wireless device transmission 

range. Since links are radio signals, connectivity is substantially influenced by the 

external noise sources that impact wireless signal strength. As a result, links become 

asymmetric in nature and communication between source and destination pairs may 

follow paths which are in fact unidirectional. A typical example is unequal SINR 

experienced by adjacent nodes. Unidirectional links may also be caused by unequal 
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transmitting power configured at each device. For instance, a network which employs a 

power-aware routing scheme will attempt to control the awake and/or sleep scheduling 

of a node to conserve energy. Consequently, power link budget in the forward direction 

may not be equal to those in the opposite direction, resulting in a unidirectional link. 

To date, many proposed routing algorithms assume that nodes are homogeneous and 

possess similar characteristics. As a consequence, such schemes may not perform as 

effectively in real life situations. However, a substantive amount of research has 

investigated the use of unidirectional links and removing the assumption of an inherent 

symmetrical network;  these results indicate there is a potential gain in terms of network 

performance [33][34][35].  

2.4.4 Data Link Layer 

The data link layer is concerned with the coordination of medium and data transmission 

between two nodes. The main function of this layer is to provide node access to the 

shared medium, controlled primarily by its sub-layer component, the MAC. Two 

categories of MAC’s scheme are presented in the following discussion, followed by the 

constraints against MANET operation. 

The contention-free MAC protocols are organised access schemes, where transmission 

from each node is scheduled sequentially to ensure a collision-free access to the channel. 

Some examples of these schemes are Frequency Division Multiple Access (FDMA), 

Time Division Multiple Access (TDMA) and Code Division Multiple Access (CDMA). 

As shown in Figure 2.3a, the FDMA separates each transmission into different 

frequency slots. The scheme tends to be inefficient when the MANET becomes densely 

populated. On the other hand, the TDMA shown in Figure 2.3b requires time 

synchronisation among the nodes on the network, which is not practicable for MANET 

that is highly decentralised. Figure 2.3c shows the CDMA, which is a highly advanced 

MAC scheme capable of transmitting data at high capacity. However the issue of 

CDMA with MANET is that nodes need to keep track of frequency hopping patterns 
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and/or spreading codes of the time-varying neighbour. Each MAC scheme previously 

discussed can be considered as a circuit based approach. They require a dedicated point-

to-point connection between the source and destination nodes. Generally, the idea is the 

same: to divide the medium into several different frames and slots, which is then 

reserved by every node. As such, simultaneous transmissions can be effectively 

supported with fewer collisions.  

Nonetheless, such schemes may not be practical for system used in MANET, where 

communications are packet based. Data is typically fragmented into several packages, 

numbered in sequence, and then separately sent to the destination. Although every 

packet may follow a different route to destination and arrive out of order, each packet 

will be reassembled in the proper sequence.  

On the other hand, the contention-based protocols (IEEE 802.11
2
) are typical for 

MANETs, which is also the key scheme employed in this thesis. The operation does not 

require coordination among nodes contending for the channel and nodes are free to 

randomly access the channel. Consequently, packet collision frequently occurs, causing 

nodes to back-off and re-attempt channel access again. For this reason, collisions are 

substantially higher than the contention-free MAC protocol leading to a lower 

throughput. Pure ALOHA [36] and Slotted ALOHA [37] were the first protocols taking 

such an approach. Further refinement was then made to significantly improve the 

throughput by the introduction of CSMA scheme [38]. Later, the Collision Avoidance 

(CA) and Request-to-Send/Clear-to-Send (RTS/CTS) mechanisms were added, to 

further enhance system performance.  

                                                 
2
 IEEE 802.11 DCF and IEEE 802.11 are used interchangeably for simplicity. 
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        (a) FDMA                              (b) TDMA                                  (c) CDMA 

Figure 2.3: Contention-free Media Access Control 

2.4.4.1 Hidden and Exposed Node Problem 

The hidden and exposed node problem is described in the following example. In Figure 

2.4, four wireless nodes are located in a simple chain network topology, where each 

node is assumed to be placed at the edge of other nodes transmission range. The hidden 

node problem arises when node A is in the middle of transmission with node B but C is 

attempting to communicate with D. Node C senses that the medium is idle (because 

node C is outside of node A transmission range) and begins to send data. Naturally, 

since data is broadcast, packet transmission from node C interferes with packet reception, 

which causes disruption and decreases the SINR of node B. By way of contrast, the 

exposed terminal problem is the reverse of hidden node problem, shown by Figure 2.5. 

In fact, the exposed node problem is more detrimental to the network performance. The 

reason being is that nodes are unnecessarily restrained from transmitting packet even if 

doing so will not cause any interference. For instance, when node C is sending to D, 

node B is attempting to communicate with node A. Since node B can hear the signal 

from C, and deemed that the medium is busy, node B will not be able to transmit packet 

to A. As a result, network capacity is not fully utilised.  
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A B C D

 

Figure 2.4: The hidden node problem 

A B C D

 

Figure 2.5: The exposed node problem          

2.4.4.2 Distributed Coordination Function (DCF) 

The contention-based algorithm, i.e., CSMA/CA with RTS/CTS support, provide some 

level of tolerance to packet collisions without compromising MANET performance. 

Basically, the main component of distributed coordination function (DCF) that helps to 

reduce interference is the exchange of RTS/CTS control packet prior to data 

transmission between adjacent nodes. As shown in Figure 2.6, the source node listens to 

the medium by using CSMA and, if it senses that the medium is not occupied, starts to 

send the RTS packet. Subsequently, if the intended destination is free to start a new 

conversation, it responds with a CTS packet back to the source. Based on such 

information, other node can maintain the Network Allocation Vector (NAV), which 

indicates the remaining time of the on-going communication. For instance, in Figure 2.7, 
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node A and D receives RTS and CTS respectively, and set their NAV accordingly to 

refrain themselves from accessing the medium during B-C communication. Upon 

completion of data transmission, an acknowledgement (ACK) packet is sent by the 

destination node to inform the source that transmission is successful and the medium can 

then be freed.  

time

SIFS

DIFS

ACK

defer access

other

destination

source
Data frame

DIFS
CW

backoff after 

defer

SIFSSIFS
time

time

RTS

CTS

NAV (RTS)

NAV (CTS)

slot time
 

Figure 2.6: Basic Access with RTS/CTS scheme 

   

A B C D

RTS CTS

       

Figure 2.7: Network Allocation Vector 

The DCF Inter Frame Spacing (DIFS
3
) is the time period which denotes the link is idle 

and therefore nodes may attempt to transmit data. The Short Inter Frame Spacing (SIFS) 

is a fixed value and considered to be the shortest Inter Frame Spacing. It is used as a 

time reservation, which prioritised a particular session and allows a pair of nodes to 

complete the frame exchange sequence uninterrupted. Typically, the SIFS is used prior 

                                                 
3
 DIFS denotes the longest waiting time and has the lowest priority for medium access. 
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to ACK, CTS, and MPDU (MAC Protocol Data Unit). Table 2.1 shows data rate and the 

time interval between frames in different IEEE 802.11 [1] PHY layers standards. Like 

SIFS, the Slot Time
4
 is a fixed value defined in each standard. Most 802.11-based 

networks generally use two Slot Time values, i.e., 9 and 20 microseconds. In addition, 

equation 2.1 presents the mathematical derivation of the DIFS, which depends on the 

parameters shown in Table 2.1. 

                                                   )2( SlotTimeSIFSDIFS ×+=                            2.1 

The implementation of DCF mechanism has been proven to be successful for traditional 

wireless networks, which does not significantly rely on broadcasting messages. 

Generally, nodes are configured with an address that points to the gateway node, which 

usually located one hop away from itself. In this way, packets from end nodes can be 

immediately unicast to the gateway node, e.g. access point, rather than broadcast. On the 

contrary, nodes in MANET are not typically preconfigured with gateway address. As a 

result, in order to determine the potential next hop node to which data must be 

forwarded to, nodes rely on frequent route discovery by way of broadcast packets. 

Consequently, the RTS/CTS mechanism in such networks can be extremely affected by 

the interference range [39], resulting in RTS/CTS packet loss. In addition, the reduction 

in collision occurs at the expense of increased control overhead involved with the 

exchange of RTS and CTS. The problem is more significant in a short frame 

transmission [40]. According to previous research work [41], it is recommended that the 

RTS/CTS packet is exchanged only for a transmission of MAC Protocol Data Unit 

(MPDU) with a size of greater than 200 byes. The packet size employed in this research 

work is 512 bytes and as such, the RTS/CTS mechanism can be used without 

compromising the network throughput.  

                                                 
4
 This is defined as the sum of Receiver-to-Transmitter turnaround time, MAC processing, clear channel 

assessment (CCA) detect time and air propagation time. The value of slot time for different IEEE 802.11 

specification is shown in Table 2.1. 
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Table 2.1: Inter Frame Spacing (IFS) in different IEEE 802.11 standards [1][42]  

Parameters 802.11a 
802.11 (Freq. 

Hopping) 

802.11b (Direct 

Sequence) 

802.11b (High 

rate) 

Slot Time (µs) 9 50 20 20 

SIFS (µs) 16 28 10 10 

DIFS (µs) 34 128 50 50 

Data rate (Mbps) 6 to 54 1 and 2 1 and 2 1, 2, 5.5, and 11 

2.5 Classification of Routing Protocols in Wireless Ad hoc Networks 

This section discusses the main functionality of the network layer; the routing operation 

that is central to this research work. The primary objective of this mechanism is to 

ensure that data is carried over paths that are predetermined beforehand by routing 

control packets. In traditional wireless networks, the backbone nodes, i.e. access points, 

are responsible for directing data from one station to another in a topology that is not 

really affected by frequent link changes. Unfortunately, the same set of algorithms may 

not perform as efficiently for wireless multi-hop ad hoc network. Routing in such 

networks requires flexibility in order to accommodate for constant link breakage, higher 

nodal mobility and insufficient knowledge of the network topology. For this reason, 

some protocols require nodes to frequently exchange update messages with the 

neighbours to maintain connectivity. Others may employ different strategies. 

Nevertheless, many routing protocols developed for MANETs are typically derived from 

predecessor protocols and therefore may perhaps share some similar principles and 

properties.  

To date, many routing protocols has been proposed and developed for MANET and 

therefore, it is not possible to classify all of them based upon a single characteristic. In 

the following discussion, four typical forms of routing approach are presented along 

with the examples. As such, the difference between routing protocols can be clearly 
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distinguished. Figure 2.8 shows the classification of routing protocols based four 

different attributes. 

Mobile Ad-hoc Networks Routing Protocols

Update 

Mechanism

Delegation of 

Routing Task

Cost 

Function

State 

Information

Non-Uniform (Hierarchical)

CGSR, CEDAR, AOZDV

Proactive (Table Driven)

OLSR, DSDV

Reactive (On Demand)

AODV, DSR

Hybrid

ZRP, HRRP, AOZDV

Uniform (Flat)

AODV, DSR, OLSR

Topology

DSR

Destination

AODV, DSDV

Location

DBLAR, TLRP

Content

CBM

Hop count

AODV, DSR

Delay

TIDOM

 

Figure 2.8: Classification of MANET routing protocols 

2.5.1 Routing Information Scheduling (Update Mechanism) Based Scheme 

A popular way to differentiate routing protocols for MANET is by classifying them 

according to the routing information scheduling. Generally, routing algorithms are 

responsible for acquiring and maintaining the routing information gathered by the nodes. 

Therefore, based on this attribute, routing protocols can be further divided into proactive, 

reactive and hybrid routing. 

A proactive routing protocol is also known as a table-driven approach. With proactive 

routing, nodes in the network consistently update the path to the destination and/or 

source nodes. The absence of up-to-date information leads to the disruption of routing 

path, which triggers the route repair mechanism. In this method, fresh routing paths are 

maintained by the routing table that stores vital information such as the next hop node, 



27 

destination node, link expiration, and etc. Consequently, when data is to be transported 

to destination, a routing path can be rapidly established using the current information 

obtained from the routing table. In addition, changes to the status of a link can be 

immediately identified and a new routing path is advertised promptly to all nodes. As a 

result, route breakage is quickly recovered, leading to minimum data losses. However, 

the advantages of such technique are at the expense of higher routing overheads. Control 

packets are disseminated frequently on the network, which consume a large amount of 

resources, i.e. bandwidth and battery power. Furthermore, the benefits of acquiring the 

complete network topology by excessive control packets exchanges may not justify the 

small amount of data packet transported. The proactive method is also severely affected 

when topology changes occur more frequently and nodes are moving at much higher 

velocity. Two examples of proactive routing protocols are the Optimised Link State 

Routing (OLSR) [43] and Destination Sequence Distance Vector (DSDV) [19]. 

On the contrary, the reactive routing protocol is a less demanding approach compared to 

the proactive method. The path to the destination node is not known to the sender prior 

to data transmission. In this technique, nodes collect less routing information, just 

sufficient to propagate the data packets between the source and destination. Typically, 

the process of seeking a routing path is by broadcast, performed only if the source node 

does not have a valid path to forward the data packet. As such, the number of control 

packets, i.e. routing overhead, is significantly reduced, increasing the network’s 

performance efficiency. However, on the negative side, the reactive approach may not 

be as responsive as the proactive method. The method may cause a slightly higher delay 

for the routing path construction. Two types of reactive routing protocol are the 

Dynamic Source Routing (DSR) [44] and Ad hoc On Demand Distance Vector (AODV) 

[45]. 

Finally, a hybrid routing protocol is the combination of attributes from both proactive 

and reactive routing approaches. The idea is to alleviate the shortcomings of proactive 

and reactive method by exploiting the hierarchical network architectures. The 

combination however, resulted in a more complex approach, which may not be feasible 
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for a resource constrained networks such as MANETs. Examples of hybrid routing 

protocols include An Enhanced AODV Protocol based on Zone Routing (AOZDV) [46] 

and Hybrid Reactive Routing Protocol (HRRP) [47]. 

2.5.2 Routing Task Structure and Delegation 

MANET routing can also be classified based on the routing structure and routing 

responsibility. Routing structure can either be non-uniform or uniform. A non-uniform 

routing protocol operates differently compared to uniform routing. Some of the nodes 

may assume explicit routing and management functions, distinguishing them from others. 

This approach is typically related with a hierarchical network structure, which facilitates 

node organisation and management. The AOZDV, Cluster-Head Gateway Switch 

Routing (CGSR) [48] and Core-Extraction Distributed Ad Hoc Routing (CEDAR) [49] 

are some examples of non-uniform routing protocols.  

The AOZDV is a zone based routing protocol, where the network is virtually separated 

into different zones and each zone is associated with autonomous routing decision. 

Depending on the design, zones may overlap, allowing nodes to reside in multiple zones. 

This approach effectively reduces routing overhead because the control packets can be 

disseminated locally. In order for nodes to reach outside its zone, packets are forwarded 

to specific node acting as gateway for the inter-zone communication. As such, a node is 

able to connect to other nodes within the zone at the lowest possible cost compared to 

the uniform routing approach. CGSR is a cluster based routing protocol. In this approach, 

the algorithm performs an election process to select the cluster head that is responsible 

for the membership management and routing function within its cluster. The cluster is a 

set of mobile nodes grouped together that is similar to the zone based routing protocols. 

CEDAR is another non-uniform routing protocol that is core-based. The core is typically 

a set of selected nodes that forms the network backbone. The nodes that are designated 

as core perform special functions such as routing path construction and control/data 

packet dissemination. 
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On the contrary, a uniform routing typically operates over a flat network structure, i.e. 

single hierarchy network structure. The AODV and DSR are examples of routing 

protocols that operate using a uniform routing approach.  

2.5.3 Cost Function (Routing Metrics)  

Routing protocols can also be classified according to the routing metrics used for the 

routing path computation. A study presented by Baumann [50] provides a 

comprehensive discussion on the classification of routing metrics. Two common choices 

of routing metric associated with MANET are hop count and delay.  The hop count 

metric provides a stable and less complex approach for routing decisions, which is 

practical for a small network. In some cases, the resulting routing path constructed using 

a hop count metric may not be the optimal. This is a result of the nature of the algorithm, 

where paths are chosen based on the ‘lowest cost
5
’ rather than the quality of the link. It 

is shown previously [51] that the hop count metric tends to choose a routing path which 

consists of longer hops. As a consequence, the path is more liable to be broken as a 

result of node movement. Two examples of routing protocols that are reliant on such a 

metric are AODV and DSR. By contrast, the delay metric is more sophisticated, where 

delay information is acquired by a passive or active monitoring process using probing 

packets. Although the metric shows a positive effect in reducing delay [50], such metric 

however, may not suitable for routing path computation in a network with a high 

proportion of asymmetrical links. For instance, the unidirectional link delay metric is 

unable to offer the support to identify unidirectional link and subsequently avoid 

computing a routing path via such links. Other examples of metric employed by routing 

protocols are based on the number of periodic messages received, power aware routing, 

and expected transmission time.  

                                                 
5
 The lowest cost of route is calculated based on the routing metrics. Depending on the routing metric, the 

lowest cost of a route may be represented by the lowest hop count, lowest delay, etc. 
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2.5.4 State Information 

Another classification of routing protocols is based upon the state information. Four 

routing strategies under this category are topology based, destination based, location 

based, and content based.  

In topology based schemes, nodes continuously collect network information in order to 

generate a complete network topology. When data needs to be sent, routing decisions 

can be executed quickly to construct path from source to destination. On the contrary, 

nodes using a destination based routing strategy have access only to valid next hop 

nodes when relaying packet to destination. DSR is an example of a topology based 

scheme, whereas AODV and DSDV are destination based routing schemes. Location 

based routing typically depends on the availability of location positioning system such 

as Global Positioning System (GPS) or Local Positioning System (LPS). Thus, nodes are 

able to access the geographical information from positioning system in order to assist 

routing. In this approach, the relative distance and velocity of a sender node to a receiver 

can be accurately computed. Two examples of location based routing are Distance-based 

Location Aided Routing (DBLAR) [52] and Tree-shape Location-based Routing 

Protocol (TLRP) [53]. In the former, nodes send packets based solely on the location 

information without the need for any additional information from the nodes. The latter 

scheme uses both location information and topology information to assist routing 

operation. Finally, routing can also be constructed based on the content, i.e., content 

based routing.  The technique is typically employed in some mobile network that 

conveniently supports anonymous communication. An example of this scheme is 

Content Based Multicast (CBM) [54]. 

Table 2.2 shows the summary of routing protocols previously discussed in this section. 

The subsequent sections introduce four routing protocols frequently discussed in 

connection with MANETs; each being a unique or having a common characteristics 

shared between the categories as shown in Figure 2.8. The routing protocols considered 
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are OLSR, DSR, and AODV with the latter forming the basis for the development of the 

proposed scheme in this work. 

Table 2.2: Summary of the characteristics of routing protocols 

Routing protocol Main attribute 

OLSR (Optimised Link State 
Routing) [43]  

Some of the nodes are designated as a MPR (multipoint 
relay), providing support for message forwarding between 
mobile stations. 

DSDV (Destination Sequenced 
Distance Vector) [19] 

The DSDV reduces the routing loop problem by using 
destination sequence number. 

AODV (Ad hoc On-demand 
Distance Vector) [45] 

AODV shares the DSDV’s sequence numbering but 
reactively maintains the routing table, i.e. on-demand 
routing. 

DSR (Dynamic Source Routing) 
[44] 

DSR is based on the concept of source routing and mobile 
nodes are required to maintain route caches that contain 
the source routes of which the mobile is aware. 

AOZDV (An Enhanced AODV 
Protocol based on Zone Routing) 
[46] 

The AOZDV creates a zone using traffic and power 
information, and it utilizes a destination-vector table for 
internal-zone routing. 

HRRP (Hybrid Reactive Routing 
Protocol) [47] 

HRRP combines the attribute of AODV and Epidemic 
routing. 

CGSR (Cluster-head Gateway 
Switch Routing) [48] 

CGSR elects cluster-heads that are responsible for 
membership management and routing within the cluster. 

CEDAR (Core-Extraction 
Distributed Ad hoc Routing) [49] 

CEDAR forms a core network, which requires a special 
role for the nodes, which are part of the core. 

DBLAR (Distance-based Location 
Aided Routing) [52] 

The DBLAR relies on location information computed 
based on the distance to reduce the request zone, leading to 
a smaller routing overhead. 

TLRP (Tree-shape Location-based 
Routing Protocol) [53] 

An important element in TLRP is the tree shape approach 
to make decision for route request forwarding.  

CBM (Content Based Multicast) 
[54] 

In CBM, the content of the multicast data determines the 
set of destination nodes, which can be dynamically varied as 
the content of the multicast changes. 

The following sections discuss three commonly used routing protocols: AODV, DSR, 

and OLSR. The AODV and DSR are reactive schemes whereas OLSR is proactive. A 

summary of comparison between proactive and reactive approaches is presented in 

Table 2.3. 
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Table 2.3: Summary of differences between proactive and reactive schemes 

Parameters Proactive (table-driven) Reactive (on-demand) 

Route availability Always available irrespective of 
need 

Computed when needed 

Routing philosophy Flat Flat 

Periodic updates Always required Not required 

Handling mobility Updates occur at regular 
intervals 

Use localised route discovery 

Control traffic generated Usually higher than on-
demand 

Increases with mobility of 
active routes 

Storage requirements Higher than on-demand Depends on the number of 
routes maintained or needed 

Delay Small as routes are 
predetermined 

High as routes are computed 
when needed 

Scalability Usually up to 100 nodes Usually higher than table-
driven 

2.5.5 Optimised Link State Routing (OLSR) 

The OLSR is a proactive routing protocol and the key mechanisms in its operation rely 

on the link state and the uniform approaches. Indeed, the traditional link state method 

such as in Open Shortest Path First (OSPF) [55] can cause a protocol in MANET to 

incur a higher communication overhead. To reduce such impact, the link state process in 

OLSR is optimised by using the multipoint relay (MPR) strategy, as shown in Figure 2.9. 

The optimisation is two-stage. Firstly, the size of link state message is minimised by 

including only the MPR selectors (nodes) in the advertised control packet. Secondly, 

nodes that are not designated as MPR is prevented from generating link state messages, 

resulting in fewer broadcast packet transmissions. 

During the initial topology update, each node detects its neighbours via the HELLO 

message; periodically sent to other nodes in the network. The neighbour nodes respond 

by broadcasting another HELLO message that includes the information about its 

neighbours and their link status.  The HELLO message propagates to all nodes that are 

within a distance of one-hop from the sender, where it then terminates. Based upon the 
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routing information in the HELLO messages, each node updates the knowledge about its 

one-hop and two-hop neighbours, which then is recorded in the node’s neighbour table. 

Subsequently, the node computes a set of one-hop neighbour nodes, called the MPR 

nodes, which offers the best access (shortest path) to its two-hop neighbour nodes.  As a 

result, every two-hop neighbours’ node information is aggregated into the neighbour 

table of the MPRs. The node then declares the MPRs to its neighbours in the subsequent 

HELLO messages.  

MPR N

MPR

MPR

MPR

MPR N

MPR

MPR

MPR

 

Figure 2.9: Multi point relay in OLSR 

Nonetheless, the MPR selection strategy strictly requires bidirectional connectivity 

between the source and the neighbours and therefore, may not perform as expected in a 

network with a high unidirectional link presence. As such, the OLSR protocol is deemed 

efficient only when operated in a densely connected network and that has a sufficient 

capacity in order to send and receive the topology updates messages. Another downside 

of OLSR pertains to the size of routing table it must maintain. As a proactive approach, 

each node must record and update all possible routes in the routing table, including the 

routes to node that are not needed. The impact of routing overhead may not be 
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noticeable for a small network. However, as the network expands, the number of control 

messages increases, which in turn constraints the network’s scalability.   

2.5.6 Dynamic Source Routing (DSR) 

The DSR is a reactive routing protocol but differs to AODV in many ways. As shown in 

Figure 2.8, DSR can be further categorised as topology based as opposed to AODV, 

which is destination based. In DSR routing, the source node appends the complete 

routing path to each data packet before transmitting. Additionally, each node uses a 

caching technique to maintain the route information. Generally, routing construction in 

DSR comprises two major phases; the route discovery and the route maintenance. Prior 

to sending data packets, a source node consults the route cache to determine the path 

availability to the destination. If a valid routing path exists, it will be included inside the 

data packet, and if not, the source node invokes the route discovery by broadcast a route 

request (RREQ) packet as shown in Figure 2.10a. A RREQ packet is distinguished by 

using a unique number along with the address of both the source and destination. At 

every intermediate node, the received RREQ packet is compared against the route cache 

to match the route information for the destination. If such information is not available or 

has not been previously determined, the node appends its own address to the route 

record field of the RREQ before forwarding to its neighbours. 

The communication overhead is reduced by removing duplicate RREQ packet and 

concatenating route information at intermediate nodes. Duplicate packets are prevented 

from being propagated if the RREQ contents matches the destination address appeared 

in the node’s route cache. When the RREQ packet reaches the intended destination or an 

intermediate node that has valid path to the destination, a route reply (RREP) packet is 

generated and returned, as shown in Figure 2.10b. The content of a RREP packet 

typically comprises the complete list of address in which the RREQ packet has traversed 

through. If the source of RREP is an intermediate node instead of the destination node, 

the address installed in the RREP is the list of nodes address traversed concatenated with 

the address from the intermediate node’s cache. 
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 (a) Route discovery     (b) Route reply 

Figure 2.10: Dynamic Source Routing route construction procedure 

There are three possible paths that can be followed by the RREP packet back to the 

source node. The first case is the destination or intermediate node already has a 

predetermined route to the source node in its route cache. Second and the most common 

method is in a reverse manner, to follow the path list in the route record field, assuming 

that the path between the pair of source and destination consists solely of symmetrical 

links. The third possibility is that there may be potential asymmetrical links along the 

routing path. In such cases, the RREP packet propagation is lost and a new route 

discovery is initiated to find another route to the source by the destination node. The 

RREP packet is piggybacked on the RREQ (by the destination node) and broadcast to 

the neighbours. During route maintenance, a routing path breakage is typically handled 

by the source node. When the data link layer detects link disconnection, a 

ROUTE_ERROR packet that reversely follows the list of path in the route cache is 

unicast back to the source node. At each node, all routes associated with the broken links 

are removed from the route cache.  

The DSR routing protocol is extremely efficient in a small network. However, as the 

network expands, i.e. by increasing the number of nodes, the routing’s performance can 
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be substantially affected [56]. The degradation occurs because each node includes in 

every transmitted packet the complete routing path to the destination; leading to overall 

higher packet sizes.  

2.5.7 Ad hoc On Demand Distance Vector Routing Protocol (AODV) 

AODV is a reactive unicast routing protocol that is simple, and efficiently handles 

packet propagation in a dynamic MANET environment. The algorithm is motivated by 

bandwidth deficiency and frequent mobility in wireless communications. Many of its 

advantageous concepts are borrowed from DSR and DSDV. The on-demand route 

discovery is based on hop-by-hop routing that follows the DSR approach, whereas the 

route maintenance and topology updates use a sequence number, similar to DSDV. 

In this protocol, the algorithm maintains the routing information only about the active 

paths, stored in the routing table at each node. Every node looks up the routing table to 

determine the next hop node towards the destination before forwarding a packet. Vital 

information that keeps the routing table valid is the route entry expiry timer. If the route 

towards the destination has not been used or reactivated before the timer expires, that 

particular route entry is deemed invalid and removed from the node’s routing table. 

Furthermore, the destination sequence number is utilised as on-demand, unlike DSDV 

where it is received regularly by every node at every interval and when the topology 

changes.  

Another important feature for AODV is the route management through caching scheme. 

A node maintains cache information in order to keep track of the RREQ packets it has 

received and as well as to store the paths pointing back to the originator of RREQ packet. 

A RREQ packet is deemed fresh if the new destination sequence number is at least equal 

or greater than the value indicated in previous RREQ packet. A node (either the 

destination or intermediate node) that receives a fresh RREQ packet replies with a RREP 

packet. The RREP packet is propagated in reverse, along the forward path created by the 

RREQ packet, resulting in symmetrical routing path between the source and destination. 
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Along the reverse path, each intermediate node updates its routing table entry, adding 

information such as next-hop node and hop count with respect to the destination node.  

The neighbour status update in AODV is either periodically sent or on demand. As for 

periodic update, a HELLO message is sent from a node to neighbours to notify its 

existence. This way, the status of link to the next hop is actively monitored although it 

generates more traffic packet. On the other hand, the AODV also allows a node to 

passively monitor the link using the data link layer message feedback. When a particular 

node discovers that an active link along the route has been disconnected or unavailable 

for communication, it either repairs the route locally or broadcasts a route error (RERR) 

packet. The local repair is invoked if it is deemed that the point of failure along the route 

is closer to the destination than to the source. Otherwise, the node releases a broadcast 

RERR packet to its neighbours. As a result, every node that receives the RERR 

propagates the packet (by way of unicast) to all intermediate nodes whose routes may be 

affected by the disconnected link. Upon reception of RERR, the source node will then 

reinitiate another route discovery operation if it still has data to be transmitted. 

2.6 Summary 

In this chapter, a review of three different wireless multi-hop network are presented, 

where the MANET in particular, being the focus of the research work. Despite the 

differences, these networks share common attributes that includes dynamic topology, 

infrastructure-less, resource constraints, and scalability issue. Four MANET properties 

pertinent to the scope of this research are also discussed, which is the network topology, 

nodal mobility, physical layer, and data link layer. These are basically the major 

elements in MANET that must be considered in the design of routing protocol. Chapter 

3 presents more detail on the network topology and nodal mobility using several 

different mobility models. A brief introduction on the unidirectional link is provided, 

which subsequently forms the major discussion in the subsequent sections.  
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Several types of MANET routing protocols are presented and categorised according to 

different their approaches. The classification of routing protocols can be based on 

routing information scheduling, routing task structure and delegation, cost function, and 

state information. The key operation of each routing protocols are discussed in relation 

to the classification presented, with AODV being the candidate as the reference protocol 

that will be compared to the proposed scheme in this work. Chapter 3 presents more 

details on AODV routing protocol and evaluation methodology used in the simulation 

experiment. 
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333...   Routing Protocols and 

Evaluation Methodology 

3.1 Introduction 

The wireless ad hoc networks of today can be considered as heterogeneous networks, 

where every node may not have identical radio interface specification. The nodes are 

wireless-enabled devices and can carry data, voice and video over unreliable and with 

bandwidth constraint links [57]. Each network can be seen as an autonomous system 

designed and configured with a particular routing protocol that operates under exclusive 

network conditions. In a densely connected network, most routing protocols typically 

incur low transmission delay, higher success of packet transmission and low link 

breakages. On the other hand, routing in a sparsely connected network is more complex, 

which requires the routing algorithm to be more efficient in order to adapt to low link 

connectivity. The underlying research work focuses on two extreme cases of network 

topologies, which are the bidirectional and unidirectional link routing strategies.  

In many cases, routing on ad hoc wireless network is based on the availability of 

bidirectional and symmetrical links. Therefore, the absence of such links may prohibit 

the proper operation of a routing protocol, particularly the reactive routing method. It is 

because nodes in such routing schemes typically discover routes by broadcasting and the 

failure to setup routing path via bidirectional links can cause multiple broadcasts. In 

addition, nodes in a non topology-based routing protocol such as AODV, typically 

possesses little information about the complete topology. As such, broadcast packets 

may follow asymmetrical paths, and consequently a routing path that is unidirectional 

may be constructed. 
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Chapter 3 is organised as follows. Section 3.2 introduces the operation of AODV routing 

protocol. First, the basic mechanism of routing construction is discussed, followed by 

the overview of the unidirectional link avoidance mechanism, known as AODV with 

blacklist [45] technique. Section 3.3 highlights the benefit and presents the common 

techniques employed by routing protocols to handle unidirectional links. Some of the 

techniques are also briefly explained in the related work. Section 3.4 discusses the 

performance evaluation methodology and the description of simulation tool is presented 

in section 3.5. Comprehensive simulation modelling is discussed in section 3.6. 

3.2 Route Establishment with Bidirectional Link 

This section provides detailed discussion of AODV to enhance section 2.5.7, which 

simply presented a general description of the routing operation. Two cases of routing 

operations are presented, first is the basic routing mechanism and second, the operation 

with unidirectional link detection. Typically, AODV relies upon the bidirectional link 

availability between nodes, an important property that ensures the correct operation of 

the routing protocol. At least one single bidirectional path between the source and the 

destination must exist, otherwise the routing protocol may not function properly and 

connections between node pairs will not be able to be made.  

3.2.1 Basic AODV Routing Technique 

As shown in Figure 2.1b, the IEEE 802.11 architecture supports an ad hoc mode, 

facilitated by the IBSS. In this mode, devices that perform a specific AP function are 

eliminated and replaced by mobile stations, where each station communicates directly 

with each other, i.e. single-hop communication within a limited range. To enable multi-

hop communication, shown in Figure 2.1c, every node in the network must be enabled 

with a MANET routing protocol, e.g., AODV. Despite the differences in terms of 

routing functionality, the same set of underlying link layer protocols, i.e. CSMA/CA and 

RTS/CTS, typically remain unchanged.  
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In AODV, a source node first will attempt to communicate with an identified destination 

by comparing the destination address with the content of its routing table. If a match is 

found and the address is valid, the source node immediately forwards the data packets 

through the wireless interface. However, if a matching address is not available or has 

been stored but the state information is invalid, the source node initiates a route 

discovery by using the expanding ring search algorithm. In this algorithm, the source 

node searches for the destination node using the multiple ring method, as opposed to the 

simple flooding technique. The ring radius is set by the time-to-live (TTL) value, which 

in return defines the distance, i.e. number of hops, the packet propagates away from the 

source node. In this technique, the TTL value is set to an initial start value of 3
6
 with 

increment of 2, resulting in a linear expansion of the ring radius. Nevertheless, in a worst 

case scenario, wherein the searches exceeded the threshold value (7), the AODV simply 

reverts to the simple flooding method. The default limit of flooding attempts is 3 [45].  If 

a node fails to obtain a RREP up to the maximum threshold, the source node timeouts 

with MAX_RREQ_TIMEOUT, after which the route discovery process is repeated. In 

this way, the number of broadcast packets is significantly reduced, leading to lower 

communication overheads.  

 The RREQ packet contains information such as source node ID, hop-count towards 

source node, sequence number to identify the freshness of packet, packet lifetime and a 

time-stamp to compute the route latency. RREQ packet is forwarded (using broadcast) 

towards its destination, where each node along the path caches the first copy of received 

RREQ by recording the Broadcast ID (BID) and Source ID (SID). If any subsequent 

RREQ received matches the cache, that RREQ packet will be dropped. Each node 

maintains a routing table, which records only the most recent information from RREQs 

by comparing them to the stored sequence number and hop count. The algorithm in 

Figure 3.1 shows the process flow at every node that checks for route freshness and 

eliminates duplicate received RREQ packet. 

                                                 
6
 The value is specified by the parameter TTL_START in RFC 3561, which have initial value of 1. The 

value 3 is selected in this thesis to minimise the number of RREQ attempt. 
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Figure 3.1: RREQ route freshness inspection procedure 

If all links in the network are bidirectional, AODV guarantees that, based on the above 

algorithm, the routing path created between the source and the destination will be the 

shortest hop with lowest delay. However, depending on network condition, constructing 

routes solely through bidirectional link may not be possible. As such, if nodes are unable 

to find at least a single bidirectional link between the source and destination pair, the 

AODV scheme may fail to function. 

3.2.2 Unidirectional Link Detection and Avoidance (AODV-Blacklist) 

In the presence of unidirectional links, the basic AODV routing path construction can 

produce a sub-optimal network performance. For example, a network with low nodal 
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density and a large number of unidirectional links may possess a higher probability of 

setting up a forward route, i.e. from source to destination, through unidirectional links. 

As a result, the RREP packet may fail to reach the source node using the reverse of the 

forward route created by RREQ.  

Refer to Figure 3.2, where node S is the source and node D is the destination. The 

RREQ packet from S is assumed to reach D through path S-A-E-D. The link (A-E) is 

unidirectional, pointing to node E. Assuming that nodes are moving at a relatively low 

speed, route discovery may fail to constructs a reverse route from D to S. This is because 

node E is able to receive packets from A,  but not vice versa, even though E has 

established a reverse route with A as the next hop candidate to reach S. Further attempts 

of RREQ broadcast by the source node will likely produce a similar result, hence 

increasing the overall routing overhead.  

S

A E

D

B

C

F
RREQ/RREP dropped

Reverse path setup

RREQ

Unidirectional link
 

Figure 3.2: Unidirectional link facing to node E from A 

On the contrary, the AODV-Blacklist routing scheme implements a unidirectional link 

detection and avoidance mechanism. In this scheme, a network ACK packet is returned 

for each RREP received, i.e. originated or forwarded by a node. For instance, in Figure 

3.2, as soon as node E transmits a RREP packet to node A, it expects an immediate reply 

of ACK packet.  However, a failure to receive an ACK packet, upon timeout, will cause 
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node E to cache A in its blacklist set and remove the current entry towards A from its 

routing table. The system then waits for further attempts of RREQ discovery by the 

source. Node E, upon receiving another fresh copy of RREQ from node A, will discard 

the packet because the node has been blacklisted. This allows the forward route to be 

constructed via a different path, e.g. S-B-F-D, after another route discovery process. 

The AODV-Blacklist scheme is an efficient unidirectional link avoidance technique 

when there are only a few unidirectional links within the network. However, when the 

number of nodes increases along with the number of link connections between them, the 

system may generate more unidirectional links. As such, the chances of creating a 

forward path via such link is high, which can lead to a failure on the first route discovery 

attempt. The source node then may have to perform several rounds of route broadcast 

until all bidirectional links are found. Consequently, a higher routing overhead is 

incurred and the route acquisition delay is substantially increased, leading to 

deterioration in network performance.  

3.3 Routing Operation in the Presence of Unidirectional Link 

Routing schemes that support control and data packet forwarding over unidirectional 

links [58][59][60] have been shown to alleviate the problems associated with routing 

exclusively with bidirectional links. Some researchers, however, implied that routing 

data packets along asymmetrical and unidirectional links between a pair of source and 

destination nodes is inefficient and the gain from such approach is small [35][61]. This 

is typically caused by the additional control packets required for route discovery, leading 

to a higher routing overhead. Taking this into account, one of the schemes proposed in 

this thesis (Chapter 5) are designed to allow routes to be discovered by means of 

unidirectional link but at the same time, constrain data forwarding to solely using 

bidirectional and symmetrical connections. Additionally, the proposed schemes are 

protocol independent and, as such, can be integrated with any routing protocol that 

shares general principles associated with the root underlying AODV protocol. 
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3.3.1 Occurrence and the Impact of Unidirectional Link  

There are many reasons for occurrences of unidirectional links and their presence in the 

network may substantially affect the performance of a system that relies exclusively on 

the availability of bidirectional link.  

The characteristics of radio links in wireless communication are typically a 

manifestation of the effects of signal propagation. Transmitter-receiver separation 

distance, transmitting power, antenna gain and SINR sensitivity affect the link 

connectivity. Ideally, a wireless communication path should be symmetrical and 

bidirectional between the two end stations, however, this is not always the case in 

MANETs. At the data link layer, the presence of unidirectional link causes problem for 

efficient path construction. Consequently, when a node establishes a unidirectional path 

to a neighbour node through a unidirectional link, the acknowledgement packet is not 

possible to be returned back to the sender node via the reverse route. As a result, 

conventional methods of packet flow control and reliability mechanism to avoid hidden 

nodes, such as RTS/CTS, lose effectiveness. The problem is more severe on a sparsely 

connected network compared to a dense network. Although increasing the distribution of 

nodes over the network may potentially reduce the impact of unidirectional links, the 

approach could, however, result in looping and broadcast storms.  

Two common causes of the occurrences of unidirectional link are discussed. The first is 

the hidden node problem, which is illustrated in Figure 2.4. Typically, unidirectional 

links caused by such a phenomenon is often transient, and may disappear as soon as the 

high interference surrounding the sender node is reduced. However, irrespective of 

whether the condition is temporary or persistent, the path is asymmetrical and the 

formed routing path may be unidirectional.  

Secondly, unidirectional links can be the result of the radio transmission power 

difference between adjacent nodes. In Figure 3.3, the transmitting power of node Y and 

X is initially set to a higher radio transmission energy level.  However, due to excessive 
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local utilisation, i.e., caused by frequent routing and forwarding processing, the energy 

level at node X is significantly decreased. In addition, if node X operates on a power-

aware routing technique, the impact of energy depletion can cause a substantial decrease 

in transmitting power. Therefore, in order to conserve the energy, node X may choose to 

transmit packets with a lower radio energy level and the packets emitted from node X 

may not reach node Y. As a result, a unidirectional link facing to node X is created.  In 

this example, the creation of such link, which is the main focus of discussion in this 

work, may be permanent. 

Y

W

Z

X

 

Figure 3.3: Permanent unidirectional link between node X and Y 

3.3.2 Components of Routing with Unidirectional Link 

This section discusses the main processes that are commonly adopted to handle 

unidirectional links.  

3.3.2.1 Detection  

The most basic component that constitutes any routing protocol to deal with 

unidirectional link is the detection method. For AODV, unidirectional link detection is 

implemented by the network layer. Each node broadcasts a HELLO message at every 
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specific interval set by the AODV parameters. This control packet is exchanged only 

between adjacent nodes, controlled by TTL set to 1. The HELLO message typically 

contains the list of neighbours from which the node is currently receiving HELLO 

messages. Subsequently, based on the information gathered, if the node ID is not present 

within the neighbour list received from the other node, the node may safely assume that 

it is on the receiving side of a unidirectional link. Another detection approach is to use 

the ACK packet as a response for each RREP packet sent. For every ACK packet 

returned by the receiver, the sender node concludes that the link is bidirectional and 

symmetrical. On the other hand, the absence of ACK packet is an indication that the link 

is potentially unidirectional. The failure to receive ACK packet may also signify that the 

link is severely congested. The method is simple and does not significantly affect the 

routing overhead since an ACK packet is generated only in respond to the unicast RREP 

packet.  

3.3.2.2 Avoidance  

The next step after detection process is to decide whether to avoid or utilise the 

unidirectional link to advantage. The former method (avoid) completely prohibits 

forwarding any packet (control and data packet) via unidirectional link, which is the 

common method used by most routing protocols [35][45][62][63]. For instance, AODV-

Blacklist avoids using unidirectional link, achieved by storing such links in a blacklist 

database. The content of blacklist database is retained only for a very short duration; 

typically only until the current route discovery cycle is completed. Nodes that are stored 

in the blacklist database are consulted by a receiver node each time a RREQ packet is to 

be forwarded to the next hop node. If the node ID stored in the blacklist database 

matches the next hop node ID field in the current RREQ packet, the packet is dropped. 

The system then waits for the source node to timeout before another round of route 

discovery is attempted. Although the technique enables AODV nodes to correctly 

identify paths that are unidirectional and avoids them, it has drawbacks. With the 

blacklist method, the number of possible link connections for routing construction is 

limited, when it excludes communication to nodes that can be reached via only 
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unidirectional links. In addition, the method may introduce additional latency for route 

discovery since the RREPs sent over the partially constructed routes can be potentially 

dropped and cause timeouts at the source node. 

3.3.2.3 Exploit 

The exploit approach differs from the above method, where unidirectional link is utilised 

to advantage. Generally, there are two ways to utilise such link. First, the routing 

protocol temporarily allows the control/routing packet to be forwarded through all links, 

irrespective of whether the link is unidirectional or not. For instance, in the reverse path 

search (RPS) [35] scheme; when a link is detected unidirectional, the propagation of 

RREP packet through the reverse path is not dropped. Alternatively, the packet is 

forwarded via alternate paths and if such a route is not present in the node cache, a 

broadcast packet called backtrack route reply (BRREP) is transmitted to the upstream 

nodes, i.e. facing destination node. Subsequently, the upstream node removes the current 

reverse link and attempts to re-route the RREP through other available links. Figure 3.4, 

Figure 3.5, and Figure 3.6 illustrate the process of RPS.  
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Figure 3.4: Paths are created via unidirectional links at B-C and S-A 
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 Figure 3.5: The first reverse path creation fails via D-E-C-A-S 
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Figure 3.6: The second reverse path creation fails via D-E-C-B-S 

The second approach allows the unidirectional link to be fully exploited during route 

discovery and these links then also utilised for data packet transmission. This approach 

is able to handle the asymmetrical characteristics of the network. An example of such an 

approach is the Bidirectional Routing Abstraction (BRA) [58]. Although the scheme is 

protocol independent, significant changes to the underlying routing principles must be 

made to any routing protocol before such technique can be adopted. In addition, the 

scheme optimises the routing efficiency by supporting asymmetric links only in the area 

of network where the connectivity is poor.  
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3.3.3 Related Work 

A wide variety of routing protocols have been proposed for MANETs. However, many 

simply ignore the presence of unidirectional links in the network. As such, the 

implementation of these schemes often exhibits connectivity issues, affecting the 

network performance. To counter the inherently unreliable effect of unidirectional links, 

several schemes have been proposed. 

3.3.3.1 Early Unidirectional Link Detection and Avoidance (EUDA) 

In contrast to the blacklist method, the Early Unidirectional Link Detection and 

Avoidance (EUDA) [63] is a proactive technique. A node detects unidirectional link as 

soon as it receives a RREQ packet during the route discovery phase. Basically, when a 

node receives a RREQ from a neighbour, the node computes an estimated distance 

towards the sender using the information carried within the RREQ packets. The 

estimated distance is then compared against the radio transmission range, which is set at 

the highest radio signal strength. If the distance between the sender and receiver is 

greater than the maximum transmission range, the link is considered unidirectional. As a 

result, the received RREQ packet is dropped. On the other hand, the link is considered 

bidirectional if the estimated distance is equal to or smaller than the receiver nodes 

transmission range. Like AODV, this scheme detects duplicate RREQ packets. On 

receiving a RREQ packet, a node compares the sequence number attached to the packet 

and compares it to the current sequence number recorded in its entries. If the node has 

previously forwarded the packet with a match <source, sequence number> entry, the 

packet is immediately discarded.   

The scheme can be described using the network scenario in Figure 3.2. When node E 

receives a RREQ packet from node A, the scheme provides an estimated distance of 

node A relative to node E. Based on the computed distance, node E realises that node A 

lies outside its radio transmission range. As a result, the RREQ packet from node A is 

dropped. Subsequently, node E may receives another copy of RREQ packet from node 
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C and by using similar approach, the link is immediately determined as bidirectional. 

The packet is then forwarded to the final destination node D, which responds with a 

RREP packet that follows the reverse path <D-E-C-A-S>. The scheme can rapidly 

construct routes by using paths that are solely bidirectional; only if there exists at least 

one such route between the source and destination node. Nevertheless, if the condition is 

not met, the scheme may not able to construct the route and the source re-broadcasts the 

RREQ with new sequence number.  

The scheme is built upon the typical theoretical two-ray ground wireless channel 

propagation model to compute the estimated distance, e.g., distance A-E. The received 

power is given by equation 3.1.  

                                                       4
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Based on the equation, the arbitrary transmitter-receiver separation distance, d, can be 

calculated if the transmitted and received power, Pt and Pr, is known, along with all 

other variables in the equation 3.2. The Gt and Gr are the transmitter and receiver gain, 

while ht and hr are the transmitter and receiver height, respectively. 
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To enable the receiver node to compute the distance, the sender node includes specific 

information into the RREQ packet field, i.e. Pt and RXThresh. Other parameters, i.e. Gt, 

Gr, ht, and hr, are assumed identical across the system and therefore not significant for 

the purpose of distance computation. An issue with EUDA approach is that nodes are 

assumed to operate at highest radio power, which results in a maximum transmission 

range. Such conditions are rarely possible in real world scenarios. Several factors may 

significantly vary the node’s communication range such as obstacles, fading, and 

interference. The scheme also attempts to improve the accuracy of distance estimation, 
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by considering more realistic parameters such as channel gain, receiver sensitivity, and 

the receiver’s SINR in the unidirectional link detection process. The parameters are 

shown in equations 3.3 and 3.4. 
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Assume that node y is the receiver and node x is the sender. Three additional fields are 

introduced in the RREQ packet, i.e., Pt(x), the accumulated noise observed at node x, 

Pn(x), and SINR_Threshx. Based on equation 3.3, node y computes the gain Gx,y, where 

Pr(y) is measured by the node’s physical layer. Assuming identical gain on both the 

receiver and sender sides, the computed SINR at node x is compared against the 

SINR_Threshx. Basically, when a node receives a RREQ packet and the information 

advertised satisfies equation 3.4, the link is considered bidirectional. Despite the rapid 

detection of unidirectional link compared to the AODV-Blacklist, the scheme suffers 

from higher routing overheads as a result of the RREQ packet size increase.  

3.3.3.2 Ad hoc Routing Protocol with Flooding Control using Unidirectional Links  

The scheme [64] is based on DSR routing protocol that employs a two-way broadcast 

system, i.e. forward and reverse discovery. On the contrary, the AODV routing protocol 

broadcast employs a one-way control packet broadcast, which floods RREQ only during 

the forward path discovery. During the forward path broadcast discovery, each node 

records the number of hops it is from the source. On the reverse broadcast discovery 

phase, the recorded hop count is compared against the reverse hop count, where each 

node then decides whether to allow the propagation of packet or to discard them. Results 

shown in the paper indicate that the scheme is able to find routes around the 

unidirectional link and consistently reduces the number of control packets in all 
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experiments. The scheme achieves this by restricting the flooding area of RREP packets 

during the backward path discovery. 

The scheme’s general operation can be illustrated by Figure 3.7. Initially, the source 

node, S, does not have a path to the destination node, D, and it searches for the best 

route by broadcast the RREQ packet. The route discovered between S and D includes a 

unidirectional link, facing to node B from S. The area of broadcast by the RREQ packet 

shown in the Figure 3.7a is similar to any traditional on-demand routing protocols that 

rely on packet flooding technique, e.g., AODV, DSDV, and DSR. At each node along 

the path, the hop count information from the source is recorded; extracted from the TTL 

associated with the RREQ packet.  
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Figure 3.7: Unidirectional link (S-B) is avoided on reverse route computation 

Upon completion of the forward broadcast phase, the first RREQ packet reaches D from 

path (S-B-C-D) with 3 hop counts. Instead of being reversely unicast, the RREP packet 

is broadcast back to the source (Figure 3.7b). As such, the reverse route followed by the 
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RREP packet may be different than the previously constructed forward route and may 

forms an asymmetrical route. However, before broadcast, node D includes the recorded 

hop count, i.e. 3, in the RREP packet. Subsequently, node F and C receives the RREP 

packet, where each node compares the hop count advertised by the RREP against the 

recorded hop count in its cache. If the advertised hop count is higher, the packet is 

relayed, otherwise it is dropped. As shown in Figure 3.7b, node C replaces the 

advertised hop count (3) with its recorded hop count value (2), whereas node F drops the 

RREP. At node C, the RREP is rebroadcast and subsequently received by node E and B. 

The same process is then repeated. When the advertised hop count is equal to the 

recorded value, i.e. at node A, the RREP propagation is paused for a short duration of 

time. The waiting time is necessary to allow for other RREP packet with shorter hops to 

reach S ahead of the RREP packet from node A. For instance, if the link (S-B) changes 

to bidirectional, the RREP packet relayed by node B to S will have a higher priority. 

After the time-out, the RREP is finally broadcast to S. The final route constructed by the 

scheme follows the path (D-C-B-A-S). 

The proposed scheme is able to reduce the control packet traffic by limiting the area of 

broadcasts, resulting in lower routing overheads compared to DSR. However, routes 

formed between the source and destination pairs may be asymmetrical, which is not 

feasible for routing protocols that inherently rely on symmetrical two-way 

communication. For instance, some protocols such as AODV and DSDV prohibit 

asymmetrical route and supports only symmetrical route, where both source and 

destination pairs should follow only the same route between them.  

3.3.3.3 Loop Based Source Routing (LBSR) 

The Loop Based Source Routing (LBSR) [59] scheme provides inherent support for 

asymmetrical routing. It is derived from DSR and most of its operation follows the 

original scheme in addition to unidirectional link support. The scheme reactively 

discovers routing path using a single flooding technique. In addition, several unicast 

packets are sent by the source, which propagate in a loop back to the source node. The 
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cache mechanism is superior compared to DSR, as it performs better in the presence of 

unidirectional links.  

Although DSR routing protocol provide supports for asymmetrical connection, it 

employs two independent route broadcasts. As such, the routing overhead incurred is 

twice that of AODV. The LBSR reduces such impact by removing the need for 

broadcast in the reverse direction. This is done by allowing the broadcast packet to 

discover all possible paths throughout the network using a single flooding technique. 

The scheme ensures that all nodes, including the destination, relay non-duplicate request 

packet to their neighbours. As a result, the reverse route constructed follows a 

completely different path back to the source node. The operation of LBSR is illustrated 

by Figure 3.8.  

Initially, the source node S broadcast a control message known by Lreq (Loop request), 

which is received by nodes within its transmission range. Subsequently, the Lreq is 

rebroadcast and will eventually reach the destination node D. However, unlike DSR, 

where the packet propagation stops as soon as it reaches the destination node, the Lreq 

packet continues to be broadcast. The transmission of Lreq packet results in multiple 

loops, as shown in Figure 3.8. To reduce the impact of routing overhead, a node that is 

identified as part of the loop does not rebroadcast the Lreq, but instead, unicast. Assume 

that node F is part of the loop constructed around the nodes (S-A-B-F-S). If subsequent 

Lreq packet, e.g. from loop (S-A-B-D-F-S), is received by F, the packet propagated 

between (F-S) is unicast. As such, the number of broadcast packet generation is 

minimised. As shown in Figure 3.8, multiple loops are detected by using the LBSR 

scheme. To communicate with destination node D, node S follows the forward path (S-

A-B-D). On the reverse, node D chooses the path (D-F-S) to return to the source node. 

The path (D-E-G-S) is not selected because it is not the shortest path, i.e. in terms of hop 

count.  
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Figure 3.8: Loop based source routing (LBSR) 

3.3.4 Comparison Table 

Table 3.1 presents the summary and comparison of the schemes previously discussed. 

One particular element that is common among all the schemes is the routing metric, i.e. 

hop count. Although the metric provides a simple mechanism to calculate the shortest 

path, the path may not be reliable and can be detrimental in the presence of 

unidirectional links. In Chapter 6, it is shown by the simulation results; the performance 

of AODV based only on hop count is inferior compared to when using path loss.  

Table 3.1:  Summary of routing schemes 

 BRA [58] LBSR [59] RPS [35] EUDA 
[63]  

Flooding 
[64] 

Base protocol AODV DSR AODV AODV AODV 
Multicast support No No No No No 
Routing path selection Destination Source Source Source Source 
Unidirectional link 
handling 

Utilising Utilising Avoidance Avoidance Avoidance 
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 BRA [58] LBSR [59] RPS [35] EUDA 
[63]  

Flooding 
[64] 

Routing Metric Hop count Hop count Hop count Hop count Hop count 
Multipath routes No Yes Yes No No 
Route discoveries Single Single 

(back to 
source) 

Single Single Two-way 

Asymmetrical route Yes Yes No No No 
Detection phase Forward 

path 
Forward 
and reverse 
path 

Reverse 
path 

Forward 
path 

Reverse 
path 

Protocol independent 
technique 

Yes No No No No 

Power routing control No No No No No 
Motivation and the 
impact on routing 
performance 

Discovers 
route using 
the reverse 
of Bellman 
Ford 
algorithm 

Multiple 
routes 
detection. 
Improves 
reliability 

Rely on 
multipath 
for reverse 
route 
constructio
n 

Immediate 
detection 
of 
unidirectio
nal link 
during 
route 
discovery 

Increases 
routing 
overhead 
compared 
to base 
protocol 

 

3.4 Performance Evaluation Methodology 

This section discusses the performance evaluation methodology between the schemes 

proposed in this thesis and the base routing protocols. Initial results of an extensive set 

of experiments are shown, where comparison in terms of various performance metric are 

presented against different types of network scenarios. To quantify the performance of 

routing protocols, several methods can be employed. This research adopts the simulation 

method. To justify the chosen methodology, a brief comparison with other techniques is 

presented.  

Firstly, a routing protocol can be empirically measured in laboratory environments or on 

a site that covers a particular geographical area. The test-bed typically consists of several 

wireless devices distributed randomly or evenly, which are configured to communicate 

using a common protocol. There are many existing test-beds currently deployed for 

MANETs [65][66][67][68][69]. Although practical experiments can provide accurate 

information about the performance of the protocol being investigated, the major 
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downside is that the results from experiments are difficult to reproduce. It is because a 

wireless mobile network is sensitive to external effects, particularly when small changes 

to the environment may severely impact the experiment results. Therefore, it is a 

common practice that results obtained from field work are compared to the simulation or 

analytical modelling, hence, increasing the results credibility. Nevertheless, empirical 

methods typically require a high number of participants to simulate mobility, which in 

turn incur high costs and require extensive amount of time and resource management.  

The second approach to evaluate the protocol performance is through the use of 

analytical or mathematical modelling. In this method, the area of network considered is 

often small with few number of interconnecting nodes. As noted by a research work [70], 

nodes movement in wireless network is complex; hence the limited studies using 

analytical approach. Typically, only a small-scale network is considered, which can be 

represented using a simple set of algebraic equations in the computer systems. There are 

several analytical research works on both single-hop and multi-hop 802.11 wireless 

network [71][72][73][74][75]. Many of the studies however, are based on a specific 

assumption such as a network with saturated traffic load, a homogeneous network, and a 

network that operates using a global scheduling. Basically, these assumptions are made 

to simplify the analysis, which may have an effect on the simulation outcome. For 

instance, a mathematical model can be used to represent the simple activity of a queuing 

system at a certain instance. This is achieved by averaging the system’s performance 

output over several sets of experiments. Despite the fact, that such method can provide 

rapid results, numerical computation may increasingly become complex with 

introduction of additional elements. Other factors such as nodal mobility characteristic 

and signal propagation are often neglected or simplified in the analysis. Therefore, in a 

dynamic network, which has varying workload volume distributed over the network, the 

mathematical modelling can be very complex.  

The third approach is simulation and this is the primary evaluation technique employed 

by this research. The simulation tool described in section 3.4.1 provides several models 

structured according to the Open System Interconnection (OSI) layers. The system’s 
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operation is clearly defined and integration with new models is reasonably simple. 

Unlike the analytical method, the simulation computation technique is more 

comprehensive, where it considers the workload distributions across the network. In 

addition, if the simulation is an event tracing technique, each state transition the node 

experiences is successively recorded. The post-processing analysis then can be used to 

comprehensively analyse the output. The simulation method is often considered to be 

time consuming; requiring significant computer processing resources to execute. 

However, the benefits of simulation far outweigh the analytical method; particularly 

when handling multiple transactions on a densely connected network. Often, it required 

that only a particular layer of the network is to be investigated and thus, a correctly 

constructed simulation model can provide efficient method for independent layers to be 

evaluated. Based on this argument, the simulation technique is opted for network 

performance evaluation throughout the work.  

3.4.1 Simulation Tools 

Several choices of simulation tools are widely available for simulation experiment work. 

A review over a five-year-period of wireless network research papers [9] indicates that 

76% of the works are based on network simulation. The extensive application of 

network simulation for wireless research continues to grow with Network Simulator 2 

(NS-2) as the most popular simulation tools for such research. Based on the above-

mentioned review, 44% of researchers choose NS-2 over other simulation tools. In 

principle, each tool is inherently differs from others and a precise selection of packages 

that best suit the simulation work needs to be determined. Tools that include a properly 

built model and debugging package are critical to ensure output obtained is credible and 

can support various conditions and network scenarios. There are several simulation tools 

that can be used for the simulation of MANETs such as NS-2 [76][77], GloMoSim [78], 

QualNet [79], OPNET [80] and OMNeT++ [81]. Table 3.2 summarises the shows the 

comparison between the simulators, highlighting the capabilities, strengths, and 

weaknesses. Previous studies [82][83] have also present a detail comparison between 
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these tools. Basically, the choice of simulator is driven by the research work 

requirements and the following criteria provide the basis of selection: 

• Open source 

• Free license 

• Well established with complete manuals and community support 

• Widely used for research in MANETs domain 

• Support cross platform installation  

• Easy access to new extensions and modifications can be easily included 

Table 3.2:  Summary of simulation tools 

 NS2 [77] GloMoSim 
[78] 

QualNet [79] OPNET [80] OMNET++ 
[81] 

Interface C++/OTcl Parsec Parsec C or C++ C++/NED 

Available 
Modules 

TCP/IP, 
Ethernet, 
Propagation 
model, IEEE 
802.11, ad-
hoc, Zigbee, 
and energy 
model 

TCP/IP, 
Ethernet, 
Propagation 
model, IEEE 
802.11, and 
ad-hoc model 

TCP/IP, 
Ethernet, 
Propagation 
model, IEEE 
802.11, ad-
hoc, Zigbee, 
and energy 
model 

TCP/IP, 
Ethernet, 
Propagation 
model, IEEE 
802.11, ad-
hoc, S-MAC, 
and direct 
diffusion 
model 

TCP/IP, 
Ethernet, 
Propagation 
model, IEEE 
802.11, and 
ad-hoc model 

Mobility Support Support Support Support No 

Graphical 
Support 

Limited visual 
aid 

Limited visual 
aid 

Good 
graphical 
support for 
debugging 

Excellent 
graphical 
support and 
to facilitate 
debugging 

Good 
visualisation 
and excellent 
facility for 
debugging 

License Open source Open source Commercial Free academic 
license for 
limited use 

Free for 
academic and 
educational 
use 

Scalability Medium Large Very Large Medium Large 

Documentati
on and user 
support 

Excellent Poor Good Excellent Good 

Extendibility Excellent Excellent Excellent Excellent Excellent 
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Based on Table 3.2, NS-2 is selected as the simulation tools because it satisfies the 

criteria previously mentioned. Although it provides limited support for visualisation, 

such requirement is not critical in this research work. The excellent documentation and 

user support adds to the fact that NS-2 is the best choice for this research work.  

3.5 NS-2 Overview 

Throughout the years, NS-2 has been significantly improved by the open source 

community and its current release, the NS-3 was introduced in 2008. This new release is 

a replacement for the popular NS-2 simulator but it is not considered as an extension for 

NS-2. Despite the fact that both versions are based on C++, the NS-3 does not support 

the NS-2 Application Programming Interfaces (APIs). Although research work in this 

thesis coincides with the new release, i.e., NS-3, it is still new and very little support is 

available from the author and community to address issues that may arise. For this 

reason, the NS-2, which has been widely used in MANET work, is selected for this 

research work. 

The NS-2 is developed by University California Berkeley. It is an object-oriented tool 

and is designed for discrete event driven networks. The tool is suitable for a variety of 

communication research. It includes the support for simulation of wired and wireless 

network functions and protocols such as physical layer, link layer and routing. Generally, 

NS-2 users are allowed to simulate a network by specifying the features included in the 

tools. In addition, the modular structure of NS-2 enable users the ability to focus the 

study on a specific protocol by simulating their corresponding behaviours.  

In addition to the C++ object oriented programming language, NS-2 includes the 

Massachusetts Institute of Technology (MIT)’s Object extension Tool command 

language (OTcl) [84]. The tool is intended to assists users for simulation, which allows 

them to specify values for parameters that can be passed to the C++ object.  The main 

purpose of OTcl is to expedite the simulation process. It reduces the time required to 

build and recompile the code after every changes made to the simulation parameter. In 
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this way, the core structure of the protocol, i.e., coded in C++, is retained and various 

results can be output much faster. In general, the implementation and simulation of NS-2 

can be summarised by Figure 3.9.  
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Figure 3.9: Simulation process [85] 

3.6 Simulation Modelling 

As previously described, the primary work of this research is done through simulation 

and therefore, it is essential that all the techniques involved are fully discussed. The key 

protocol is AODV, as it underpins the proposed scheme in this work. A comprehensive 

protocol validation and verification is also presented, evaluated using the same set of 
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model assumption and network scenario followed by other researchers [56][86]. AODV 

is chosen for several reasons; outlined below:  

• AODV is an enhanced version of DSDV routing protocol, which significantly 

improves the performance for on-demand based ad hoc network. Many research 

works, particularly for on-demand based routing have widely accepted AODV as 

the basis for comparison with a new routing protocol design [35][56][86][87]. In 

addition, the AODV routing protocol is also used in some research experiment to 

empirically determine the routing performance. The work of Perkins et al. [56] 

shows that the AODV routing protocol is typically more efficient than other on-

demand routing protocols, e.g., DSR, over a range of scenarios.  

• The AODV’s routing method has been designed to specifically facilitate wireless 

communication that requires low communication overhead and where data is 

only sent on-demand. The routing path is not actively maintained outside data 

transmission, conserving node’s power and bandwidth.  In addition, the AODV’s 

performance has been shown to be reliable under mobility conditions. Previous 

study [86] shows that AODV delivers over 95% of the packets regardless of 

mobility rate. 

• Validated implementations of AODV are available with NS-2 [56][86].  

The following sections outline the NS-2 model components, in particular those that are 

important for the implementation of the proposed scheme. The NS-2 distribution 

discussed within this thesis is the NS-allinone version 2.32.  

3.6.1 Mobile Node Model 

Nodes are the most fundamental element among all other components of NS-2. They are 

modelled to perform the basic functionality of network-enabled devices; including 

processing and forwarding of packets. The internal architecture of a node differs, 

depending on whether the node is mobile or stationary. NS-2 supports two types of 

nodes; wired and mobile. Typically, a mobile node is a wired node equipped with extra 
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functionality to model the behaviours of mobile networking. In addition, mobile nodes 

are allowed to move within a certain area of the network, as opposed to wired nodes 

which remain stationary. The mobile node itself is a compound object, built from the 

several components. Figure 3.10 shows the internal structure of such node: 

Wireless channel

Src/Sink agent

Routing agent

Link layer

Interface 

queue

MAC

ARP

NetIF
Propagation 

model

Port 

classifier

Address 

classifier

Entry point

Link

Generated packets
N

o
d
e

M
o

b
ile

 N
o
d
e

 

Figure 3.10: Components of mobile node model in NS-2 [77] 

• Src/Sink agent: every packet that is sent by the source node (Src) is handled at 

the entry point, which is then forwarded either to the unicast or multicast 

classifier. Consequently, the packet is relayed through the routing agent before 

being sent to the immediate lower layers. The sink agent only receives packets 

through the classifier if the packet is addressed to the node.  

• Routing agent: the main function of this agent is to perform routing. An 

incoming packet from an application is processed using the specified routing 
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algorithm and forwarded to the entry point. The classifier appends an address and 

the packet is sent to the link, which is then received by the receiver node’s entry 

point. In the event that the incoming packet is not for the mobile node itself, the 

packet is handed to the routing agent, which assigns the routing information and 

sends it down to the link layer (LL). A port number of 255 is set by the receiver’s 

classifier to attach the routing agent to a mobile node. 

• Link layer and ARP module: the function of LL class is to simulate the data link 

protocol. Similar to the IEEE 802.3 standard specification [88], the LL class 

employs the Address Resolution Protocol (ARP) to determine the hardware 

address of neighbouring nodes and map Internet Protocol (IP) addresses to their 

correct interfaces.  

• Interface Queue class: prior to transmission, all outbound packets are queued 

using the interface queue (IFq) class. Although the IFq has been defined by 

default to hold a maximum size of 50 packets, it is possible to change the value. 

Packets are placed according to their priority before being delivered to the MAC. 

Basically, there are four different priority queues available, in which packets are 

stored in accordance to priority level.  

• MAC module: this module is an implementation of the IEEE 802.11 standard. It 

is a common protocol used by the MANET’s modelling community and, as such, 

an appropriate candidate protocol to be used in this analysis.  

• Radio propagation model: the two-ray ground reflection model [89] and the log-

normal shadowing model are selected for the simulation in this work. The log-

normal shadowing model is crucial for the study of routing protocol that highly 

depends on the channel condition for routing path construction. The omni-

directional antenna’s gain is assumed unity, i.e., 0 dBm, which used for the 

transmitters and receivers. Node’s antenna is placed at an equal height of 1.5 m 

above the ground.  

• Network interface model: In the evaluation work, the wireless network interface 

(NetIF) is set to follow the specification of the Cisco Aironet 350 Client Adapter 

[90], operating at 2.4 GHz. However, for the purpose of the model validation, the 
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Lucent WaveLAN [91] is used. This is consistent with the previous studies. The 

WaveLAN is a shared media radio with nominal bit rate of 2 Mbps and nominal 

radio range of 250 m. Table 3.3 shows the detail configuration parameters for the 

WaveLAN network interface.  

Table 3.3: Lucent WaveLAN network interface parameters 

Parameter Name Parameter 
variable 

Parameter 
Value 

Raw bit rate (bps) Rb_ 2*1e6 

Power of transmission (W) Pt_ 0.2818 

Frequency (Hz) freq_ 914e+6 

System loss factor L_ 1.0 

Carrier sense threshold (W): min power required to detect 
another node’s transmission 

CSThresh_ 1.559e-11 

Receive threshold (W): min power required to receive a 
packet 

RXThresh_ 3.652e-10 

Capture threshold (dBm): signal ratio required to maintain 
receiver capture of incoming packet in face of collision 

CPThresh_ 10.0 

3.6.2 Network and Mobility Model 

Different network scenarios are generated to evaluate the performance of the proposed 

scheme various link conditions. Each network scenario produces a different set of node 

movements and as such, the effect of link connection/disconnection to the routing 

performance can be thoroughly investigated. On the other hand, a variety of network 

simulation parameters are used, including the physical network size, node density, the 

number of source and destination nodes and the node’s average moving speed. The 

packet size and the transmission frequency are also considered in order to observe the 

impact of traffic load on the routing protocols. For the combination of 2 routing 

protocols, i.e. AODV and AODV-Blacklist, a total of more than 500 simulation runs are 

carried out. This includes 2 physical network sizes (1500x300m
2
, 575x575m

2
) with a 

maximum of 20 pairs traffic connections, a maximum of 50 simulation repetitions, 5 
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maximum speeds (0m/s, 5m/s, 10m/s, 15m/s, 20m/s), varying pause time between 0 to 

900s, packet size of 512 bytes, and a packet transmission frequency of 4 packets/second.  

The mobility model used in this chapter is the Random Waypoint (RWP) [86], which 

can be described by using a simple mobility process shown in Figure 3.11.  
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Figure 3.11: RWP mobility process model 

Generally, this mobility model has been adopted by many research works in ad hoc 

network [33][35][44][45][56][62]. Basically, the input parameters for the model are the 

network area, maximum speed, and pause time. Initially, in the init state a node chooses 

a random location specified on any point on the network area. Later, the current node 

transits to the init_move state, where the node selects a random destination along with 

the speed, chosen from a uniform distribution between 0 and the maximum speed. In the 

move state, a node travels along a straight line to the destination at the selected speed. At 

the destination position, the node transits to idle and pauses for a duration time specified 

by the input parameter, i.e. pause time. When the pause time period finishes, the current 

node returns to the init_move, and cycle repeats. 
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3.7 Simulation Results Analysis  

This section presents the approach in the analysis of results obtained from the simulation 

experiment. It may not be possible to guarantee the accuracy of results by using only 

independent simulation replications. Issues such as fluctuations can affect the simulation 

outcome, causing ambiguous and inconsistent result. Generally, there are two forms of 

simulations; terminating simulations and steady-state simulations. The simulation 

experiment used in this research work can be considered as steady-state. As such, a 

common problem associated with this type of simulation is the transient output during 

the warm up period.  

3.7.1 Simulation Control and Independent Replications 

In the terminating simulation model, the starting and stopping conditions of the 

simulation are specified as a natural reflection of the target system’s operation. The 

system’s flow is terminating according to some conditions, where all operations occur 

within the pre-determined start and stop time. On the other hand, the steady state 

simulation is a method where the system’s performance is measured in a theoretically 

infinite time frame [92]. The initial parameter conditions and simulation time period is 

pre-determined and the measure of interest is defined within a specified time frame, as 

the simulation theoretically run to infinity.  

In this research work, the latter approach is adopted for the simulation experiment since 

it enables the performance of routing protocol to be observed in long-run. Essentially, 

two typical issues arises in the steady-state simulation; first the detection of initial 

transient period and second, the analysis of concurrent data. An important attribute of 

steady-state simulation is the time period between the start of the simulation until the 

time the simulation enter a stationary state. Such period is defined as the transient period 

or the warm-up period, where the system converges to a stable state. The simulation 

output obtained during such period is inconsistent and therefore, is not of use. As such, 

the data need to be discarded because it can severely affect the analysis of the routing 
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performance. The following section discusses the methods to determine the initial 

transient period and subsequently the data elimination process. 

3.7.1.1 Initial Data Deletion 

The initial data deletion (IDD) [93] method requires analysis of the overall average after 

some of the initial output is deleted from the sample. A steady state is achieved when the 

average output of the simulation shows only a small variation. Nevertheless, due to the 

randomness of the simulation, which may be caused by random seeds, the average can 

slightly changed during the steady state. To reduce the effect of randomness, it is 

essential that the simulation output is averaged across several replications. Each 

replication is run using the same parameter settings, which differs only in terms of the 

seed values used in the random-number generators. The averaging technique causes the 

simulation to produce a smoother trajectory. Figure 3.12a shows the result of several 

simulation runs with different seeds, whereas the average run in Figure 3.12b shows a 

smooth curve.   
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Figure 3.12: Initial data deletion method 

Assume that there are m replications of size n each. Let xij denote the jth observation in 

the ith replication. The value of j varies from 1 to n along the time axis, while i vary from 

1 to m across the replications. The method consists of the steps summarises by Table 3.4. 
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Table 3.4:  Initial data deletion method [93] 

Step Description Equation 

1. Compute the mean trajectory by 
averaging n replications. ∑

=

=
m

i

ijj x
m

x
1

1
           for n,=j 1,2,...  

2. Compute the overall mean. 
∑
=

=
n

j

jx
n

x
1

1
 

3. Assume transient state duration is l 
long. Delete the first l observations 
from the mean trajectory and compute 
the overall mean from the remaining 
(n–l) observations. 

∑
+=−

=
n

lj

jl x
n

x
11

1
 

4. Compute the relative change of the 
mean. 

x

xx l )()( −
 

5. Repeat step 3 and 4 by increasing l to 
n-l until the relative change stabilises. 
Plot the curve, after certain value of l 
the relative change stabilises. This point 
is known as the knee, which indicates 
the end of the transient period. 

 

3.7.1.2 Batch-Means Test 

The Batch-Means Test (BMT) is a simulation test [94] on running a simulation over a 

long period of time. Subsequently, the simulation is divided into several partitions, each 

of equal duration known as batch. Each batch is computed for its individual batch mean. 

The variance of the batch means is then analysed as a function of the batch size. As 

shown in Figure 3.13, N number of observations is divided into m batch, each with n size, 

where m = N/n. Similar to the IDD method, let xij denote the jth observation in the ith 

batch. The sequence of steps for the BMT is illustrated in Table 3.5. 



71 

O
u

tp
u

t 
R

e
s
p

o
n

s
e

Batch size

Variance of 

batch means
Transient 

phase

n 2n 3n � mn

 

Figure 3.13: Batch means analysis 

Table 3.5:  Batch means test [94] 

Step Description Equation 

1. For each batch, compute a batch mean. 
∑
=

=
n

j

iji x
n

x
1

1
           for mi ,...,2,1=  

2. Compute the overall mean. 

∑
=

=
m

i

ix
m

x
1

1
 

3. Compute the variance of the batch 
means. ∑

=

−
−

=
m

i

i xx
m

xVar
1

2)(
1

1
)(  

4. Repeat steps 1 to 3 for increasing batch 
size n.  

 

5. Plot the variance as a function of batch 
size n.  

 

6. The transient interval is the value of n 
for which the variance starts 
decreasing. 

 

 

The advantage of BMT is that only one transient interval needs to be removed. On the 

contrary, the IDD requires multiple transient intervals, l, to be deleted prior to output 

stabilisation (knee). Another issue with IDD is that randomness can cause some 

fluctuations during steady state. This may lead to unexpected deletion of steady state 

data. Multiple runs with high variations of seed can reduce such problem. On the other 

hand, the BMT approach requires large batch sizes to ensure output is significantly 
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correlated between successive batches. Nevertheless, the BMT technique is adopted in 

thesis and is used with the confidence estimation measures discussed in the next section. 

On the other hand, the IDD is employed to determine the cut-off point, for which the 

nodal movement stabilises in each mobility model. Unless specified, the cut-off point for 

each simulation in subsequent chapters is set at 1100 seconds. 

3.7.1.3 Independent Replications 

The other aspect of the simulation control in this work is the replications method [95]. 

To produce a credible simulations output, a sufficient number of independent 

replications must be made for the analysis of the correlated data.  

It is important that the number of replications is carefully chosen to produce simulation 

output that can guarantee the accuracy of the final results. Based on the methods 

previously discussed, the transient output can be effectively discarded, and the 

remaining results are sufficient for the analysis. However, the method does not specify 

the number of independent repetitions needed for a particular simulation. Therefore, the 

following points outline the steps required to achieve a confidence interval of 95%: 

• The same set of initial parameters is set for each replication. 

• The initial transient detection scheme is applied for each replication 

• The simulation is repeated with different random number generator seed value 

for each replication. A total of 25 replications is considered with the size of each 

replication is m – l, where l is the size of discarded observations due to transient 

state.  

• Each replication is run over a long simulation time to ensure the number of 

observations is significantly larger than the portion that is discarded due to 

transient period. If the simulation is too short, the results may be highly variable.  

• The overall mean is calculated across the replications. Based on the variance of 

the replicated means, the confidence intervals can be computed. The upper and 

lower bound of the confidence interval are identified by the vertical bars across 



73 

the mean value. The confidence interval limits can be found by using the 

Student’s t-distribution table [95][96]. In this work, the simulation output has 

been set to a confidence interval of 95%, i.e. a confidence level α of 0.05.  

A detail step of the confidence interval calculation for the simulation output is presented 

in Table 3.6. 

 Table 3.6:  Independent replications [95] 

Step Description Equation 

1. Compute the mean for each replication. 
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interval for the mean response is: 
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3.8 Validation Methodology 

This section discusses the validation methodology. The comparison method is selected 

for validation, which is one of the techniques presented by Sargent [97]. Simulation 

results of the base routing protocols are reproduced and compared against the results 

obtained by previous researchers. To do this, similar network scenarios are recreated 

with parameters set to match as close as possible to the studies [35][86][56]. In order to 

ensure that the results obtained are credible, the simulation control and replications 
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method as discussed in section 3.7.1 are applied. For this reason, the simulation outputs 

in this validation may not be identical to the compared simulation results. A slight 

difference is observed, as shown by the results in this section.  

3.8.1 Comparison to Other Simulation Model 

A comparison to a benchmark results from a ‘valid’ simulation work is the approach 

used to validate the simulation model in this research. Based on the comparison, a 

degree of similarity can be observed, which may indicate that the simulation settings and 

network scenarios are valid in comparison to other research work.  The baseline results 

[35][86][56], which is run by authors of the routing protocol are considered faithful. 

Similar network parameters settings are followed and the value is summarised in Table 

3.7. Naturally, the output of the simulation results may not be identical to the compared 

work. This is due to undocumented parameters and for that reason, some simulation 

settings are assumed similar to the parameters commonly used in earlier NS-2 

simulation work. The NS-2 simulation software models all network layers in great detail, 

and may results in complex calculations and high resource consumptions, i.e., memory 

and computing time.  

Table 3.7: Simulation parameters for model validation 

Parameter Perkins [56] Marina [35] 

Physical and Data Link Model 

Propagation model Two-Ray Ground Two-Ray Ground 

Radio frequency 914MHz 914MHz 

Transmission range 250 meters 250 and 150 meters 

Data bit rate 2Mb/s 2Mb/s 

Antenna height 1.5 meter 1.5 meters 

Interface queue 50 50 

Link layer IEEE802.11 standard IEEE802.11 standard 

Routing Model 

Link breakage detection MAC layer feedback MAC layer feedback 



75 

Parameter Perkins [56] Marina [35] 

Active route time 300 seconds7 300 seconds 

Route reply lifetime 600 seconds 600 seconds 

Route request attempt 3 3 

Route request timeout 6 seconds 6 seconds 

Broadcast ID timeout 3 seconds 3 seconds 

Reverse route timeout 3 seconds 3 seconds 

Broken link timeout 3 seconds 3 seconds 

Movement Model 

Mobility model Random Waypoint Random Waypoint 

Number of nodes 50 100 

Pause time 0 to 900 seconds 0 second 

Network area 1500 x 300 m/sq 575 x 575 m/sq 

Maximum node speed 20 m/s 0 to 20 m/s 

Simulation time 900 seconds 500 seconds 

Ave. runs for each data point 258 50 

Traffic Model 

Traffic source Constant Bit Rate Constant Bit Rate 

Traffic load 4 packets/sec 4 packets/sec 

Number of sources 20 20 

Packet size 512 bytes9 512 bytes 

3.8.2 AODV Model Validation  

The AODV model is validated using NS2, which follows most of the parameters stated 

by Broch and Perkins. Table 3.7 shows the parameters used in this validation. Generally, 

the simulation parameters in Perkins’s work are identical to Broch’s except for the 

packet size and the number of repetitions. The differences can slightly affect the results, 

which can be observed in Figure 3.14 specifically at 300 and 600 seconds.  

Basically, Figure 3.14 and Figure 3.15 shows the packet delivery ratio (the ratio of 

number of data packets delivered to destination to those generated by the sources) and 

                                                 
7 The routing parameters are not explicitly specified but are referred to Broch [86]. 
8 The average runs by Perkins [56] and Broch [86] are 5 and 70 respectively.  
9 The packet size defined in Broch [86] is 64 bytes. 
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routing overhead (the total number of routing packets sent and forwarded) as a function 

of pause time, with maximum node speed of 20 m/s. Each point on the graphs represents 

a repetition of 25 independent simulation runs, varied only by the node movement 

patterns. The results of AODV, obtained from the simulation (represented by the square 

symbol) are nearly identical to Broch’s and Perkins’s (represented by the bar charts). 

There are some slight differences, particularly when compared to the Perkins’s result. As 

indicated by Table 3.7, the average number of runs on Perkin’s is small, i.e. 5, which can 

be the reason for the small discrepancy. Nonetheless, as expected, at a pause time of 900, 

the packet delivery ratio for every result is nearly identical. Nodes set with such pause 

time are virtually stationary for the entire time period of simulation. Figure 3.15 shows 

the routing overhead output obtained by simulation compared to the results reported by 

Broch. At pause time 0, the routing overhead shown obtained by the simulation is the 

highest, which slowly decreasing as the pause time increases towards 900. Again, there 

are some slight differences in the results, which may be due to the fact the packet size 

used in Broch’s work is much smaller, i.e. 64 bytes. Figure 3.16, shows the normalised 

routing load (the number of routing packets sent and forwarded to the number of data 

packets received). It shows a similar trend to Figure 3.15, where each point on the 

graphs slowly decreasing as the pause time increases.  
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Figure 3.14: Packet delivery ratio 
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Figure 3.15: Routing overhead 
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Figure 3.16: Normalised routing load 

3.8.3 AODV-Blacklist Model Validation  

The AODV-Blacklist scheme is validated with the simulation parameters stated by 

Marina, shown in Table 3.7. Nodes on the network are equally separated into two groups 

that are set with two different transmitted powers, i.e., 0.2818 and 0.0176 W. Ideally, the 

reduction in the transmitting power causes the transmission range to drop by two-fold. 

The complete radio interface specifications are as outlined in Table 3.3. Figure 3.17 

compares the packet delivery ratio of AODV-Blacklist obtained by simulation to the 

results reported by Marina. In contrary to the previous section, the network area for the 

AODV-Blacklist validation is smaller, 575 x 575 m
2
 on a flat space. In addition, the 

number of nodes is significantly higher, which is twice as much as in the research works 

[86][56]. Such settings cause the network to be highly congested, which explains the 

reason for the low packet delivery ratio. For instance, at speed of 20 m/s, the packet 

delivery ratio shown by Marina is 70%, which is low compared to more than 95% 

shown by Broch and Perkins. Figure 3.18 shows the normalised routing load. As 

expected, the normalised routing load increases with the increase of nodal speed.  
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Figure 3.17: Packet delivery ratio 
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Figure 3.18: Normalised routing load 
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3.9 Summary 

In this chapter, the concept of routing with using bidirectional link is presented using the 

AODV routing protocol. Many routing protocols inherently rely on the availability of 

bidirectional link and symmetrical path to form end-to-end communication between a 

pair of source and destination nodes. The occurrence of unidirectional link and the effect 

it has on the routing protocol operation is also described. A number of schemes have 

been developed to deal with such link. The common technique is to avoid but there are 

also a few schemes choosing to utilise the unidirectional link for data transportation. A 

list of schemes described in this chapter is summarised with their strength and 

weaknesses highlighted. There are three essential components to handle unidirectional 

link; the detection, avoidance, and/or exploit.  

This chapter also presents the evaluation methodology employed for the evaluation of 

every routing scheme used in this thesis. In addition, the simulation modelling is also 

described, including network model, node model, and mobility model. An important 

element in any simulation experiment, which is the simulation control, is also discussed. 

Finally, this chapter presents the validation process, where results obtained by 

simulation are compared to the benchmark results reported by other authors. Such is 

essential to increase the credibility of the simulation model used in the subsequent 

chapters.  

In the next chapter, a discussion on network connectivity is presented. This includes 

simulating unidirectional links and observing the impact on the performance of routing 

protocol. To increase variation in terms of network topology, i.e., nodes movement and 

connection, four different mobility models are considered, namely Random Waypoint 

(RWP), Gauss Markov (GM), Reference Point Group (RPG), and Manhattan. The next 

chapter also proposed a new performance metric referred to the probability of route 

connectivity, which is designed to supplement the evaluation of a routing protocol’s 

performance, particularly in Chapter 6. 
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444...   Network Connectivity 

4.1 Introduction 

This chapter presents the investigation on the impact of unidirectional link formation to 

the performance of MANET’s routing protocol. Several network models are varied and 

the simulation results are exhaustively analysed. Based on observations, the occurrences 

of unidirectional link have shown to significantly impact the proper operation of 

MANET routing protocol. Chapter 4 is organised as follows. Section 4.2 presents a 

review of research works, which investigate the effect of unidirectional link on the 

network connectivity. Section 4.3 describes the definitions used in the subsequent 

simulation model. Section 4.4 introduces the analysis of link connectivity and the 

formulation of routing path connectivity. Section 4.5 presents the simulation setup along 

with the results analysis, using different network performance metrics.  

4.2 Review of Unidirectional Links  

This section presents an extended review of unidirectional link, which was briefly 

discussed in section 2.4.3.1. A unidirectional link can result from various combinatorial 

factors affecting the wireless device transmission range. Since links are radio signals, 

connectivity is significantly influenced by the variation of noise, signal propagation, and 

the heterogeneity of nodes transmission range. As a result, links become asymmetric in 

nature and the communication between a pair of source and destination nodes may 

follow paths which are in fact unidirectional. A typical example is unequal SINR 

experienced by adjacent wireless devices [98]. Unidirectional links may also be caused 

by unequal transmitting power (Pt) configured at each device. For instance, a network 

which employs a power-aware routing scheme will attempt to control the awake and/or 

sleep scheduling of a node to conserve energy. Consequently, power link budget in the 
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forward direction may not be equal to that in the opposite direction thus resulting in a 

unidirectional link. Generally, such links can be represented by using a Boolean 

reachability function shown by equation 4.1. If node X is able to successfully transmit a 

packet to Y at time t but not vice versa, the link is considered unidirectional [99].  

            ),,(),,( tXYRtYXR ≠                                              (4.1) 

The existence of unidirectional link in wireless communication is not generally 

favourable because they can severely affect the network performance. A wireless 

network is extremely dependent on the availability of radio links to communicate; each 

link typically shared among several devices on a particular network segment. Basically, 

in a multi-hop wireless ad hoc network such as MANET, communications between 

nodes are characterised by a low control traffic exchanges [100][101]. Wireless devices 

often compete for network access, which may be limited in terms of bandwidth. By 

using a particular medium reservation scheme, e.g. MAC, nodes rapidly exchange 

control packets to build a routing path on-demand. The medium is then released as soon 

as the session is complete. Furthermore, the network topology changes dynamically as a 

consequence of nodal movement and signal interference, causing the link to fluctuate. 

Consequently, it is not feasible to monitor the state of the link, i.e., unidirectional or bi-

directional, by nodes using a frequent exchange of control messages. Nodes in MANETs 

are also typically limited by power, memory, and computation capabilities. Due to such 

constraints, it may not be feasible to actively probe the status of a link prior to a packet 

transmission. Such a deficiency causes a source node to discover routing paths that can 

be detrimental to the network performance. In addition, many routing schemes in 

MANETs operate with the assumption that every wireless link is symmetrical. The lack 

of proper unidirectional link management can further deteriorate the protocol’s 

performance. Therefore, it is crucial for a routing scheme to be able to alleviate this 

problem and subsequently form routing paths that are reliable and capable of increasing 

the network efficiency.  
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As previously mentioned, many routing protocols in MANET typically operate on the 

basis that every node has homogenous properties and therefore, the links between 

adjacent nodes are deemed bidirectional. However, such an assumption is inaccurate; in 

fact, the occurrences of unidirectional link in MANET are quite common, as shown by a 

research work [102]. Despite such findings, many existing routing schemes are restricted 

to using only equal bidirectional links and symmetrical paths are implicit in their 

operation. In other research work [103][104], it is shown that routing schemes finding 

unidirectional link can increase the end-to-end delay and the resulting performance 

advantage may be negligible. On the contrary, utilising unidirectional links in addition to 

the existing bidirectional links can also significantly improve MANET routing 

performance, as shown by previous researchers [35][58][62]. As discussed in section 

3.3.2, two main approaches to handle routing operation with unidirectional links exist. 

The first explicitly avoids and eliminates routing a packet through such link, where all 

packets must be routed solely using bidirectional link. In the second approach, both 

bidirectional and unidirectional links are utilised, where nodes are able to exploit full 

network connectivity and build the shortest route from source to destination.  

4.3 Unidirectional Link and Network Connectivity 

The presence of unidirectional links can severely affect the proper operation of a 

network. As such, it is important to investigate and analyse the impact of such link on 

the performance of MANET routing protocol. One particular effect commonly 

associated with unidirectional link is the system’s declining ability to form an effective 

routing path in the network. At the MAC layer, such link causes the congestion control 

and link sensing services to be hampered. The MAC functionality is typically important 

for unicast routing, where packet transmission specifically requires a bidirectional link 

connection to perform the RTS/CTS handshaking.  In such event, the link layer ACK is 

prevented from being directly returned to the node which originates the packet. On the 

other hand, at the network layer, the efficiency of routing operation is also significantly 

impaired. When a routing path fails to be formed, additional route discoveries are 
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needed to find alternative paths to the destination node. Consequently, a protocol’s 

performance such as AODV, which operates naturally using only bidirectional links, is 

substantially degraded. Other routing protocols such DSR and Reverse-AODV [62] may 

avoid unidirectional links. However, the two-way broadcast mechanism employed by 

these protocols is expensive and can incur additional routing overhead. Figure 4.1 shows 

the two-way broadcast approach in DSR and R-AODV to avoid the unidirectional link, 

A-E. Although the approach can setup a route from S to node D, via S-B-F-D, the 

reverse path is invalid. As shown in Figure 4.1, node D has recorded the path D-E-A-S 

to node S, via the unidirectional link A-E. Hence, in order for node D to be able to 

communicate with S, it has to perform another route discovery broadcast, causing the 

routing overhead to increase by as much as three times. 
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Figure 4.1: Two-way broadcast 

Several research studies exist [35][61][106][107] that analyse the impact of 

unidirectional link on the network connectivity. However, the observations made by 

these studies are not particularly comprehensive, where important attributes such as 

nodal mobility and the variation of radio propagation are not fully considered. Research 

work by Prakash [61], examines mathematically the impact of unidirectional link on a 
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network that operates with distance vector routing protocol. The study shows an increase 

of routing messages when packets are routed via unidirectional link.  In particular, the 

study observed the order of routing overhead growth, O, in the system. As a function of 

network size, the routing overhead can increase from between O(n) to O(n
2
), where n is 

the size of the network [61]. Although a higher routing overhead can be alleviated by 

increasing the node’s storage capacity, such methods can lead to more complex systems. 

In addition, substantive growth in routing overhead causes the network to become 

saturated. Such situation can hinder the chances for new nodes to join and reserve the 

channel. Other research work [35] presents a discussion on network connectivity, which 

analyses unidirectional link using random graphs that are fully connected using 

bidirectional links. The simulation study is based on the assumption that the radio range 

is perfect, i.e. having a circular shape disk, where each point equidistant from the source 

has the same signal strength. In reality, the strength of radio signal encompassing a node 

is not equal in every direction; mainly a result of power fluctuations and shadowing 

effects [108][109][110]. Figure 4.2 illustrates the variation of signal strength around a 

node in a real-world scenario in comparison to a perfect radio model.  

Two important components of MANET that has not been fully considered in the 

previous work are path loss and mobility. In a University of California, Los Angeles 

(UCLA) study [106], it is shown that a node’s received signal is vulnerable to losses 

even when nodes are not in motion. The experimental study is conducted on the UCLA 

campus with large wireless multi-hop network. The number of wireless nodes deployed 

is 185 uniformly distributed in a grid-like fashion, where each node is set with identical 

radio setting. Although nodes are distributed in such an organised network, the ratio of 

unidirectional link to the total link is surprisingly high, i.e. up to 15%. In real network, 

however, it is uncommon to have nodes located equally separated between each other. 

Furthermore, each node may be equipped with non-identical radio interfaces. As a result, 

the number of unidirectional link formed can substantially increases, leading to a much 

higher impact on the network performance.   
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Figure 4.2: Theoretical and empirical transmission area [110] 

To address these shortcomings, the simulation work in this chapter considers using 

various network topologies generated using two different radio propagation models, i.e., 

two-ray ground and log-normal shadowing. The study is conducted by simulation and 

the analysis is restricted only to the quantification of unidirectional link, which resulted 

from the difference of transmission power. A wider range of scenarios is also generated 

using several mobility patterns, i.e., Random Waypoint (RWP), Gauss Markov (GM), 

Reference Point Group (RPG), and Manhattan, to enhance the investigation of network 

connectivity. The results obtained from each model are compared and analysed using 

several performance metrics.  

4.3.1 Propagation Models 

In real-world, the exact behaviour of radio waves is not possible to be determined. 

Nevertheless, there exist many models that can statistically represent the environmental 

effects such as refraction, reflection and fading. Such models may accurately predict the 

transmission losses, received power, and etc. A number of models have been developed 

[111][112][113][114], many of which differ dominantly in terms of the path loss factor 

between the transmitter and the receiver. These radio models have been widely validated 

against a sufficiently large set of data collected by empirical measurement. For instance, 
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Sugimoto and Sato [115] have indicated that their theoretical results are comparable to 

the empirical data.  

In the next sections, a discussion of two radio propagation models is presented, i.e., two-

ray ground and log-normal shadowing models, which underpin the simulation 

experiments described in this chapter.  

4.3.1.1 Two-Ray Ground Model 

The two-ray ground model, as discussed by Lee [116] , describes radio propagation over 

extended range. This model considers a signal reflected off the ground in addition to the 

direct signal path. The reflected signals are assumed to have approximately the same 

strength to the signal of the direct path, but with some delay. In this model, the received 

signal strength is shown by equation 4.2, where d is the transmitter and receiver 

separation distance, ht is transmitter antenna height, hr is receiver antenna height, Gt, is 

the transmitter gain, and Gr is the receiver gain. 
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Assuming a unity gain and small antenna height, which is a typical case in network 

simulation, the path loss, PL decays with the fourth power of distance, which is faster 

than the free space propagation model. Equation 4.3 shows path loss (PL) as a function 

of distance.  
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Radio wavelength, which is a ratio of speed of light (c) and frequency (f), is a less 

important factor in this model due to the assumption of large transmitter-receiver 

separation. This model along with the shadowing effect (discussed in next section) is 

used for the network simulation in this thesis. Nonetheless, previous research work [117] 
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presented results of experiments based on the two-ray ground and log-normal shadowing 

(discussed in the next section). The results clearly show many differences. It also 

indicates that the two-ray tracing can overestimate the quality of radio channel and thus, 

a more realistic radio model incorporating shadowing is more likely to produce a 

credible result. 

4.3.1.2 Log-normal Shadowing Model 

The log-normal shadowing model provides a further element on the deterministic 

propagation model, which accounts for the random variations in the received power 

observed over distances. Also known as slow-fading, the model adds a random 

component to the received power in order to reproduce random variability typical of 

wireless links. The log-normal shadowing model consists of two components, the mean 

loss and the shadowing element. Mean loss is the deterministic path loss mathematically 

modelled using a single power-law model (in dB), which predicts the received power at 

a distance between the transmitter and receiver. Shadowing reflects the variation of 

received power at a particular distance. The model is mathematically shown by the 

equation 4.4. 
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The mean loss PL(d) is a function of distance d, PL(do) is the mean loss at a reference 

distance do, and n is the path loss exponent. These parameters depend on factors such as 

antenna height and radio frequency. The loss computation follows the log-normal 

distribution, varied about the zero-mean Gaussian random variable, Xσ with standard 

deviation σ. 

4.3.2 Mobility Model  

The impact of node movement to the creation of unidirectional link is the other aspect of 

network connectivity investigated in this section. A mobility model represents the nodal 
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motion relative to others in a designated network area. Nodal movement, always, to a 

degree, restricts node’s ability to make effective routing decisions and consequently 

reduces the probability of success in forming routing paths. Most importantly, each 

mobility model generates a different connectivity pattern, which can substantially affect 

the simulation output. Therefore, a mobility model selected without consideration to be 

used for a simulation may not behave as expected, and this can lead to inconclusive 

results. For this reason, it is crucial that the routing protocol is analysed with various 

mobility models prior to data collection. Although much research work [118][119][120] 

have shown the effect of nodal mobility on the protocols’ performance, however, it is 

not the aim of this thesis to exhaustively observe such effects on the routing protocol’s 

performance. The aim is to show that different models have different attributes and their 

use can significantly change the simulation output. An assessment that is solely based on 

a randomly chosen model may lead to inconclusive judgments. Thus, to improve the 

credibility of simulation results, it is important to determine which particular model is 

the most relevant for simulation experiment in this thesis. 

Indeed, when measuring the performance differential, many researchers have often 

failed to take into consideration that simulators are based on discrete event or incomplete 

models and therefore, the results obtained may be imprecise compared to the reality. The 

problem arises particularly when a routing protocol being evaluated is highly dependent 

on nodal mobility behaviour. Therefore, in this research work, four different mobility 

models are investigated. Results obtained from these models are compared and 

subsequently only one is adopted as foundation for representing nodal movement.  

4.3.3 Mobility Characteristics  

A mobility model, from a network simulator perspective, is a model designed to recreate 

the movement pattern of nodes that follows as close as possible, the actual node 

behaviour in the real world. For instance, in a vehicular wireless network, the mobility 

model should be able to provide the simulator with a realistic representation of the 
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vehicular movement such as moving in a specific path, vehicle to vehicle interaction and 

also the effect of traffic rule enforcement.  

Generally, every mobility model possesses four intrinsic properties, resulting in 

variations of network topology. First, the speed and space distribution of nodes in the 

network can directly influence the path availability among nodes. The speed and spatial 

distribution of nodes in some models, such as RWP is not uniform, as indicated in the 

research work [10][121]. As a result, the performance measurement of a routing protocol 

may not be similar to the performance outcome in a different environment. Second, a 

mobility model is strongly characterised by the path duration between nodes. Nodes in 

proximity of each other, e.g. in a group mobility model, produce a higher number of 

available paths with fewer chances of disconnection over a short period of time. Such 

attributes significantly affect the network protocol performance, which must be taken 

into consideration when performing the simulation. Third is the node density, which is 

an extremely important parameter for the measurement of a routing protocol’s 

performance. Finally, a mobility model is also characterised by the number of neighbour 

nodes, which affects the degree distribution of the node in a particular area.  

There are basically two general approaches of modelling mobility in MANET, trace 

based and stochastic based. In what follows, the differences between the two approaches 

are presented. 

4.3.4 Trace Based Mobility Model 

In this approach, the mobility model is designed with deterministic value, where nodal 

movement is the result of real data traces of the motion of pedestrians, vehicles and etc. 

In such models, a substantial amount of data is collected on a designated geographical 

area with long observation over a period of time. Although such data is difficult to 

obtain, some works [122][123] on real-traces collection exists and the data acquired has 

been published. Nonetheless, such models lack arbitrariness and may not be suitable for 

applications on a different MANET environment. For instance, traces for bus movement 
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[122] are not sufficient to represent the movement of cars in the city centre, since routes 

taken to a specific destination by the public transports may be shorter and consist of 

more frequent stops compared to private vehicles. Another example is the study at 

Dartmouth College campus [124], which observes the user mobility characteristics from 

the wireless network traces. The study discovers that the speed and pause distribution of 

the mobility characteristics closely follows the log-normal distribution. Students choose 

to frequently follow popular roads and walkways on the campus and thus, create a non-

uniform distribution of direction of movement across the campus. 

4.3.5 Stochastic Based Mobility Models 

By contrast, a stochastic based mobility model is derived from mathematical modelling, 

which mimics the nodal movement in real world. In such a form, the nodal mobility is 

modelled as close as possible to the characteristics of a real node in MANET scenario, to 

the effect that it can influence the outcome of the simulated protocol. The stochastic 

mobility model can be categorised into two types based on the randomness [121]. The 

first is characterised by total randomness, where the nodal speed and direction are only 

restricted to a predefined upper and lower limit. In addition, nodes are not restricted to 

moving only a particular path between any two points. The second type is the 

constrained topology-based, where nodes are constrained to move within restricted areas 

or along paths. Such nodal mobility may represent a vehicle moving along the roads or a 

person walking in an office building.   

To demonstrate that a particular routing protocol is robust across various types of nodal 

mobility behaviour, the simulations performed in the subsequent chapters in the thesis 

are underpinned by four distinct mobility models: RWP [86], GM [125], RPG [126] and 

Manhattan [127]. The RWP and GM model are both categorised as total randomness, 

whereas RPG and Manhattan mobility models belong to the group of constrained-

topology. Based on the mobility characteristics, nodal movement in the RWP model are 

fully randomised with the speed and direction of travel uncorrelated. On the other hand, 

the GM model is derived from a controlled random process. The nodal mobility is 
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typically characterised by temporal dependency of speed and direction based on 

historical record of nodes movement. In the RPG model, nodes tend to move collectively 

and alongside each other. Such a mobility pattern is termed as mobility model with 

spatial dependency. And lastly, the Manhattan is a model that represents nodes moving 

in a restricted geographical condition. Figure 4.3 illustrates the basic nodes movement in 

each mobility model and the discussion and comparison between them is presented in 

the following section.  
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Figure 4.3: Nodes movement in mobility model 
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4.3.5.1 Random WayPoint Model (RWP) 

The RWP model was first modelled by Johnson and Maltz for the simulation of DSR 

protocol. Several studies on the accuracy of the randomised mobility models have been 

presented [118][119][121], where researchers discussed the harmful impact of random 

stochastic mobility patterns on the simulation process. Nevertheless, the RWP is the 

most common mobility model for the simulation of MANET. In this elementary model, 

each node moves unnaturally under a wide range of mobility patterns. Additionally, 

nodal movement is independent of the previous speed and direction, i.e. memory-less. 

As such, a node travelling in a straight line may instantaneously switch direction during 

its course, causing sharp turns and sudden stops. The model is considered unrealistic and 

may generate an extremely hostile topology condition. Nodes can move in a zigzag 

fashion at constant speed, causing severe performance degradation of the routing 

protocol. Despite the fact that the nodal motion in RWP is harmful [121], it is ultimately 

beneficial to be used in simulation analysis as it can provide valuable insights into the 

robustness of a routing protocol. 

In principle, each node is set with a random initial position (x,y), with x and y is 

distributed over [0,Xmax] and [0,Ymax], respectively. The Xmax and Ymax represent the upper 

bound of the network area. Similarly, the destination point (x’,y’) for each node is 

chosen using similar procedure as (x,y).  The speed, v, is then determined from a 

uniformly distributed interval between (Vmin), which is usually a null speed, and the 

maximum allowable speed (Vmax). From this initial position, the node travels along a 

straight path at a constant v, and upon reaching the destination, pauses for a time set by 

the pause_time, (pt), parameter. The pt can be either a constant value or randomly 

selected from a set of distribution. Once the pt expires, nodes move to the next 

predetermined destination by the same process, and is repeated until the simulation ends. 

Despite the fact that RWP is frequently used in many MANET simulations, results based 

on the model may not always be credible. Simulation outcomes are typically affected by 

the average speed steady state issue, caused by some nodes moving at a very low speed. 
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This is shown previously [121], where it was found that a collection of nodes in the 

model tends to gradually move more slowly as the simulated time progresses. In order to 

eliminate any ambiguity in results, each RWP-based simulation run must be subject to 

steady state detection analysis. Chapter 3 provides a detail discussion of the methods 

used for the steady state process (transient removal). 

4.3.5.2 Gauss Markov (GM) 

The GM mobility model is proposed to overcome the drawbacks of RWP model. In this 

model, trace generation is autoregressive and it produces a more realistic model, where 

nodes determine their next vector to future locations based on the historical speed and 

direction. Nevertheless, GM model is not particularly common in MANET simulation 

studies due to its complexity in mobility computation; it has a larger size model, i.e. 

trace file, when compared to the RWP model. To define a GM mobility model, consider 

that nodes are initially placed at random locations in the network. Every node is then 

assigned with an initial mean speed and mean direction to determine their future 

movement. At each predetermined time interval, the node computes its next movement 

based on past speed and direction along with different seed to provide a certain degree of 

randomness. The value of speed and direction at the n
th

 instance can be calculated by the 

equation 4.5 and 4.6. 

        
1

)1()1( 2

1 −
−+−= − nxnn ssss ααα                             (4.5) 

        
1

)1()1( 2

1 −
−+−+= − nxnn dddd ααα                                        (4.6)              

The instance of past speed ( 1−ns ) and past direction ( 1−nd ) at ( 1−n )
th

 time interval 

influence the computation of current speed ( ns ) and direction ( nd ), where 0 ≤ α ≤ 1. The 

value of α = 0 sets the mobility to be completely random whereas α = 1 generates linear 

nodal mobility. The parameters s  and d  are constants representing the mean value of 
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speed and direction as ∞→n ; where
1−nxs and 

1−nxd are random variables from Gaussian 

distribution. In addition, a node’s next location is calculated based on the current 

position, speed and direction of travel. Both equation 4.7 and 4.8 compute node’s future 

location at n
th

 time interval based on the node position at (n-1)
th

 time interval. 

            111 .cos −−− += nnnn dsxx                                     (4.7)              

                                                111 .sin −−− += nnnn dsyy                               (4.8) 

4.3.5.3 Reference Point Group (RPG) 

The RPG mobility model is based on the assumption that group motion occurs 

frequently in MANETs. This model may represent the group movement of several 

rescue teams in a disaster area such as earthquake, where each team movement is 

directly associated with the group leader movement. 

The RPG model is a different entity compared to other models discussed in this section. 

In this model, individual node movement is influenced by the group movement pattern. 

Nodes are clustered into groups and their random speed (Vnode(t)) and random direction 

(θnode(t)) revolve around a predefined individual reference point, i.e. group leader. 

Subsequently, the group leader is set with a group motion vector (Vgroup(t), θgroup(t)). In 

order to control the deviation value of individual node’s speed and direction, a speed 

standard deviation (SSD) and angle standard deviation (ASD) are used. Based on the 

deviation value, the node’s movement can be calculated by equation 4.9 and 4.10. 

       max**.|||| VSSDrandVV groupnode +=                   (4.9) 

       max**.|||| θθθ ASDrandgroupnode +=                         (4.10) 

The Vmax is the maximum limit of allowable speed and θmax is the turning angle for each 

node. 
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4.3.5.4 Manhattan 

For quite some time, simulations of MANETs are based on movement of nodes with 

randomised waypoints. However, in recent years, particularly with the development of 

Vehicular Network (VANET), researchers are more aware on the impact of such model 

to the output of simulation. It has been discussed [128] that an overly simplified model 

such as RWP does not offer sufficient mobility pattern to satisfy vehicular movement 

characteristics. Consequently, Manhattan mobility model is developed to overcome the 

shortcomings of random mobility model. In this model, the path of travel is depicted as 

roadways in a grid-like fashion of a city, representing an urban area in which nodes 

move in a constrained area. The model is also ideal for simulating scenarios such as 

campus environment with pathways, where pedestrians, i.e. students, are allowed to 

move only within the region in both directions with a velocity set to equal to the human 

walking speed.  

The mobile nodes are assumed to be uniformly distributed with restricted travelling 

directions. Although this model has high spatial and temporal independence, it has some 

limitations in that nodes move specifically in a straight line and at a constant speed, 

which is not as realistic compared to the GM model. However, one particular attribute 

that this model offers is the nodal ability to decide, with certain probability, the direction 

to follow at each intersection, i.e. turn left, right or straight on. Such attributes provide 

some degree of variation in motion pattern compared to the other mobility model 

previously mentioned, which is essential to take into consideration for protocol 

measurement.  

In summary, each distinct mobility model can effectively represent the movement of a 

vehicle or a person. Table 4.1 shows the possible applications for the mobility models 

discussed.  
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Table 4.1: Summary of possible application for mobility models 

Environment RWP [86] GM [115] RPG [126] Manhattan [127] 

Airport     

Battle field     

Campus     

City Section     

Freeway     

Conference room     

Farmed animals     

4.4 Network Connectivity Analysis  

This section presents the simulation analysis of unidirectional links in wireless multi-hop 

network. Many researchers investigate network connectivity by using a random graph 

technique [129][130]. However, such approach does not provide sufficient information 

of the performance of a routing protocol. Hence, a new performance metric is developed 

and used along with other existing method. The technique quantifies the probability of 

success to create a routing path and can provide a more precise way to analyse the 

efficiency of a particular routing mechanism. Several random topologies with two 

different radio propagation model, i.e., two-ray ground and log-normal shadowing, are 

generated with link connectivity formed using a high power and low power nodes. A 

high power node is typically set with a radio power that is twice as much as the low 

power node. The wireless interface model in the simulation follows the specification of 

Cisco Aironet 350 [90], which is also quite similar radio interface chosen in previous 

empirical work [106]. Based on such interface, the transmitter power can be varied 

between six different levels, shown in Table 4.2  
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Table 4.2: Radio transmitter power 

Parameter  Parameter Value 

Available transmit power settings 100 mW (20 dBm) 

50 mW (17 dBm) 

30 mW (15 dBm) 

20 mW (13 dBm) 

5 mW (7 dBm) 

1 mW (0 dBm) 

4.4.1 Definition of Connectivity and Topology Model 

Consider a connectivity model denoted by a set of nodes defined by { }nvvvV ,...,, 21= , 

with initial node placement randomly distributed within a heterogeneous multi-hop 

wireless ad hoc network. Each node is set with an omni-directional antenna that can be 

adjusted to vary the strength of transmission power. As such, depending on separation 

distance between adjacent nodes, a link between each node can be either unidirectional 

or bidirectional. Let vP be a node’s transmission power, then max

vP is the maximum 

allowable transmit power by the interface specification. Typically, if adjacent nodes xv  

and yv , Vyx ∈≠ )( , can form a symmetrical link, then the required transmission power 

for node 1v  to reach node 2v  is
21vvP which is equal to 

12vvP . However, when max

1vP is not 

equal to max

2vP for which 21 vv ≠ , then a formation of asymmetrical link can occur if 

maxmax

2211 vvvv PPP ≥≥ . In such case, node 1v  can reach 2v  using max

1vP but node 2v  is unable 

to reach 1v  using max

2vP . 

The topology of the network can be modelled as an undirected graph, ( )EVG ,=  where 

each node is assumed to transmit at max

vP . V is the set of nodes in the wireless network 

and E is the set of edges or directed links. An edge EE
yxvv ∈ , if node yv  is within the 

transmission range of node xv . The Euclidean distance between the nodes can be denoted 

by ( ) xyyx Dvvd =, . Subsequently, if a network topology G is bidirectionally connected, it 
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implies that the distance between each pair of adjacent nodes is within the transmission 

power of each other. Denoting transmission power as a function of distance, the network 

can be represented by ( ) ( )
yxxy DPDP = . On the other hand, a unidirectionally connected 

network implies that a network topology may have some degree of unidirectional links. 

As such, ( ) ( )
yxxy DPKDP ⋅= , where 10 ≤≤ K . K is a constant which denotes the 

number of unidirectional links to the total amount of links in the network. Therefore, 

when 0=K , the network can be considered fully unidirectional, where each node is 

completely isolated to each other. On the contrary, when 1=K , all links are bidirectional 

and nodes form a fully connected network. 

 In the next section, a typical network performance analysis using link connectivity is 

presented. Then, a new performance metric is proposed in section 4.4.3, which will be 

compared in the simulation works in the subsequent section.  

4.4.2 Link Connectivity 

A statistical research study by Bettsetter [129] presented an analysis of link connectivity 

based on undirected graphs. The work investigates a fundamental characteristic of 

MANET; the minimum node degree essential for multi-hop communication. Node 

degree, d, is defined by the number of neighbours associated with a particular node. In 

other words, a node with a degree d = 0 is an isolated node and therefore has no 

neighbours. To achieve a connected network, the minimum requirement for any 

MANET is d ≥ 1. In this case, every node in the network is presumed to have at least 

one link connecting to its neighbour.  Analytically, the paper derived a mathematical 

expression to determine the probability of link connectivity, given by the equation 4.11. 

nr

lc eP )1(
2ρπ−−=                                               (4.11) 

The Plc is the probability of link connectivity, ρ is node density, r is node transmission 

range, and n is the number of nodes in the network. The Plc simulation results presented 

in the section 4.6.3 consider only the minimum node connectivity (i.e. d ≥ 1).  
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4.4.3 Routing Connectivity 

This section proposes a new routing performance metric referred as the probability of 

route connectivity, Prc. In contrast to link connectivity, Prc measures the number of 

successfully constructed routes over a random set of network topologies. The link 

connectivity, Plc, analysis on a network provides an incomplete view on the connection 

between a pair of source and destination nodes. A high value of link connectivity or a 

network with node degree, d ≥ 1, is not sufficient by itself to suggest that a routing 

protocol may perhaps be able to effectively construct a routing path. Hence, by using Prc 

as a performance metric, the analysis of network connectivity on a particular routing 

protocol can be supplemented. The Prc is measured based on a network topology that can 

be expressed by undirected graph, ),( EVG = , as previously discussed. A bidirectional 

link between any two nodes exists if they lie within the transmission radius of each other. 

Also, the routing path between a pair of source and destination nodes can only be set up 

if there are sufficient links to complete the connection. Since nodes are mobile, the paths 

(E), change randomly over time and therefore, the analytical based performance 

evaluation is not generally feasible. For this reason, a very large number of repetitions 

are made on the simulation experiments, where each run is associated with a different 

network topology. At any instance, the total number of routing path in a network 

topology can be defined as Et. Assuming all nodes (V) have sufficient energy to remain 

active throughout the simulation and they are kept bounded within the network region; 

the undirected graph at instance t can be given by equation 4.12, where Gt is a subset of 

G. 

),( tt EVG =                  (4.12) 

Node mobility is an important factor which affects the computation of route construction, 

where routing paths continuously form and break. For instance, a network scenario in 

which the nodal mobility is not null, i.e. constantly mobile, the number of routes 

established will have to be computed and averaged over several snapshots. For instance, 
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in Figure 4.4, the m
th

 scenario is equally partitioned with 18 snapshots within 900 s of 

simulation time. The effective number of routes established throughout a single 

simulation run is computed 18 times in succession of the snapshots. The number of 

snapshots, n, can be of any real number, and setting n to a higher value will increase 

result accuracy. 

mth scenario 
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k
 =

 3

k
 =

 1
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t = 50s t = 900s  

Figure 4.4: A scenario with 18 snapshots  

Mathematically, the average success of route construction in a particular network 

scenario (a single simulation run) can be expressed by equation 4.13. 

                 nt EEEEE ++++= ...321                       (4.13) 

The simulation is then repeated over large set of scenarios, which results in equation 

4.14. 
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         (4.14) 

The Prc is the probability of route connectivity success, m is the total number of 

scenarios, and n is the number snapshots obtained from the m
th

 scenario.  A unique case 

for which n = 1, i.e. a singe simulation run without partitioning, can be represented using 

equation 4.15.  
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Equation 4.15 is equivalent to a measurement of Prc over an average of m
th 

scenario 

without partitioning throughout the entire simulation time.  

The performance metric, Prc, is employed for routing performance analysis in this 

chapter and then later in Chapter 6 for the mobility model investigation purposes.  

4.5 Simulation Framework 

In essence, the simulation experiments are used to investigate the effect of unidirectional 

links on node connectivity. The AODV routing protocol is chosen as the case study 

because it forms the basis of the proposed scheme (to be discussed in Chapter 5 and 6). 

The simulation experiments consist of three parts. Firstly, to quantify the routing 

performance with varying radio power. Different levels of radio signal strength are 

employed using the parameters shown in Table 4.2. Secondly, the propagation model is 

varied to observe the impact of power fluctuations on the routing path setup. The final 

part of the experiment is to analyse the impact of mobility models on the network 

performance. Each set of experiments are assigned with four mobility models as 

previously mentioned; the RWP, GM, RPG, and Manhattan. The experiments conducted 

are extensive, which involves a lot of computing resources. Appendix-A shows the 

estimated time required to undertake each simulation experiment in this thesis. 

4.5.1 Mobility and Traffic Model 

The nodal movement pattern is generated using the BonnMotion [131] scenario 

generator tool. This tool is able to provide several mobility models including the RWP, 

similar to the model generated by using the setdest [77] script included within NS-2. A 

simple AODV routing protocol’s performance using RWP nodes movement generated 

from both tools were conducted, and results shown an acceptable level of consistency. 
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This step is to ensure that the scenario produced by BonnMotion is compatible with the 

NS-2 simulation engine. Nonetheless, many studies [132][133][134][135] have also used 

BonnMotion to evaluate the protocol’s performance. 

The traffic pattern is generated using connection pattern generator script cbrgen.tcl [77]. 

Random constant bit rate (CBR) traffic is chosen as it is widely used in MANET 

simulation. The CBR is transport with user datagram protocol (UDP) instead of 

Transport Control Protocol (TCP). There are several reasons TCP is not used in this 

evaluation. First the TCP adopts several mechanisms to control the data flow, and as 

such, it can cause the simulation to behave in unforeseen ways. Thus, it is more difficult 

to fairly evaluate the performance of routing protocols. Secondly, TCP requires an 

acknowledgement to be sent back to source, for each data packet received by the 

destination node. This goes in conflict with the typically low capacity of ad hoc 

networks. On the other hand, the CBR traffic can effectively stresses a network as there 

are no control mechanisms to consider when flows are delayed or a packet is lost. 

Traffic sources are CBR nodes chosen randomly from the full set of nodes generating 

512 bytes data packets at a rate of 4 packets per second. Simulations are run for 900 

seconds of real time
10

. Each data point represents an average from twenty five runs each 

using different seeds, with a corresponding confidence interval of 95%.  

4.5.2 Radio Transmitting Power 

The simulation employs a different radio interface specification from the validation 

work in Chapter 3, which adopts the Lucent WaveLAN 914MHz wireless card (Table 

3.3). However, in this section the nodal interface is set to follow the settings used in 

previous empirical work [136]. This reflects a more practical network interface for a 

non-line-of-sight (NLOS) wireless communication operating at 2.4 GHz frequency. The 

wireless interface is based on Cisco Aironet 350 Client Series Data Sheet [90]. Table 4.3 

shows the difference between the two radio interfaces specifications. 

                                                 
10

  The total simulation time is set to 2000 seconds and due to steady state issue only the final 900 seconds 

of data is recorded. The steady state is discussed in section 3.7.1.1. 
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Table 4.3: Comparison of radio interface specifications 

Parameter  Lucent WaveLAN Cisco Aironet 350 

Data rates 2 Mbps 2 Mbps 

Network standard IEEE 802.11b  IEEE 802.11b  

Frequency band 914 MHz 2.4 GHz 

Wireless medium Direct Sequence Spread 
Spectrum (DSSS) 

Direct Sequence Spread Spectrum 
(DSSS) 

Media Access Protocol CSMA/CA CSMA/CA 

Modulation Differential Quadrature Phase 
Shift Keying (DQPSK) 

Differential Quadrature Phase Shift 
Keying (DQPSK) 

Receiver Sensitivity -80 dBm -91 dBm 

Transmitter power  24.5 dBm 0 dBm to 20 dBm 

Power consumption Tx: 3 W 

Rx: 1.48 W 

Sleep: 0.18 W 

Tx: 450 mA 

Rx: 270 mA 

Sleep: 15 mA 

Antenna Omnidirectional Omnidirectional 

To enable the investigation of routing performance in network scenarios with different 

intensity of unidirectional links, different sets of nodes are generated. Each set 

comprises a mixture of nodes assigned with two different levels of transmitter power, Pt 

(Two-power). Intuitively, this approach is sufficient to vary the number of unidirectional 

links in the network. The two levels of Pt refer to high power nodes assigned with Pthigh 

and a set of low power nodes, with Ptlow. The receiver sensitivity, RXThresh, for all 

nodes are set to -91 dBm. Although nodes are set to transmit at low data rate, i.e. 4 

packets/second, such a rate is sufficient to monitor the impact of packet loss due to 

unidirectional link. Nevertheless, the number of source and destination pairs is quite 

large, where half of the nodes are set to transmit data packets throughout the simulation. 

Therefore, increasing the packet rate will only increase the simulation output time 

without any significant benefits for the results. Table 4.4 shows the variation of high 

power and low power nodes combinations. For example, Set 1 indicates 10% of the 

nodes are designated with Ptlow while the remaining 90% are set with Pthigh. 
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Table 4.4:  Ratio of Ptlow to total number of nodes 

Set No. Set 0 Set 1 Set 2 Set 3 Set4 Set 5 

Ratio of low 
power nodes(Ptlow) 

0 0.1 0.2 0.3 0.4 0.5 

In addition to the two different level of transmitter power, the radio interface is also 

changed between 0 and 20 dBm to reflect a random variation of transmission range. 

Such method enables the study of link and routing path connectivity, which can show 

the ability of a routing protocol to correctly perform routing operation under various 

transmitter powers.  

4.5.3 Performance Metrics 

The analysis of AODV routing protocol is subject to four performance metrics: 

• Average RREQ packet sent: The average number of RREQ packet transmitted in 

each connection by every source node. When route discovery fails to setup a 

routing path, perhaps due to unidirectional link, the source rebroadcast the route 

using the network wide broadcast, which can cause congestion. Thus, the 

average route request is an important metric, as it can show the effect of network 

routing overhead. 

• Normalised unidirectional link: The normalised unidirectional link is calculated 

based on the total number of unidirectional links to the number of RREP packet 

received by source node for each routing path constructed. Essentially, a lower 

value of normalised unidirectional link indicates efficient route handling. In such 

cases, the number of routing path is sufficiently high to overcome impact of 

unidirectional link on the network. 

• Probability of link connectivity: The probability of success to create a fully 

connected network, where the minimum degree, d ≥ 1. When there is at least one 

node isolated in network, the connectivity is incomplete, reducing the probability 

of link connectivity.  
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• Probability of route connectivity: The average number of successful routing path 

construction, repeated over several scenarios. Nodes that are not part of the 

routing path do not affect the probability of routing connectivity. An isolated 

node that neither assigned as the source or destination, nor does not participate in 

the routing path computation is ignored.    

4.6 Simulation Results and Discussion 

The first objective of the simulation is to confirm that the radio setup used in the 

experiment can correctly produce the appropriate number of unidirectional links. As it is 

quite difficult, by simulation, to generate precise numbers of unidirectional link 

throughout the simulation time, the two-power approach is adopted. Second objective is 

to investigate the impact of mobility and propagation models on the outcome of 

unidirectional link in the network. Each performance metric is quantified according to 

the following models: 

• Two-ray ground model 

• Log-normal shadowing model 

• Random Waypoint mobility model 

• Gauss Markov mobility model  

• Reference Point Group mobility model 

• Manhattan mobility model 

In each model, there are a range of parameters to be configured. Table 4.5 shows the 

variation of parameter values for power model, Table 4.6 shows the settings used in the 

propagation model, and Table 4.7 shows the parameters for mobility models. A common 

set of parameters used for every experiments are shown in Table 4.8 
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Table 4.5:  Propagation model parameters 

Parameter  Two-ray ground Log-normal shadowing 

Path loss exponent  n.a 3 

Gaussian random variable 
(Xσ) 

n.a 0 mean with shadowing 
deviation 4dB 

Reference distance n.a 1 m 

Antenna height 1.5 m 1.5 m 

Loss 1 1 

Gain 1 1 

 

Table 4.6:  Radio model parameters 

Parameter  Two power Multiple power 

Transmit power (Pthigh) 15 dBm 20 dBm – 13dBm 

Transmit power (Ptlow) 7dBm 13 dBm – 0 dBm 

Receiver sensitivity -91 dBm -91 dBm 

 

Table 4.7:  Mobility model parameters 

Parameter  RWP GM RPG Manhattan 

Speed update frequency n.a 2.5 s n.a n.a 

Angle std deviation n.a 45 degree n.a n.a 

Speed deviation n.a 1.5 m/s n.a n.a 

Group size n.a n.a 10 groups n.a 

Maximum node distance 
from group centre 

n.a n.a 100 m n.a 

Probability change group n.a n.a 0.1 n.a 

Group deviation n.a n.a 2 n.a 

Pause time 0 s n.a 0 s 0 s 

Number of blocks (x,y) n.a n.a. n.a (5,5) 

Cut off time 0-1100 s 0-1100 s 0-1100 s 0-1100 s 
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Table 4.8:Common simulation parameters 

Parameter  Parameter value 

Simulation network area 1000 x 1000 m2 

Number of nodes 50 

Simulation time 900 seconds 

Source-destination pair 25  

Maximum node speed 20 m/s 

4.6.1 Average RREQ packet  

The number of RREQ packets generated in the network is an important characteristic 

affecting the routing operation, particularly for protocols that rely on request broadcast 

approach such as AODV, DSR, and DSDV. Frequent dissemination of RREQ packets 

can cause severe congestion, and consequently affects the number of data packet 

transmitted to the destination. Other external elements such as path loss and non-uniform 

transmission range may also cause links to fluctuate, leading to a formation of a transient 

or permanent unidirectional links.  

The average number of RREQ packets sent by each source is shown in Figure 4.5 and 

Figure 4.6. The simulation output based on two-ray ground model is shown in Figure 4.5 

while Figure 4.6 shows the output when the propagation model is changed to log-normal 

shadowing. Based on observations, the impact of path loss, as a result of varying the 

propagation model is quite obvious. As discussed in section 4.3.1.1, the two-ray ground 

model considers only two forms of signal propagation; the main signal and the reflected 

signal. For this reason, there is lower variation of received signal at any point around the 

node when compared to the log-normal shadowing model. The log-normal shadowing 

model generates a more realistic signal propagation approach, where the received 

strength is non-identical for each packet received by a node. Therefore, the probability 

of link failure increases, leading to increased route discovery attempts by the source 

node.  
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Generally, as the ratio of low power nodes increases, the number of RREQ packets sent 

by each source increases. The main reason for the increasing number of RREQ packets 

is because of the failure to construct routing path. This causes the source node to 

rebroadcast the RREQ packet several times before it succeeds. As the low power node 

ratio increases, the average number of RREQ packet increases. Clearly, such results 

indicate that the number of unidirectional link for each set was appropriately generated 

by using the two power level approach.  

Another important observation is the effect of varying the mobility model. Four different 

mobility patterns are investigated, each with their unique characteristics. The GM 

mobility model produces a smooth node trajectory; where a nodes move in a more 

natural way as shown previously in Figure 4.3b. As such, the occurrences of link 

breakage are lower compared to the RWP and Manhattan. The probability of forming a 

routing path is also higher, reflected by the lower average number of RREQ packets sent 

by source node, shown by Figure 4.5 and Figure 4.6. On the other hand, in the RWP 

mobility model, nodes are constantly moving (due to 0 sec pause time) in a straight line 

before abruptly turns into another direction. In such cases, a connection between a pair 

of source and destination can be easily disrupted, leading to route breakage. In addition 

to the abnormal nodes movement, the variation of signal strength can also causes a slight 

increase of RREQ packet. The RPG is a group-based mobility model; hence, nodes are 

tightly bound together in a restricted area around the group leader. Nodes are in 

proximity and as such, the link connectivity is more stable compared to other models. 

The average RREQ packet sent by every source is the lowest, which indicate that route 

breakages are significantly lower. Finally, the Manhattan mobility model generates the 

highest number of RREQ packets shown by Figure 4.5 and Figure 4.6. The reason is 

because link connectivity is more severe, caused by the non-uniform distribution of 

nodes, which is a consequences of having an area with spaced blocks throughout the 

topology. Nodal movement is also directionally restricted, where nodes move in a 

straight line. At an intersection, the nodes are able to turn right, left or move straight on 

with certain probability.  
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Figure 4.5: Average RREQ packets (Two-ray ground) 
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Figure 4.6: Average RREQ packets (Log-normal shadowing) 
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4.6.2 Normalised Unidirectional Link 

Figure 4.7 and Figure 4.8 show the normalised unidirectional link, computed based on 

the total number of unidirectional link detected to the number of RREP packet received 

by source. Essentially, a lower normalised unidirectional link indicates better 

performance. The accumulated number of unidirectional links for a session could be 

high, but if the source node receives a sufficiently high number of RREP packets, the 

routing mechanism is considered reliable. This metric provides greater details compared 

to only computing the total number of unidirectional links. Both figures show the 

normalised unidirectional link in the GM model slowly increases as the ratio of low 

power nodes increases. In contrast, the RWP model exhibits an increasing normalised 

unidirectional link but remain relatively flat after 0.3. The RPG model shows the lowest 

normalised unidirectional link. Since a large number of nodes are within proximity, only 

a small number of unidirectional links may exist in the network. On the other hand, the 

Manhattan model produces a slightly lower normalised number of unidirectional links 

compared to GM and RWP model, perhaps because of the high number of RREP 

received by the source node. Nonetheless, the results obtained from Manhattan model 

indicate a high variation of error interval and this may be due to the significant 

constraint imposed on the nodal movement. On average, the AODV routing protocol 

exhibits a higher normalised unidirectional link in log-normal shadowing model 

compared to the two-ray ground. This behaviour is consistent with the observations 

made in the previous section (4.6.1).  
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Figure 4.7: Normalised number of unidirectional links (Two-ray ground) 
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Figure 4.8: Normalised number of unidirectional links (Log-normal shadowing) 
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4.6.3 Probability of Link Connectivity 

As shown in Figure 4.9 through to 4.12, the probability of link connectivity, Plc, varies 

significantly for different transmission ranges. Each point on the graphs represents a 

repetition of 25 simulation runs, for which the ratio of low power nodes are set to 0, 0.3, 

and 0.5 as reported in Table 4.4. At a typical transmission range of 250 m, the GM and 

RWP model in Figure 4.9 and Figure 4.10 are able to provide the highest percentage of 

Plc (80%) for set 0, where every node has equal transmitting power. Such a setting is 

expected to create a higher number of bidirectional links. In contrast, the Plc obtained 

from the RPG model is only 38% (Figure 4.11) while the Manhattan mobility model 

achieves a Plc of 70% (Figure 4.12). Nevertheless, when the number of nodes assigned 

with Ptlow increases, the three models demonstrate a steady decrease in Plc, shown by set 

0.3 and 0.5 in every graph. This is because nodal reachability has been reduced due to 

the increase of unidirectional links. As shown in Figure 4.9, at transmission range of 250 

m, the Plc drops by as much as 37.5% between set 0 and 0.3. The result implies that, at 

such theoretical transmission range, even the presence of only bidirectional links 

between the neighbouring nodes may not always guarantee a fully connected network. A 

further increase in the number of low power nodes, i.e. set 0.5, has resulted in much 

lower percentage of Plc; a decrease of almost 76%. In such a condition, in order to 

achieve a value equivalent to the Plc of set 0, nodal transmission power (Pt) must be 

increased slightly. For instance, as shown in Figure 4.12, a network assigned with set 5 

will have to increase the nodal transmission range by as much as 40 m to gain a 

comparable performance to set 0, i.e. at transmission range of 250 m, the Plc is 70%). 

Based on results, the RPG shows the lowest link connectivity compared to GM, RWP, 

and Manhattan mobility model. It is also shown that at the nominal transmission range, 

i.e. 250 m, which is specified in many NS-2 simulation works, the presence of 

unidirectional links can severely impact the MANET’s performance. Expanding 

transmission range beyond this value may potentially increase link connectivity but such 

a change may only result in severe channel interference; an effect that is not desirable.  
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Figure 4.9: Probability of link connectivity (Gauss Markov) 
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Figure 4.10: Probability of link connectivity (Random Waypoint) 
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Figure 4.11: Probability of link connectivity (Reference Point Group) 
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Figure 4.12: Probability of link connectivity (Manhattan) 
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4.6.4 Probability of Route Connectivity 

The results in terms of Prc are shown in Figure 4.13 through to 4.16. Prc is quantified by 

the number of successful route established. A RREP packet received by the source node 

indicates that the destination nodes have successfully captured the RREQ packet, thus 

creating the routing path. Figure 4.13 shows the Prc of the GM mobility model, where 

each point corresponds to 450 small scenarios (25 repetitions each with 18 partitions) 

repeated for node’s transmission range varied between 150 m to 400 m. The 

computation of Prc further enhances the analysis of Plc, which can show the precise 

impact of unidirectional links on routing protocol performance. As expected, the Prc for 

set 0 nodes show higher performance compared to set 0.3 and 0.5 in every experiment. 

In Figure 4.13, it is shown that when nodal movement is based on the GM model, 

AODV can successfully establish a routing path in 435 out of 450 trials when node Pt is 

homogeneous; transmitting at 250 m. In contrast, the RWP mobility model in Figure 

4.14 has shown the highest Prc values across all values of transmission range.  In Figure 

4.15, the RPG’s Prc is comparatively lower than GM’s. On the other hand, the 

Manhattan’s Prc is almost identical to GM at Pt greater than 250 m. Generally, the 

performance of AODV routing protocol drops significantly for set 0.3 and 0.5 across all 

mobility models.  On average, the Prc decreases by as much as 60% between set 0 and 

0.5. The significantly low values result from high number of unidirectional links in the 

network. Consequently, since basic AODV has no unidirectional link detection 

mechanism, more routing paths will not able to be established, resulting in a lower Prc. 
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Figure 4.13: Probability of route connectivity (Gauss Markov) 
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Figure 4.14: Probability of route connectivity (Random Waypoint) 
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Figure 4.15: Probability of route connectivity (Reference Point Group) 
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Figure 4.16: Probability of route connectivity (Manhattan) 
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4.7 Summary 

In this chapter, the basic concepts of unidirectional link and the effect it has on the 

performance of routing protocol were discussed. Much research exists, which has 

analysed the impact of such links on the network’s link connectivity for a specific 

models. Clearly, the simulation results in this chapter have shown that the choice of 

system model can significantly affect the output. Four mobility models and two 

propagation models with unique attributes are highlighted. The RWP mobility model has 

shown a slightly better performance in terms of probability of link and route 

connectivity (section 4.6.3 and 4.6.4). Total randomness of RWP mobility model causes 

nodes to frequently changes position, leading to more short-lived links to be created. 

Additionally, the nodal movement in RWP is typically unrealistic and results obtained 

from such model may not be sufficiently credible. Thus, the GM mobility model with 

shadowing effect is chosen to form the system model for the remaining part of 

experiments within the main body of this thesis. The choice is based on the fact that both 

the GM and log-normal shadowing model offers a more complex model, which may 

correctly represent the real-world scenario. In addition, a new performance metric to 

complement the analyses of link connectivity, referred as the probability of route 

connectivity is proposed. The metric provides a comprehensive approach to analyse 

networks impacted by unidirectional links.  
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555...   Dynamic Reverse Route 

5.1 Introduction 

This chapter presents a novel and practical routing scheme called Dynamic Reverse 

Route (DRR), implemented over the prominent AODV [45] routing protocol. To setup a 

routing path, the scheme follows the fundamental operation of AODV. However, the 

main feature of the algorithm is the ability to build a routing path as efficiently as 

possible on a network with high number of unidirectional links. The scheme reduces 

additional routing overhead incurred by the routing construction while rapidly re-

computing alternative paths around the nodes that are blocked by unidirectional links. 

The routing performances are quantified using several performance metrics, which are; 

packet delivery ratio, normalised routing load, packet loss, and average delay. The 

scheme and other competing protocols are investigated under various numbers of 

unidirectional links, nodal speeds, and offered load. The scheme’s principles of 

operation are discussed in section 5.2. The verification of the DRR scheme is presented 

in section 5.3. Section 5.4 presents the simulation setup. Simulation results and the 

analysis are discussed in section 5.5. Finally, section 5.6 concludes this chapter. 

5.2 Dynamic Reverse Route (DRR) Routing Scheme 

In Chapter 4, the analysis of network connectivity has been discussed in detail. The 

simulation output shows that the presence of unidirectional links within MANETs is 

significant in various models and may affect the proper operation of many routing 

protocols. In light of this, a practical scheme, known as the Dynamic Reverse Route 

(DRR) that can efficiently handle unidirectional links is proposed. The scheme is 

protocol independent, which can be easily incorporated into other on-demand routing 

protocols that share similar characteristics with the AODV routing protocol. The scheme 
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is capable of minimising routing overhead and efficiently avoids multiple route request 

discovery, caused by the lost of RREP packet during reverse path construction. 

5.2.1 Routing Operation 

Most on-demand routing protocols depend on the bidirectional link availability between 

nodes. The two-way communication over symmetrical link ensures that the routing 

protocols are able to correctly exchange control packets to establish and maintain the 

routing path. However, in some network scenarios, routing packets may be forwarded 

via paths that are unidirectional. As such, the reply packet is unable to retrace the 

forward path created, causing the routing path to be partially completed. In the event that 

a reverse path fails, a typical routing protocol such as AODV and DSDV performs 

another route discovery broadcast. This increases the delay to form the routing path, 

caused by route rediscovery. In the following section, the scheme’s routing operation is 

presented. 

5.2.1.1 Route Discovery 

The route discovery is the phase initiated by a node when its routing entry, i.e. a valid 

next hop node pointing to the destination, does not exist within the routing table. As 

such, the node’s system moves to the next process state, which is the route discovery 

phase. At this point, a RREQ packet is formed by including the information that is 

unique to that particular session. Figure 5.1 shows the formation of a RREQ packet 

before broadcast. The IP header contains the address of the source and destination nodes, 

which remain the same throughout the route discovery phase. On the other hand, the 

request packet header stores the information related to RREQ packet, i.e. timestamp, hop 

count, sequence number, broadcast ID, packet type, and the request packet address. The 

information within the request packet header such as hop count and request packet 

address, changes with every hop visited by the packet. 
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Figure 5.1: RREQ packet formation 

To form a routing path, the source node seeks to find the address of destination node by 

broadcasting the RREQ packet to adjacent nodes. A broadcast packet is identified by the 

destination IP address set to IP_BROADCAST. Upon receiving such a packet, each 

node compares the contents of RREQ, i.e. broadcast ID and sequence number, with the 

stored information in its cache. A packet is deemed fresh if the value of the RREQ’s 

sequence number is higher than the entry stored in the routing table. The broadcast ID 

along with the source request packet address forms a unique combination for a particular 

broadcast session. Additionally, for every route discovery phase, the broadcast ID is 

increased by 1 unit. Such increment is essential in order for every node to differentiate 

between a new and obsolete RREQ packet. For instance, when a source node fails to 

construct the routing path on the first route discovery, a new RREQ packet is 

rebroadcast. As such, an intermediate node may receive multiple RREQs from different 

route discovery sessions. Therefore, by increasing the value of broadcast ID for each 

route request transmission, nodes can ensure that only the current RREQ is processed. A 

maximum of three route discovery attempts (RREQ_RETRIES) is allowed for a 
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particular transmission. The number of attempts is set to three as shown in Table 5.1, 

which follows the AODV specification as reported by Perkins [45]. The process is then 

repeated until the routing path is finally established. The parameters corresponding to 

the route discovery process and the RREQ packet preparation flow are shown in Table 

5.1 and Figure 5.2, respectively. 

Table 5.1: Route discovery parameters 

Parameter Value 

RCAST_WAIT_TIME 1.5 seconds 

HELLO interval 1 second 

NODE_TRAVERSAL_TIME 0.03 seconds 

RREQ_RETRIES 3 

MAX_RREQ_TIMEOUT 10 seconds 

RREP_WAIT_TIME 1 second 

NETWORK DIAMETER 30 

ACK_WAIT_TIME 0.5 second 

TTL_START 311 

TTL threshold 7 

BCAST_ID_SAVE 6 seconds 

In addition to the highest sequence number, each forwarding node also seeks the lowest 

hop count. In some cases, if a RREQ’s packet hop count is identical to the content of 

routing table, the highest sequence number takes precedence. However, if the hop count 

advertised by the RREQ packet is lower than the entry on the routing table, the packet is 

considered fresh. Subsequently, the route entry is replaced by the information as 

advertised by the RREQ packet. The mechanism ensures that a node always maintains 

the shortest routing path while effectively eliminates the duplicate packets. Figure 5.3 

illustrates the process of route freshness inspection. Such an algorithm ensures that a 

node computes the shortest routing path with using only bidirectional links. Nonetheless, 

constructing routes exclusively through bidirectional links may not be practicable, since 

                                                 
11

 TTL_START is consistent with the value discussed in section 3.2.1. 
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link conditions frequently vary. Therefore, if the system is unable to find at least a single 

bidirectional link between the source and destination node pair such algorithm may fail 

to function. 

 

Figure 5.2: Flowchart of route request preparation 
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Figure 5.3: Flowchart of route freshness inspection 
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In the AODV routing protocol, the hop count provides a simple solution for nodes to 

select route with the shortest distance. However, it may not be as effective when a large 

number of links within the network are unidirectional. As a result, the routing overhead 

and delay are increased because additional time is required by a source node to perform 

new route discoveries.  

5.2.1.2 Route Establishment 

In the route establishment phase, a node responds to the first RREQ packet received by 

sending a RREP packet back to the source node. Similar to intermediate nodes, the 

destination node records only the freshest RREQ packet using the sequence of process 

described by Figure 5.3. Figure 5.4 shows the initial content of routing table at each 

node after the first route request discovery. The red line shows the propagated RREQ 

packets and the blue line shows the dropped RREQ packets, which have been 

determined to be redundant. At the destination node D, the RREQ propagation is 

terminated.  

After receiving the first RREQ packet, the destination node D, responds by preparing the 

RREP packet. The destination and source IP addresses is swapped and the next hop node 

is included within the RREP packet’s field. The next hop node follows the ID of the 

node from which the RREQ is received. For instance, as shown by Figure 5.4, assuming 

the first RREQ packet received is from link E-D, node D elects E as the next hop node. 

The RREP packet is then unicast via each node, which forwards to the next destination 

based on its routing table. The reverse path D-E-A-S is created.  
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Figure 5.4: Forward route creation and routing table 

5.2.1.3 Unidirectional Link Detection 

On a network with high concentration of unidirectional links, the process of routing path 

selection using the RREQ-RREP combination approach can be detrimental. Assuming 

link A-E is now unidirectional; pointing to node E. As shown in Figure 5.4, after node D 

receives a RREQ packet it immediately assumes that node S can be reached via next hop 

node E. However, such a response is not possible because the link A-E is unidirectional. 

In such a case, the typical AODV scheme with unidirectional link detection mechanism 

(AODV-Blacklist) can detect and avoid such links. The scheme reads every RREP 

received, i.e. originated or forwarded by a node, and responded by returning a network 

layer ACK packet. As soon as node E transmits a RREP packet to the next hop node A, 

it expects an immediate ACK packet reply.  In the event that node E fails to receive the 

ACK packet, it identifies the link pointing to node A as unidirectional and subsequently 

blacklisted. All current routing entries to node A are then removed and the system waits 

for another round of RREQ discovery. Later, node E discards every RREQ packet 

forwarded by node A. As a result, a new forward route can be constructed via a different 

path, e.g., S-B-F-D. 
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However, the DRR scheme employs a different approach compared to the AODV-

Blacklist. Instead of avoiding, the proposed scheme utilises the unidirectional link to 

advantage during forward route construction. In the event of ACK reception failure, the 

identified unidirectional link is not blacklisted. Instead, a new reverse route is computed 

immediately, which can be used to potentially propagate the RREP packet back the 

source node. In order to find such a route, the downstream node affected by the 

unidirectional link invokes a one-hop local reply broadcast packet. Basically, the packet 

is an exact copy of the dropped RREP packet, and differs only in terms of packet type, 

i.e., broadcast instead of unicast. The local reply broadcast mechanism takes advantage 

of the unused route entries recorded by intermediate nodes after the route discovery 

phase, illustrated by the summary of routing entries in Figure 5.4. The details of reverse 

route construction for the DRR scheme are presented in the following section. 

5.2.1.4 Reverse Route Reconstruction 

As shown in Figure 5.4, the initial broadcast of RREQ packets has established a forward 

route through link S-A-E-D. In addition to the active nodes (S, A, E, D) along the 

forward route, other nodes such as C, B and F also record the RREQ entries pointing to 

the source node. As previously discussed, these nodes may be able to provide alternative 

routes to the RREP packet blocked by the unidirectional link A-E. After receiving the 

RREQ packet, node D responds by unicasting a RREP packet with RREP_NO_FLAG 

bit set. Additionally, prior to every RREP unicast transmission, each node, including the 

destination, stores a copy of the packet along with its contents. Such information can 

later be used by the local reply broadcast transmission if the preceding RREP forwarding 

fails. At node E the RREP packet is forwarded and, in return, node E expects to receive 

an ACK packet. To avoid high delay, node E waits for a short duration of time indicated 

by ACK_WAIT_TIME. If node E fails to receive the ACK packet, it results in node A 

being cached as unreachable. As such, node E promptly invokes the one-hop local reply 

broadcast mechanism. A copy of the previously stored RREP packet is broadcast to the 

adjacent nodes with TTL set to 1 and the flag is set to OHR (one-hop-broadcast).  
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Node C, F, and D receives the broadcast RREP because they are within node’s E radio 

transmitting power (Pt). Node D drops the packet because it is the originator, whereas 

both node C and F receive the RREP packet. Upon reception, both nodes restore the 

packet’s flag from OHR to RREP_NO_FLAG, before forwarding it to the next hop node. 

RREP packets recovered using this approach may slightly increase the routing overhead. 

To minimise such an effect, each node along the RREP packet propagation path records, 

in its cache, a unique combination list of source address, destination address, and 

sequence number <Src ID, Dest ID, seq_num>. Therefore, if a RREP packet that 

matches the combination is later received by the node, the packet propagation is 

terminated. This causes the RREP packet to reversely follow, as far as possible, the 

forward route created, and diverted to the alternative route only when the primary 

forward path is blocked. 

5.2.1.5 Network Layer Feedback (Acknowledgement)  

The introduction of ACK packets in the DRR scheme can cause a slight increase in 

terms of the overall system’s routing overhead. Therefore, a necessary countermeasure 

has been implemented in the scheme, to minimise such effects. The operation of ACK 

packet exchange can be significantly reduced if nodes are set to respond correctly to 

different type of RREP packet. In the scheme, the ACK packet can only be returned by 

the receiver node for a RREP packet with the flag bit set to RREP_NO_FLAG. 

Alternatively, an ACK packet is not returned when the flag bit is set to OHR. As a result, 

control packet exchange is minimised, leading to more efficient use of bandwidth. 

In addition to the ACK message exchange reduction, the DRR scheme can also 

substantially reduce the number of RREQs in the system. Previous work [137] shows 

that the number of RREQ packet transmitted by source nodes may dominate the total 

number of control packet in the routing protocol. Such an issue is inherent in routing 

protocols such as AODV and AODV-Blacklist which operate “on-demand”. Slight route 

breaks can cause the source node to flood multiple RREQ packets into the system. By 
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using the DRR scheme that locally restores the routing path, such issues can be 

effectively avoided.  

5.2.1.6 Reverse Path and Local Reply Broadcast 

As previously mentioned, when the propagation of RREP packet is blocked by a 

unidirectional link, DRR allows a node to rediscover alternative reverse paths. As a 

result, multiple copies of RREP packets may be received by the source node over several 

different paths. Such problem can be avoided by comparing the current and previous 

RREP broadcast packet. For instance, after the local broadcast reply by node E, the 

recovered RREP packet will propagates via the two reverse paths towards node S, e.g. 

E-C-A-S and E-F-B-S. Assuming the first RREP packet arrives from path E-C-A-S, 

node A then immediately records the packet information, i.e. <node S, Node D, 

seq_num>. Later, when the second RREP packet arrives from path E-F-B-S, the packet 

is discarded because the content of the packet matches the stored information. In 

addition, the recorded RREP packet is cached for only a short period of time set by 

RCAST_WAIT_TIME. The value must not exceed the roundtrip time of RREQ-RREP 

packet; the time difference between sending the RREQ and receiving the RREP at the 

source node. An estimation of the roundtrip can be computed by equation 5.1.  

                                       3 ∗ Network Diameter ∗ Node Traversal Time                              (5.1) 

The Network Diameter is set to 30, in accordance to the maximum hop allowed in 

AODV. On the other hand, the Node Traversal Time is set to 0.03 seconds, based on the 

estimated time for a packet to traverse one-hop, which includes the queue, transmission, 

propagation and all other delays. 

The reverse link created by the local reply broadcast enables the source node to reach the 

destination node via an alternative reverse path. However, when using such paths, data 

packet can be transmitted only from the source node to the destination node, but not vice 

versa. This may not be an issue for some applications, which typically rely on fast data 
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transfer and best effort delivery with using UDP. For instance, sending updates on stock 

markets, news, and bulletins to customers requires fast data dissemination but may 

compensate for unreliable communication. Nonetheless, a two-way communication can 

be enabled with the proposed scheme. Upon unidirectional link detection, an additional 

flag called RREPAIR is included to the RREP packet advertised by the local broadcast 

mechanism. The RREPAIR is set to indicate to the source node that the RREP packet 

has been recovered by one of the nodes along the reverse path. Therefore, when the 

source node receives a RREP packet with the flag set to RREPAIR, it reconstructs the 

forward path by propagating downstream a unicast RREQ packet towards the destination 

node. The packet follows the reverse path created, where details such as hop count and 

sequence number at each node’s routing table are updated. Note that as soon as the 

RREQ packet is unicast, the source node can start sending the data packets.  

5.3 DRR Model Verification  

This section discusses the verification of the simulation model and the implementation 

of the DRR scheme. This is imperative to ensure that every step involved in the routing 

operation is correctly performed. Using a small scale network, each routing table 

generated by nodes are checked thoroughly. The sequence of control packet propagation 

is observed and the corresponding sequence number, hop count, and routing path is 

ensured to be processed correctly. In a more complex network, the debugging tool, GNU 

Debugger (GDB) with Eclipse as the integrated development environment (IDE) is 

utilised. The tool provides easy verification process that is able to perform fast code 

compilation and immediate build status. The routing process transition and outcome can 

be shown at any breakpoints set on the code. In addition, a set of verification codes is 

also provided in the Table 5.2. Each step shown in the verification rules are followed 

and tested multiple times to confirm results consistency. 
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Table 5.2: DRR model verification rules 

Verification 
steps 

Verification rules 

1. A data packet is allocated and forwarded to the routing layer. The current node 
attempt to resolve the path to the destination based on the corresponding 
address stated in the data packet. 

2. The RREQ packet is broadcast to adjacent nodes. 

3. If no valid route exists the node prepares the RREQ packet by allocating the 
packet fields with information, e.g., timeout, route request count, TTL, and etc. 

4. Nodes that are within the transmission range of the sender node receive the 
packet. The packet is filtered according to its type, where a packet with DRR 
header is subsequently processed. 

5. If the source address advertised by the RREQ packet matches the current node 
address, the packet is discarded. The broadcast ID along with the source address 
is compared with the node’s cache and if a match is not found the source address 
and broadcast ID is stored in the node’s cache. 

6. The destination address advertised by the RREQ packet is compared against the 
address of intermediate node. If not matched, the RREQ packet is forwarded 
with the hop count increases by 1 and the sender address is changed to the 
current node address. 

7. A node replies to the RREQ packet only if the destination address matches to its 
address or if it has a fresh route pointing to the destination node. 

8. The intermediate node or destination node prepares to respond by sending 
RREP packet. The hop count is increased by 1 and the source address, 
destination address, sequence number and current time is copied into the RREP 
packet.  

9. RREP packet is prepared and a copy of RREP packet state is stored in the node’s 
cache. The RREP packet is unicast to the address of next hop node. 

10. The node waits for ACK packet to be returned by the next hop node for 
duration of time set to ACK_WAIT_TIME. If ACK is not received after timer 
expires, the same copy of RREP packet is broadcast with TTL set to 1 and 
packet flag set to OHR. 

11. Every adjacent node except the destination node receives the RREP broadcast. 
Each node removes the OHR flag to RREP_NO_FLAG and the packet is 
unicast to its next hop node upstream to the source node.  

12. For each node the recovered RREP packet passes, a unique combination of 
source address, destination address and sequence number is recorded. Every 
RREP packet received that matches such combination is deemed redundant and 
therefore dropped. 

13. If the RREP packet is received by the source node, the packet propagation is 
terminated. The source node checks the RREP flag field and if it is marked as 
ALT, a repair packet is sent. 
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14. The repair packet called RREPAIR is propagated downstream along the reverse 
route to provide update on the hop count and next hop node pointing to the 
source node. 

15. Data packet is transmitted from the source node. 

5.4 Simulation Framework 

The performance of DRR scheme is quantified using the NS-2 tool, which also provides 

the routing model for the AODV routing protocol and some basic components of 

AODV-Blacklist. The two protocols are ideal comparisons for the DRR scheme because 

both offer extreme mechanism to handle unidirectional links. At one end, the AODV 

routing performance can highlight the severe effect of ignoring the presence of 

unidirectional links. At the other end, the AODV-Blacklist shows the impact of 

improper handling of unidirectional link by blacklisting.  

5.4.1 Mobility and Traffic Model 

To observe the scheme’s robustness to mobility, different nodal speeds are used within 

the mobility pattern. As discussed in Chapter 4, the GM mobility model is selected as it 

provides more realistic nodal movement compared to the classical RWP model. 

Generally, as shown by the comparison results in Chapter 4, a routing protocol’s path 

connectivity using GM model is slightly higher compared to other models. It is because 

the movement of nodes in this model are more human-like, which avoids sharp turns and 

sudden stops when travelling from one point to another. As such, the number of route 

breakages is small.  

As shown in Table 5.3, the random traffic model is set as CBR, established between 

several randomly selected source and destination node pairs. The start of the CBR 

session between any pair of nodes is also randomised to avoid immediate bursts of data 

traffic being sent simultaneously by every source node. The size of each packet is 512 

bytes set at a rate 4 packets/second; values commonly used in many previous MANET 

simulation work [12][34][35][56][63]. The simulation time is set to be 900 seconds, 
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where each point plotted on the graph corresponds to 25 repetitions of the same 

simulation setting with different network scenario. The resulting confidence interval is 

set to be 95%. 

Table 5.3: Mobility and traffic parameters 

Parameter Value 

Simulation time 900sec 

Number of nodes 50 

Terrain size 700x500 m2 

Traffic type CBR 

Packet rate 4 packets/sec 

Packet size 512 bytes 

Number of sources 25 

Maximum speed 0, 2, 4, 8, 12, 16, 20 m/s 

Speed update frequency 2.5 s 

Angle of std deviation 45 degree 

Speed deviation 1.5 m/s 

5.4.2 Transmission Power  

The radio interface equipped for each node on the network follows the settings of Cisco 

Aironet 350 [90] wireless interface card. Two distinct transmitting powers are set to 

different numbers of nodes, similar to the approach discussed previous chapters. Table 

5.4 shows the radio settings used in the simulation. 

Table 5.4: Simulation parameter – radio settings 

Parameter  Value 

Transmitter range ~ 250 meter 

Transmit power (Pthigh) 15 dBm 

Transmit power (Ptlow) 7dBm 

Receiver sensitivity -91 dBm 

Nominal channel bandwidth 2 Mbps 
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5.4.3 Performance Metrics 

Several key performance metrics are used to evaluate the schemes performance:  

• Packet delivery ratio: The average ratio of accumulated data packets delivered to 

destinations compared to those generated by data sources. Such metric shows the 

general performance of the scheme in terms of its capability to transmit as much 

data as possible to the destination. It may also represent the number of loss 

packet, which can be used to show the scheme’s efficiency. 

• Normalised routing load: This value is calculated based on the number of 

routing packets sent and forwarded by each node compared to the number of data 

packets received by the sink nodes, i.e., destination nodes. Essentially, a low 

normalised routing load indicates an efficient network, where the number of data 

packets received is higher than the number of routing packets generated for a 

particular connection. Nonetheless, the normalised routing load is also affected 

by the number of nodes participating in the routing packet exchange. Hence, a 

low number of nodes participating in route propagation can result in low 

normalised routing loads.  

• Packet loss: The failure of one or more transmitted packets to arrive at their 

destination. The packet loss metric is an absolute number of packets dropped in 

the network, which quantifies the analysis of packet propagation in the network.  

• Average delay: Average delay includes all possible end-to-end delays caused by 

buffering during route discovery, queuing at the interface queue, re-transmission 

delays at the MAC, propagation time, and transfer time. 

5.5 Simulation Results and Discussion 

The simulation experiments investigate the ability of the routing mechanisms to react to 

the changes of link connectivity while successfully delivering data packets to their 

destinations. To measure this ability, the performance of routing protocols are evaluated 
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and compared under a range of scenarios. The performance metrics are measured against 

the attributes that may occur in the network, which are:  

• Ratio of nodes with low transmitting power (ratio of Ptlow to the total number of 

nodes). 

• Mobility (speed of the nodes) 

• Offered Load (number of sources) 

In each simulation, there are a several parameters that are configured; these are: 

• Speed: The speed of node is set between a minimum and a maximum possible 

setting. 

• Number of nodes: A consistent number of nodes is set in every experiments. 

• Terrain size: A medium-sized, rectangular network area is selected for 

experiments in this chapter.  

• Simulation time: The duration over which the simulation are run. 

5.5.1 Varying Unidirectional Link  

A node’s transmitting power and its corresponding transmission range are important 

characteristics that determine whether or not a node can establish a path with its 

neighbours. By using two power levels the number of unidirectional links can be varied 

and the impact upon the relevant performance metrics can be investigated. Nonetheless, 

the effect may be temporary but may still affect the routing path computation. The 

number of unidirectional links (varied by using two power levels) is employed to 

investigate the impact it has on the metrics being used. The ratio of nodes, as reported in 

Table 4.4 shows 6 sets, where each ends of the table represent two extreme cases of 

unidirectional link intensity. Set 0 represents a network where all links are virtually 

bidirectional; although some links may become unidirectional link due to interference, 

mobility, and etc. On the other hand, set 5 signifies a network, where half of the nodes 

are low-powered. Such an extreme network scenario is useful to evaluate the robustness 
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of routing protocols, although this may not be a realistic case. Nonetheless, increasing 

the low power nodes to set 5 is essential to ensure that a significant number of 

unidirectional links is created on the network. The summary of parameters used in the 

simulation is shown in Table 5.5. 

Table 5.5: Simulation parameters – Varying number of low power nodes   

Parameter Value 

Transmitting power (Pthigh) 15 dBm 

Transmitting power (Ptlow) 7d Bm 

Simulation time 900 sec 

Number of nodes 50 

Terrain size 700x500 m2 

Traffic type CBR 

Packet rate 4 packets/sec 

Packet size 512 bytes 

Number of sources 25 

Maximum speed 20 m/s 

5.5.1.1 Packet Delivery Ratio 

The variation of packet delivery ratio as a function of low power nodes is shown in 

Figure 5.5. As the number of low power nodes increases, the probability of links created 

unidirectional also increases. Hence, every routing protocol exhibits rapid deterioration 

of packet delivery ratio. In the case of set 0, which illustrates a homogenous group of 

nodes in terms of transmitting power, the performance of each scheme is quite close to 

each other. In fact, this is an ideal situation where every node to performs effectively, 

because packets have higher probability of being forwarded via bidirectional links. 

Nonetheless, a slight difference can be observed within set 0. Since nodes are set to 

move at a maximum speed of 20 m/s, some RREP packets may be dropped. This causes 

the DRR scheme to invoke the unidirectional link detection mechanism. At set 0, the 

packet delivery ratio in DRR scheme is improved by 6% compared to the AODV routing 

protocol. Although the AODV-Blacklist offers nodes a protection from unidirectional 
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links, the scheme relies on the source node re-broadcasting the RREQ packet which may 

increase delay and routing overhead. As such, the performance of AODV-Blacklist 

degrades; in particular after set 0.1. The inefficiency of AODV-Blacklist is also 

heightened by the fact that the network is saturated with the data traffic; a consequence 

of 25 simultaneous active data sessions. The congestion increases the competition for 

channel access, causing more packets to collide and subsequently be dropped. The 

AODV scheme exhibits the worst performance. Specifically, at set 0.3, the AODV’s 

packet delivery ratio drops as much as 66% compared to the DRR scheme. The absence 

of any unidirectional link detection mechanism causes the RREP packet propagation to 

fail and the source has to wait for the timer to expire before it is able to identify any 

problems. Generally, the DRR scheme exhibits a significant improvement compared to 

the AODV-Blacklist and AODV scheme.  
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Figure 5.5: Packet delivery ratio as a function of node power variables 

 



139 

5.5.1.2 Normalised Routing Load 

The normalised routing load metric characterises the ability of a routing scheme to 

perform in low bandwidth and highly dense network conditions. Protocols that operate 

on-demand typically rely on a high degree of routing packet dissemination to discover 

routes. Such mechanisms can potentially increase the probability of packet collisions 

and subsequently cause retransmissions. In essence, an efficient scheme should be able 

to minimise routing packets as far as possible while maintaining a high number of 

successful data packet transmissions. Figure 5.6 presents the normalised routing load for 

a network consisting of 50 nodes. The normalised routing load in DRR is much lower 

than AODV and AODV-Blacklist across all sets. Between set 0 and 0.1, the 

performance of AODV and AODV-Blacklist is nearly identical; however, as the ratio of 

low power nodes increases beyond set 0.1, the DRR’s normalised routing load is 

significantly lower compared to the competing protocols. 
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Figure 5.6: Normalised routing load as a function of node power variables 
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5.5.1.3 Packet Loss 

The packet loss of the three schemes as a function of low power nodes is shown in 

Figure 5.7. In this simulation experiment, a sequence of packets are generated and 

transmitted according to the rate parameter. The data packet size is fixed to 512 bytes 

and, therefore, the total size of the accumulated loss packet can be easily computed. 

However, the packet loss quantification in a real network may be a more complex 

process. Transmitted packets arrive in different size and forms and as such, the total 

amount of traffic loss can significantly vary. In this simulation, the packet loss is 

quantified based on the total count of the packet, instead of the total accumulated packet 

size. As the number of nodes with Ptlow increases, more packets are dropped as a 

consequence of the increase number of unidirectional links present in the network. The 

packet loss in DRR is lower, simply because it enables routing packets to be partially 

propagated around the unidirectional link.   

5.5.1.4 Average Delay 

The average delay presents the cumulative holding time for a packet. It includes all 

possible delays from the moment the packet is generated, transmitted, and received by 

the destination node. Generally, the length of the routing path is a constituent part of the 

metric. Thus, a longer routing path generates a higher delay, since data packets take 

more time to reach the destination node. Figure 5.8 depicts a variation of the average 

delay as a function of low power nodes. Every scheme shows a significant increase of 

average delay with the increase of the low power nodes. Such a phenomenon is a result 

of bidirectional link shortage in the network. The probability of successfully 

constructing a routing path is reduced, causing the number of route rediscoveries to 

increase. As such, the data packets are delayed in the queue until a new routing path is 

found. As shown in Figure 5.8, the DRR’s delay is substantially lower compared to the 

AODV-Blacklist and AODV routing protocols. Clearly, the DRR mechanism is 

effective when subject to unidirectional links. A routing path is promptly constructed by 

the affected node, thus avoiding the route discovery and buffering delay. 
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Figure 5.7: Packet loss as a function of node power variables 
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Figure 5.8: Average delay as a function of node power variables 
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5.5.2 Varying Mobility 

An important attribute that is commonly associated with MANET is mobility, which 

causes link state to change in a more dynamic fashion than a stationary system thus 

further impacting network performance. To investigate such an effect, the GM mobility 

model is selected to generate nodal movement pattern. The model presents a realistic 

model compared to the RWP model. To ensure consistency, the same set of model 

parameters as reported in Table 4.7 is used. Every node is mobile and the maximum 

speed is varied to increase a node’s average speed. Typically, a static network 

corresponds to the speed of 0 m/s while a high mobility corresponds to a speed of 20 m/s. 

The simulation parameters used for the mobility simulations are similar to the 

experimental work listed in Table 5.5 but with minor changes. The changes made are 

shown in Table 5.6. Nodes are set with 7 different speeds while the ratio of low power 

nodes is set to 0.3. Such ratio is chosen because it gives a good compromise between 

bidirectional and unidirectional links. 

Table 5.6: Simulation parameters – Varying nodes maximum speed 

Parameter Value 

Maximum speed (m/s) 0, 2, 4 , 8, 12, 16, 20 

Ratio of low power nodes (Ptlow) 0.3 

5.5.2.1 Packet Delivery Ratio 

The packet delivery ratio is shown in Figure 5.9. The three schemes exhibit a gradual 

decrease as the maximum speed increases. At null mobility, i.e. 0 m/s, the packet 

delivery ratio of DRR scheme is approximately 29% better compared to the AODV 

scheme. At higher speed, the DRR’s packet delivery ratio is twice as much as AODV’s. 

Such performances indicate the effectiveness of DRR in handling the routing 

construction despite significant nodal movement. The AODV-Blacklist scheme indicates 

only a slight increase of packet delivery ratio compared to the AODV routing protocol. 

On average, the performance increase compared to AODV offered by AODV-Blacklist 
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scheme is only 20%, which is about less than half of the performance gained by the 

DRR scheme. 
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Figure 5.9: Packet delivery ratio as a function of mobility 

5.5.2.2 Normalised Routing Load 

The normalised routing load performance metric is computed based on the number of 

control and data packet transmitted and forwarded by the protocol per successfully 

delivered data packet. Essentially, this metric quantifies the amount of effort consumed 

by the protocol for the delivery of each data packet. For instance, a normalised routing 

packet of 10 indicates an average of 10 packet transmissions attempts for each data 

packet delivered to a destination node. Hence, a normalised routing load of smaller than 

1 signifies a very efficient network, where the number of data packets received is higher 

than the number of routing packets generated for that particular connection.  Nonetheless 

the normalised routing load can be affected by many factors such as the frequency of 

data packets sent, and the number of nodes participating in the routing packet exchange. 

Since the computation of this metric is based on a large number of nodes, i.e., 50 nodes, 
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this explains the reason for the extremely high value of normalised routing load in every 

simulation output. In Figure 5.10, the normalised routing load incurred by the DRR 

scheme is the lowest despite the presence of unidirectional links. Although the AODV-

Blacklist scheme is able to detect and avoid unidirectional links, route construction may 

not be as efficient as the DRR scheme. Further analysis on AODV scheme indicates an 

excessive number of routing packets being generated, a consequence of multiple RREQ 

flooding by the source node. 
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Figure 5.10: Normalised routing load as a function of mobility 

5.5.2.3 Packet Loss 

Figure 5.11 presents the packet loss for the three schemes. The DRR scheme achieves 

the lowest packet loss, a consequence of prompt avoidance of unidirectional links during 

the recovery of routing path breakage. Generally, every scheme exhibits a gradual 

increase of packet loss as nodal maximum speed increases. This is expected because, at 

higher nodal mobility, the links become more unstable, causing more packets to be 

dropped. At null mobility, a proportion of the links are unidirectional due to the non-
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identical transmitting power. As such, the packet loss is much higher compared to 

homogeneous radio power, shown by set 0 previously in Figure 5.7. 
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Figure 5.11: Packet loss as a function of mobility 

5.5.2.4 Average Delay 

The average end-to-end delay as a function of the number of sources is shown in Figure 

5.12 and illustrates that DRR has a lower average delay across all different maximum 

speeds. Typically, the delay to construct a routing path may dominate the overall delay 

incurred in the system. The DRR scheme experiences the lowest average delay simply as 

a result of lower route discovery latency. The effect of increasing the maximum node 

speed is clear when comparing the DRR to the competing schemes. The DRR scheme is 

least affected by the mobility because of the rapid procedure to recover packets and find 

alternative paths around the unidirectional link. In general, the three schemes show an 

increasing average delay as the maximum node speed increases. Between 0 and 20 m/s, 

the DRR scheme exhibit an increase of average delay by as much as 83%. Nonetheless, 

its performance is still better than that of AODV and AODV-Blacklist. Both these 
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schemes incur an average delay (at 20 m/s) that is approximately 300% higher compared 

to when nodes are static.  
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Figure 5.12: Average delay as a function of mobility 

5.5.3 Varying Offered Load 

The final simulation experiment varies the offered load to investigate its impact on 

routing scheme performance. Essentially, the offered load is characterised by three 

parameters; the number of active connections, packet size, and the frequency of packet 

transmission. In this experiment, the number of active connections is varied while the 

packet size and its sending rate is fixed at 512 bytes and 4 packets/second, respectively. 

Subsequently, the number of random active connections (sources) is varied between 15 

and 40. The simulation parameters used in this experiment is similar to the settings in 

section 5.5.1 but with changes as shown in Table 5.7.  
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Table 5.7: Simulation parameters – Varying number of sources 

Parameter Value 

Number of sources 15, 20, 25, 30, 35, 40 

Ratio of low power nodes (Ptlow) 0.3 

5.5.3.1 Packet Delivery Ratio 

The packet delivery ratio shown in Figure 5.13 is a function of number of active sources. 

As the number of sources increases, the packet delivery ratio for the three schemes drops. 

Specifically, when 30% of the nodes are set with Ptlow, the DRR scheme outperforms the 

AODV and AODV-Blacklist. Even at higher loads, i.e., 40 sources, DRR is able to offer 

more than twice the packet delivery ratio in AODV. In contrast, the AODV-Blacklist 

scheme, which simply detects and avoids communication through unidirectional link, 

can offer only a slight improvement. The results show that the unidirectional link 

avoidance technique of AODV-Blacklist is not as efficient as the DRR. It is because the 

routing path construction process has been restricted to only using bidirectional links, 

hence limiting the number of forward routes which the scheme can utilise.  

5.5.3.2 Normalised Routing Load 

Figure 5.14 shows the normalised routing load for the three schemes. At a maximum 

mobility of 20 m/s, the AODV and AODV-Blacklist offers a higher routing load 

compared to the DRR scheme. The high increase in routing load for both schemes is 

caused by the RREQ rebroadcast, which dominates the total number of routing packets 

transmitted by the nodes. Despite the fact that DRR uses a local RREP broadcast packet 

for rerouting, the additional overhead of such control packets is clearly significant when 

the network is subjected to a high presence of unidirectional links. Although as many as 

30% of nodes in the network have a reduced transmission range, DRR scheme still, on 

average, outperforms AODV and AODV-Blacklist by over 30%. The result shows that 

the DRR protocol is highly efficient and as such, is capable of handling unidirectional 

links despite the highly saturated network characteristics.  
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Figure 5.13: Packet delivery ratio as a function of the number of sources 
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Figure 5.14: Normalised routing load a function of the number of sources 
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5.5.3.3 Packet Loss 

Packet loss for the three schemes is shown in Figure 5.15. Generally, every scheme has a 

lower packet loss when sources are set to 15. However, as the number of source nodes 

increases, more packets are transmitted via the active connections. The network becomes 

congested and as a result, more packets are dropped. The DRR scheme exhibits better 

performance because it can rapidly construct the routing path. Therefore, the probability 

of buffered data packet being dropped is minimised, resulting in a lower packet loss.  
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Figure 5.15: Packet loss as a function of the number of sources 

5.5.3.4 Average Delay 

Figure 5.16 shows the average delay in a network scenario where 30% of the nodes are 

set with Ptlow. The DRR scheme shows only a small increase in average delay compared 

to AODV and AODV-Blacklist. Such an effect is due to DRR utilising unidirectional 

link to propagate RREQ packet towards the destination. It is also observed that, the 

average delay of AODV and AODV-Blacklist schemes remain at a level that is 
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consistently higher than the DRR throughout the entire experiment. This is expected 

since both schemes restrict routing from using unidirectional links. Such a constraint 

therefore prevents a forward route being formed over unidirectional links, causing a 

significant delay to create the routing path. On the contrary, the DRR scheme utilises the 

unidirectional links by slightly compromising a RREP packet drop on the reverse path, 

therefore improved overall routing performance can be achieved. With a high 

unidirectional link presence, the DRR average delay is nearly four times lower than 

AODV.  
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Figure 5.16: Average delay as a function of the number of sources 

5.6 Summary 

This chapter presents a scheme referred as the Dynamic Reverse Route (DRR), proposed 

for mobile ad hoc networks. The main feature of the scheme is the ability to efficiently 

construct routing paths despite high numbers of unidirectional links present in the 

network. As shown by the simulation results, the DDR scheme is able to reduce delays 

and routing overhead. The scheme enables nodes to exploit a neighbour node’s unused 
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route entries and rapidly compute alternative paths around the blocked path, caused by 

unidirectional link. Despite the introduction of additional control packets, the degree of 

routing overhead is lower compared to other competing protocols. Network Simulator 2 

(NS2) is used as the simulator tool to perform the simulation experiment. The 

performance of DRR scheme is compared with AODV and AODV-Blacklist routing 

protocols. The mechanisms used to handle unidirectional links in these two protocols 

have been shown to be inferior in terms of performance of network. The AODV scheme 

does not offer explicit node detection of unidirectional link and therefore causes the 

system to wait for source node to timeout. As a result, a higher delay is incurred. On the 

other hand, AODV-Blacklist provides a detection and avoidance mechanism but fails to 

utilise all available links for its routing path construction. The DRR scheme outperforms 

both protocols due to its flexibility in using such links. By compromising a few lost 

packets, the scheme allows the forward route to be discovered via unidirectional links. If 

there are sufficient alternative paths around the blocked links, the scheme can be 

guaranteed to construct routing path on the first route discovery attempt. Performance 

evaluation of the schemes shows that DRR performs better than both AODV and 

AODV-Blacklist when considering a variety of metrics. As expected, with an increase in 

mobility, offered load and network size, the performance of DRR will slowly degrade 

but consistently shows superior performance when compared to the competing protocols.  

Despite the superiority of DRR, improvements in performance can be sought. The DRR 

scheme can be considered as a reactive scheme, where the detection process is invoked 

only after the failure to received acknowledgement packet. Such behaviour may prevent 

the proper operation of applications that require lower delay and minimal performance 

degradation. Thus, it is important for nodes in a wireless multi-hop network to be able to 

form reliable routing paths with the least possible loss. Building upon this idea, the next 

chapter presents a scheme capable of reducing losses while proactively detecting 

unidirectional links using the path loss estimation technique. 

A possible application for the proposed scheme is for data tracking of environmental 

conditions, animal movements, and chemical or biological detection, where nodes are 
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equipped with small wireless tracking devices that are typically limited in terms of 

battery power. In such a case, it can be difficult to replenish the battery power and thus, 

the radio transmission range can be severely affected. Consequently, a high number of 

unidirectional links may be formed, causing the significant degradation of network 

performance. Other possible applications include information/bulletin aware services in 

theme parks, outdoor network access using ad hoc wireless network, and ad hoc 

communication during meetings or lectures in campus. Nonetheless, despite the 

significant reduction of delay, the proposed scheme may not be suitable for vehicle-to-

vehicle network applications, which require a scheme that can provide route stability 

with high nodal mobility.   
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666...   AODV with Path Loss 

Estimation Technique 

6.1 Introduction 

The connection between wireless mobile devices via radio signals is susceptible to 

numerous changes during the signal propagation. Link conditions can be unstable, thus 

affecting the broadcasting transmission pattern and the SINR at a particular node. For 

this reason, the communication path established by MANETs routing protocol is 

generally more unpredictable compared to the infrastructure-based wireless network. 

The concept of distance vector routing, which is quite prominent in wired network has 

been widely adopted in MANET due to its simplicity and light-weight mechanism. In 

the typical distance vector routing method, the shortest distance is defined as the lowest 

hop count. Previous research work [138] has indicated that using hop count can improve 

the route life-time. However, the metric performs poorly over transient links that lead to 

frequent disconnection mirroring the effects of mobility. Although regarded as the 

simplest and primitive routing metric, hop count approach may not be suitable for 

MANETs. Thus, forwarding packets via paths that are computed based on the lowest 

number of accumulated hops is often not practicable and does not offer the best routing 

performance.  

Research work [139] has shown that other radio metrics such as round-trip-time (RTT), 

expected transmission count (ETX) and expected transmission time (ETT), may provide 

a better solution to hop count. The link conditions such as delay, loss, and the available 

bandwidth are continuously monitored by nodes to support routing path computation. 

Despite the advantages, these metrics often fail to alleviate the fundamental problem in 

heterogeneous wireless communication, which is the unidirectional link.  
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In light of such deficiency, the scheme proposed in this section is designed to enable 

nodes to effectively determine the unidirectional link and subsequently computes the 

best routing path for data transportation. The proposed routing mechanism is referred as 

AODV with path loss (AODV-PL). It offers rapid routing path construction in a network 

with high presence of unidirectional link and minimises the routing overhead. In 

addition to finding the shortest path, the scheme also takes into account the path loss and 

received signal strength (RSS) for the routing path construction. Based on simulation 

results, the probability of routing paths being established using the AODV-PL is 

significantly improved, despite the decrease in the number of nodes per unit area (low 

node density). The remaining chapter is organised as follows. Section 6.2 discusses the 

routing metric formation while section 6.3 presents the unidirectional link detection 

scheme for AODV-PL. Section 6.4 discusses the simulation results and is separated into 

two parts. The first part presents the simulation results of the comparison of proposed 

metric with traditional hop count and RSS. The second part compares routing 

performances of AODV-PL, DRR and AODV-Blacklist routing protocol. Section 6.5 

discusses the comparison of routing performance with difference mobility models. 

Finally, section 6.6 summarises the chapter. 

6.2 Routing Metric and AODV-PL Operation 

The AODV-PL is a novel and practical routing scheme capable of proactively 

constructing forward routes through unidirectional links. The underlying protocol is on-

demand distance vector and, as such, the prime objective of discovering the shortest 

distance remains. The addition of path loss and RSS metric to the AODV route 

computation substantially improves the link selection process. Such technique extends 

the traditional distance vector approach and allows a node to avoid links that are deemed 

unreliable for routing packets. Based on the new routing metric, the state of the links can 

be efficiently predicted. Links that are considered unreliable are avoided; these include 

those that are potentially unidirectional or perhaps a link that may be susceptible to 
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breakage. The following section discusses the proposed routing metrics, i.e., the 

combination of path loss, RSS, and hop count. 

6.2.1 Routing Metric 

An important constituent in wireless ad hoc multi-hop routing protocol is the mechanism 

to select the optimal routing path from a set of available links between a pair of source 

and destination nodes. A scheme may choose a route with the lowest delay to 

accommodate a real-time traffic. However, the created path may not be able to offer the 

lowest power consumption. Other schemes can offer high route-lifetime but lower 

values in terms of throughput. Hence, there is no absolute best route. The routing metrics 

such as delay, bandwidth, and energy can be regarded as the second-order routing costs. 

On the other hand, the primary or the first-order routing metric is the availability of 

radio signal, which is considered as the principal element to form a connection between 

wireless nodes.  

As discussed in previous chapters, node radio power can be non-homogeneous, an effect 

caused by different transmission power capability, SINR, etc. The packet propagation 

encounters several environmental issues, reducing the received signal strength. Typically, 

a low received signal power indicates the link is unreliable, where the transmitter-

receiver separation distance is high. However, such assumption is not always true when 

the network is non-homogeneous. Basically, the received signal is also a function of the 

transmitting radio power (as shown by equation 4.2). As such, nodes with low received 

signal strength could also imply that the sender node is transmitting with low radio 

power while in proximity with the receiver. The propagation can also be affected by 

interference and losses due to environment, which may deteriorate the absolute signal 

strength of the received packet. Thus, using the highest received signal strength by itself 

is not sufficient to indicate that the link is reliable. A more accurate way is to add path 

loss to the route computation, which distinguishes between transmitted power and the 

received signal power.  
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To choose the best routing path, the destination node typically responds to the freshest 

RREQ packet. This is determined by inspecting a set of parameter values, referred as the 

routing metric included within the packet. In the proposed method, a simple 

mathematical expression is used to form the routing metric. At every node, a reverse link 

pointing to the source is computed based on the metric, where the lowest value is 

preferred.  

6.2.2 Routing Metric Formation  

The parameters considered in the proposed metric are path loss, RSS and the hop count. 

As RREQ packet travels towards the destination, each link cost pointing to the source 

node is computed and updated. The process repeats until the packet arrived at the 

destination node, where a RREP packet is returned to complete the routing path 

construction. The routing path is updated as needed when changes occur on the system. 

Generally, the parameters used for the routing computation are considered restrictive, 

which depends on a minimum or maximum value. Assume M is the minimum metric, 

measured based on the three parameters P1, P2, and P3, which corresponds to path loss, 

RSS, and hop count respectively. Intuitively, P1 and P3 should be minimised whereas P2 

is maximised. A simple approach to form the metric M is shown in equation 6.1. 

                                                           
2

31
min

P

PP
M

⋅
=                                 (6.1) 

There are no specific or formal rules for developing such cost function and they can be 

as simple or complex as required. In this work, the simple approach is taken and the cost 

function shown by equation 6.1, based upon simplicity intuition, is deployed. The 

multiplication operation is an effective method to combine the P1 and P3 metrics, 

because they both represent a means of quantifying propagational losses. Furthermore, 

the metric M’s applicability will be evaluated based upon extensive simulations in 

section 6.4.1. It is possible to adopt more complex approaches to refine the scheme and 

this is considered for future works. 
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6.2.3 Intermediate Cost Along a Path 

The operation of AODV scheme using the cost function shown by equation 6.1 is 

described in this section. Figure 6.1 illustrates the parameter values associated with each 

receiver node (node at the end of the arrow line). These parameters are consistently used 

in this section to demonstrate the routing path selection using 1) the proposed routing 

metric, and 2) using independent parameters, i.e., path loss and RSS. 
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Figure 6.1: Parameters at each link between nodes  

 

A numerical example shown in Figure 6.1 is a simple network with 8 nodes, where two 

different levels of transmission powers, i.e., 10 and 5, are assigned to different nodes. 

The corresponding path loss for each link, hop count and RSS are shown in the small 

table along the link. In this example, path loss is simply considered as the difference 
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between Pt and Rx. The dotted lines represent dropped links that are caused by the 

obsolete RREQ packet, which advertises a hop count higher than the value stored by the 

receiving node.  

6.2.3.1 Path Computation Using RSS  

Based on Figure 6.1, the routing path computed between node S and D using only the 

strongest RSS have resulted in a best route of S-B-E-D. The total loss accumulated 

along the routing path is 9, which accounts for 30% loss compared to the total 

transmitted power, i.e. 30. The result of the routing path computation is shown in Figure 

6.2. 
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Figure 6.2: Routing path computation using strongest RSS 

 



159 

6.2.3.2 Path Computation Using Path Loss 

A routing path formed using only the lowest path loss as the cost function results in the 

path S-A-F-D. The total loss is slightly lower compared to the RSS metric, i.e., 6, 

however, the resultant efficiency is identical, i.e. 30%. It is because the total radio power 

used by the nodes along the path is much lower, i.e. 20. Figure 6.3 shows the routing 

path computed with path loss as the cost function. 

S

A E

D

C

F

G

Path loss

Received power

Transmitted power

Hop count

Forwarded RREQ

B

Pt

PL

3
1

7

P
L

H
C

R
x

3
1

7

P
L

H
C

R
x

3 1 7

PL HC Rx

3 1 7

PL HC Rx

3
1

7

PL
H
C

R
x

3
1

7

PL
H
C

R
x

1 2 4

PL HC Rx

1 2 4

PL HC Rx

1
2

4

P
L

H
C

R
x

1
2

4

P
L

H
C

R
x

1 2 4

PL HC Rx

1 2 4

PL HC Rx

2 3 3

PL HC Rx

2 3 3

PL HC Rx
Pt:10

Pt:5

Pt:10

Pt:5

Pt:10

Pt:10

Pt:5

HC

Rx

 

Figure 6.3: Routing path computation using lowest path loss 

6.2.3.3 Path Computation Using the Proposed Routing Metric 

In contrast to the metrics previously discussed, the proposed metric considers the highest 

RSS, the lowest path loss and hop count along the path. Such a technique can optimise 

the network performance by choosing upstream nodes that can transmit the signal along 

the path with the lowest loss. In addition, the total transmitted power can be significantly 

reduced, leading to efficient use of node energy. Based on the proposed metric, the 
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transmitted packet from source to destination creates the path S-A-E-D. Although the 

accumulated path loss is 7, the efficiency is increased, where loss is only 28%.  The 

following figure shows the routing paths. 
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Figure 6.4: Routing path computation using the proposed routing metric 

6.3 AODV-PL Routing Operation 

This section discusses the proposed scheme’s unidirectional link detection mechanism, 

which include the proposed routing metric discussed in section 6.2.2. In research work 

[63], Ko proposed a scheme to proactively avoid a unidirectional link during route 

discovery phase. The scheme, however, relies only on the traditional hop count metric to 

compute the routing path. Despite computing the shortest distance (in terms of hop), the 

hop count metric does not offer sufficient information for nodes to avoid links with 

unidirectional link. Such an issue frequently arises when nodes in the network are 

assigned with non-identical transmission power. By contrast, the advantages of the 

proposed scheme are two-fold. First, it uses a cost function that enables nodes better able 
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to avoid links with high losses. Secondly, the proposed scheme implements a path loss 

measurement technique, where nodes can rapidly identify unidirectional link and 

subsequently removed from the route selection process. As shown Judd et al., the path 

loss can be used effectively as a routing metric to improve the routing path selection 

[140]. The work proposed an algorithm that enables the receiver to reversely predict the 

RSS at sender side by using the path loss measured between them. Other parameters 

such as bandwidth and delay are options for path computation. However, such metrics 

may not be as effective, since the information provided is less able to indicate if the link 

is unidirectional. 

6.3.1 Path Loss and Received Signal Strength 

The main objectives of the proposed scheme are to proactively avoid unidirectional links 

during route discovery phase and to choose paths that are reachable only via the shortest 

bidirectional links.  

The fundamental property that ensures correct operation of the proposed scheme relies 

on the path loss measurement between the sender and receiver node. In typical wireless 

operation, the RSS is measured only on the receiving side. However, the AODV-PL 

scheme enables the RSS to be pre-computed on the sender side by using the information 

collected from the received packet. This technique allows the sender node to predict 

whether the link facing the receiver node is reachable, hence bidirectional. Although 

path loss can vary over a period of time, the instantaneous path loss in both directions is 

quite similar and therefore will not affect prediction accuracy. Theoretically, a path loss 

is a function of distance, frequency and the path loss exponent. As such, the direction in 

which the signal travels is not significant and therefore, does not affect the path loss 

properties. The path loss can be represented by the Reciprocity Theorem [141], as 

previously discussed [140], which states: “As path loss is entirely determined by the 

signal transfer function, the instantaneous path loss between two nodes is the same in 

both directions and a transmitter can obtain the path loss to a receiver by measuring the 
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path loss from the receiver to the transmitter”. In other words, for adjacent nodes, the 

instantaneous path loss in either direction, i.e., towards sender or receiver, is equal.  

In light of this, it is possible for a node to determine the instantaneous path loss in the 

reverse direction given that sufficient information can be gathered from the receiver (the 

node which sends the RREQ packet). Nevertheless, the RSS value can also be slightly 

affected by interference, which mostly results from the hidden node terminal problem. 

The results from experimental work [140] show that the effect of interference on RSS in 

most cases is typically under 1dB. Therefore, in order to compensate for the effect of 

SINR at the receiver, a maximum reduction of 1dB is added to the RSS prediction in the 

proposed scheme.  Consequently, with the impact of SINR being compensated, the path 

loss computation will be more reliable.  

6.3.2 Propagation Model 

As described in Chapter 4, radio signals may be affected by many factors such as 

transmitter-receiver separation distance, antenna transmitting power, antenna gain, 

multi-path transmission due to reflection and diffraction, fading, obstruction, etc. [115]. 

Radio propagation is also influenced by the type of environment, e.g. free-space, LOS or 

NLOS, urban area, indoor and outdoor. Although radio transmission is not always 

predictable, the characteristics and external factors affecting them can be reasonably 

well represented using an appropriate but specific model. To show the effectiveness of 

the proposed scheme, the AODV-PL scheme is built upon a more realistic propagation 

model, the log-normal shadowing, as discussed in section 4.3.1.2. Such model, used in 

many research work [111][112], effectively describes the NLOS signal propagation in a 

cell of up to 1 kilometre in radius.    

Figure 6.5 summarises the algorithm in AODV-PL scheme. Each node constantly seeks 

for fresh routes advertised by adjacent nodes. At the destination node, a fresh route is 

computed from the parameters included within the received RREQ packet, which results 
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in the lowest metric shown by equation 6.1. In the simulation model, the path loss is 

computed using the log-normal shadowing model, as shown by equation 6.2.  

      g

o

plort X
d

d
dLPPdL ++=−= )(log10)()( 10µ       (6.2) 

 

Figure 6.5: Unidirectional link detection and fresh route update mechanism 
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In equation 6.2, the normal distribution represented by Xg, accounts for the shadowing 

effect, which may be encountered in an area with many buildings. The transmitter-

receiver separation is d, in meters while do is the reference distance, typically set to 1 

meter [114][142]. Table 6.1 provides the typical path loss exponent µpl in different type 

of environment. The value of  µpl, particularly for the shadowed urban area is within the 

range of the empirical results obtained by Souza and Lins  [114]. The model described in 

equation 6.2 theoretically approximates the node’s received power (affected by 

shadowing) at a specific distance from the source node.   

Table 6.1: Path loss exponent values 

Environment  µpl 

Free space 2 Outdoor 

Shadowed Urban Area 2.7 to 2.5 

Line of sight 1.6 to 1.8 In building 

Obstructed 4 to 6 

 

6.3.3 Received Signal Strength Prediction 

The received signal power can be measured by node’s interface and has been formally 

defined in standard 802.11 [1]. This describes a mechanism in which the circuitry on a 

wireless network interface card (NIC) can measure the radio frequency (RF) energy 

received by the antenna. As previously discussed, based on RSS and the Pt advertised by 

the source, it is possible for receiver node to estimate the reverse RSS. However, for 

such method to be successful, every packet sent by the source must be appended with 

the sender’s Pt and the minimum receiver sensitivity value, RXThresh. As shown in 

Figure 6.6, source Y appends PtY and RXThreshY to RREQ and propagates the packet 

over a distance of RY. Assuming node X is idle, the RREQ packet from node Y is 

captured and the path loss is computed by using the difference of Pt and Pr given by 

equation 6.2. Consequently, node Y’s RSS (PrssY, in dBm) can be predicted at node X 

using equation 6.3. 
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             )(dLPP tYrssY −=                    (6.3) 
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Figure 6.6: A unidirectional link between node Y and node X 

The AODV-PL mechanism involves two steps; first the detection and removal of 

unidirectional link, and secondly, route freshness inspection. As shown by Figure 6.5, 

when a node receives a copy of RREQ packet, the RSS along with the Pt and RXThresh 

of the sender is cached. Later, the instantaneous path loss is determined, which can be 

used to predict the sender’s RSS (Prsender). The Prsender is then reduced by 1dB and 

compared with the sender’s received signal threshold, RXThreshsender. If Prsender is 

greater than RXThreshsender, the link is considered to be bidirectional. The fixed value of 

1dB is sufficiently high to mimic the effect of interference on RSS measurement [140]. 

Multiple interference measurement can be used to slightly improve the computation 

accuracy of Prsender. The link is then further inspected for reliability using the metric M 

(equation 6.1).  
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The AODV-PL is more reliable than the RSS index [143][144] method for choosing the 

better routing path. The routing technique [143] actively collects the RSS from the 

HELLO packets, which are then stored in the neighbour’s table. Such a method 

introduces additional system overhead, since the nodes have to constantly monitor the 

RSS value even when data is not routed on the network. In addition, for every RREQ 

broadcast received, the destination node responds with the RREP packet, thus increasing 

the routing overhead by two-fold. On the other hand, Chang and Leu proposal [144] in 

effect remove the possibility a routing path to be formed by asymmetrical links. Routes 

are selected based on the highest link uptime, computed from the RSS rate of change. 

However, the scheme does not consider Pt in route computation, which is an extremely 

important component that can affect the receiver’s RSS level. Routing protocols that 

choose links solely based on the strongest RSS typically fail to perform correctly. This 

can be explained by considering Figure 6.6. Assume that node Z and W are set with 

different level of Pt, where PtZ = 2PtW. However, if the path loss PLZX, i.e. path loss of 

link Z-X, is twice as high as PLWX, the RSS from both nodes may be detected to be 

identical at node X, i.e., RSSZ = RSSW. In such a scenario, the RSS scheme [144] may 

not be able to differentiate the two links based only on the RSS. As a result, node X may 

potentially select a link that is more lossy. On the other hand, the proposed scheme in 

this thesis can effectively avoid such an issue and chooses the packet from path PLWX, 

which has a lower path loss compared to the other link. 

6.3.4 Proactive Unidirectional Link Detection 

In contrary to AODV-Blacklist, the proposed scheme promptly detects unidirectional 

links during route discovery rather than waiting to fail to receive an ACK packet. As 

such, the routing construction delay can be significantly minimised. As shown in Figure 

6.6, as soon as node X receives a RREQ packet from Y, the node immediately detects 

the unidirectional link and prevents the current RREQ packet to be propagated to other 

nodes. Node X computes the expected signal strength at node Y, i.e., PrrssY and 

compares against RXThreshY, advertised by node Y. If ExPrrssY < RXThreshY, than the 
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RREQ packet is dropped, otherwise it will be checked for route freshness before being 

forwarded to a valid next hop node.  

6.4 Performance Evaluation and Simulation Setup 

Two key sets of experiment were conducted to evaluate the routing metrics and the 

proposed scheme. The first set applies to the evaluation of routing metrics in random 

static scenarios, while the second considers the quantification of proposed scheme in 

different mobilities and network densities.  

6.4.1 Evaluation of Metric in Static Scenarios 

The first set is conducted over random static topologies of 50 nodes homogeneously 

distributed in 6 square network areas as shown in Table 6.2. 

Table 6.2: Square network area 

Network Area (m2) 

500 x 500 600 x 600 700 x 700 800 x 800 900 x 900 1000 x 1000 

Node communication ranges are set to one of 10 different transmitting powers between 

the range of 0 to 20 dBm. 25 data connections are scheduled and the duration of each 

simulation run is 900 seconds. The connection duration is selected from a uniform 

distribution of 0 – 10 seconds. Each individual connection is represented by a CBR 

source transmitting packets of 512 bytes at a rate of 4 packets/second. Each point on the 

graph represents a repetition of 25 random network scenarios and the load applied to the 

network is constant throughout each simulation. The corresponding confidence interval 

is set to 95% as discussed in Chapter 3. The proposed metric is compared to the 

traditional hop count and the RSS-based metric. Each metric is compared in terms of the 

resultant path length, accumulative path loss, average transmitted power, and average 

received power.  
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6.4.1.1 Path Length  

Figure 6.7 shows the path length (the number of nodes each packet traverse from source 

to destination) versus the network area. The number of nodes is fixed in each network 

(50 nodes). Thus, by expanding the network area, the sender-receiver separation distance 

increases (lower node density). As the number of links to exploit decreases, the 

performance of each metric to compute the best routing path is significantly affected. It 

can be clearly seen that routing schemes based on hop count can construct routes with 

lowest path length (number of hops). On the contrary, the proposed metric suffers a 

slightly higher path length but performs significantly better compared to the RSS 

method. Generally, as the network size increases from 500 x 500 m
2 

to 1000 x 1000 m
2
, 

the path length discovered by the every routing metric increases. The RSS metric shows 

a substantially longer path in every network. This is a consequence of nodes seeking to 

find path with strongest received signal, which results in shorter distance. 
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Figure 6.7: Path length comparison 
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6.4.1.2 Path loss  

Figure 6.8 shows the performance of three metrics in terms of the average path loss. The 

average path loss shown by the RSS is significantly lower compared to the hop count 

and the proposed metric. This behaviour is expected, because RSS discovers routes 

based only on the strength of received signal. Typically, a shorter distance between 

sender and receiver results in a higher received signal strength and this justifies the 

longer path length accumulated by the RSS method (Figure 6.7). The shorter distance 

between nodes along the routing path also causes the path loss in the RSS metric to 

decrease. Nonetheless, such behaviour is not practicable because longer path lengths can 

cause higher delay and routes are susceptible to breakage. In order to minimise such an 

effect, the proposed metric compromises a slightly higher path loss with a shorter path 

length compared to the RSS method. On average, the path loss in the proposed metric is 

increased by only 6% compared to the RSS.  
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Figure 6.8: Average path loss 
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6.4.1.3 Average Transmitted Power 

Another metric of interest is the average transmitted power consumed by nodes in the 

network. Figure 6.9 shows how the average transmitted power varies against the 

increasing network size. Previously, it is shown that the hop count method computes the 

lowest routing path length compared to RSS and the proposed metric. It is because links 

with longer communication ranges are utilised, hence the high transmitted power. This is 

clearly shown when network is densely connected, i.e., area with the size of 500 x 500 

m
2
. In such a scenario, the distance between nodes is low that it may result in a point-to-

point connection between a pair of source and destination nodes. This argument is 

supported by Figure 6.7, where it shows the path length is close to 1. Once the network 

area is further increased, the average transmitted power slowly decreases because 

routing packets are propagated via longer paths that may include nodes with low 

transmitter power. On the other hand, the proposed metric exhibits the lowest 

consumption of transmitter power although the network is densely connected, i.e., 500 x 

500 m
2
. The average transmitter power is conserved by as much as 11% compared to the 

hop count method. Such performance indicate the effectiveness of the proposed metric, 

where nodes are able to exploits links with low transmitter power utilisation regardless 

of the separation distance between the sender and receiver. In the RSS method, the 

transmitter power utilisation is higher compared to the proposed metric. The RSS 

method filters the inbound packet based only on the highest received signal strength. 

Therefore, when the network is densely connected (as in the case of 500 x 500 m
2
), the 

receiver nodes have several potential links to choose from for the routing path 

construction. Typically, a node with high transmitting power causes the receiver nodes 

to detect packets with high signal strength. However, the links can also comprise of 

sender nodes with low transmitting power but still in proximity with the receiver. Due to 

such phenomenon, the number of hops the packet traverse to destination increases 

(Figure 6.7), causing the average transmitter power to be slightly reduced compared to 

the hop count method.  
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Figure 6.9: Average transmitted power 

6.4.1.4 Average Received Power 

Figure 6.10 shows the average received power versus the network size. As expected, the 

RSS method which discovers routing path based on the strongest received signal 

strength shows the lowest average received power. Observing the results for the 

proposed metric, the average power received by each node along the routing path is 

significantly higher compared to the hop count, which indicate the link is reliable (less 

likely to cause breakage). Indeed, the path length computed using the traditional hop 

count is lower than the proposed metric. However, the shorter path length represents a 

higher separation distance, which can results is higher path loss (Figure 6.8) and route 

breakage.  
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Figure 6.10: Average received power 

6.4.2 Evaluation of Schemes in Mobile Scenarios 

In this section, the performance of the AODV-PL (implemented with the proposed 

metric as described in section 6.2.2) is compared with the DRR and the AODV-Blacklist 

scheme. The objectives are to investigate the scalability and adaptability of the proposed 

scheme to the variation of network topology and nodal mobility while delivering data 

packets to their destinations. To assess this ability, each routing mechanism is evaluated 

with using the performance metrics as described in section 5.3.4 under three network 

parameters: 

• Network density  

• Mobility density 

• Transmission range 
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6.4.3 Network Size 

In this evaluation section, the number of nodes in each topology is varied according to 

the area of network such that the nodal density is approximately constant, i.e. 1.42 x 10
-4

 

nodes/m
2
. The corresponding network area and number of nodes for the simulation is 

shown in Table 6.3.  

Table 6.3: Network size 

Network 
area (m2) 

700 x 500 780 x 540 850 x 580 910 x 620 950 x 670 1000 x 700 

Number of 
nodes (N) 

50 60 70 80 90 100 

Node 
density 
(N/m2) 

1.42 x 10-4 1.42 x 10-4 1.42 x 10-4 1.42 x 10-4 1.42 x 10-4 1.42 x 10-4 

The performance of routing schemes is computed by increasing the number of nodes in 

the network from 50 to 100 nodes. The area of the network is also changed to reflect the 

scalability issue. Such evaluation differs from section 6.4.1, where node density is varied 

(fixed number of nodes and varying network area) to see the effect of transmission range 

on the network metrics. In this section, a large area with many nodes means that a source 

node may construct a longer routing path to destination nodes than for a smaller area 

with a lower number of nodes. Such scalability performance is also consistent with 

previous work [86][145]. As shown by Lee [145], the scalability of networks can be 

analysed by holding the node density constant. The corresponding node population and 

network area can be slowly increased while keeping the node density unchanged. This 

method is effective in assessing the scalability of the schemes in terms of increasing 

network area. Investigation of scenarios with more than 100 nodes does not appear 

worthwhile since the performance of all schemes drops significantly for larger setups. 

The summary simulation parameters for this section are shown in Table 6.4. 
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Table 6.4: Network size simulation parameters 

Parameter Value 

Transmitting power (Pthigh) 15 dBm 

Transmitting power (Ptlow) 7dBm 

Simulation time 900sec 

Propagation model Log-normal shadowing 

Mobility model Gauss Markov 

Ratio of low power nodes 0.3  

Traffic type CBR 

Packet rate 4 packets/sec 

Packet size 512 bytes 

Number of sources 25 

Nodal speed 0 – 20 m/s 

6.4.3.1 Packet Delivery Ratio 

The packet delivery ratio for the three schemes is shown in Figure 6.11. The results 

show the efficiency of routing mechanisms to deliver packets to the destination as the 

network size increases. In a large network area, each scheme computes a longer routing 

path compared to a small network area. As such, the paths are more prone to breakage, 

particularly when nodes are mobile. This is clearly shown by the results, where packet 

delivery ratio slowly decreases as the network grows in terms of area and nodes 

population. The AODV-PL exhibits the highest packet delivery ratio because the 

probability of link disconnection is lower compared to the competing schemes. It is 

because the AODV-PL computes routing path based on a combination of radio 

parameters that considers the lowest path loss, highest RSS, and lowest hop count. On 

the contrary, the DRR and AODV-Blacklist rely only on hop count and thus, routing 

path computed may not be as reliable. In addition, the proactive detection mechanism 

offered by the AODV-PL can more rapidly avoid links that are unidirectional when 

compared to the DRR and AODV-Blacklist schemes. As such, the number of packets 

dropped as a result of overloaded buffers and routing construction delay is minimised. 
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6.4.3.2 Normalised Routing Load 

Figure 6.12 depicts the normalised routing load as a function of node size. It shows the 

AODV-PL scheme suffers the lowest number of routing overhead per total number of 

data packet transmitted to the destination nodes. The scheme adapts to the increasing 

network density by maintaining links that have the highest probability route lifetime. As 

a result, the AODV-PL scheme reduces the number of route reconstructions that results 

from link disconnection. On the other hand, the DRR scheme, which compromises a 

slightly higher RREP packet drop to detect unidirectional links, offers better 

performance compared to the AODV-Blacklist. The DRR scheme employs a similar 

network metric, i.e., hop count, as the AODV-Blacklist scheme. However, the DRR 

scheme is able to off-set the inherent effect of traditional hop count by temporarily 

utilising unidirectional links for routing path construction. Nonetheless, the major 

obstacle of such an approach, i.e., compute routing path based on hop count, is that the 

sender-receiver separation distance is high. In a highly mobile network, such links have 

the potential to cause more frequent route disconnections.           

6.4.3.3 Packet Loss 

Figure 6.13 shows the relationship between the node size and the packet loss of the 

schemes indicating the degree of reliability of each protocol. Generally, packet loss of 

the three schemes increases with node size due to wireless link transmission errors, 

mobility and congestion. The AODV-PL scheme shows the lowest percentage of packet 

loss, a result of more efficient discovery of reliable links that prolong the lifetime of 

routing paths. The rapid increase of path loss for every scheme may be due to 

transmission errors caused the physical condition of the channel or the terrain where 

networks are deployed. A packet may be dropped at the source if a route to the 

destination is not available or if the buffer that stores pending packets is full. The lower 

value packet loss for the AODV-PL scheme also shows that the links between active 

nodes along the routing path remaining paired for longer as compared to the nodes in the 

competing schemes.  
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Figure 6.11: Packet delivery ratio as a function of node size 
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Figure 6.12: Normalised routing load as a function of node size 
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6.4.3.4 Average Delay 

As can be seen in Figure 6.14, the average delay of AODV-PL is lower than both DRR 

and AODV-Blacklist delay. Typically, the average delay in this simulation is dominated 

by the waiting time at the source node to re-compute the reverse route blocked by the 

unidirectional link. The average delay can also include the time incurred in resuming the 

connections after route breaks have occurred. The delay is higher for AODV-Blacklist 

when compared to DRR and AODV-PL because AODV-Blacklist has to re-initiate the 

route discovery process at the source node in order to resume the session. Additionally, 

in large networks, the time needed for broken paths to be detected by AODV-Blacklist is 

significantly higher. This is because such notification is delayed as a consequence the 

longer path over which the route error packet is propagated back to the source node. The 

AODV-PL has the lowest delay value, as it minimises the impact of route re-discovery 

due to fewer route disconnections compared to the other two schemes. 

0

10

20

30

40

50

60

70

80

50 60 70 80 90 100

Number of nodes

P
a
ck
et
 l
o
ss
 (
%
)

DRR

AODV-PL

AODV-Blacklist

 
Figure 6.13: Packet loss as a function of node size 
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Figure 6.14: Average delay as a function of node size 

6.4.4 Mobility Density 

In this section, the performance of routing schemes is evaluated with using different 

network mobility density. For each scenario, the number of mobile nodes is varied while 

the remaining nodes on the network are set with null mobility (fixed nodes). The aim is 

observe the ability of routing protocols to perform under the increased stress of route 

breakages and link fluctuation (due to nodal movement). Such evaluation is also 

important to investigate the ability of routing schemes to compute and select reliable 

links for routing path construction. The number of nodes is 50 and the network area is 

fixed to 700 x 500 m
2
. Table 6.5 shows the ratio of mobile nodes against the total 

number of nodes in the network scenarios. Each mobile node has a maximum nodal 

speed of 20 m/s. 

Table 6.5: Network mobility density 

Mobility density ratio 0 0.2 0.4 0.6 0.8 1.0 

Number of mobile nodes  0 10 20 30 40 50 
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6.4.4.1 Packet Delivery Ratio 

Figure 6.15 shows the packet delivery ratio versus the ratio of mobile nodes while the 

maximum speed of each mobile node is varied between 0 to 20 m/s. As the percentage 

of mobile node increases, the packet delivery ratio for the three protocols slowly drops. 

In all cases, the performance of AODV-PL is higher compared to the competing 

schemes. Between a static network and when all nodes are mobile, the packet delivery 

ratio drops for the AODV-Blacklist scheme is the highest, i.e., 60%. However, the 

AODV-PL, in all cases, achieves higher packet delivery ratio than the competing 

protocols.   
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Figure 6.15: Packet delivery ratio as a function of mobility density 

6.4.4.2 Normalised Routing Load 

Figure 6.16 shows the normalised routing load. As expected, increasing the mobile 

intensities result in more frequent route failures, which, in turn, trigger route discoveries 

and the protocol efficiency drops (higher normalised routing load). Comparing the 

scheme’s performance with the results shown in Figure 6.12, it is clear that the impact of 
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varying mobility density is not as severe as when the size of the network is increased. 

Perhaps, this is due to the limit of maximum speed set to every node, thus, causing the 

rate change for the links to be nearly identical in each scenario. The normalised routing 

load may significantly increase if the schemes are evaluated under increasing nodes 

speed. Although such evaluation is possible, the extremely high value of normalised 

routing caused by higher nodal speed (and frequent route breakage) would render the 

simulation output insignificant. Thus, by gradually increasing the number of mobile 

nodes, the effect of mobility can be more appropriately observed. The rate of increase is 

lowest with AODV-PL followed by DRR and AODV-Blacklist.  
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Figure 6.16: Normalised routing load as a function of mobility density 

6.4.4.3 Packet Loss 

Figure 6.17 shows the packet loss versus the ratio of mobile nodes in the network. The 

packet loss shown the AODV-PL is the lowest, which indicate the improvement offered 

by the proposed metric. The packet loss exhibited by DRR and AODV-Blacklist is 

consistent with previous results, where the routing performance of DRR is better 

compared with AODV-Blacklist. 
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Figure 6.17: Packet loss as a function of mobility density 

6.4.4.4  Average Delay 

Figure 6.18 shows the average delay versus ratio of mobile nodes for the three schemes. 

Indeed, when comparing the average delay between AODV-PL and DRR schemes, the 

difference is small. However, the general performance improvement offered by the 

AODV-PL is significant considering the fact that its packet delivery ratio (Figure 6.15) 

and packet loss (Figure 6.17) is higher compared to the DRR. As discussed in section 

6.3.3.4, the computed average delay can be affected by the waiting time at the source 

node to detect the unidirectional link. Both DRR and AODV-PL offers rapid recovery of 

link blocked by such links. On the contrary, the AODV-Blacklist does not offer 

protection for a RREP packet drop. Such behaviour causes the source node to wait until 

the timer expires before sensing that the initial route discovery has failed. This explains 

the higher average delay incurred by the AODV-Blacklist scheme, particularly for 

mobility density ratio between 0.4 and 1. 
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Figure 6.18: Average delay as a function of mobility density 

6.5 Routing Performance with Varying Mobility Behaviour 

As discussed in Chapter 4, the GM mobility model has been selected as the reference 

model to represent nodal mobility behaviour in this thesis. Typically, a node in the GM 

mobility model follows a smooth trajectory from one location to another. The model 

considers historical nodal movement to determine the next vector to future locations. In 

essence, the GM is a statistical model which is sufficiently complex, that can mimic 

nodal movement in the real world, e.g., pedestrian, vehicle, etc.   

As presented in previous chapters, the proposed schemes have been shown to 

outperform the reference routing protocol, i.e. AODV, when using the GM mobility 

model. Indeed, quantifying the proposed schemes based only on a single model may not 

be sufficient and can lead to inappropriate judgements. Chapter 4 has shown that 

different mobility models generate different connectivity patterns, which can then 

impact the simulation output. Therefore, further analysis on the proposed schemes with 

respect to various mobility models is essential to ensure the credibility of results.  
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The probability of route connectivity, Prc, presented in Chapter 4 is used to characterise 

the scheme performance in this section. The general simulation parameters employed in 

this section follow the settings reported in section 4.6.  The radio transmission range is 

varied by adjusting the level of radio power within the range shown in Table 4.2. 

Additionally, each scheme is measured with different Ptlow, which is assigned to mobility 

models as shown Table 6.6.  

Table 6.6: Ratio of Ptlow and mobility models 

Parameters Set 0 Set 1 Set 2 Set 3 Set 4 Set 5 

Ratio of low 
power nodes(Ptlow) 

0 0.1 0.2 0.3 0.4 0.5 

Mobility model Gauss 
Markov 

- Random 
Waypoint 

Reference 
Point 
Group 

- Manhattan 

6.5.1 Transmission Range 

This section discusses the performance comparison between AODV-PL, DRR, and 

AODV with varying transmission range. The probability of route connectivity is used as 

the performance metric. 

6.5.1.1 Probability of Route Connectivity 

As shown in Figure 6.19 through 6.22, at low radio transmission range, nodes are less 

likely to be connected and as a result, the chances of a node being isolated in the 

network are higher. This is because the number of available links between nodes is 

relatively small at low transmission ranges and thus, the number of routing path 

constructed is impacted. As shown in each simulation result, the probability of route 

connectivity (Prc) approaches zero as the transmission range decreases, which indicates 

that the number of potential routing paths being created is low. On the contrary, as the 

transmission range increases, nodes link connectivity improves, causing more links to 

become available for route establishment. As a consequence, the Prc sharply increases, 

as illustrated by Figure 6.19, Figure 6.20 and Figure 6.22. However, it is also observed 
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that, nodes in the RPG mobility model (Figure 6.21), exhibits a slower rate of increase in 

Prc; a consequence of the distinct nature of nodal movement compared to other models. 

Nodes in this model are formed into groups and, as such, are in proximity of each other. 

Nevertheless, the separation between groups can be quite distant, which can lead to poor 

link connectivity and hence decreasing the Prc. 

As mentioned in section 2.4.1, a network that is well connected may provide higher 

network capacity. This required density can be achieved by increasing the transmission 

range.  However, such an approach may cause severe interference, particularly when the 

network is highly saturated with nodes. The simulation results have shown that, even 

with low nodal density (50 nodes in 1000x1000 m
2
), the effect of interference is obvious. 

For instance, the Prc in the GM and RWP mobility models are slightly degraded when 

nodal transmission range is increased above 295 metres. This shows that the nodal 

connectivity in such models is affected by signal interference. On the other hand, the 

impact of signal interference is less severe in the RPG and Manhattan model. This may 

be due to the high nodal separation in such models, which reduces the possibility of 

signal interference between adjacent nodes. 

In addition, it is also observed that, with increasing number of unidirectional links 

(depicted by the increasing set value from 0 to 5), the performance of each routing 

protocol is typically degraded. This is expected because the number of available links 

between nodes drops slowly. The Prc in RWP mobility model (Figure 6.20) is an 

exceptional case. Routing performance in the RWP model remains significantly better 

compared to other mobility models. For instance, in set 2 (where 20% of the nodes are 

assigned with Ptlow), the Prc of AODV-PL scheme at 160 metres is as much as 85%. By 

contrast, with the GM model (Figure 6.19), where all nodes are set with Pthigh, the 

AODV-PL scheme achieves a Prc of only 60%. This results show that the performance 

of the routing protocol is impacted by the nature of nodal movement. Hence, quantifying 

the performance of routing protocols based only on a particular mobility mode, e.g. 

RWP, may be limited and not conclusive.  
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Nonetheless, for all mobility models, Prc of the DRR scheme is superior compared to the 

AODV routing protocol. Although the number of unidirectional links is high, the DRR 

scheme is able to compute alternative paths around any path that is blocked by the 

unidirectional link. The performance of DRR scheme significantly relies on the 

availability of potential reverse paths. As such, at low transmission ranges (less than 100 

metres), the DRR’s Prc is comparable to the AODV routing protocol. However, as the 

transmission range increases, the DRR unidirectional link detection technique becomes 

more effective, leading to a significant increase of routing performance.  

In the second proposed scheme, i.e. AODV-PL, the Prc is further improved compared to 

DRR. This is shown by the simulation results illustrated by Figure 6.19 through 6.22. As 

previously discussed, the AODV-PL scheme is able to improve routing performance by 

computing paths using a combination of metrics rather than using only hop count. 

Similar to DRR, when the number of available links between nodes is high, the AODV-

PL’s routing mechanism becomes more efficient. This is due to the fact that the AODV-

PL scheme is able to choose the best path with the lowest path loss to establish end-to-

end communication. As shown in these results, the AODV-PL scheme indicates a better 

performance compared to DRR. For instance, in Figure 6.19, the AODV-PL achieves 

90% success of route construction when nodes are set at 190 metres transmission range. 

On the other hand, DRR and AODV require an additional 30 and 45 metres to achieve 

the same level of route success probability. In addition, this also indicates that nodes can 

be configured with lower radio power setting, hence reducing the energy consumption.  
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Figure 6.19: Probability of route connectivity (Gauss Markov) 
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Figure 6.20: Probability of route connectivity (Random Waypoint) 
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Figure 6.21: Probability of route connectivity (Reference Point Group) 
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Figure 6.22: Probability of route connectivity (Manhattan) 
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6.6 Summary 

The proposed routing scheme, AODV with Path Loss Estimation Technique (AODV-

PL) offers improved performance in terms of packet delivery ratio, normalised routing 

load, packet loss, and average delay by exploiting links with the lowest path loss and 

highest received signal in addition to the traditional hop count method. The probability 

of route breakage is reduced, shown by the lower packet loss and normalised routing 

load achieved by the proposed scheme. The merits of the proposed scheme are 

quantified for varying number of network density and mobility density. AODV-PL 

offers clear improvement over the DRR that temporarily offers routing packet 

forwarding via unidirectional link. The impact of RREP packet drops resulting from the 

absence of ACK packet is effectively removed by the AODV-PL scheme. The scheme 

computes reliable links during route discovery and the unidirectional link can be avoided 

promptly rather than waiting for the ACK packet to be received from the receiver node.  

The performance of the proposed metric under random static scenarios also 

demonstrated the additional merits of the AODV-PL scheme. It is shown that by using 

the hop count method, links are not reliable and may be prone to breakage. This 

behaviour is expected since the hop count metric does not offer sufficient information to 

indicate that the link can remain connected for a longer period of time. In contrast, the 

proposed metric explicitly considers the fundamental component of connectivity, which 

is path loss, transmitter power, and received signal strength. Although the path length is 

longer compared to hop count, the resultant routing paths are more stable and have 

longer route lifetimes.  

The section also investigates the effect of mobility models on the performance of routing 

schemes. The proposed schemes are compared against the base protocol under four 

different mobility models, each with distinct nodal behaviour. Simulation results show a 

high routing performance differential between mobility models. Nonetheless, the 

performances of the proposed schemes are consistently higher compared to AODV, 

which indicate high degree of resilient to network topology changes.    
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777...   Conclusion and Future Work 

Routing protocols for wireless ad hoc networks, particularly the reactive approach is 

significantly affected when unidirectional links are present in the network. Although 

many routing protocols have been proposed, most of the schemes typically assume 

operation over symmetrical and bidirectional routing paths, which are not feasible due to 

the inherent heterogeneous properties of wireless devices. Radio links between a set of 

wireless devices may be asymmetrical and unidirectional as a result of factors such as 

high mobility, packet collisions due to interference and the difference in terms of 

transmission power assigned to the devices. Such an issue should not be ignored because 

there are many real-world scenarios in which unidirectional links can exist. In this thesis, 

the effect of unidirectional links on the performance of routing protocol is explored in 

the context of a reactive and uniform routing approach. Two efficient routing schemes 

based local reply broadcast and path loss estimation technique were presented. The 

proposed schemes effectively reduce the routing overhead, which is typically incurred 

by reactive routing protocol when subject to unidirectional link. Additionally, a new 

performance metric referred as the probability of routing connectivity is presented, 

which enhances the analysis of network connectivity for MANET.    

7.1 Summary and Conclusion 

Chapter 2 presents an overview of MANET and also includes comparison to other forms 

of wireless ad hoc network technologies. The chapter also provides technical 

background on the characteristics of MANET, its constraints and protocols that are 

considered essential for the discussion in the subsequent chapters.    

Chapter 3 consist of two parts. The first section discusses various number of routing 

protocols that exhibit different techniques to handle unidirectional link in the network. 
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Generally, two main approaches to handle routing operation with unidirectional links 

exist. The first explicitly avoids and eliminates routing a packet through such link, where 

all packets must be routed solely using bidirectional link. In the second approach, both 

bidirectional and unidirectional links are utilised, where nodes are able to exploit full 

network connectivity and build the shortest route from source to destination. Typically, 

when the number of unidirectional links on the network is high, the latter approach 

causes the path between the source and destination nodes to be asymmetrically 

connected. Researchers have shown that such an approach is inefficient and the 

improvement is negligible [35][61]. To ensure data is transported via symmetrical 

routing paths, the schemes proposed in this thesis adopt the former approach. The 

second part of the chapter presents the evaluation methodology, where detailed 

explanation of the simulation control is presented. Two existing routing schemes are 

chosen for the validation purposes, i.e., AODV and AODV-Blacklist, which form the 

basis of comparison to the proposed scheme in the subsequent simulation experiments.  

Chapter 4 presents the network connectivity, which is a paramount component to 

consider in designing schemes for wireless communication. Since nodes extremely 

depend on the availability of radio signal, a slight change of mobility and radio 

propagation can cause disconnection. Many sets of simulation are conducted to observe 

the behaviour of routing protocols under different mobility and propagation model. 

Based on the simulation output, two models suitable for the unidirectional link 

simulation are identified and adopted for the remaining experiments in this thesis. This 

chapter also presents a new performance metric referred as the probability of route 

connectivity. The metric enhances the analysis of routing protocols in terms of the 

success of route construction in addition to the standard performance metrics such as 

packet delivery ratio, average delay, etc. When nodes are subject to different 

transmission range, a significant variation is observed between the probability of route 

connectivity and the link connectivity. Although the network is fully connected, a 

routing path is not guaranteed to be formed and this is shown by the results obtained by 

using the probability of route connectivity metrics. 
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In chapter 5, a practical Dynamic Reverse Route (DRR) based on AODV is proposed. 

The scheme is proposed to mitigate the network performance issues caused by 

unidirectional links. The scheme partially allows the routing protocols to be forwarded 

via unidirectional link but maintain the data propagation via bidirectional path. The 

scheme reacts to the unidirectional link by employing a passive detection scheme using 

ACK packet. The failure to receive such packet triggers the local reply broadcast, which 

utilises the temporary route entries stored in the neighbour nodes. Subsequently, 

alternative paths can be rapidly built, which results in lower delay and lower routing 

overhead. The advantages of the DRR scheme compared to the existing approaches are 

a) simplicity b) ability to minimise the routing overhead and delay incurred as a result of 

multiple route broadcast, and c) rapid recovery from the failure of reverse route breaks 

by utilising all possible links pointing to the source node. The proposed scheme is 

comprehensively evaluated using NS-2 and its advantages are illustrated over the 

competing protocols. Based on the models selected from Chapter 4, the DRR scheme is 

analysed under wide range of scenarios with varying ratio of unidirectional links, 

mobility, and offered load.  

Chapter 6 presents the next proposed scheme referred as AODV with Path Loss 

Technique (AODV-PL). The key operational principle of AODV-PL is to avoid 

choosing links that are deemed unreliable. The inherent heterogeneous properties of 

wireless networks render the state of each link to be different. The scheme prioritised 

link selection based on a proposed metric that is form by combining path loss, RSS, and 

hop count. The proposed metric is compared against the traditional hop count and RSS 

method to ensure that it performs as expected.  Despite the slight increase in terms of 

routing path length, results show that the proposed metric is able to discover links with 

high received signal power and low transmitted power. The number of packet loss is 

lower compared to other competing schemes, which shows that the routing path is more 

stable, i.e., remain connected longer. In addition, the AODV-PL effectively reduces the 

chance to create path via unidirectional links by predicting the symmetrical properties of 



192 

the link. The RSS in the reverse direction is estimated at the receiver side, which 

provides a practicable approach to indicate whether the link is unidirectional link or not.   

7.2 Future Work 

The unidirectional link extension based on AODV offers improvements in terms of 

packet delivery ratio, average delay, and increases the probability of route connectivity. 

Nonetheless, there are some areas within the proposed schemes where improvements 

can be further made.  

Although the DRR scheme performs significantly better compared to AODV and 

AODV-Blacklist, the average delay exhibits by the scheme may not be feasible for 

applications that require extremely low latency such as real-time traffic. To further 

decrease the delay, the proposed scheme can be modified to have a lower ACK waiting 

time. To do this, the parameter ACK_WAIT_TIME should be evaluated for every 

possible value, which would result in optimum delay for the transmission of real-time 

packet. The question then becomes, how low the waiting time can be set without causing 

any issue with the delivery of ACK packet. The time needed for the receiver nodes to 

return the ACK packet may vary and as such, a definite value may not be practicable to 

be set for the parameter. A possible alternative is to introduce a lower and upper bound, 

for which the packet can be successfully delivered. However, such a technique needs to 

be comprehensively investigated by using simulation. Once the modification is made, 

the scheme can be evaluated in a network with the nodes set to transmit packets carrying 

real-time traffic.    

Additional analysis work can also be done to investigate the impact of further increasing 

the size of the network, as discussed in section 6.4.3. Based on the simulation results, the 

number of nodes assigned is not sufficient to indicate the performance of network for 

nodes greater than 100. Further analysis on this parameter is possible; however, a 

significant amount of computing resources may be required in order to reduce the 

simulation time.   



193 

The AODV-PL scheme uses a routing metric based on the combination of path loss, 

received signal strength, and hop count to detect reliable links. This routing metric 

reflects the ‘real’ condition of the links and has been shown to perform well compared to 

the traditional hop count and schemes that are based solely on RSS. Nonetheless, the 

scheme can be further improved to support high reliability traffic such as TCP. 

Therefore, additional parameters may be included, such as the round trip time (RTT) 

value measured by the TCP. The RTT can be implemented on per-hop basis or end-to-

end between the source and destination nodes. The RTT enables the source node to 

determine the level of congestion in the network and subsequently modifies the link 

selection process. Each parameter can be associated with different weight, which can be 

varied according the aspect of network that needs to be optimised, i.e., shorter path 

length, lower loss, less congestion, etc.  

Another potential area that can be investigated is the network lifetime, in particular, 

when nodes are battery powered. As shown by the simulation results, the AODV-PL 

scheme can operate effectively while the radio transmission range is reduced. Such a 

performance indicates that a lower radio power can be set for each node, thus leading to 

lower energy consumption. As a result, nodal lifetime in the network improves.  

Other areas of MANET that can be further explored are the multicast and multi-path 

network. There exists extension of AODV for both type of networks that are referred as 

the Multicast Ad hoc On Demand Distance Vector (MAODV) and Ad hoc On Demand 

Multipath Distance Vector (AOMDV) routing protocols. To date, none of the technique 

described by the proposed schemes for unidirectional detection has been designed for 

both routing protocols. Furthermore, since the basic routing operation is quite similar to 

AODV, the same parameters applied in the proposed schemes may be applicable to its 

multicast and multipath counterparts.  
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Appendix-A 

This section explains the computational resources needed for the simulation experiments 

in this thesis. Indeed the time computed for each simulation work varies with different 

hardware architectures and the configuration parameters. Nonetheless, an approximate 

timings is presented, as shown in Table A.1, based on a machine equipped with 8-core 

“Intel® Xeon™ CPU 2.40GHz processor. As a comparison, the timings are compared 

against a slower machine, i.e., Intel® Core™2 Duo CPU 2.33GHz, which is used in the 

event that all cores on the former machine are fully utilised (Table A.2). The results 

presented in Table A.1 and Table A.2 shows the approximate total time taken to 

compute the experiments in section 6.4.4 and section 6.5.1.  

 

Table A.1: Computation resources for Intel® Xeon™ CPU 2.40GHz 

Description  Simulation section 6.4.4 Simulation section 6.5.1 

Simulation time for each run 
of routing protocol 

8 minutes 1 minute (with 18 partitioning) 

Post processing run for each 
protocol 

2 minutes 0.5 minute 

Number of repetition for each 
point on the graph 

25 25 

Simulation time for each run 
of routing protocol 

(8 + 2) x 25 = 250 minutes (1+0.5) x 25 = 37.5 minutes 

Number of points for each 
graph 

6 251 

Simulation time for each graph 
of routing protocol 

6 x 250 minutes = 1500 minutes 
251 x 37.5 minutes = 9412.5 
minutes 

Number of routing protocol 3 3 

Total simulation time 3 x 1500 minutes = 3.125 days 3 x 9412.5 minutes = 19.6 days 
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Table A.2: Computation resources for Intel® Core™2 Duo CPU 2.33GHz 

Description  Simulation section 6.4.4 Simulation section 6.5.1 

Simulation time for each run 
of routing protocol 

12 minutes 1.5 minute (with 18 partitioning) 

Post processing run for each 
protocol 

4 minutes 1 minute 

Number of repetition for each 
point on the graph 

25 25 

Simulation time for each run 
of routing protocol 

(12 + 4) x 25 = 400 minutes (1.5+1) x 25 = 62.5 minutes 

Number of points for each 
graph 

6 251 

Simulation time for each graph 
of routing protocol 

6 x 400 minutes = 2400 minutes 
251 x 62.5 minutes =15687.5 
minutes 

Number of routing protocol 3 3 

Total simulation time 3 x 2400 minutes = 5 days 3 x 15687.5 minutes = 32.7 days 

 

 

 


