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Abstract

Mobile Ad hoc Networks (MANETS) are a key part of the ongoing evolution of wireless
communications. MANETSs are a collection of wireless mobile nodes that dynamically
form a temporary wireless network without an infrastructure. The design of an efficient
and reliable routing scheme and Quality of Service (QoS) support for MANETS is a
major challenge. Unlike traditional routing schemes that seek only single path, multipath
routing allows the establishment of multiple paths for routing between a source-
destination pair. Multipath routing exploits the resource redundancy and diversity in the
underlying network to provide benefits such as fault tolerance, load balancing, capacity
aggregation and the improvement in QoS metrics such as delay. In the first part of the
thesis, a multipath routing scheme, referred to as Shortest Multipath Source (SMS)
routing based on Dynamic Source Routing (DSR) protocol is proposed. The mechanism
has two novel aspects compared to other on-demand multipath routing schemes: it
achieves shorter multiple partial-disjoint paths and allows more rapid recovery from
route breaks. This scheme addresses the problem of wireless broadcast storms by simple
hop count mechanism. The performance differentials are investigated using Network
Simulator version 2 (NS-2). Results show the superiority of SMS under certain scenarios
In terms of goodput of up to 85% and end-to-end delay of up to 99% when compared to
the competing schemes. Although SMS is designed to find multiple shorter routes, these
routes have no information about the network traffic or application requirements. The
second aspect of the thesis addresses QoS support. Two novel capacity-constrained
routing schemes based on SMS, which allow nodes to depend on their estimation of the
residual capacity to make correct admission control decisions, are presented. The
performance evaluation demonstrates the merits of the proposed schemes with a 20%
increase in goodput while end-to-end delay is reduced by 47% and the necessity of QoS-

aware multipath routing schemes in Mobile Ad hoc Networks becomes more apparent.
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1.

Introduction

Current technology is characterised by an increasing need for mobile computing and
communication devices (e.g. cell phones, laptops, handheld digital devices and personal
digital assistants). The traditional wired networks cannot accommodate the mobility
demand, which has led to the introduction of a considerable number of wireless
networking technologies such as cellular networks [1], Wireless Local Area Networks
(WLANS) [2], Bluetooth networks [3], Ultra-Wideband (UWB) networks [4], Mobile
Ad hoc Networks (MANETS) [5] and WiMax [6]. Among these, cellular networks,
Bluetooth networks and WLANs are the most widely used. Cellular networks and
WLANs are based on single-hop communications, 1.€. nodes' participating in the
network must be in direct communication with a base station or an access point
respectively. This fact implies a restriction on the networks, in that they depend on a
centralised infrastructure. Using Bluetooth technology, hosts can connect to each other
in an ad hoc fashion, but this technology is only targeted at low power short-range wire
replacement. Therefore, a further development in wireless networking is to allow
participating nodes to autonomously configure themselves and relay traffic for other
nodes, thus enabling wireless multi-hop communications. Such networks are known as
Mobile Ad hoc Networks (MANETSs) and have obtained significant attention in recent

years.

1.1 Mobile Ad hoc Networks

Mobile Ad hoc Networks (MANETS) are a key part of the ongoing evolution of wireless
communications. In contrast to the traditional infrastructure based cellular systems, ad

hoc networks comprise of mobile/semi-mobile nodes that do not rely on infrastructure

! The terms node, host, peer are used interchangeably.



and are free to move, appear and disappear randomly. Each node has the capability to
communicate directly with other nodes, acting not only as a mobile wireless host but
also as router, forwarding data packets for other nodes. In other words, ad hoc networks
are self-creating, self-organising and self-administrating multi-hop wireless networks,
with a dynamically changing topology. This paradigm is depicted in Figure 1.1. There
are eight mobile nodes taking part in an ad hoc network. The circles around nodes show
the current transmission radius of a given node. It is obvious that if two nodes lie in the

transmission radii of each other they can communicate.

Figure 1.1 Tllustration of an ad hoc network

Since ad hoc networking has been deemed as one of the most vibrant and actively
evolving fields today, the IETF MANET working group [S] was chartered in 1997, to
discuss and develop solutions in this area. According to S. Corson et al [7], “A MANET
consists of mobile platforms (e.g. a router with multiple hosts and wireless
communication devices) — herein simply referred to as 'nodes’ — which are free to move
about randomly”. Nodes in ad hoc networks are often mobile, but can also consist of

stationary nodes, such as access points to the Internet. In the later operational mode, it is



typically envisioned to operate as a ‘stub’ network connecting to a fixed inter-network.
Stub networks carry traffic originating at and/or destined for internal nodes, but do not

permit exogenous traffic to ‘transmit’ through the stub network.

With the above definition, MANETSs are most likely to be deployed, in the real world, as
stub networks connecting to fixed infrastructure networks. In such cases, the network as
a whole consists of two distinct categories of nodes: infrastructure nodes and client
nodes. The former’s principal function is to aggregate and transport the traffic for the
client nodes in the network (e.g. access points). The latter represent the application users

of the network. In other words, instead of the flat hierarchy of pure ad hoc networks

there 1s a two leve] hierarchy.

1.1.1 Applications

Originally MANETs were studied in relation to military and defence research, often
under the name of Packet Radio Networks (PRNet) which evolved into the Survivable
Adaptive Radio Networks (SURAN) [8]. In this context, MANETSs have played an
important role in military applications and related research etforts, for example, the
Global Mobile Information Systems (GloMo) programme [9] and the Near-term Digital
Radio (NTDR) [10] programme. However, the widespread success of IEEE 802.11
WLAN technology [2] in the consumer, enterprise and service provider markets, as well
as the common availability of low cost Personal Digital Assistance (PDAs), laptops and
palmtops with radio interfaces, have sparked renewed interest in the field. Internet or
intranet connectivity, therefore, are significant factors to be taken into account in the
utilisation of ad hoc network technology. Therefore, the IETF MANET working group’s

main task is to develop a framework of IP-based routing protocols for ad hoc networks.

There are a growing number of real time applications using wireless ad hoc and sensor
networks, and they are being taken seriously by the industries. Some of the potential
applications of ad hoc networks that might provide the basis for commercially successful

products are:



Conferencing: Perhaps the prototypical application requiring the establishment
of an ad hoc network is mobile conferencing enabling notebook or palmtop for
spreading or sharing information among participants in a conference.

Home Networking: It might be possible to deploy ad hoc technology to enable
direct communication between devices at home. This would make possible the
exchange of information such as voice, video-alarms and configuration updates.
Internet Hot Spots: Ad hoc networks can be linked to a fixed infrastructure via

access points to provide extended wireless Internet access.

Personal Area Networks: Short-range ad hoc networks can be formed to simplify
intercommunication between various mobile devices (such as a cellular phone

and a laptop) by forming a personal area network (PAN).

Emergency Services: Ad hoc networks can help to overcome network
impairment during disaster emergencies. Mobile units will probably carry
networking equipment in support of routine operations for the times when the
Internet is available and the infrastructure has not been impaired.

Vehicular Networks: Vehicles on a highway can form an ad hoc network in order
to propagate information such as traffic and road conditions. This information
can be generated by an individual vehicle and subsequently broadcast to other
vehicles. Alternatively, the information can be transmitted to and received from

fixed network access points placed near the road.

Sensor Dust: Recent advances in sensor, computing and networking technology

have enabled the mass production of intelligent, wireless communicating sensors.

Networks of these sensors can be used in many different ways:

© Monitoring Space: Environmental and habitat monitoring, precision
agriculture, indoor climate control, surveillance and intelligent alarms.

© Monitoring Objects: Structural monitoring, condition-based equipment
maintenance, medical diagnostics, etc.

o Monitoring Interactions: Between objects and between objects and their
environment, e.g. wildlife habitats, disaster management, emergency

response, healthcare and manufacturing process flow.



1.1.2 Open Challenges

MANETs pose numerous challenges and generate new research problems compared

with the fixed wireless networks. These are due to the following reasons:

o Mobility: Each node in MANETs tends to have a mobility pattern with
changeable speeds. This phenomenon adds another aspect to the problems that is
of routing and supporting Quality of Service (QoS).

e Variable Topology: The network topology can change rapidly and unpredictably.
This is because, as previously stated, nodes are free to move arbitrarily.
Moreover, radio propagation conditions can change rapidly.

o Inexact State Information: The link state information required for effective
(QoS) routing is subject to change mainly due to user mobility and changeable
channel conditions.

e Capacity Constraints: Wireless links have significantly lower capacity than
wired links and hence congestion is more problematic.

e Variable Link Capacity: The capacity of wireless links can vary over time due to
effects such as multiple access, multipath fading, noise and signal interference.

o [Energy Constrained Nodes: Nodes participating in the network rely on batteries
for power. If the energy in the batteries is depleted, there 1s an adverse effect on

the network’s performance.
o Limited Security: Mobile wireless networks are generally more vulnerable than

wired networks to security threats, such as eavesdropping, spoofing and denial-

of-service (DoS) attacks.

o Scalability: Because MANETs do not typically allow the same kind of
aggregation techniques that are available to standard Internet routing protocols,
they are vulnerable to scalability problems. This issue in MANETs can be
generally defined as whether the network is able to provide an adequate level of

service to packets even in the presence of a larger number of mobile nodes in the

network.



Keeping in view the aforementioned challenges, there are still quite a number of open
issues. These include medium access scheme, transport layer protocol, energy
management, mobility management, security and, of principal interest here, efficient

routing and Quality of Service (QoS) issues.

1.2 Research Motivation

The provisioning of real-time applications such as voice and video over ad hoc networks
have received a lot of attentions among researchers mainly due to the increasing demand
on this service among users [11][12][13][14]. This is particularly challenging due to
capacity requirements and stringent delay constraints. In general, wireless nodes have
limited resources like capacity and battery power. In multi-hop wireless mobile
networks, one of the key issues is how to route packets etficiently. Some of the
important factors that need to be considered in designing a routing scheme for MANETS
are: minimum delivery latency, higher probability of packet delivery, energy etficiency
and adaptability. Therefore, the design of an efficient and reliable routing scheme and

QoS support for such applications is a major challenge.

1.2.1 Multipath Routing

Routing is one of the most fundamental aspects of any network. Routing in ad hoc
wireless networks play an important role for data forwarding, where each mobile node

can act as a relay in addition to being a source or destination node. Because nodes are

usually multiple hops away from each other, routing schemes are usually needed for a

source to find a route to the destination before it can send any data to the destination.

Reactive or on-demand routing protocols have been widely studied because they
consume less capacity than their pro-active or table-driven counterparts [15]. The reason
is that table-driven protocols waste the limited system resources to discover routes that

are not needed. On the other hand, on-demand routing protocols have been proposed as



an effective solution to this problem. Their main advantage is that a route discovery 1is
performed only when there is a request for communication between two network nodes.
However, on-demand routing protocols does not exploit the fact that the route discovery

has already been performed and does not discover multiple paths. This results in a higher

frequency of route discoveries, which in turn, increases delay and overheads.

Multipath routing has the potential to alleviate these problems by establishing multiple
paths between source and destination within a single route discovery process. Most of
the multipath routing schemes presented in the literature build multiple disjoint routing
paths between source and destination, but encounter a broadcast storm of routing packets
in the process of discovering multiple disjoint routing paths. This considerably increases
delay and routing overhead in the network. In this thesis, a novel and practical routing
scheme called Shortest Multipath Source (SMS) routing scheme 1s proposed. The
principle objective of SMS is to address the problem of wireless broadcast storm and
build multiple partial-disjoint paths from source to destination in order to avoid the

overhead of additional route discoveries and to recover quickly in case of route breaks.

1.2.2  Quality of Service (QoS) Support

The second aspect studied in this thesis is the QoS-aware routing to support QoS in
MANETs. QoS is defined as a set of service requirements that needs to be met by the
network while transporting a packet stream from a source to 1ts destination [16]. The
network requirements are administered by the service requirements of the end user
applications. The network is likely to guarantee a set of measurable pre-specified QoS
parameters to the users in terms of available capacity, probability of packet loss, delay
variance (jitter, unpredictable delay), end-to-end delay (accumulation of jitter along the
path) and power consumption or battery charge. As different applications have different

requirements, their level of QoS and the associated QoS parameters also differ from

application to application.



For real-time applications, the capacity and delay are the key parameters. However,
delay is associated with network load and degree of congestion. When capacity is
sufficient, delay 1s relatively small but, when congestion occurs, delay increases

significantly [17]. Therefore, in this thesis only capacity constraint is studied; solving

the capacity problem inherently helps in solving the delay problem.

Capacity estimation is a key component of any admission control scheme required to
support QoS provision in MANETS. A range of routing schemes has been previously
proposed to estimate residual capacity that is derived from window-based measurements
of channel estimation. In this thesis, a new capacity-constrained multipath routing
scheme is proposed. The proposed scheme modifies and extends the route discovery
phase and route maintenance phase of SMS scheme to provide QoS assurance. The
novel part of this QoS-aware SMS (Q-SMS) routing scheme is a simple and improved
mechanism to estimate residual capacity in IEEE 802.11-based ad hoc networks. The
scheme proposes the use of a ‘forgiveness factor’ to weight these previous
measurements and is shown through simulation-based evaluation to provide accurate

utilisations estimation and improved available capacity based admission control.

1.3 Thesis Contributions

In this thesis, multipath routing and QoS support for MANETS are addressed. The major

contributions are as follows:

e A Shortest Multipath Source (SMS) routing scheme is proposed which exploits
the route propagation procedure to discover multiple partial-disjoint paths in
order to overcome the limitations of current unipath and multipath routing
schemes. The advantages of the proposed routing schemes are: a) its simplicity,
b) it does not increase the route discovery overhead and c¢) it recovers quickly in
case of route breaks, Additionally, the scheme addresses the problem of wireless

broadcast storms through the use of a hop count mechanism.




e A QoS-aware Shortest Multipath Source (Q-SMS) routing scheme based on
residual capacity estimation is designed. The scheme modifies and extends the
route discovery procedure and route maintenance procedure of SMS scheme to
provide QoS assurance.

e A simple mechanism (Q-SMS-F) with a lower reliance upon window size to
estimate residual capacity in IEEE 802.11-based ad hoc networks 1s proposed.
The mechanism proposes the use of a “forgiveness factor’ to weight previous
window-based measurement techniques in order to provide appropriate

utilisation measurements to make improved admission control decisions.

1.4  Thesis Organisation

The outline of the thesis indicating the relationships between ditferent chapters is
schematically depicted on Figure 1.2,
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Figure 1.2 Schematic overview of thesis outline




The remaining chapters of this thesis are organised as follows: Chapter 2 provides
background information and describes related research efforts in mobile ad hoc networks
with particular emphasis on ad hoc routing protocols. Chapter 3 presents the concept of
multipath routing and describes a number of multipath routing schemes proposed for
MANETSs. Additionally, the chapter presents the evaluation methodology and models
adopted in this thesis. A novel and practical multipath routing scheme called Shortest
Multipath Source (SMS) routing scheme is proposed in Chapter 4. The important aspects
of the scheme are explained and a comprehensive performance evaluation of the
proposed scheme is performed using NS-2 based model. Chapter 5 presents a survey on
existing QoS-aware routing schemes and highlights key routing design issues to support
QoS in MANETS. Chapter 6 proposes a novel QoS-aware routing scheme based on
capacity estimation to ensure QoS support in mobile ad hoc networks. The performance
evaluation of the proposed scheme is performed to demonstrate the merits of the

proposed algorithm. Finally, conclusions of the thesis and possible future work are

presented in Chapter 7.
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2., Background

2.1 Introduction

This chapter provides background and describes related research efforts in Mobile Ad
hoc Networks (MANETS). Section 2.2 gives basic definitions used in ad hoc networks.
This 1s then followed by a review of radio propagation models in section 2.3. Section 2.4
presents ad hoc network architecture from the perspective of mobile wireless node.
Section 2.5 explains several important concepts of IEEE 802.11 Wireless Local Area

Network (WLAN). Section 2.6 highlights common routing protocols used in fixed

networks and explains why such protocols cannot be used in ad hoc networks. Section
2.7 presents taxonomy of ad hoc routing protocols and provides a review of commonly
used routing protocols which has the status of Internet Engineering Task Force (IETF)
experimental Request for Comments (RFCs). Section 2.8 concludes this chapter with a
summary that highlights the unique aspects of ad hoc routing strategy and provides a

discussion on possible further work related to routing.

2.2 Basic Definitions

Mobile Ad hoc Network (MANET) is typically represented as a dynamic graph
G ={V,E(t)}, where V is the set of vertices or nodes and E(f) is the set of edges at time

t [18]. Let n=|V| be the number of mobile nodes participating in wireless
communication. Node i € V' can hear node j eV if node i is within radio range of j. Let

H(i) to be a set of nodes which node i can hear and H()) to be a set of nodes which node j

can hear. It is obvious that nodes i and j can hear each other if and only if i € H(j)

and j € H(i).
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The radio range of a node is the geographic distance over which packets sent by the

node can be received. The distance used is the Euclidean distance or Euclidean metric.
Thus, if the range of a node A4 is r, then a packet sent by 4 can be received only by the

nodes that are within or on the circle of radius » centred at the point occupied by A.

Ditferent nodes may have different ranges. Therefore, in the light of the above definition,

it 1s not true that if i€ H(j) then je H(i) or vice-versa, though it is a frequent

assumption for many routing and Medium Access Control (MAC) protocols.

In an ad hoc network, a ‘hop’ refers to the movement of a packet directly from one node

A to another node B which is within the range of node 4 as shown in Figure 2.1.

Figure 2.1 Simple ad hoc network with two participating nodes

2.3  Mobile Radio Propagation

Radio range of a mobile node in real conditions is subject to many restrictions. Most
wireless systems are expected to operate in areas with a profusion of obstructions in
form of walls, buildings, trees or mountains. Other important limiting factors are the

over-ground elevation of the transmitter and receiver, speed of motion, atmospheric

conditions, etc.

According to [1], the mechanisms behind radio propagation can generally be attributed

to reflection, diffraction and scattering:
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e Reflection occurs when direct radio propagation is not possible as a result of an
obstructing object having very large dimensions when compared to the
wavelength of the propagating wave. Reflections occur from the surface of the
earth and from walls and buildings.

e Diffraction occurs when direct radio propagation is obstructed by a surface that

has sharp irregularities or edges. The direction of radio waves is changed due to

these edges and often results in the bending of waves around the obstacle.

e Scattering occurs when the medium through which a radio wave is being
propagated consists of many objects that are of comparable size or smaller than
the wavelength, and at the same time, the number of these objects 1s high.

Examples of such objects are sign posts, foliage or even people.

A different phenomenon is understood under the term fading. Fading can occur when a
wireless device that is receiving a signal is moving. Such movement results in a change
of conditions under which the radio signal is being received; a consequence of reflection,
diffraction or scattering that is affecting the reception differently at each new position of

the wireless device. The net result is rapid fluctuations in the strength and phase of the

received signal.

Models that attempt to describe the above mentioned propagation qualities can be
divided into large-scale and small-scale propagation models. Large-scale models
describe situations when an arbitrary transmitter-receiver separation distance is many

orders of magnitude higher than the wavelength, usually measured in meters or

kilometres., Small-scale models describe situations where propagation over distances

proportional to wavelength is considered.

A number of common propagation models used in ad hoc networks are described below.,

Details on other propagation models can be found in [1].
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2.3.1 Free Space Propagation Model

The free space propagation model attempts to describe radio wave propagation when the
transmitter and receiver have a clear, unobstructed line-of-sight path between them. This
model predicts received power decays as a function of the transmitter-receiver
separation distance raised to some power, 1.e. the decay obeys a power law function. The
free space power received P,(d) with respect to distance 1s then given by the following
equation:

PGG A

Pr(d) =m

(2.1)

where P, is the transmitted power, G; is the transmitter antenna gain, G, is the receiver
antenna gain, A is the wavelength, d is distance between the transmitter and the receiver

and L is a system loss factor not related to propagation (L >1:0). System losses are
usually due to line attenuation, filter losses and antenna losses. Gain of antenna is related

to its effective aperture 4, by:

And,

G=—7" (2.2)

The effective aperture is then related to the physical size of the antenna and 4 is related

to the carrier frequency fby:

A=— (2.3)

where ¢ is the speed of light. The above equations show that signal strength decays
proportionally to the inverse of square of the distance between the transmitter and the

recelver.

2.3.2 Two-ray Propagation Model

In a mobile radio channel, a single direct path between the transmitter and receiver is
seldom the only physical means for propagation, and hence the free space propagation

model of equation (2.1) is in most cases inaccurate when used alone. The two-ray
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ground reflection model is a useful propagation model that takes into account both the

direct path and a ground reflected propagation path between transmitter and receiver.
These aspects are depicted in Figure 2.2. The signal strength at the receiver for the two-

ray ground model can be expressed as:

P.G,G,hH

P.(d,h,h,) === (2.4)

where A, h, is elevation of the transmitter and receiver, respectively. Thus, the received

signal strength for large distances (d >>+/hh_ ) decays with the fourth power of the

distance d. This is a much faster rate of decay than with the free space propagation
model. At large values of d, the received power and path loss become independent of

frequency. The two-ray propagation model is the mostly used model in MANET

research community,

T T . Ground reflected
---- path

Figure 2.2 Two-ray radio propagation [1]

2.4 Network Architecture

The layers, along with their respective protocols, constitute the network architecture.
The Open Systems Interconnection (OSI) model [19] is depicted in Figure 2.3, A packet
1s sent from the source node to the destination node. The information travels from the
application layer of the source node downwards through the intermediate layers, travel
up to the application layer of the destination. The intermediate nodes act as routers and

so are concerned only with the functions associated with the lower three layers.
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Figure 2.3 Communication between nodes w.r.t. OS] reference model [19]

The network architecture does not pertain to any specific hardware or software. Using
the network architecture, an implementer would be able to design their hardware and
software for the network. For example, the IEEE 802.11 [2] WLAN standard describes
the physical (PHY) and the data link or MAC layers of the OSI model. Whereas
technologies like Bluetooth [3] and Zigbee [20] specify the whole protocol stack. It is
not in the scope of this thesis to analyse various wireless standards in depth. However,
for a purpose of completeness a brief overview of IEEE 802 and European
Telecommunication Standard Institute (ETSI) standards and technologies are depicted in
Figure 2.4 [21]. This also serves to show how IEEE 802.11 (used in the majority of ad
hoc networking simulations and test-bed implementations) fits with the rest of the
enabling technologies. Details of IEEE 802 and ETSI standards and technologies can be
found In [22] and [23] respectively. The next sections describe the IEEE 802.11 standard
(PHY and MAC layers) and the routing protocols (network layer) for ad hoc networks.
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2.5

In 1997 the IEEE adopted IEEE 802.11 standard, the first WLAN standard. This
standard has been accepted widely and rapidly for many different environments. The
main characteristics of the IEEE 802.11 are its simplicity, scalability and robustness
against failures due to its distributed nature. This standard defines the PHY and MAC
layers for a LAN with wireless connectivity. It addresses local area networking where
the connected devices communicate over the air to other devices that are within close

proximity to each other. IEEE 802.11 does not specify any special nodes that support

routing, forwarding of data or exchange of topology information. Figure 2.5 illustrates

RAN

EEE 802.22

WAN

3GPP (GPRS/UMTS)
IEEE 802.20

MAN

ETSI HiperMAN &
HIPERACCESS

IEEE 802.16d
WIMAX

LAN

ETSI-BRAN
HiperLAN2

IEEE 802.11
Wi-Fi Alliance

PAN

Bluetooth, Zighee

Figure 2.4 Wireless standards and technologies [21]

IEEE 802.11 Standard

the IEEE 802.11 standard mapped to the OSI reference model.

-------------------

IEEE 802.2
Logical Link Control (LLC)

OSI| Data Link
IEEE 802.11 MAC Layer
Medium Access Control (MAC) e Y
PHY OSI| Physical
Layer

Figure 2.5 TEEE 802.11 <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>