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Abstract

This thesis describes the physics and technology adopted to implement a
Bell-Bloom type atomic magnetometer [1] at Strathclyde University. We
show that the device is a functional experimental prototype, useful as the
primary reference for future chip-scale miniaturization.
The sensor head and core of the device is a small (approximatively 20 mm3)
cubic cell derived from a silicon wafer structure and filled with a caesium
azide (CsN3) compound.
When the wafer is exposed to UV light, the azide is dissociated in its com-
ponents; in this way the cells are filled with caesium atoms in the vapour
form, which constitute the magnetically sensitive elements of the device, and
nitrogen gas, used to optimize the performances of the sensor head.
We are able to characterize a whole wafer in a relatively short period of time,
in terms of caesium vapour and nitrogen gas pressures, and for this purpose,
we developed a data analysis tool based on caesium spectroscopy.
In the Bell-Bloom scheme the magnetic resonance is not excited by RF coils
but by optical modulation of the input laser light: the laser could be mod-
ulated in frequency, amplitude (i.e. intensity) or polarization [2] but we
adopted the amplitude modulation scheme because it requires the use of
only one beam and an overall simpler set-up; it also allows the possibility of
directly detecting Larmor oscillations.
In the basic experimental set-up, a light beam from a diode laser, tuned to
the D1 line of the caesium spectrum, is elliptically polarized and amplitude
modulated; the light is then focused in and out the cell, through its opposite
glass apertures, and the transmitted light is detected.
The sensor head is enclosed inside a magnetic shield where the desired (low-
noise and spatially uniform) magnetic field is generated by two orthogonal
pairs of Helmholtz coils. The cell is heated to reach the desired caesium
vapour density with a non-magnetic resistor: its current is switched on and
off and the signal is detected only during the off part to avoid undesired
magnetic noise.
The laser intensity is cycled from a short and intense impulse, called “pump”,
to a longer and weaker beam, named “probe”. The first is used to align the
spins of the caesium atoms, so that the macroscopic magnetization precess
around the magnetic field, while the second detects this so-called Larmor
precession. The two orthogonal polarization components of this oscillation
are found to be almost out of phase which justifies the use of a polarimeter
to separately analyse their properties and investigate the possibility of signal
subtraction to improve the signal-to-noise ratio.
In order to describe and optimize the experiment, the main experimental pa-



rameters (polarization, pump and probe intensities, sensor head temperature,
laser frequency, magnetic field intensity and direction) have been analysed
extensively in their effect on the oscillating signals.
We observed that the Larmor oscillations are damped and a pseudo magnetic
field is generated by the laser, and that both are proportional to the probe
intensity.
This research also presents a model that successfully explains the main ex-
perimental observations and extends the common representation in current
literature [3,4,5] by further predicting the best laser frequency and input po-
larization and the out of phase phenomena previously described. The model
uses the multi-pole expansion of the density matrix, truncated to its first
order, and gives a satisfactory vectorial representation of the relationships
between the main experimental parameters.
Finally, we have reached a complete noise characterization of the apparatus
in the frequency domain. A data analysis tool is able to fully describe the per-
formances of the magnetometer in terms of its sensitivity relatively quickly.
A sensitivity lower then 5 pT/

√
Hz at 850 Hz has been achieved which, if

reproduced on a miniaturised level, will allow the device to compete with the
current chip-scale atomic magnetometers.
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ωg D1 Ground States Frequency Difference 9.192 631 770 GHz [7]

d0 (eq. 3.10) D1 Transition Dipole Matrix Element 2.698 024 ×10−29 C·m [7]

Table 2: Caesium Physical Contants.
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Chapter 1

The Project

1.1 Introduction

Highly sensitive magnetometers capable of measuring magnetic fields below
1 pT have an impact on a number of applications ranging from geophysical
surveying to the detection of unexploded ordinance and the health care [10].
In the last years, it has been shown that laboratory optical magnetometers,
based on the precession of the spins of alkali atoms in the vapour phase, could
achieve sensitivities in the femtotesla range, comparable or even exceeding
those of superconducting quantum interference devices [10, 11]. Despite the
progress in improving the sensitivity of these instruments in a laboratory
setting, they remain complex, expensive and difficult to assemble and oper-
ate. On the other hand, many applications would benefit greatly if the size,
power consumption and cost of these devices could be reduced [11,12].
Recently a great impulse in this direction was given by the so called miniatur-
ization based on microelectromechanical systems (MEMS), which in addition
to small size, offers other advantages like low power consumption, improved
power dissipation, high-volume, wafer-based production and highly reduced
production costs. The increasing use of this technology for magnetometers
miniaturization had lead to new emerging devices called chip-scale atomic
magnetometers (CSAM) [11,13,14,15,16].
This new growing market captured the attention of Texas Instruments (TI),
a company with already a strong background in MEMS technology.
Following this impulse, a collaboration was established from the end of 2011
between the Experimental Quantum Optics and Photonics group at Strath-
clyde University and Texas Instruments to build a CSAM. The project aimed
at delivering a small and highly sensitive device with low power consumption
and integrated components for wafer-based production.

1
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The first established milestone was the realization of a functional experi-
mental prototype on a laboratory setting, which would work as a primary
reference for future miniaturization. The present thesis describes the physics
and technology used to achieve this first primary goal.
This introductory chapter gives an overview of the project, starting with the
general outcome and the main technological background; the chapter also
introduces the physics of the device, and presents possible applications.

1.2 Envisioned Magnetometer

The aim of the project is the realization of a CSAM able to give a real time
measure of the external magnetic field with the following points of strength:

� chip-scale dimensions (less then 1 cm3);

� wafer-based production for cost reduction, easy production and in-
tegration with other components;

� low power consumption: <200 mW;

� high bandwidth: the bandwidth of a magnetometer measures how
fast it can track changes in the magnetic field. For many applications,
such as medical health, a bandwidth of 1 kHz is needed [17,18,19].

� highly sensitive: 10-20 pT/
√

Hz; the sensitivity measures the accu-
racy of the magnetometer in measuring magnetic fields.
In the most basic example, the measures of a constant external mag-
netic field are affected by white noise. This form of noise can be easily
reduced by averaging, i.e. time integration; since this operation also
reduces the magnetometer bandwidth, the ratio between the noise and
(radical) bandwidth, and not the noise alone, is used as a more mean-
ingful way of measuring the magnetometer performance. Chapter 4
gives a more complete description of the sensitivity.

The final structure of the CSAM will most likely be described by the following
parts:

� a vertical-cavity surface emitting laser (VCSEL) is mounted on a base
plate;

� above the VCSEL a micro-optics package is mounted which attenu-
ates the light power, changes the beam polarization and collimates the
beam;
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Figure 1.1: Schematic (a) and photograph (b) of the CSAM realized at NIST
[14]. The components are: 1 - VCSEL, 2 - micro-optics, 3 - caesium vapour
cell, 4 - photodiode.

� a micro-fabricated caesium vapour cell is mounted with a transpar-
ent indium-tin-oxide (ITO) heater or a deposited resistor wire, placed
above and below it; this component increases the cell temperature and
creates enough atomic density to absorb a significant fraction of the
light.

� a polarizing beam splitter (PBS) is mounted above the cell to separate
the desired output light polarization and a photo-diode monitor the
light transmission through the atomic vapour.

Figure 1.1 shows the CSAM schematic realized at the National Institute of
Standards and Technology (NIST) in Colorado [10, 12, 13, 14, 16, 20], which
well represents the guideline for the final magnetometer.

Possible Applications Some examples of possible CSAM applications
are:

� non destructive evaluation (NDE), remote sensing of the position of a
moving metallic component [11,13];

� detection of bio-magnetic signals for health care such as magneto-
cardiography and magneto-encephalography [10,11,13,14,20,21];

� geophysical surveying, such as navigation GNSS devices (Global Navi-
gation Satellites System) [10,12,21,22,23];
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� detection of magnetic anomalies produced by metallic objects, such as
unexploded ordinance [10,11,20];

� navigation [10];

� mineral and oil exploration [14,20];

� space science [11,21];

� commercial communication system, such as modern cellular telephone
networks [12,23].

1.3 Project Outcome

As previously mentioned, the the outcome of this project, is the realization
of the atomic magnetometer in a laboratory setting that would serve as a
prototype for the corresponding CSAM.
For this purpose, we made considerable effort to meet the requirements nec-
essary for the future envisioned CSAM; in particular we have achieved wafer
based production of the sensor head (the caesium vapour cell), and we have
met the sensitivity target previously outlined.

1.4 Background

The main inspiration for our project has been the work done by NIST.
Using a combination of optical spectroscopy, atomic physics and MEMS tech-
niques, they have build a small low-power magnetic sensor based on alkali
atoms [11,12,13,15,16,20].
We present here the main CSAM designs and technology developed at NIST:

� Coherent population trapping (CPT) based magnetometer. For
alkali atoms, a CPT signal is detected when two resonant optical fields
interacts with the atoms so that their frequency difference matches the
energy difference between the two hyperfine atomic ground states; in
this situation the atoms are excited in a “dark state”, resulting from a
quantum superposition of two ground states, which cannot be probed
by both optical fields; the atoms are effectively “trapped” and never
excited into the excited state. The two optical fields are generated
by modulating the injection current of a diode laser [13]. The cell is
heated with a pair of resistive heaters implemented as films of ITO on
a glass surface and the magnetic field is measured only when the heater
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current is off. The magnetic sensor has a size of 12 mm3 and dissipates
195 mW of power. The sensitivity reached is about 40 pT/

√
Hz at 10

Hz [10,13,16].

� In an Mz magnetometer, the atomic sample is optically pumped in
the direction of a static magnetic field, while in the Mx magnetome-
ter in the transverse direction (at an angle of about 45◦). A coherent
precession about the magnetic field is then excited with an applied
radio frequency (RF) field. The design is similar to the CPT magne-
tometer previously described, except for the addition of two coils in the
stack that enable the drive field to be applied to the atoms. The Mz

scheme is more accurate but slower: it’s speed is limited by the longi-
tudinal (along the magnetic field) relaxation rate of the magnetization.
The Mx scheme is faster and simpler, but not as accurate. The best
sensitivity reached fot these configuration is as low as 6 pT/

√
Hz from

1 Hz to 1 kHz. [15,24,25,26].

� Bell Bloom scheme magnetometer: In the Bell-Bloom scheme the
magnetic resonance is not excited by RF coils but by optically modu-
lating the input laser light in frequency, amplitude (i.e. intensity) or
polarization [2] and the same light is used for pumping and probing
the atoms [1, 20, 26]. As we will fully explain in chapter 4, this is the
scheme adopted as the main inspiration for our experiment because it
requires the use of only one beam and an overall simpler set-up; it also
allows the possibility of directly detecting Larmor oscillations.

� Magnetometer based on frequency modulated non-linear magneto-
optical rotation [14]. Here, linearly polarized light propagates along
the direction of the magnetic field, and the optical frequency of this
light is modulated at twice the Larmor frequency moving the optical
resonance on and off. The laser frequency is scanned by modulating
the injection current of the laser. The measured magnetic sensitivity
in the unlocked mode is around 0.15 pT/

√
Hz at 1 Hz.

� SERF magnetometers. The sensitivity of most atomic magnetome-
ters is limited ultimately by alkali-alkali collisions. At low alkali density
the signal from the atoms is proportional to the number of atoms; how-
ever at higher densities alkali-alkali spin-exchange or spin-destruction
collisions begin to broaden the magnetic resonance. When the density
is very high (i.e. high temperatures) and at weak magnetic field, the
alkali spin relaxation precess is much weaker resulting in sensitivities
up to one hundred times better [11, 27]. This type of magnetometer
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is known as spin-exchange relaxation free (SERF). A zero field mag-
netic resonance is measured resulting in a 10-70 fT/

√
Hz above 125

Hz [11,13,28].

1.5 Physical Principle

The aim of the project is the realization of a magnetometer in the Bell-
Bloom scheme [1, 20, 26]; here an amplitude modulated light is used both
to pump and probe the atoms by cycling the laser intensity from a short and
intense impulse (the pump), to a longer and weaker beam (the probe).
The basic physics of the experiment can be described by a three-step process:

� Pumping. the high intensity pump creates a macroscopic polarization
in the direction of the beam; the polarized beam creates a population
imbalance in the Zeeman sub-levels of the ground state which results
in a optically pumped dark state [29] and in an overall macroscopic
polarization [3, 5];

� Precession. The polarization precesses around the magnetic field at
the so called Larmor (angular) frequency ωl, proportional to the
magnetic field amplitude B itself [3,4,5,30,31]. The proportionality is
easily written as:

ωl = γB, (1.1)

where γ is the gyromagnetic ratio which for caesium atoms is around
3.5 Hz/nT;

� Probing. The magnetization oscillations are detected by the weak
probe and its frequency is used to measure the corresponding magnetic
field using equation 1.1 [2, 32].

1.6 Thesis Structure

The thesis is structured as follows:

� The first part of the thesis describes the cell properties and spectro-
scopic characterization. In particular, chapter 2 describes the core of
the device, the sensor head, in terms of its fabrication, properties and
gives a preliminary analysis of the (gas and vapour) pressures. Chapter
3 describes the sensor head characterization in terms of its spectroscopic
properties.
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� In the second part of the thesis we describe the magnetometer and
report the main experimental findings. In chapter 4 we describe the
experiment used to measure the magnetic field and introduce the main
tools used to characterize its performance. Chapter 5 characterizes the
oscillating signal in terms of the main experimental parameters and the
device in term of its sensitivity and spectral characteristics.

� In the third and last part of the thesis, we develop a model that de-
scribes the main observations. In particular, in chapter 6 we use a
first order multipole approximation of the density matrix to describe
the evolution of the quantum-mechanical system in 8 relatively simple
vectorial equations. In chapter 7 we describe the interaction of the
laser with the sensor head based on the Maxwell equations, and con-
nect the results to the description developed in the previous chapter to
successfully explains the main experimental observations.



Part I

Sensor Head Characterization
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Chapter 2

The Sensor Head

The sensor head is the core of our magnetometer, as well as of most CSAMs
[12,13,14,15], being the element sensitive to external magnetic fields. In our
case, it is a cell filled with caesium atoms in the vapour form.
This chapter describes the cell fabrication, how the vapour is obtained from
dissociation of a caesium compound and the pressures and diffusion mecha-
nism inside the cell. The next chapter will be focused on the characterization
of the sensor head in term of its spectroscopic properties.

2.1 Why Caesium

For most atomic magnetometers, the element used is in the vapour form in
order to allow all the atoms to undergo the same (almost exactly) energy
transitions, which won’t be possible with solid or liquid elements.
The atoms usually chosen are alkali atoms (the ones on the left-hand side
of the periodic table) because they have a fairly simple electronic structure:
a single electron in addition to a filled shell. Caesium is chosen over other
alkali atoms because:

� at reasonable temperatures, caesium has a high vapour pressure [7],
making resonance effects relatively easy to observe;

� as opposed for example to rubidium, caesium has just one stable natural
isotope which doesn’t give rise to multiple spectroscopic lines, and,
most importantly, caesium doesn’t require isotopic separation [7, 33];

� caesium is widely used in atomic clocks because it is the element used
for the definition of the second [34,35]; since most atomic magnetome-
ters and frequency standards share the same basic technology [12], cae-
sium is widely used in many CSAMs as well.

9
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The main disadvantage of using caesium is that it has a big collisional cross
section, which means that at high density (i.e. high temperature) collisions
between atoms lead to undesired effects [36].

2.2 Fabrication

The cells, derived from a silicon wafer structure, were designed and fabricated
at TI, and delivered to Strathclyde University already filled with a caesium
compound.
The fabrication method could be summarized as follows: the cell cavities
are created by etching of the silicon wafer, and its bottom side is anodically
bonded to a glass surface, so that the etched holes can be filled with a cae-
sium azide water-based solution; after the water part of the compound is
evaporated under vacuum, a final stage of anodic bonding seals the top face
of the wafer with a second glass surface. Finally, the wafer is UV exposed
to dissociate the azide into its constituents, so that the cells, now filled with
nitrogen and caesium atoms in the vapour form, are ready to be singulated
and tested: in the following sections we detail this process.

2.2.1 The Wafer

The wafer is a 1 mm thick silicon disk, ∼20 cm in diameter. After the cell
holes are etched, the disk is sealed on both sided by two, 1 mm thick, glass
layers. An example of the final product is is shown in figure 2.1.

Etching is a common technique of chemically remove layers from the sur-
face of a wafer during manufacturing. Usually every wafer undergoes many
etching steps before it is complete.
During the etching process, part of the wafer is protected from the etchant by
a masking material which resists etching. In some cases, the masking mate-
rial is a photo-resist which has been patterned using photo-lithography, other
situations require a more durable mask, such as silicon nitride [37,38,39,40].
For our wafers, a liquid-phase (wet) etchant based on potassium hydroxide
(KOH) was used, which etches the crystalline materials at very different rates
depending upon which crystal face is exposed: or silicon wafers, this effect
can allow very high anisotropy [37].

Anodic Bonding is a method of hermetically and permanently joining
glass to silicon without the use of adhesives.
The silicon-glass layers are subjected to a force of 500 N and a high voltage
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Figure 2.1: An example of the wafer designed and fabricated at TI

gradient. The temperature reaches typically 300◦C which causes the sodium
ions in the glass to become mobile and the alkali cations to migrate from
the interface resulting in a depletion layer. As the depletion is formed, the
anodic bonding current shows a clear decrease after which the bonding is
considered complete [38, 39,40,41,42,43].
This result in a permanent chemical bond between the glass and the silicon.

2.2.2 The Cell

The sensor head cavities (cells), obtained by photo-lithography of silicon,
have mainly all rectangular or square shape, like the one shown in figure 2.2.

Dimensions The cell is 1 (or 1.5) mm deep with a side length varying from
1 to 8 mm (usually 4).
The vertical sides are tiled by 35.2◦ with respect to the vertical direction; this
is due to the anisotropic etching process which follows a particular silicon
crystal plane. The results is a cell with a rectangular trapezoidal shape (see
figure 2.3). Assuming 1 mm thick cells, the volume (in mm3) is:

V = lw − t(l + w) +
4

3
t2

where l is the length, w is the width and t = tan 35.3◦.
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Figure 2.2: A typical square cell seen from the upper glass aperture; the
lower glass aperture and the silicon walls are visible.

Figure 2.3: Cell shape: rectangular trapezoid.
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2.2.3 Azide Dispense

The cells were dispensed with caesium azide (CsN3) in water solution, before
anodically sealing the last glass surface.
Since the azide is highly toxic, a fume cupboard is used so that the air flow
is controlled and no toxic particle is inhaled [38].
The solution is dispensed manually using a micro-pipette within the cells [40],
which is able to dispense a controllable amount of liquid in a reliable way. A
future possibility is the use of a robotic dispense method to automatize the
process.
Optionally, the last upper glass surface could be anodically sealed in the
presence of a variable amount of nitrogen pressure in order to fill the cells
with an additional amount of buffer gas, before the azide dissociation process.

2.2.4 Azide Dissociation

We use a method suggested in literature [43, 44] to decompose the azide in
its constituents, nitrogen as a gas and caesium in the metallic form with its
corresponding vapour. The method suggests to expose the cells with UV
light for the photolysis of the azide [43].
We use a UV system which is able to expose an entire wafer in few hours.
The total energy required to photo-decompose the azide is approximately 5
J/mm2 [43]; the lamp has a power of 87 µJ/mm2 at 254 nm, which results
in a total exposure time of the order of 15 h.
When caesium atoms are liberated from the azide, they float in the cells in
the vapour form; as the UV process continues the vapour saturates the cell
and the condensation process starts. As expected, after few hours of UV
exposure, we observe silver droplets of metallic caesium condensing on the
glass walls of the cells. Figure 2.4 shows the presence of caesium droplets on
the upper glass surface. Crystallize azide residual is still visible usually close
to the borders of the lower glass surface.
Attempts were made to use very low amounts of azide, but no caesium was
spectroscopically detected after UV exposure. This is explained as a wall
effect in the sense that the internal surfaces of the cell capture an initial
amount of caesium.
Figure 2.5 shows the caesium droplets at different exposure times, for 3 dif-
ferent sensor heads. Caesium droplets are visible in the uppermost surface
of each cell and the quantity of droplets increases with time.
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Figure 2.4: Caesium droplets visible in the upper surface of the cell.

2.2.5 Dissociation Products

As said the dissociation process liberates caesium and nitrogen. The following
paragraphs describe their characteristics.

Caesium is a silvery-white alkali metal that is very soft and ductile. It
has the second lowest melting point of all metallic elements and is liquid
near room temperature. It is a very reactive metal: it combines quickly
with oxygen in the air [45] and reacts violently with water; combined with
water forms caesium hydroxide (CsOH), which is the strongest base available
and can attack glass. In the reaction with water, hydrogen gas is released.
Hydrogen gas ignites immediately as a result of the heat given off by the
reaction.

Nitrogen is liberated in the cell as a gas and its presence is essential for
the correct functioning of the sensor head. The reasons why nitrogen is
considered a buffer gas are:

� nitrogen drastically increase the time caesium atoms can be detected
by the laser by changing its diffusion properties [46, 47] (see section
2.4);

� caesium atoms hold information about the magnetic field in their quan-
tum state coherences and populations and when they collide between
each other the information is lost (spin de-coherence). The presence of
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25 mins 15 h slow cooling down

Figure 2.5: Figure showing the UV dissociation process at different times
(columns) for 3 different cells (rows): caesium droplets are visible in the
uppermost surface of each cell. The last column shows the effect of the
final cooling down process. The bottom side of the cells in the center of
each picture is whiter then the rest. Azide residues are visible in the first
cell (upper row) by a darker spot in the middle of the bottom face; for the
second cell (middle row) the residues are visible on the sides of the bottom
face.
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nitrogen gas reduces this probability by reducing the caesium collisional
cross section [48,49];

� with a similar mechanism nitrogen decreases the rate of caesium atoms
hitting the walls which would cause information loss;

� nitrogen causes the ground-excited state coherences to decay much
faster [50]. This makes the sensor head spectrum broader if compared
with the spectrum of caesium alone, which results in a increased trans-
mitted light. This phenomena, known as pressure broadening is ad-
dressed in section 3.3.

� nitrogen causes the excited states coherences to decay very fast and it
quenches the excited stated populations. This causes a decreased spon-
taneous re-emission of light which could destroy the spin polarization
of caesium [51,52].

2.3 Pressures

We analyse the pressure of both caesium vapour and nitrogen gas in the
sensor head due to the dissosiation process.

2.3.1 Caesium

Caesium is a metal that remains solid until Tl = 28.44◦C. When it liberates
from the azide, it fills the cell volume as a vapour, while condensing on the
walls as liquid or solid, depending on the temperature.
The vapour pressure of caesium is a function of the temperature that can be
modelled by these two functions, depending on which state the corresponding
condensed caesium is in (solid or liquid) [53]:
solid phase (T ≤ Tl):

log pv = −219.482 00 + 1088.676
T
− 0.083 361 85T+

+94.887 52 log10 T,
(2.1)

liquid phase (T > Tl):

log pv = 8.221 27− 4006.048
T
− 0.000 601 94T+

−0.196 23 log10 T,
(2.2)
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Figure 2.6: Vapour pressure of caesium from the model of equation 2.2.

where pv is the caesium vapour pressure expressed in Torr and T the temper-
ature expressed in Kelvin. Figure 2.6 shows the corresponding logarithmic
plot for the temperature range of interest: as it can be seen the pressure
follows a highly exponential trend.
As a first approximation we can use the ideal gas law to calculate the cor-
responding caesium number density n, defined as the number of atoms per
unit volume:

n =
pv
kbT

, (2.3)

where kb is the Boltzmann constant.
The number of caesium atoms N v

Cs in the vapour state, in a typical 20 mm3

cell, as a function of the sensor head temperature is plotted in figure 2.7. As
it can be seen it tends to double at temperature steps of 10◦C. The number
of caesium atoms in the vapour form in a typical cell (20 mm3) at 110◦C is:

N v
Cs
∼= 5.4× 1011. (2.4)
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Figure 2.7: Number of caesium atoms N v
Cs in the vapour form in a typical

20 mm3 cell as a function of the operating temperatures (see equation 2.3).

2.3.2 Nitrogen

The total number N of caesium azide (CsN3) molecules is given by:

N =
M

m
,

where M is the total mass of the azide and m the mass of one of its molecule.
More specifically:

m = (ACs + 3AN) = (ACs +
3

2
AN2) a.m.u.,

here ACs, AN and AN2 are the atomic numbers of caesium and the nitrogen
atom and molecule respectively, and a.m.u is the atomic mass unit.
If the UV process dissociates a fraction α of them (at best 1), the number of
caesium atoms in the cell is:

NCs = αN =
αM

m
. (2.5)

Calculating this number1 we incidentally discover that the number of total
caesium atoms is ≈2×105 higher than the number of caesium atoms in the

1Assuming M = 80µg, α = 0.3 and T = 110◦C then NCs =9.3×1016.
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vapour state alone (see formula 2.4), which suggests that that the big ma-
jority of caesium is condensate in the cell walls.
The number of nitrogen molecules can be calculated analogously as:

NN2 =
3

2
αN =

3αM

2m
.

Since nitrogen is in the gaseous state, we can use the ideal gas law to find its
pressure:

pN2 =
NN2Tkb

v
=

3dMTkb
2mv

,

where v is the cell volume. This expression can be re-written in a more
practical form if we use reference values for the azide mass, the temperature
and the volume, respectively Mr, Tr and vr; we can write:

pN2 = p0 α

(
M

Mr

)(
T

Tr

)(
v

vr

)−1

, (2.6)

where we have defined the reference pressure p0 as:

p0 =
3dkbTrMr

2mvr
.

If we set the references to reasonable values like Tr = 380 K ≈ 110◦C, Mr =
20 µg and vr = 20 mm3, then the reference pressure is:

p0 = 203.2 Torr.

The real values of mass, temperature and volume will not deviate too much
from their corresponding reference values so that, in equation 2.6, the expres-
sions in parenthesis are not too far from one in most cases. We can therefore
say that αp0 gives a good first guess estimate of the nitrogen pressure in our
sensor head. Assuming α ≈ 0.3, the pressure inside the cell pN2 should be
around:

pN2 ≈ 68 Torr.

As already mentioned in section 2.2.3, in some cases, the upper and last layer
of glass is anodically bonded on the silicon disk under a further nitrogen
pressure pb, called bonding pressure, usually ranging from 0 to 1000 Torr, at
temperature Tb (≈ 600 K); in this case equation 2.6 can be expanded to:

pN2 = p0 d

(
M

Mr

)(
T

Tr

)(
v

vr

)−1

+ pb
T

Tb
.

As it can be seen from figure 2.6, in all cases the caesium pressure in the cell
is way lower than the nitrogen one.
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2.4 Diffusion

As already introduced in section 1.5, the laser beam cyclically pumps and
probe the caesium atoms. Only the atoms that cross the optical path of the
laser are pumped while the other remain un-polarized. This, on the other
hand, determines a polarization gradient in the sensor head which causes a
diffusion process. Since the atoms are probed in the same region they have
been previously pumped, it is important to consider the diffusive properties
of caesium and how nitrogen affects them.
We present here a classical way of approaching this issue. In the first part
we consider the classical phenomena of one gas diffusing, in the second part
the results are extended to two gases diffusing into each other; finally we will
outline some numerical considerations relevant for our experiments.

2.4.1 One Gas

If a gas has a spatial concentration given by the function φ(x, y, z), the
diffusion mechanism is described by the Fick’s law2 [54]:

∂φ

∂t
= D∇2φ. (2.7)

In a gas (of atoms or molecules) the diffusion constant can be written as [55]:

D =
1

3
lv,

where each gas particle is considered moving, from one collision to the next,
in a straight trajectory with a mean thermal velocity vth and a mean free
path l.

Mean Thermal Velocity Using the well known Maxwell-Boltzmann ve-
locity distribution for particles in three dimensions, we can define the mean
thermal velocity vth as [55]:

vth =

√
8kbT

πm
, (2.8)

where m is the particle mass.

2This law can be easilly obtained from the following continuity equation:

∂φ

∂t
= D~∇ · ~F ,

connecting the concentration derivative
∂φ

∂t
to the diffusion flus ~F = D~∇φ; equation 2.7

results remembering that ∇2 = ∇ · ∇.
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Mean Free Path The mean free path l of a particle is defined as the
average distance travelled by a particle from one collision to the next. To
arrive at its explicit formula, we note that this quantity can be alternatively
defined as the distance d travelled by the molecule, in a arbitrary time t,
divided by the number of collisions N occurred in the same time:

l =
d

N
.

Since the molecule mean velocity is vth, the distance d is obviously d = vtht.
During its trajectory of time t, the particle will sweep out an interaction
volume V , so that the total number of collisions occurring in the same time
is:

N = V n,

where n is the gas number density, i.e. the number of particles per unit
volume. The volume of interaction is the product of the particle cross section
and the distance d′ travelled by the particle relative to the the other particles:

V = σd′.

Note that d′ is not the exactly the same as d since the relative velocity vr
between the particle and the targets has to be taken into account. We can
still write:

d′ = vrt.

So that the mean free path of a particle can be written as:

l =
(vr
v
σn
)−1

. (2.9)

It is easy to prove that the the relative velocity of any two particles travelling
at velocities v1 and v2 is:

vr =
√
v2

1 + v2
2.

In our case vr = v2 = vth so that vr =
√

2vth, which implies:

l =
(√

2σn
)−1

. (2.10)

Molecular Cross Section Using Serway’s approach [56], the collision of
two particles of diameter d can be modelled by one circle of diameter 2d
interacting with a target modelled by a point. The collisional cross section
σ is the area of the circle:

σ = πd2,

which can be used in equation 2.10 to give an expression for the mean free
path of a particle, in a gas composed by the same type of particles:

l = (
√

2πd2n)−1. (2.11)



CHAPTER 2. THE SENSOR HEAD 22

Diffusion Velocity If we consider the diffusion mechanism, we can see
that a molecule starts in a determined point and then it spreads, so that its
position is undetermined and can be described by a Gaussian profile in space
and time, like the following [55]:

P (r, t) =
1√

4πDt
e−

r
4Dt ,

where r is the distance of the molecule from its starting position, and t is the
time from the starting moment. The Gaussian width is time dependent and
given by:

σ(t) =
√

2Dt.

If we consider its time derivative

σ′(t) =

√
D

2t

one can see that the “diffusion velocity” goes from infinite at t = 0 to 0 at
t → ∞. Following this reasoning we will define the time to reach a certain
position r by diffusion with the expression:

t(r) =
r2

2D
.

2.4.2 Two Gases

Here we present a simple way of modelling the diffusion process of one gas
into another by extending the results outlined in the previous section. In
particular the collisional cross section of two particles (one for each gas)
is approximated by the sum of the particles circles area, with each circle
diameter given by the particles dimension. Obviously this is only a first
approximation and its limit will be clarified later.
Let’s consider two gasses labelled a and b, with number densities na and na
respectively. Fallowing the same reasoning used in the previous section, we
can write the total number of interactions of one molecule of gas a with both
gasses as:

Na = Vana,

where the volume of interactions of the particle in gas a with gas a and b is:

Va = σaadaa + σabdab. (2.12)
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In this formula daa and dab are the distances travelled by the particle in gas
a relative to gas a and b respectively, which can be written as:

daa = vaat =
√

2vat,

dab = vabt =
√
v2
a + v2

b t,

where vaa and vab are the relative velocity of the molecule in gas a relative
to gas a and b respectively.
In formula 2.12 also, σaa and σab are the collisional cross section of the
molecule in gas a with gas a and b respectively which, following the same
approach outlined in the previous section, can be written as:

σaa = πd2
a, (2.13)

σab = π

(
da + db

2

)2

. (2.14)

It is almost certain that the correct expression for σab would contain an in-
teraction contribution, which we are ignoring in order to give a first order
approximation of the mean free path. In our case (caesium diffusing in ni-
trogen) we find that the value of σab predicted by equation 2.14 is ≈ 0.64
times the experimental value found in [57]; for this reason we will use the
theoretical expression of σab in the equation. Putting everything together we
can extend formula 2.11 to obtain the mean free path of molecule in gas a in
both gasses:

l =

(
√

2πd2
ana +

√
1 +

ma

mb

π

(
da + db

2

)2

nb

)−1

,

where we have used:
v2
b

v2
a

=
ma

mb

,

which comes from equation 2.8.

2.4.3 Numerical Conclusions

We applied the conclusions outlined in the previous sections in 3 cases: cae-
sium vapour alone, nitrogen gas alone and caesium vapour in nitrogen gas,
assuming that the temperature of the sample and the nitrogen pressure are
respectively 110◦C and 100 Torr; we also assume that the diameter of a cae-
sium atom and a nitrogen molecule is respectively dCs = 2 × 265 pm and
dN2 = 370 pm [58]. The results are expressed in the following table:
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Cs N2 Cs in N2 unit
Pressure 0.001 100 0.001 Torr
Thermal Velocity 247 538 247 mm/ms
Free-Path 3· 104 6.2 0.5 µm
Time of Flight 1.2· 105 11.5 2 ns
Diffusion C. 2.5 · 103 1.11 0.04 mm2/ms
Time for 1 mm 2 · 10−4 0.5 12 ms

The effect of 100 Torr of nitrogen is evident from the last row of the table;
the time to diffuse caesium in 1 mm goes from 202 ns, without buffer gas, to
∼12 ms with nitrogen, ∼ 6 · 104 longer. This result clearly demonstrates the
utility of using nitrogen as a buffer gas.
The presence of buffer gas reduces the rate of spin de-coherence due to cae-
sium atoms colliding with each other and with the cells walls; at a certain
buffer gas pressure the spin de-coherence due to caesium atoms colliding with
the buffer gas itself will start to prevail [59]. This implies the existence of a
optimum buffer gas pressure at which the overall de-coherence phenomena is
minimized.



Chapter 3

Caesium Spectroscopy

We use the spectroscopic properties of the sensor head to measure the amount
of caesium and nitrogen in the cell volume and obtain precise information on
the azide dissociation process.
The following chapter gives an introduction on the caesium spectroscopy and
shows how it applies first in the simpler case of a reference cell filled only
with caesium, and then in the sensor head where we extend the analysis
to include the effects of the buffer gas. In the chapter we detail also the
procedures followed to give a complete spectroscopic analysis of the sensor
head.

3.1 Initial Definitions

As a laser radiation passes through a medium (usually in the vapour form), it
is absorbed1 to an extent depending on the medium thickness and the laser-
matter interaction level. This is usually modelled defining the absorbance
A as:

A = αL, (3.1)

where α is the absorption coefficient of the medium, and L the optical
path of the laser2.
Since the absorption is proportional to the medium number density n (i.e.
the number of molecules per unit volume of the medium), we can write:

α = σn, (3.2)

1More precisely the light is absorbed and then scattered through spontaneous emission.
2The absorbance is a dimensionless quantity while the absorption, measuring the ab-

sorbance per unit length, is measured in m−1.

25



CHAPTER 3. CAESIUM SPECTROSCOPY 26

where σ is called cross section which measures the laser-matter interaction
level3.

Beer-Lamber law The total cross section (and so the total absorption co-
efficient and absorbance) is not directly observable. What is usually observed
is the intensity of the laser at the end of the cell. The relationship between
the two quantities can be determined using the so called Beer-Lamber law4

which describes the intensity of the beam inside the cell:

d

dx
I(x) = −αI(x). (3.3)

If α is independent on the intensity (or is very weakly dependent on it), the
equation can be easily integrated and the intensity at the end of the cell,
called transmitted intensity, is given by:

IT = IL = I0e
−αL = I0e

−A,

where I0 = I(0) and IL = I(L) are respectively the intensity at the beginning
and the end of the laser optical path in the medium. It is often useful to use
its normalized value, called transmission, given by:

Tn =
IL
I0

= e−A. (3.4)

In the same way one can define the absorbed intensity as:

Ia = I0 − IL = I0(1− e−A),

and its normalized value called absorption5 given by:

Ab =
Ia
I0

= 1− e−A.

From this equation it follows that, if the absorbance is very low, it is prac-
tically equal to the absorption: Ab ≈ A and the corresponding transmission
in this case is Tn ≈ 1− A.

3In laser physics, transition cross sections, usually dependent on the laser frequency,
are used to quantify the likelihood of optically induced transition events, e.g. of absorption
or stimulated emission. Typically, such transitions involve resonances, which can lead to
strongly peaked cross-section spectra.

4We will provide a theoretical demonstration of the Beer-Lamber law in chapter 7.
5The absorption Ab has not to be confused with the absorption coefficient α.
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3.2 Caesium D Line

We are exciting the outer most electron of the caesium structure, from a state
of orbital angular momentum L = 0 to a state of orbital angular momentum
L = 1 (D line).

Fine Structure The coupling between the orbital angular momentum ~L
with the spin ~S of the electron determines the fine structure doublet [7].

The total electron angular momentum is then given by ~J = ~L + ~S and the
corresponding quantum number J must lie in the range:

|L− S| ≤ J ≤ L+ S.

For the ground state, where L = 0 and S = 1/2, the only allowed value of
J is 1/2; for the excited state, where L = 1, there are two possible values
of J , 1/2 and 3/2. The energy of any particular level is shifted according to
the value of J , so that the D line is split into two components, the D1 line
(62S1/2 → 62P1/2) and the D2 line (62S1/2 → 62P3/2)6.

HyperFine Structure The hyperfine structure is the result of the cou-
pling of the total angular momentum J with the nuclear angular momentum
I [7]. The interaction is similar to that of two magnets, that of the nucleus
and that of the electron; based on whether the nuclear and electron spins are
parallel or anti-parallel, the interaction gives rise to two very closely spaced
electronic energy levels7.
The total atomic angular momentum F is then given by F = J + I. As
before, the magnitude of F can take the values:

|J − I| ≤ F ≤ J + I.

For the caesium ground state, J = 1/2 and I = 7/2, so F = 3 or F = 4.
For the D1 excited state (62P1/2) as well, F is either 3 or 4, while for the
D2 line (62P3/2), F can take any of the values 2, 3, 4, or 5, and the atomic

6The meaning of the energy level labels is as follows: the first number is the principal
quantum number of the outer electron, the superscript is 2S+1, the letter refers to L (i.e.,
S ↔ L = 0, P ↔ L = 1), and the subscript gives the value of the total electron angular
momentum J .

7It is this pair of precise and closely spaced energy levels that makes possible the
caesium clock mechanism. The splitting is tiny, about 10−5 the ionization energy and
even 10−3 smaller then the thermal kinetic energy of the atom. But the exceptional
precision of that tiny energy splitting allows to measure time with a precision of 1 part in
1017 (equivalent to 1 second in 1.8 billion years) [60].
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energy levels are shifted according to the value of F .
We use the D1 line cause it has a simpler hyperfine structure: only 4 levels
for the D1 versus 6 levels for the D2 line.

3.2.1 D1 Transitions

The hyperfine atomic structure of the caesium D1 line is shown in figure 3.1.
The 4 allowed transitions, labelled using the ground to excited total angular
momentum (Fg → Fe) are [7]:

i Fg → Fe ν Frequency (GHz)
1 4→ 3 ν1 0
2 4→ 4 ν2 1.167 680
3 3→ 3 ν3 9.192 631 770
4 3→ 4 ν4 = ν3 + ν2 10.36 031 177

The transitions are ordered from lower to higher energy using the transition
number i going from 1 to 4. The corresponding frequencies are shown.

3.2.2 D1 Cross Sections

A laser, tuned close to the caesium D1 line, when passing trough a cell filled
with caesium vapour alone, stimulates in general all the four transitions in
different measure. Formally the total absorption coefficient α is the sum of
different contributions αi corresponding to the 4 transitions of the D1 line.
We can then write:

α =
4∑
i

αi

The absorption coefficient can be obtained from the imaginary part of the
(dimensionless) susceptibility χ as [32]:

αi = kIm(χi), (3.5)

where k = 2π/λ is the laser wave number and λ the laser wavelength. It can
be shown that the imaginary part of the susceptibility χi is [32]:

Im(χi) =
Si

2(2I + 1)

n

~ε0
fi(ν), (3.6)

where ~ is the reduced Planck’s constant, ε0 is the vacuum permittivity, I
the caesium nuclear spin (7/2), fi(ν) is the line-shape of the i-th transition8

8The dimension of fi(ν) is second while
d20n
~ε0 has dimensions of Hz so that Im(χi) is

dimensionless.
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Figure 3.1: Caesium D1 hyperfine structure [7].
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and Si is the strength of the i-th transition Fg → Fe defined as:

Si =
∑
mg

| 〈Fgmg|dq|Feme〉 |2

where | 〈Fgmg|dq|Feme〉 |2 represents the strength of the transition

|Fgmg〉 → |Feme〉, dq is the component q of the dipole operator ~d in the
spherical basis (see appendix C.3) and q represents the light input polariza-
tion (linear for q = 0 and circular for q = ±1). The sum is done only over
mg because for fixed polarization me = mg + q, however in the next section
we show that the line strengths Si are independent on q.

Transitions Strength Using the Wigner-Eckart theorem [7, 61] we can
write:

〈Fgmg|dq|Feme〉 = 〈Fg|~d|Fe〉 (−1)Fe+mg−1

(
Fe 1 Fg
mg −q −mg

)
. (3.7)

This expression can be further expanded using the relationship between
〈Fg|~d|Fe〉 and 〈Jg|~d|Je〉 [62]:

〈Fg|~d|Fe〉 = 〈Jg|~d|Je〉 (−1)Fe+Jg+I+1
√

(2Fe + 1)(2Jg + 1)

{
Jg Je 1
Fe Fg I

}
.

(3.8)

and the analogous relationship between 〈Jg|~d|Je〉 and 〈Lg|~d|Le〉 [61]:

〈Jg|~d|Je〉 = 〈Lg|~d|Le〉 (−1)Je+Lg+S+1
√

(2Je + 1)(2Lg + 1)

{
Lg Le 1
Je Jg S

}
.

(3.9)
The terms in between the rounded and curled brackets are known as the
Wigner 3j and 6j symbols respectively. In our case (where Lg = 0, Le =
1, Jg = Je = 1/2, S = 1/2), 3.9 results in:

〈Jg|~d|Je〉 =
d0√

3
,

where the matrix element of the dipole operator ~d is defined as:

d0 := 〈Lg|~d|Le〉 . (3.10)

Using equations 3.7, 3.8 and 3.9, it is possible to factor the element d0 out
of the transition strength Si, and write:

Si =
∑
mg

| 〈Fgmg|dq|Feme〉 |2 = si| 〈Lg|~d|Le〉 |2 = sid
2
0, (3.11)
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where si depends on Fg and Fe; one usually refers to si as the line strength
of the i-the transition Fg → Fe. The values of si, corresponding to the 4
transitions of the caesium D1 line are independent on q, and are reported in
the following table:

i Fg → Fe s(Fg, Fe)
1 4→3 7/12
2 4→4 5/12
3 3→3 7/36
4 3→4 7/12

Alternative Line Strengths Note that the sum over q of the transition
components 〈Fgmg|dq|Feme = mg + q〉 (labelled s̄(Fg, Fe)) is independent on
the the particular magnetic sub-level mg chosen; in fact:

s̄(Fg, Fe) =
∑
q

| 〈Fgmg|dq|Feme = mg + q〉 |2 = (2Fe+1)(2Jg+1)

{
Jg Je 1
Fe Fg I

}2

.

that’s why some sources (see for example [7, 57]) use this expression as an
alternative definition for the line strengths. Furthermore this numbers obey
the following sum rule [7]: ∑

Fe

s̄(Fg, Fe) = 1.

Even tough we won’t use this definition, we report the alternative line strengths
s̄(Fg, Fe) in the following table:

i Fg → Fe s̄(Fg, Fe)
1 4→3 7/12
2 4→4 5/12
3 3→3 1/4
4 3→4 3/4

Decay rate We can find a more convenient expression for d0 using the
expression for the lifetime of the transition [63]:

Γ =
k3

3πε0~
2Jg + 1

2Je + 1
| 〈Jg|~d|Je〉 |2, (3.12)

the matrix element 〈Jg|~d|Je〉 is connected to the dipole element d0 by equation
3.9; so one can write:

Γ =
k3d2

0

9πε0~
.
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Cross Section Using equation 3.5 and 3.6 with the results in equation
3.11, the cross section of the i-th transition can be written as:

σi =
αi
n

=
kIm(χi)

n
=

si
2(2I + 1)

d2
0k

~ε0
fi(ν). (3.13)

We can use the expression previously found for the transition lifetime (equa-
tion 3.12) to write a more convenient expression for the cross section of the
i-th transition:

σi = siσ0Γfi(ν).

where we have defined:

σ0 =
9π

2(2I + 1)k2
=

9π

16k2
,

As for the absorption coefficient, using equation 3.2, we can express the total
cross section σ as the sum of different contributions σi coming from the 4
transitions of the D1 line:

σ =
4∑
i

σi = σ0Γ
4∑
i

sifi(ν), (3.14)

The formula can be extended to the absorption coefficient as:

α = α0Γ
4∑
i

sifi(ν),

defining α0 = nσ0; in the same way the absorbance can be written as:

A = A0Γ
4∑
i

sifi(ν), (3.15)

where we have defined A0 = α0L = nσ0L which is a measure of the total
absorbance integrated over all frequencies, since each function fi(ν) is already
normalized. The value of A0 is highly temperature dependent, cause of the
strong dependency of the vapour pressure n on the temperature (see section
2.3.1).

Line Shape The line shape fi of each transition is described by a Voigt
profile [32], which is a convolution of a Gaussian profile of width σg with a
Lorentzian profile of width σl (see appendix A.1). Formally we can write:

fi(ν) = Voigt(ν, νi, σg, σl),
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where νi is the centre frequency of each transition and σg and σl are respec-
tively its Gaussian and Lorentzian width9.
If the medium is composed of caesium vapour alone, the width σl is simply
given by the natural decay rate γ = Γ/2π of the D1 transition [7].
The Gaussian width σg is due to thermal Doppler broadening and given
by [64]:

σg = νD1

√
kbT

mCsc2
, (3.16)

where T is the temperature of the caesium vapour, kb is the Boltzmann
constant, mCs is the mass of the caesium atom, c is the speed of light and
νD1 is the D1 central frequency. Each of the four hyperfine lines share the
same Doppler and Lorentzian width σg and σl.

Caesium Spectrum An example of the corresponding transmission spec-
trum of pure caesium at room temperature can be seen in figure 3.2, where
the four transitions have been outlined. The function used to model the
transmission is obtained from equations 3.4 and 3.15:

IT = I0 exp

(
−A0Γ

4∑
i

sifi(ν)

)
(3.17)

3.3 Buffer Gas Effects

If the cell contains caesium vapour with a buffer gas10 the absorbance shape
3.15 is modified by two phenomena:

� Shift: the centre frequencies νi of the four lines are shifted by the same
amount s proportional to the pressure p of the buffer gas [64,65,66,67,
68,69]:

s = δp, (3.18)

where δ is a constant dependent on the particular buffer gas and slightly
dependent on the temperature. For nitrogen gas this dependence is
[66,68]:

δ(T ) = δ(Tr)

(
Tr
T

)0.82

, (3.19)

9Note that, as explained in the appendix, while the Lorentzian width is the half width
at half maximum, the Doppler one is the standard half width at 1/

√
e maximum.

10Possible buffer gasses, other then nitrogen (N2), are hydrogen (H2), Hydrogen deu-
teride (HD) and Methane (CH4).
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Figure 3.2: Example of the transmission spectrum for the caesium D1 line.
The data is obtained from the model in equation 3.17, assuming a tempera-
ture of 25◦C.



CHAPTER 3. CAESIUM SPECTROSCOPY 35

γp(MHz/Torr) Tr(K) Source γp at 318 K
15.82± 0.05 318 [64] 15.23
16.36± 0.02 323 [64] 15.87
15.66± 0.08 333 [64] 15.43
19.51± 0.06 294 [70] 18.06
30.93± 295 5.71 [71] 28.69
14.73± 294 0.69 [72] 15.73
δ(MHz/Torr) Tr(K) Source δ at 318 K
-7.69± 0.01 318 [64] -7.22
-7.71± 0.01 323 [64] -7.34
-7.41± 0.01 333 [64] -7.23
-8.23± 0.02 294 [70] -7.25
-7.38± 0.11 295 [71] -6.52
-8.90± 0.69 393 [72] -9.95

Table 3.1: Measured broadening and shift rates for the D1 transition of
caesium due to nitrogen gas. The last column shows the reference values at
318 K.

where Tr is a reference temperature.

� Broadening: the Gaussian width is not affected by the presence of
the gas while the Lorentzian broadening σl is a linear function of the
buffer gas pressure [64,65,69,70]:

σl(p) = γpp+ Γ, (3.20)

where γp is a constant dependent on the particular buffer gas. This
phenomena is known as pressure broadening and it is also shown
to be dependent on the temperature [64]; in fact, for nitrogen gas, the
coefficient γp can be written as:

γp(T ) = γp(Tr)

(
Tr
T

) 1
2

. (3.21)

Nitrogen As already mentioned, nitrogen is the buffer gas in our sensor
head. Table 3.1 shows the values11 for both γp(Tr) and δ(Tr) for nitrogen at
the temperature of measurement. Reference values are extracted at a com-
mon temperature (318 K) using respectively equations 3.19 and 3.21. The
weighted averaged value of γp at 100◦C is 15.31 MHz/Torr. The weighted

11The table shows the pressure broadening as the full width at half maximum (FWHM).
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Figure 3.3: Expected broadening (on the left) and shift (on the right) as a
function of nitrogen pressure for fixed temperature (100◦C).

Figure 3.4: Expected broadening (on the left) and shift (on the right) of the
D1 caesium spectrum as a function of temperature for fixed nitrogen pressure
(100 Torr).

averaged value of δ at the same temperature is -6.78 MHz/Torr.
It is worth noticing that the ratio between the broadening and the shift is
very slightly dependent on temperature and can be viewed as a fingerprint
of the buffer gas. For nitrogen gas this value is -2.3 (around 110◦C).
The plots in figure 3.3 show the expected broadening and shift of the D1 cae-
sium spectrum as a function of the nitrogen pressure, while the plots in figure
3.4 show the expected broadening and shift as a function of temperature for
constant nitrogen pressure (100 Torr)12. As it can be seen from the plots,
the broadening and (absolute) shift both increase with nitrogen pressure and
temperature.

12When considering the temperature dependency of the broadening and the shift, one
has to take into account that the pressure grows linearly with the temperature as well (as
a consequence of the ideal gas law); so the formula p/T = k, where k is a constant, has
been included.
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Caesium Spectrum with Buffer Gas We modeled the expected spec-
trum of the sensor head filled with caesium and nitrogen gas using the same
model, in equation 3.17, used for a reference cell filled with caesium alone,
where the line shapes fi of the 4 transitions are now described by:

fi(ν, T, p) = Voigt(νi − s, σg(T ), σl(p)), (3.22)

where the effect of the shift and the broadening has been included by the
factors s and σl(p) respectively.
Figure 3.5 plots the expected cell transmission at different nitrogen pressures:
the shift and broadening of the lines is evident. As it can be seen, when the
nitrogen pressure is less than ≈100 Torr the spectrum shows 4 normal peaks
slightly shifted and broadened. For higher pressure values the transitions
4 → 3 and 4 → 3, as well as the transitions 3 → 3 and 3 → 3 cannot
be resolved due to pressure broadening; at this point the spectrum shows
2 peaks. Above ≈800 Torr no transition can be resolved and the spectrum
shows a very broadened and shifted single peak.

3.4 Sensor Head Spectroscopy

We present here the set-up, the software and the procedure used to obtain a
complete spectroscopic characterization of the sensor head.

3.4.1 Set-up

The experimental set-up implemented to obtain a full spectroscopic charac-
terization of the sensor head is described in figure 3.6. As it can be seen the
linearly polarized laser beam is directed trough the sensor head, to detect
its spectroscopic properties. The beam intensity is lower than the saturation
intensity of caesium (≈ 2.5 mW/cm2 = 25 µW/mm2 [7]) to avoid power
broadening. The beam is divided several times using a 90-10 fiber coupler
and 2 un-polarizing beam splitters.
As it will be fully described in section 3.4.2 part of the beam is used to com-
pensate the laser background; a second beam is directed though a Fabry-
Perot etalon to compensate the non-linearity in the laser frequency scan; a
third beam, directed through a 10 cm long cell, containing caesium vapour
alone, is used as a spectroscopic reference.

3.4.2 Reference Signals

We used a Toptica diode laser to investigate the spectroscopic properties
of the sensor head. As we explained in section 3.3, the buffer gas in the
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Figure 3.5: Example of the theoretical predicted caesium absorption spec-
trum broadened by the presence of nitrogen gas at different pressures and
fixed temperature (100◦C). The four vertical lines corresponds to the 4 tran-
sitions of the caesium D1 line. Note that the scale in the lower plot is ex-
panded. The shifts and broadening parameters are determined empirically
from [64,70,71,72]



CHAPTER 3. CAESIUM SPECTROSCOPY 39

Figure 3.6: Experimental set-up implemented to study the spectroscopy of
the sensor head.
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cell substantially changes the detected spectrum compared to a cell with no
buffer gas. To quantify this perturbation we use a reference system (called
black box ) which provides 3 signals:

� intensity normalization: the laser light frequency is scanned with
an amplitude of about 30 GHz (at a rate of 13 Hz), around the central
frequency νD1 of the caesium D1 line. The scanning process produces an
undesired and almost linear background, which affects all other signals
deteced; by capturing a fraction of the input laser light the signal are
re-normalised with a proper signal division.

� Etalon Fringes: the scanning process is non-linear in frequency; we
use the signal coming from a Fabry Perot (etalon) system to map and
compensate this non-linearity (see section 3.4.2).

� Caesium D1 lines: the transmitted signal from a cell filled with cae-
sium alone provides the reference caesium D1 spectrum.

Etalon Fringes

A Fabry Perot etalon consists of a transparent plate with two reflecting sur-
faces. The transmitted signal is caused by the interference between the mul-
tiple reflections of light between the two surfaces. Constructive interference
occurs if the transmitted beams are in phase, which corresponds to a high-
transmission peaks; destructive interference occurs if the beams are out-of-
phase, which corresponds to a transmission minimum. Whether the beams
are in phase or not depends on the wavelength (λ = c/ν) of the light (in
vacuum), the angle the light travels through the etalon (θ), the thickness of
the etalon (l) and the refractive index n of the material between the reflect-
ing surfaces [73]. The phase difference δ between each successive transmitted
pair of beams is given by:

δ =
2π

λ
2nl cos(θ). (3.23)

The etalon free spectral range (FSR) F is defined as the spacing, in optical
frequency, between two successive reflected beams and it can be re-written
as:

F =
c

2nl cos(θ)
,

and be used to re-write equation 3.23 as:

δ =
2π

F
ν,
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where ν = c
λ

is the laser frequency. If both surfaces have a reflectance R, the
transmission (defined in section 3.1) of the etalon is given by:

Tn =
1

1 + F sin2( δ
2
)
, (3.24)

where:

F =
4R

(1−R)2
.

The reflection R is connected to the etalon refractive index n by:

R =
n− 1

n+ 1

2

.

Since the etalon is made by glass (n ≈ 1.5), the reflectance index is very small
(R ≈ 4%), and in this case the transmission function can be approximated
to:

Tn ' 1− F

2

(
1− cos

(
2π

F
ν

))
, (3.25)

which is a sinusoidal function of the laser frequency ν.

Non-linear Scanning Spectroscopic signals are a sequence of discrete
numbers Si where S represents usually a transmitted intensity, and i the
discrete sequential numerical label identifying the data point. Since the laser
is scanned, i is a measure of the laser frequency ν; in the simplest case the
relationship between the two is just linear, and given by:

νi = c1(i− i0),

where c1 is the proportionality factor and i0 is the measure point in which
the frequency is set conventionally13 to 0.
In reality the laser scanning process is non-linear; in other words the previous
formula has so been extended to include higher order components. In most
cases a second order approximation is sufficient. We can then write:

νi = c1(i− i0) + c2(i− i0)2, (3.26)

where c2 represents the second order factor.
The non-linearity can be mapped and compensated using the transmitted
signal from the etalon (like the one in equation 3.25). Figure 3.7 shows
the observed etalon signal and its fitted sinusoid using both linear and non
linear functions. As it is evident, a non-linear mapping of the frequency is
necessary.

13This usually corresponds to the first absorption peak of the caesium reference spec-
trum.
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Figure 3.7: Etalon signal fitted both with a linear (at the left) and non-linear
(at the right) frequency map. The non-linear model fits the data much more
accurately. The etalon FSR is ≈ 10.2 GHz.
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Figure 3.8: The data shows the reference D1 line spectrum (blue) and the
corresponding fit (orange). The reference cell contains caesium alone with
no buffer gas and so no pressure broadening is observed.

Caesium Reference Spectrum

As said, we use a reference cell filled with caesium alone to provide a reference
spectrum for the D1 line. Figure 3.8 shows a real example of a reference D1

line spectrum signal. We fit the data expanding the model in equation 3.17
to:

IT = I0(ν) exp

(
−A0Γ

4∑
i

sifi(ν)

)
+ p, (3.27)

where we have assumed a non-constant laser background, which is due to
etalon fringes caused by the opposite glass aperture of reference cell, and an
offset, called pedestal, due to non-resonant frequency components in the laser
spectrum. As said each function fi is given by a Voigt profile; as is it fully
explained in appendix A.1, this function is computationally very demanding,
that’s why a numerical approximation has been used for fitting purposes.

3.4.3 Sensor Head Signal

Figure 3.9 shows an example of the spectroscopic signal recorded from the
sensor head. We fit the data using the model in equation 3.17, with the Voigt
functions in equation 3.22; the process allows to provide an estimate of the
shift and broadening of the 4 lines, which is combined to give an estimate of
the nitrogen pressure inside the sensor head (≈ 174 Torr in this case).
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Figure 3.9: Spectroscopic signal from the sensor head cell (blue) and corre-
sponding fit (orange). The measured nitrogen gas pressure, from broadening
and shift, is ≈ 174 Torr.

3.4.4 Spectrum Analysis Software

We have created a data analysis tool using Wolfram Mathematica® to rapidly
extract the main spectroscopic properties of the sensor head directly from
our computerized oscilloscope. The software interface is shown in figure 3.10.
Its main sections are here described:

� mask: these button opens an input windows in which the main prop-
erties of the sensor head can be stored; these range from cell id, experi-
mental parameters, azide content, total UV exposure time and cell side
lengths. From the azide content and cell volume the program extracts
the expected nitrogen pressure, using equation 2.6, useful to obtain an
initial guess of the shift and broadening for the fitting process. In this
context, the user can chose the polynomial order to use to model the
sensor head signal background.

� With no laser light, the detectors still record small constant offsets that
need to be subtracted from the real spectroscopic signals. The offset
section is used to locate these files.

� The section simulate allows for a full data simulation, which has been
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Figure 3.10: Spectrum Analysis Software interface.
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Figure 3.11: An example of the fitting result outputted by the software.

useful to verify the internal consistency and accuracy of the fitting
process.

� The section data allows to locate the folder containing the real spec-
troscopic signals and to plot them before fitting.

� Finally the data can be fitted using the corresponding button. An
example of the result outputted by the program is shown in figure 3.11.
The window show the sensor head main parameters and the numerical
results obtained from the fit; these are the absorption, broadening and
shift, the extracted nitrogen pressure and the broadening to shift ratio.
On the right side a plot of the original sensor head signal is shown with
the corresponding fit.

As said in section 3.4.2, in order to proper fit the spectroscopic signal from
the sensor head we record 3 more signals: the intensity background, the
etalon fringes, and a reference caesium spectrum. The algorithm used to
manipulate these signals is:
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� Data normalization: the intensity background signal is fitted with a
third order polynomial and all the other signals are divided by its cor-
responding fit.

� The 4 peaks of the reference caesium spectrum are extracted and used
to give an initial guess of the frequency to data point parametrization
(see equation 3.26), which results in an estimate of the parameters i0,
c0 and c1.

� The etalon signal is fitted using equation 3.25 together with 3.26 to
perfect the estimate of c1 and c2.

� The reference caesium signal is fitted using equation 3.17 to ameliorate
the estimate of i0. The Lorentzian broadening is fixed to the natural
line-width (γ) while the Gaussian width to the thermal broadening in
equation 3.16.

� The sensor head spectrum is fitted using formula 3.17 with the Voigt
function in equation 3.22. The fit returns the caesium absorption, and
the shift and pressure broadening caused by the nitrogen.

� The nitrogen pressure in the sensor head is obtained combining the
measures of the shift and broadening obtained from the fit.

Spectroscopy Automation TI has successfully implemented a robotic
system which allows for the automatic characterization of an entire wafer in
a relatively short period of time. The system set-up is conceptually iden-
tically to the one in figure 3.6 with the addition of a robotic system which
sequentially move the wafer at regular steps: in this way the laser auto-
matically intersects each cell in the wafer to detect a proper spectroscopic
signal. The data is then sent to a computerized system which, using a soft-
ware similar to the one in figure 3.10, automatically records the spectroscopic
properties of each cell. This system would be especially useful for possible
mass production of the sensor heads.

3.5 Spectrum and Temperature

We analysed the properties of the sensor head spectrum as a function of
its temperature. Figure 3.12 shows the different spectra taken at different
temperatures. From each fit we extracted the absorbance, the broadening
and the shift.
Figure 3.13 shows the extracted absorbance A0 which, as it can be seen, tends
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Figure 3.12: Sensor head spectra at different temperatures. The top plots
refers to the normalised transmission data at different temperatures, while
the lower plots to the their corresponding fits.
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Figure 3.13: The absorption (obtained from the fit of each spectra) plotted
against the sensor head temperature. The exponential behaviour has been
fitted with equation 3.28.

to increase exponentially with the temperature. As described in section 3.2.2
(see formula 3.15), A0 has been defined by:

A0(T ) = n(T )Lσ0, (3.28)

where L = 1 mm is the depth of the sensor head corresponding to the optical
length of the laser. This function is highly dependent on the temperature
and has been used for fitting the absorbance curve; as it can be seen from
the plot in figure 3.13 the function 3.28 well describes the data.
Figure 3.14 plots the corresponding extracted pressure broadening which,
contrary to expectations (see figure 3.4), shows a decreasing behaviour as
a function of temperature; this results may be explained by the presence
of other buffer gasses in the sensor head, possibly liberated during the UV
exposure.

3.6 Spectrum and UV Exposure

We have analysed the azide dissociation process using the spectroscopic data
collected at subsequent UV exposure times of the same sensor head cell.
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Figure 3.14: The pressure broadening (obtained from the fit of each spectra)
plotted against the sensor head temperature. The plot shows a decreasing
trend which is not predicted by equation 3.20.
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From each spectrum the absorbance and the pressure broadening have been
extracted; the first is used to give a relative measure of the caesium pressure,
while the latter to extract the nitrogen pressure inside the sensor head.
Figure 3.15 shows the cell spectra taken at subsequent exposure times; the
extracted absorbance is plotted in fig 3.16, while the extracted nitrogen pres-
sure (from pressure broadening) is plotted in figure 3.17. As it can be seen,
initially (in the first hour) no spectrum is detected because the caesium liber-
ated by the UV exposure process firstly condenses on the cell internal walls;
the rapidity of the saturation in the absorbance plot is explained by the very
low pressure required to fill the cell volume at a given temperature; the rest
of the caesium atoms will condensate on the cells walls as caesium droplets.
The nitrogen pressure shows an incomplete saturation behaviour which sug-
gests that the UV dissociation process is still not totally completed after 29
hours; the data can still be described by a saturation curve but with a much
bigger time scale. The dissociation process is still not finished after 29 hours
or other gasses are liberated interfering with the analysis.
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Figure 3.15: Sensor head transmission spectra at subsequent UV exposure
times (upper plot); the fitted and normalized values are shown for a compar-
ison otherwise not possible with real data. The lower plots show the same
spectra where both transmission and frequency scales have been adjusted to
improve visual comparison.
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Figure 3.16: Extracted absorbance as a function of the UV exposure time.

Figure 3.17: Extracted nitrogen pressure (from broadening) as a function of
the UV exposure time.
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The Magnetometer
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Chapter 4

The Experiment

In the following chapter we describe the experimental set-up of the magne-
tometer on the optical table, the physical principle behind it and how a mag-
netic signal is extracted from an oscillating optical signal. We then present
a way to measure the level of noise on the measured magnetic field1, and
introduce the concept of sensitivity used as the standard way of measuring
the performances of a magnetometer.

4.1 Set-up

We build a magnetometer mainly following the amplitude modulated [2, 21,
74] Bell-Bloom [1, 75] scheme2. The experimental set-up is shown in figure
3.6. The diode laser frequency is tuned to the 3 → 3 transition of the D1

caesium spectrum; its intensity is varied using a combination of a λ/2 wave-
plate with a polarizing beam splitter (PBS): the laser intensity is adjusted
by rotating the wave-plate optic axes.
The light is focused in an acusto-optic-modulator (AOM); this devices con-
sists of a piezoelectric transducer which creates sounds waves in a material
made of quartz. By properly tilting the AOM, the input light is deflected
from the flat sound waves into several orders, the higher the order the higher
the diffraction angle3. With a good alignment, almost all light can be de-
flected into the first order beam, so that the AOM can be considerer as an
optic gate4. The light intensity is modulated by electronically driving the

1The magnetic field is measured in Tesla (T) or Gauss (G): 1T = 104 G or 1G = 100 µT.
2The main difference is that we don’t modulate the light at the larmor frequency but

we detect instead the FID
3The direction of the zero order beam coincides with that of the incident light.
4The AOM efficiency (defined as the first to zero order power ratio) achieved is around

88%.

55



F
ig

u
re

4.
1:

E
x
p

er
im

en
ta

l
se

t-
u
p

of
ou

r
B

el
l-

B
lo

om
ty

p
e

m
ag

n
et

om
et

er
.



CHAPTER 4. THE EXPERIMENT 57

AOM with a RF pulse generator.
To activate, the AOM needs a sinusoidal input signal at 80 MHz with a
power of 30 dBm (=1 W); before being supplied to the AOM, this signal
is multiplied with a RF square function generated by a pulse generator, so
that the first-order laser light intensity is modulated synchronously with the
RF pulse; the result is that a short impulse, which works as the pump, is
followed by a longer and weaker beam, called the probe.
The modulated light is elliptically polarized using a λ/4 wave-plate before
being focused in and out of the sensor head. The laser beam size is adjusted
with a set of telescopic lenses and the position of the main lens is mapped
against the beam size in correspondence of the sensor head.
Two pairs of Helmholtz coils surround the cell and generate two independent
(low noise) magnetic fields, one in the direction of the beam and the other
perpendicular to the laser direction and parallel to the earth magnetic field5.
The coils driver schematic is shown in appendix B.1.1: the circuit can drive
two independent magnetic fields (one parallel and one perpendicular to the
laser light) with intensity up to 100 mG.
The cell is heated with a pair of circular resistive coils positioned close to its
opposite glass surfaces. The heater current is chopped on and off and the
signal is analysed only in the off stage, to avoid undesired magnetic noise.
The circuit schematic of the heater driver is presented in appendix B.1.2; the
driver transforms a RF periodic voltage signal (from a pulse generator) in
the corresponding current signal, necessary to drive the heater. The mag-
netic shield6 protects from external magnetic influences both the cell and the
coils.
All the wires reaching the cell inside the magnetic shield, particularly the
coils and heater wires, are made of copper and double twisted to avoid un-
desired magnetic fields.
Finally, the transmitted light from the cell is split into into its two linear
polarization components: parallel (‖) and perpendicular (⊥); the term par-
allel refers to the linear component of the laser which is transmitted by a
PBS, while the term perpendicular refers to the component that is reflected.
The two polarization components of the Larmor oscillations are found almost
out of phase; this suggests the use of the polarimeter for signal subtraction;
for this reason the polarimeter returns also the difference of the two signals
(labelled difference).

5We label these two magnetic fields with the terms parallel and perpendicular whether
their direction is respectively parallel or perpendicular to the laser beam.

6The level of shielding is around 200.
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The Coils Our sensor is located in the middle point of two orthogonal pairs
of Helmholtz coils. It is commonly known that, in this point, the magnetic
field, produced by each pair of coils, is quite uniform.
The magnetic field is calculated formally in literature only in the centre of
the coils, or at best, along its axis (the one perpendicular to the coils plane,
and passing through the coils centres). Since our sensor is mostly spread
along the perpendicular axis, we calculated the magnetic field produced in a
generic point in space to give an exact estimate of the magnetic uniformity.
To reach this goal we first calculate the magnetic field of a single coil in a
generic point in space, then we generalize these results to the Helmholtz coils
and give an analytical and numerical expression for the magnetic uniformity
for our experimental case.
As fully explained in the appendix B.2, an expansion of the uniformity up to
order 4 was necessary. The uniformity in the centre of the double Helmholtz
coil structure is less than one part over 1000; since the coils deliver a magnetic
field intensity up to 100 mG, the maximum noise due to the coils is 0.1 mG
= 10 nT.

4.2 Physical Principle

The physics of the experiment can be modelled by a four-step process:

1. When a magnetic field is present, the ground and excited Zeeman sub-
levels of the D1 caesium spectrum are non-degenerate: a level with total
angular quantum number F splits into 2F+1 magnetic sub-levels. This
allows the pump to transfer population in one of the two ground state
sub-levels with highest absolute magnetic quantum number (mF =
±F ) by optical pumping. If the input laser polarization is σ+, the
population will be transferred to the mF = F ground-state sub-level,
otherwise if the input polarization is σ−, the population is transferred
to the mF = −F sub-level. An example of optical pumping with σ+

light on a simplified two level system, can be seen in figure 4.2. As
it will explained in chapter 6, this imbalance results in a macroscopic
magnetization ~m build in the direction of the laser beam.

2. After a macroscopic magnetization is created by optical pumping, the
high intensity pump is followed by the low intensity probe beam. In
this way the magnetization vector ~m can precess around the magnetic
field vector ~B at the so called Larmor frequency (νl), proportional

to the field amplitude itself (B = | ~B|) [29, 30,76,77]:

ωl = 2πνl = γB = 2πγνB, (4.1)
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Figure 4.2: An illustrative example of optical pumping for F = 2. The
red arrows represent transitions caused by the σ+ excitation which transfer
population from a ground state sub-level to an excited state sub-level with
∆m + 1. The blue arrows represent decay transitions from the excited to
the ground state, that respect the selection rule ∆mF = 0,±1. State with
higher population are represented with a darker bar, to show that population
is eventually build into the mF = F ground state.

The factor of proportionality γν in the equation is called gyromagnetic
ratio, which for caesium atoms is7 around 3.5 Hz/nT (see equation 6.19
in chapter 6).

3. We can visualize a caesium atom with its corresponding magnetization
vector oscillating at the Larmor frequency. The frequency information
held the by atom is lost when it collides with another caesium atom
or with the cell walls. This phenomena, known as de-coherence, causes
a damping of the oscillations and can be minimized either with wall
coating or by filling the sensor head with a buffer gas. In the latter
case, an inert gas is used as a buffer to minimize the caesium collisions,
and so increase its mean free path. As already described in chapter 2,
the buffer gas used in our experiment is nitrogen.
Even so, the damping phenomena cannot be totally cancelled8: this

7The caesium gyromagnetic ratio can be alternativelly written as 350 Hz/mG or 3.5
kHz/µT.

8An exception is represented by the spin-exchange relaxation-free (SERF) magnetome-
ter where the spin orientation scramble is avoided using a high density of potassium atoms
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Figure 4.3: An illustrative example of the input intensity modulated light
(on the left) and the output transmitted light displaying a typical Larmor
signal on the probe part of the beam.

makes the Larmor oscillations detectable only in a finite time window,
typically few hundreds of µs.

4. The damped oscillations are detected by the probe beam and its Larmor
frequency νl can be easily used to measure the corresponding magnetic
field amplitude B trough equation 4.1:

B =
νl
γν

Experimentally the process is illustrated in figure 4.3; the input intensity
modulated laser light traverses the sensor head cell and the transmitted out-
put light displays a dumped oscillating signal (the Larmor signal) on the
probe part of the beam, which is separated and analysed.
At this point the atomic magnetization vectors need realignment and re-
pumping through another pump impulse, that’s why the process is auto-
matically repeated to collect an appropriate numbers of consecutive damped
(Larmor) oscillating signals.
The experiment is conceptually represented in the animated figure 4.4.

and a very low magnetic field [78].
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Figure 4.4: Conceptual representation of the experiment: the animated
figure can be seen in the electronic version of this document and it can be
reached by the following external link. The laser light (the red cylinder
on the left side) is amplitude modulated by the AOM (the yellow box), so
that short and intense pulses of light (the moving red cylinders) polarize the
caesium ensemble in the cell. The resulting macroscopic magnetization (the
blue arrow) precess around the external magnetic field (the black arrow),
and the weak probe beam (the dotted red line) detects the corresponding
Larmor precession (on the right side). As it can be seen, the oscillations are
damped by the spin de-coherence phenomena inside the cell and the process
is repeated to collect a sufficient amount of Larmor signals.

http://photonics.phys.strath.ac.uk/wp-content/uploads/2016/09/animation.gif
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4.3 Larmor Damped Oscillations

We can imagine the magnetization vector ~m oscillating in the plane perpen-
dicular to the magnetic field direction. As it will be explained in chapter 7,
both of the signals detected by the polarimeter (parallel and perpendicular
signals) are proportional to the magnetization projection mz along the beam
direction (z axis) mz. This oscillation can be analytically modelled in time
by the function [3, 29,75]:

mz(t) = m0 sin(ωlt+ φ)e−fdt,

where m0 is the initial magnetization obtained through optical pumping
(stage one in section 4.2), ωl = 2πνl is the Larmor angular frequency (νl
the corresponding frequency), φ an initial phase, and fd the decay rate due
to the damping phenomena. This function is plotted in figure 4.5.

4.4 Signal Sampling

We introduce here some useful definitions concerning sampled signals which
will be useful in the next sections. Let’s consider a signal of time duration
T sampled by N data points: the sample interval is defined as Ti = T/N ,
while the sampling rate Sr is:

Sr =
N

T
=

1

Ti
.

The bandwidth is the interval of frequencies that can be detected with a
given sample rate. The highest frequency component of a signal can be de-
tected only if it is lower than half the sample rate (Nyquist-Shannon sampling
theorem). From this consideration we will define the bandwidth as:

bw =
N

2T
=
Sr
2
.

In other words the Nyquist frequency is the highest possible frequency
detectable and it coincides with the bandwidth upper limit.
The bandwidth lower limit will be called bin resolution, which is the lowest
frequency measurable and it is defined as:

br =
1

T
.

For the rest of the discussion the term bandwidth will refer only to its upper
limit. When detecting a train of repeating signals (see section 4.7) each
of time duration T , it is useful to introduce the driving frequency, which
determines the rate at which each signal is extracted; it is defined as f = 1/T
and coincide with the single signal bin resolution.



CHAPTER 4. THE EXPERIMENT 63

Figure 4.5: A conceptual representation of the magnetization component
mz(t) along the laser direction z showing the Larmor precession caused by
the magnetic field and the damping caused by the de-coherence phenomena.
The lower horizontal scale unit is the Larmor period Tl = 1/fl, while the
upper scale unit is the decay time Td = 1/fd.

4.5 Larmor Signal

The signal corresponding to the magnetization oscillations S(t) ∝ mz(t) can
therefore be written as:

S(t) = A sin(ωlt+ φ)e−fdt, (4.2)

where A ∝ m0 is the signal (maximum) amplitude. The corresponding dis-
crete signal Sm, sampled by N points for a period T , can be represented by:

Sn = A sin(ω̄ln+ φ)e−f̄dn + νn, (4.3)

where n represents the data point, ω̄l = 2πf̄l is the signal Larmor angular
frequency (expressed as sample points per second) and f̄d is the signal decay
rate (expressed as sample points per second).
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Representations The two representations (time and data points) are con-
nected by the sample rate Sr = N/T (see section 4.4); more precisely:

ωl =Srω̄l, (4.4)

fd =Srf̄d. (4.5)

It is often useful to deal with quantities independent on the type of repre-
sentation used. Therefore we can define the frequency and decay number l
and d respectively, as follows:

l = f̄lN = flT, (4.6)

d = f̄dN = fdT, (4.7)

which represent respectively the number of Larmor oscillations and decay
periods in one signal; these numbers are independent on the representation
used.

4.5.1 Signal Noise

The signal in equation 4.3 is embedded in a noise of standard deviation σν .
The noise component is usually different at different frequencies and it is
therefore better described by its power spectral density ρ2

ν :

ρ2
ν =

σ2
ν

bw
,

which describes the distribution of the noise in the frequency domain. The
variance of the noise, captured by the sampling process, is therefore limited
by the signal bandwidth bw:

σ2
ν =

∫ bw

0

ρ2
νdν,

which, as defined in section 4.4, is proportional to the sampling rate (bw =
Sr/2).
A very common way of describing the quality of a signal is to use the signal-
to-noise ratio RSN , which we define in this case as:

RSN :=
A

σν
. (4.8)

Note that the signal-to-noise ratio is independent on the damping rate and
a function of the system bandwidth and so of the sampling rate.
In order to give an estimate of the signal-to-noise ratio for a given discrete
signal we created an estimator of the signal noise σν which is presented in
appendix B.3.
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4.5.2 Real Signal Examples

Figures 4.6 and 4.7 shows some Larmor oscillations detected by the polarime-
ter9 for increasing (perpendicular) magnetic field amplitude. Both the signal
(blue) and the correspondent fit (orange) is visible; from the fit the main
information about the signal are extracted and printed on the right side of
the correspondent plot. As it can be seen the magnetic field amplitude is
increasing and at the same time the signal amplitude (and so the signal-
to-noise ratio) is decreasing while the decay rate is increasing. The highest
magnetic field detected is around 100 mG.

4.6 Data Processing Noise

The signal noise σν could have different origin: it could be traced to the laser,
the detectors or the sensor head or it could come from external magnetic noise
or the data processing noise.
Whatever the source, the noise σν will affect the quality of the magnetic
measure obtained from the Larmor frequency (extracted from the signal fit)
extracted out of the signal. The following sections formalize this connection.

4.6.1 Frequency Noise (Data Processing)

The information extracted from the discrete signal 4.3 (i.e. amplitude, angu-
lar frequency, phase and decay rate) with any fitting procedure, will invari-
ably be affected by the signal noise σν ; in other words the measures will be
affected by some errors; the Cramér-Rao lower bound conditions (CRB) [79]
establishes their lowest possible values.
As fully explained in appendix B.4, the CRB condition for the angular fre-
quency, extracted from an un-damped signal10, is:

σ2
ω̄l
>

24

R2
SNM

3
,

where σ2
ω̄l

is the noise of the angular frequency ω̄l and the right-hand side
represents its CRB level.
In the general case of a damped signal, the noise is increased by the corrective
factor C2(d). The CRB condition in this case is:

σ2
ω̄l
>

24

R2
SNM

3
C2(d), (4.9)

9In this example we show the difference signals, because it has a higher signal to noise.
10In the limit of high sampling points M .
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where the function C2(d) (reported in the appendix) is such that C2(0) = 1.

Fit Quality The real frequency error σ2
ω̄l

on the angular frequency ω̄l ex-
tracted would be at best equal to its CRB limit and in general higher. We
can therefore define a fitting quality factor q as:

q :=
σ2
ω̄l

CRB(ω̄l)
, (4.10)

which measures the quality of the fitting process. Its best value is obviously
1 but it is generally slightly bigger depending on the quality of the fit. The
fitting process used has a fit quality parameter q almost consistently around
∼= 1.3, that’s why it is useful to include it in equation 4.9 and write:

σ2
ω̄l

=
24q

R2
SNN

3
C2(d). (4.11)

which measures the level of noise on the angular frequency ω̄l extracted,
assuming a constant quality factor q.

4.6.2 Magnetic Noise (Data Processing)

The magnetic field is measured from the Larmor frequency extracted using
equation 4.1; this equation can be updated using equation 4.4:

B =
ωl
γ

=
Sr
γ
ω̄l, (4.12)

which combined with equation 4.11 can be used to evaluate the magnetic
noise due to the fitting process σFP as:

σ2
FP =

S2
r

γ2
σ2
ω̄l

=
24q

γ2R2
SNNT

2
C2(d). (4.13)

4.6.3 Optimum Measurement

In this paragraph we answer one question: for a given number of sampling
point N , what is the optimal time window T , that gives the lowest expected
noise in the measured magnetic field extracted from the signal 4.3?
To answer this question we write T = d/fd (see equation 4.7) and use it in
equation 4.13 to find the minimum of the function:

CRBB ∝
C2(d)

d2
.
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Figure 4.8: The expected magnetic noise (due to the fitting process) as
a function of the signal-to-noise ratio, assuming N = 500, fd =3 kHz and
q = 1.3 (see equation 4.15). The plot is in bi-logarithmic scale.

It can be numerically shown that the best value of the decay number dopt is
around 2:

dopt
∼= 2,

and so the best time window that minimize the noise level on the magnetic
field is T ∼= 2/fd, and the optimum driving frequency fopt is:

fopt
∼= fd/2. (4.14)

In this condition C2(2) ∼= 8 and the best value for the magnetic noise due to
the fitting process is:

σ2
FPopt

∼=
48q

γ2R2
SN

f 2
d

M
. (4.15)

Figure 4.8 shows the expected magnetic noise, in the optimum condition, as
a function of the signal-to-noise ratio. As it can be seen, a noise lower than
1 nT is expected when RSN & 50 .
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Figure 4.9: An illustrative example of a train of damped sinusoidal signals
each of time duration T . A magnetic measure Bi is extracted with a time
interval T .

4.6.4 Magnetic Range

The magnetic range is defined as the interval of Larmor frequencies νl de-
tectable (and so of magnetic field intensities detectable), which coincides with
the single signal bin resolution, and bandwidth respectably:

νl ∈ [f = 1/T, Sr/2]. (4.16)

As explained in section 4.6.3, the best driving frequency f is around half
the decay rate f ∼= fd/2 ∼= 1.5 kHz. Furthermore, as already mentioned in
section 4.5.2, we experimentally observe that the highest magnetic amplitude
detectable is around 100 mG, which coincide to a Larmor frequency upper
limit of f lim

l
∼= 35 kHz; from formula 4.16, it follows that there is no need to

use a sample rate superior to 75 kHz and the magnetic range can be written
as:

rm ∼=
[
fd
2
, f lim
l

]
∼= [1.5, 35] kHz ≡ [4.3, 100]mG ≡ [0.43, 10]µT. (4.17)

This range is very important to characterize the magnetometer and can be
expanded by reducing the decay rate, which on the other hand will also
reduce the data processing noise (see equation 4.15).

4.7 Magnetic Noise

To measure the external magnetic field in real time it is not enough to detect
just one Larmor signal; in fact we generally deal with a train of R (typically
from 50 up to 10,000) damped sinusoidal signals; an example is shown in
figure 4.9.
Let’s imagine we want to measure the amplitude of a constant external mag-
netic field Bc in the vicinity of the sensor head; we can extract a magnetic
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measure from each component of a the train of R damped Larmor signals
and obtain the sequence Bi of measured magnetic fields (with i going from
1 to R). The magnetic field values Bi of the real magnetic field Bc would
be corrupted by the fitting process used to obtain the measure and by the
magnetometer response to the magnetic field. In the case of no external
magnetic noise the sequence Bi can be written as:

Bi = Bc + νFP
i + νIi , (4.18)

where 1 ≤ i ≤ R. The sequence νFP
i (of variance σ2

FP) measures the noise due
to the fitting process (see equation 4.13) while νIi (of variance σ2

I ) measures
the noise due to the internal response of the magnetometer to the external
magnetic field. Therefore the variance σ2

B of the sequence Bi can be written
as the sum:

σ2
B = σ2

FP + σ2
I . (4.19)

Note that while the data processing noise σ2
FP is white one cannot say the

same for the internal noise σ2
I of the magnetometer. Equation 4.19 suggests

that in order to study the magnetometer response, the fitting noise σ2
FP has

to be lower than the internal noise σ2
I .

Where also an external magnetic noise νEi (of variance σ2
E) is present, one

can extend equation 4.18 to:

Bi = Bc + νFP
i + νIi + νEi . (4.20)

In the same way, equation 4.19 can be extended to:

σ2
B = σ2

FP + σ2
I + σ2

E,

which suggests that in order to detect external magnetic noise σ2
E, this has

to be bigger that the sum of the fitting process noise σ2
FP and the internal

noise of the magnetometer σ2
I .

The conclusion is that one Larmor signal is enough only to evaluate the fitting
process noise through equation 4.13 (provided that a good guess of the fitting
quality factor is given), while to evaluate the internal and external noise it
is necessary to use a train of Larmor signals. Another reason to use multiple
signals is to provide a description of the noise in the frequency domain; we
address this problem in the next secion.

4.7.1 Noise Power Spectrum

In this section we illustrate the utility of the discrete Fourier transform (DFT)
to provide a full description of a signal noise in the frequency domain.
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Let’s suppose we measure a signal sequence Bi like:

Bi = Bc + νi,

with 1 ≤ i ≤ R and the time distance between each measure is T ; we assume
that the noise νi has standard deviation σ and for now we don’t focus on
the particular nature of the noise (fitting process, internal or external); just
for illustrative purposes we assume instead that it comes from a sinusoidal
function at a particular frequency fν :

νi = A sin (2πfνi) .

In order for νi to have standard deviation σ, the amplitude A has to fulfil
the equation A =

√
2σ.

Applying the concepts of bin resolution and bandwidth, outlined in section
4.4, we can say that fν ∈ [1/(RT ), 1/(2T )]. It is more convenient to express
the frequency in term of the corresponding frequency number11 lν := RTfν
(see definition in equation 4.6); in this way the frequency range can be more
easily written as lν ∈ [1, R/2]. We can then write:

νi =
√

2σ sin

(
2π

R
lνi

)
. (4.21)

In order to describe the properties of the signal Bi in the frequency domain
we consider the corresponding DFT sequence Fl defined as:

Fl =
1√
R

R∑
r=1

Bre
i 2π
R
lr, (4.22)

where the index l, ranging from 1 to R/2, actually refers to a frequency
number; in fact for our particular signal it can be easily demonstrated12

that:

Fl = 0 for l 6= lν , (4.23)

|Flν |2 =
R

2
σ2. (4.24)

This result, illustrated in figure 4.10, can be easily extended to the gen-
eral case of noise components at different frequencies. Let’s generalize the
previous result and write the noise νi as:

νi =
√

2

R/2∑
l=1

σl sin

(
2π

R
li

)
,

11The definition of frequency number is given in equation 4.7.
12The demonstration is easy computationally but very demanding analytically.
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Figure 4.10: Absolute squared DFT plot of noisy signal showing a single
peak at the noise single frequency; the peak hight is proportional to the
noise variance.

where σl is the noise level at the frequency number l and obviously:

σ2 =

R/2∑
r=1

σ2
l . (4.25)

In this case equations 4.23 and 4.24 can be extended to the single equation:

|Fl|2 =
R

2
σ2
l . (4.26)

valid this time for all lν ∈ [1, R/2].
This example illustrated that the DFT measures the noise component at each
frequency number.

4.7.2 White Noise Example

If the frequency components of the noise νi are the same for all frequency
numbers l, then from the identity 4.25 one can write:

σ2
l =

2

R
σ2,
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Figure 4.11: Absolute squared DFT plot of a signal embedded in white noise:
the flat level hight is proportional to the noise variance.

so that equation 4.26 becomes:

|Fl|2 = σ2.

This is the most basic example of white noise and it is illustrated in figure
4.11: a signal with flat (i.e. constant) DFT; a general white noise will not
have a perfectly flat DFT plot, nevertheless the DFT average value coincides
with the noise variance, i.e for white noise it is verified that:

< |Fl|2 >= σ2, (4.27)

where the symbol <> denotes the average value.
A computationally simulated example is illustrated in figure 4.12 where a
constant (simulated) magnetic field is embedded in white noise (top plot);
the (absolute square) DFT plot (on the bottom) shows a flat spectrum with
average equal to the noise variance.
A general signal is not perfectly white and will display trends and/or peaks
in the DFT plot. We can generally expect that the DFT of a magnetic signal
wil display these three features:

� a flat component: this is typically coming from the fitting process
noise σ2

FP;
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Figure 4.12: The figure on the top plots a (simulated) magnetic field: it’s
mean (red line) is 30 mG and the standard deviation (equal to the distance
between the yellow lines) is 5 µG. The plot on the bottom shows the (squared
absolute) DFT of the magnetic signal. The red line shows its average value
which coincides with the magnetic field noise variance (25 µG2).
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Figure 4.13: From the original discrete sequence Bi the sequence Bj is ob-
tained by averaging over 3 realizations.

� continuous trends which could be ascribed to the internal response
of the magnetometer σ2

I ;

� peaks most likely coming from external noise σ2
E.

4.7.3 Magnetic Spectral Range

We define the magnetic spectral range as the interval of frequencies within
which the DFT is defined. When the DFT is plotted the frequency number
l in equation 4.22 is converted in the corresponding frequency fl = l/(RT ).
Since lν ∈ [1, R/2], it follows that:

fν ∈
[

1

RT
,

1

2T

]
=

[
f

R
,
f

2

]
∼= [

1.5

R
, 0.75] kHz, (4.28)

Where we have used f = 1/T ∼= fd/2 ∼= 1.5 kHz.
The magnetic spectral range is also the interval of magnetic field variations
(and so Larmor frequency variations) detectable. It coincides with the mag-
netic signal bin resolution and bandwidth respectively.
The term magnetometer bandwidth (bm) usually refers to the magnetic
spectral range upper limit, which in our case is around 1.5 kHz, and it mea-
sures how fast the magnetometer can track variations in the magnetic signal;
it coincide with half the driving frequency and in the optimum case to a
quarter of the Larmor signal decay rate.

4.8 Integrated Magnetic Signal

A measure of the magnetic field is delivered at a rate equal to f = fd/2 ∼=
1.5 kHz which, for some applications, may be too fast resulting in too much
noise. To overcome this issue a group of magnetic signals could be integrated
(i.e. averaged) in a larger period of time.
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In the common scenario we dispose of a series R of magnetic signal realiza-
tions Bi distanced in time by T (see figure 4.5). We can divide this list in
R/n sub groups each containing n elementary magnetic measures so that the
averaged value Bj is delivered every nT . An example is depicted in figure
4.13.
Since each of the n measures share the same noise variance σ2

B, the noise of
their average is reduced by a factor n:

σ2
B −→ σ2

B/n. (4.29)

The bandwidth of the integrated signal follows a similar behaviour:

bm =
f

2
=

1

2T
−→ bi =

1

2nT
=
b

n
.

In other words it is possible to decrease the magnetic noise at the expense
of the magnetometer bandwidth i.e. by reducing the highest variation de-
tectable in a magnetic signal. Since the bandwidth can vary depending on
the particular application, a better way of measuring the magnetometer per-
formance in terms of noise would be σ2/bm, since this ratio is independent
on the integration time. This leads to the definition of sensitivity presented
in the next section.

4.8.1 Sensitivity

The sensitivity of the magnetometer is defined by the root spectral den-
sity13 ρB as:

ρ2
B =

σ2
B

bm
, (4.30)

where bm = f/2 is the magnetometer bandwidth (see definition in section
4.7.3); the sensitivity is measured in T/

√
Hz.

Let’s consider here the contribution to the noise coming from the fitting
process in the optimum case (see equation 4.15); in this case f ∼= fd/2 (see
equation 4.14) and so:

bm ∼=
fd
4
,

this result, together with equation 4.15, can be used in equation 4.30 to
evaluate the contribution to the sensitivity coming from the fitting process
(in the optimum case) as:

ρ2
FP =

194q

γ2R2
SN

fd
N
. (4.31)

13The quantity ρ2 is called power spectral density.
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Figure 4.14: Expected sensitivity (due to the fitting process) as a function
of the signal-to-noise RSN in bi-logarithmic scale. A decay rate of 3 kHz, a
quality factor of around 1.3 and N = 500 have been assumed (see equation
4.10).

As it can be seen, the fitting noise part of the sensitivity is linearly propor-
tional to the decay rate fd, which means that any improvement (i.e. any
decrease) in the decay rate will positively affect the sensitivity. Incidentally
it will also extend the magnetic range (see equation 4.17). Figure 4.14 shows
the expected sensitivity as a function of the signal-to-noise RSN ; as it can be
seen, a sensitivity lower than 10 pT/

√
Hz can be reached when RSN & 200 .

4.8.2 Spectral Density Plot

The DFT plot of a generic magnetic signal Bi helps understanding the noise
level at different frequencies. As seen in section 4.8.1, the sensitivity is a
better way of measuring the noise performances of the magnetometer but, as
defined in 4.30, it is only a single number; a plot of the sensitivity over the
frequency range would be more useful.
For this purpose, We define the power spectral density sequence ρ2

l of the
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Figure 4.15: The figure plots the sensitivity plot of the (simulated) magnetic
signal in figure 4.12;

magnetic signal Bi (1 ≤ i ≤ R) as:

ρ2
l =
|Fl|2

bm
,

where Fl is the Fourier transform Fl (1 ≤ l ≤ R/2) of the magnetic signal.
In fact, from equation 4.27, if the magnetic signal is embedded in white noise
of variance σB only, then the average value of the sequence ρ2

l is:

< ρ2
l >=

< |Fl|2 >
bm

=
σ2

bm
= ρ2

B

which coincides with the single number defined in equation 4.30. This results
proves the internal coherence in the definition of the sensitivity sequence ρl.
Figure 4.15 shows the sensitivity plot, i.e. the root spectral density of the
(simulated) magnetic signal in figure 4.12; as it can be seen the plot displays
a flat noise trend due to the white noise; in this example σB=500 pT=5 nG,
the magnetometer bandwidth (i.e. the upper frequency limit of the DFT
plot) is 500 Hz and the sensitivity is 22.4 pT/

√
Hz=224 nG/

√
Hz.
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4.8.3 Minimum Signal Detectable

Let’s suppose a constant magnetic field is embedded in two forms of noise:
a white noise background and a “peaked noise” i.e. a noise characterized by
a single frequency; the first could be due, for example, to the fitting process
while the latter to external magnetic influences, like a 50 Hz noise. We can
write:

Bi = Bc + νWi + νEi .

where νWi is the white noise with standard deviation σW and νEi is the ex-
ternal noise of standard deviation σE; we can imagine to heuristically write
νEi as in equation 4.21:

νEi =
√

2σE sin

(
2π

R
lEi

)
,

where lE is the frequency number of the external noise. From the results
in equations 4.23 and 4.24, we know that this signal will contribute the the
DFT plot only at the frequency number lE with a peak (R/2)σ2

E high. The
rest of the DFT plot would be constant with a level given by the white noise
variance σ2

W ; the situation is illustrated in figure 4.16
We can imagine that the minimum external noise detectable, of standard
deviation σ̄E, has to display a peak at least as high as the flat background
in order to be distinguished from the white noise. Following this observation
we can define σE from:

R

2
σ̄2
E = σ2

W ⇒ σ̄2
E =

2

R
σ2
W .

Since the magnetometer bandwidth is bm = f/2 and the bin resolution br =
f/R, we can express R as:

R =
2bm
br

,

which can be used to rewrite the minimum amplitude detectable as:

σ̄2
E =

br
bm
σ2
W .

If we now use the definition of sensitivity from equation 4.30 we can conclude
that:

σ̄2
E = ρ2

Bbr =
ρ2
W

Ttot

, (4.32)

where the sensitivity correspondent to the white noise σW is ρW and we have
used br = 1/(TR) = 1/Ttot. Equation 4.32 shows that the minimum external
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Figure 4.16: Plot of the absolute squared Fourier DFT of a signal embedded
in both white noise and an external noise peaked at a given frequency.

noise detectable out of a white noise is proportional to the the sensitivity
and the magnetic bin resolution or, alternatively, inversely proportional to
the total signal time.
The sensitivity characterizing a magnetometer refers usually to the flat back-
ground in the DFT plot ρW , which is the standard way of measuring the noise
performance of the magnetometer: the result helps translating the sensitiv-
ity into a more physically meaningful quantity: the smallest magnetic signal
detectable.

4.9 Polarimeter Signals

The polarimeter detects the two orthogonal linear polarization components (‖
and ⊥) of the laser light and it is used because we find the two components of
the Larmor oscillations out of phase, which suggests the use of their difference
to reach higher sensitivity. In this section we measure the quality of the
difference signal as a replacement of two original signals, in order to justify
or not its use.
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Let’s label the two signals with numbers 1 and 2 and their difference (signal 1
minus signal 2) with the letter d. The amplitude, signal error variance, signal-
to-noise ratio, decay rate and sensitivity of the general signal i is labelled
with the symbols Ai, σ

2
i , Ri, fi, ρi respectively (with i being 1,2 or d). We

introduce these experimental parameters:

qA =
Ad

A1 + A2

,

qσ =
σd

σ1 + σ2

,

qf =
fd

f1 + f2

,

qR =
Rd

R1 +R2

,

qρ = ρd/min(ρ1, ρ2),

where their meaning is as follows: qA measures the degree of phase opposition
of signal 1 to signal 2; with perfect phase opposition Ad = A1+A2 and qA = 1
while with no phase opposition Ad = |A1−A2| and a reaches it lowest value;
qσ measures the degree of noise cancellation between the two signals: it is
1 for no noise cancellation and 0 for perfect noise cancellation; qR measures
the gain in signal to noise, qF the gain in decay rate and finally qs the gain
in sensitivity.
Experimentally we find:

� qA ∼= 1, i.e. nearly perfect phase opposition;

� qσ ∼= 1, which means almost no noise cancellation; this must mean that
almost all noise comes from the detectors;

� qR ∼= 0.6, i.e. the signal-to-noise Rd is just above the average value of
R1 and R2;

� qf ∼= 0.5, i.e the decay rate of the difference signal is almost the average
of the decay rate of signal 1 and 2.

� qs ∼= 1.3, i.e. the sensitivity of signal d is 1.3 higher that the minimum
sensitivity of the signals 1 and 2.

A typical example of the signals captured by the polarimeter is shown in
figure 4.17. The results are summarized in this table:
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Figure 4.17: An example of the two signals detected by the polarimeter. As
it can be seen the oscillations are out of phase.

1 2 d q
A (mV) 9.1 7.97 16.95 0.99
σ2 (mV2

)
0.01 0.04 0.05 1

R 86.01 42.2 78.36 0.61
fd (kHz) 4.34 4.12 4.22 0.5

ρ (pT/
√

Hz
)

37.02 73.45 40.05 1.08

As it can be seen the phase opposition alone is not enough to justify the
use of signal d as a replacement of signal 1 and 2; this results doesn’t make
the polarimeter useless because without it we would detect a signal roughly
proportional to the sum of signal 1 and 2, i.e. a very poor signal; the result
suggests the use of only one of the two linear components of the Larmor
oscillations depending on which of the two signals is higher.
As it will be seen in the next chapter, in our experimental case the best signal
is the parallel one (signal 1).

4.10 Sensitivity Analysis Software

We have created a data analysis tool using Wolfram Mathematica® to rapidly
extract the all the main properties from a train of consecutive Larmor signals.
The software interface is shown in figure 4.18. Its main sections are here
described:

� mask: the button opens an input windows in which the main properties
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Figure 4.18: Sensitivity Analysis Software interface.
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Figure 4.19: An example of the result outputted by the software: here the
unit z stands for Hz−0.5.

of the sensor head can be stored;

� The section simulate allows for a full data simulation, which has been
useful to verify the internal consistency and accuracy of the fitting
process.

� in the data section, the button divide allows to properly extract the
meaningful Larmor oscillation out of each Larmor signal; the other
buttons allow to locate and import the data correspondent to the train
of Larmor signals; the first signal can be plotted, before a complete
analysis, with the button plot.

� in the fit section, the data can be finally analysed and the result out-
putted. An example of the final result is shown in figure 4.19.



Chapter 5

Results

Introduction

In the following experiments we have studied in detail how the Larmor sig-
nals properties (i.e. its amplitude, Larmor frequency, phase and decay rate)
depends on the main experimental variables. The analysis covers both sig-
nals measured by the polarimeter (parallel and perpendicular polarizations)
and their difference.
The experimental parameters that have been studied, in their effect on the
signals, are:

� laser frequency (see section 5.1),

� temperature (section 5.2),

� laser input polarization (section 7.1.2),

� pump intensity (section 5.4.1),

� probe intensity (section 5.4.2),

� magnetic fields (section 5.5).

Main Results The main results found can be summarized as follows:

� the Larmor signals show a typical relaxation rate; its best value is
around 3 kHz (see decay rate plot in figure 5.8);

� the sensor head best temperature (in terms of sensitivity) is close to
125◦C (see figure 5.4);

86
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� the best laser frequency is close to the 3→3 transition of the D1 caesium
spectrum (see plot in figure 5.2).

� the two orthogonal linear polarization components of the output signal,
as seen by the polarimeter, are nearly out of phase (see phase difference
plot in figures 5.3, 5.5, 5.7 and 5.8);

� the best laser polarization is elliptical (see plot in figure 5.5);

� The best signal (in term of sensitivity) is the parallel one, because it is
favoured by the input laser elliptical polarization (see sensitivity plot
in figures 5.2, 5.4, 5.13 and 5.16);

� the relaxation rate is proportional to the laser probe intensity (see decay
rate plot in figure 5.8);

� the best pump intensity is the highest available (see plot in figure 5.7);

� the best probe intensity is around 1.1 mW/mm2 (see plot in figure 5.8);

� the magnetic range is ≈ [4, 100] mG (see plot in figures 5.12 and 5.15);

� the best angle of detection (magnetic field to direction of laser) is be-
tween 0 and 90◦ or, nominally, 45◦;

� we reached a sensitivity as low as 4.3 pT/
√

Hz (see sensitivity plot in
figure 5.18);

� the magnetometer bandwidth is ≈ 850 Hz (see x-axis of the sensitivity
plot in figure 5.18).

In the following sections we presents the main experimental findings in details
which will prove the main results already outlined.

Experimental Conditions In the following experiments the input power
is measured through a glass plate positioned just before the cell, which re-
flects nearly 4% of the laser light, enough to be measured and used for power
measurements; the intensity considered is the average one given by I = P/σ,
where P is the total laser power before the cell and σ is the laser beam size
in correspondence of the cell (at 1/e2 of peak value). The beam diameter in
correspondence of the cell is fixed for all the following experiments to roughly
1.4 mm.
We will refer to the parallel and perpendicular linear polarizations of the
output Larmor signal and their difference simply with the terms parallel,
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perpendicular and difference.
In the following experiments, we recorded how each Larmor signals (parallel,
perpendicular and difference) changes when the experimental parameter se-
lected is varied; the results show the signals properties (in terms of amplitude,
Larmor frequency, phase and decay rate) as a function of the selected exper-
imental parameter. Note that, in all results, with the term phase difference
we mean the difference between the phase of the parallel and perpendicular
signal and not the phase of the difference signal.
Each data point is obtained from the fitting of the corresponding Larmor
signal.
Except when they are varied, the laser light input polarization and frequency
are optimized to their best values, as described respectively in section 5.1 and
7.1.2.

5.1 Laser Frequency

In this experiment the Larmor signals have been analysed as a function of
the laser frequency (measured directly with a wave meter), leaving all other
parameters constants: the probe intensity is around 837 µW/mm2, the tem-
perature is ∼118◦C and the input polarization is set to its best elliptical
value (see section 7.1.2).
The results are shown in figure 5.1, where the signal properties are plotted as
a function of the laser frequency; the four vertical lines correspond to the 4
lines of the caesium D1 spectrum (see section 3.2.1) and serve as a frequency
reference.
As it can be seen, the input elliptical polarization makes the output par-
allel signal usually higher than the perpendicular one. The best decay rate
value is reached around the third line of the D1 caesium spectrum (transition
3→3), while the best amplitude is reached at a frequency 1 GHz lower; the
amplitude and decay rate peak is approximately 10 GHz broad. A secondary
maximum in amplitude is visible at a frequency 16 GHz lower than the peak
one, i.e. at a frequency 7 GHz lower than the first line (transition 4→3).
The same conclusions are confirmed by observing the predicted sensitivity
in figure 5.2 for all the three signals. The plot, obtained from equation 4.31,
encapsulates in one picture the combined behaviour of both amplitude and
decay rate and it is the one to use to find the best predicted performance
(see section 4.8.1).
As shown in figure 5.1, the frequency is much more stable and reliable in the
vicinity of the third peak where the signal-to-noise ratio is much higher.
The phase difference plot shows a rapid phase change around the two peaks
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Figure 5.2: Predicted sensitivity as a function of the laser frequency.

in amplitude; the phase difference around the main peak is nearly π/2 and
changes rapidly around the peak: for higher frequencies it goes closer to
phase opposition while for lower frequencies it goes close to phase match
where the polarimeter is less useful for signal subtraction. This explains why
the difference signal doesn’t provide a gain in sensitivity around the main
peak.
Since the phase difference is very sensitive to the laser frequency (especially
around the third line), we were able to reach nearly perfect phase opposition
by adjusting the experimental parameters and remain very close to the sen-
sitivity peak.
The model we developed in chapter 7 predicts the Lorentzian line shape of
the signal amplitude and the rapid phase shift close to resonance (see respec-
tively equation 7.32 and 7.34 in section 7.2.1).

5.2 Sensor Head Temperature

The following experiment describes the Larmor signals properties as a func-
tion of the sensor head temperature, all other parameters are constants: the
probe intensity is around 806 µW/mm2.
The results are shown in figure 5.3. As it can be seen, the amplitude of all
signals reach a peak around 125◦C and the peak relative to the perpendic-
ularly polarized signal is reached at slighter higher temperature. The decay
rate is peaked at a different temperature, around 100◦C, and the combined
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Figure 5.4: Predicted sensitivity as a function of the sensor head tempera-
ture.

(amplitude and decay rate) behaviour is shown in figure 5.4, which shows
the predicted sensitivity plotted against the sensor head temperature; as it
can be seen, the minimum (i.e. the best sensitivity) is reached around 125-
130◦C.
The behaviour described by the plot is simply explained by an initial in-
crease in vapour density n(T ), which makes the caesium more visible, and a
subsequent increase in caesium spin de-coherence, which causes a decreased
visibility of the Larmor oscillations for temperatures higher than 125◦C.
Furthermore the parallel and perpendicular signals are mostly in phase op-
position but for temperatures higher than ∼135◦C the phase difference tends
to zero.
In a first instance, one can think that the crescent trend of the Larmor
frequency is most likely due to the thermal expansion/contraction of the
Helmholtz coils caused by the sensor head heater, which is reflected in an
increase in the coils magnetic field in correspondence of the sensor head.
Remembering the equation of the magnetic field B generated by a pair of
Helmholtz coils of radius R in its centre point (see equation B.1), we can
write:

B ∝ 1

R
⇒ dB ∝ − 1

R2
dR ∝ −B

R
dR⇒ dB

B
= −dR

R
,

where dB is the magnetic field variation generated by the radius variation
dR; on the other end from equation 4.1:

dνl
νl

=
dB

B
,



CHAPTER 5. RESULTS 93

where νl and dνl are respectively the Larmor frequency and its variation
generated by the radius variation dR. Combining the two equations above
we can write:

dνl
νl

= −dR
R
.

This identity suggests that the frequency variation observed (around 0.4 kHz
over 7 kHz) should correspond to a radius variation of about -1.3 mm (i.e a
contraction)1.
This result is not physically possible for two reasons: the thermal expansion
of the coils structure (plastic) is too low to justify such a variation in size
and, most importantly, the material should expand not contract. As seen
in section 3.5, we already suspect the presence of other buffer gasses in the
cell which may cause undesired effects; for this reason, the increasing Lar-
mor frequency, at increasing sensor head temperature, needs further careful
investigation.

5.3 Laser Polarization

The following experiment analyse the Larmor signals as a function of the
laser input polarization2; all other parameters are constants: the probe in-
tensity is around 775 µW/mm2 and the temperature around 124◦C.
The polarization is changed using a λ/4 wave-plate positioned before the
sensor head and it is measured through its angle of rotation: at 0 or 90◦

the input polarization is linear3, at 45◦ is circular, and for all other angles is
elliptical with a degree of ellipticity measured by the angle itself.
The results are synthesized in figure 5.5.
As it can be seen, the amplitude highest value is reached at π

8
and 3π

8
,

where the polarization is elliptical. The Larmor frequency and decay rate
are roughly stationary; the phase difference is also constant with a value
slightly below phase-opposition for angles lower than 45◦ and slightly higher
otherwise.
The light input polarization is rotated when interacting with the atoms in
the sensor head. The output polarization can be measured easily by the
polarimeter comparing the signals offsets of the parallel and perpendicular

1We are considering the Helmholtz coils, generating the perpendicular magnetic field,
of radius R=2.35 cm.

2Here the term polarization shouldn’t be confused with the same term used for the
linear orthogonal components of the transmitted light out of the sensor head.

3More precisely the linear polarization is parallel ; in other words it is fully transmitted
by a PBS.
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Figure 5.6: Polarization rotation as a function of input polarization.

signals (i.e. the output probe level). The plot in figure 5.6 depicts the out-
put polarization rotation, i.e the difference between the output and input
laser polarization as a function of the input laser polarization.
As it can be seen, the rotation peaks are very close to the amplitude ones,
which proves that the best signal is reached when the atoms are having their
highest interaction with the laser.

5.4 Laser Intensity

In this experiments we investigate the effect of the laser intensities on the
signals. As already explained in section 4.1, the laser is amplitude modulated
so that a short and highly intensive beam, called pump, is cyclically followed
by a longer and weaker beam, called probe; this is represented in figure 4.3.
We analyse the effects of both pump and probe intensities on the Larmor
signals. In both cases, no parallel magnetic field is applied while the perpen-
dicular magnetic field is fixed to 22.4 mG (i.e. a Larmor frequency of ∼7.9
kHz).
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5.4.1 Pump Intensity

In this experiment the signals have been recorded varying the pump intensity
while maintaining the probe intensity fixed (∼1 mW/mm2, see section 5.4.2),
and the temperature to 124 ◦C. The pump level is changed electronically by
varying the driving frequency that controls the AOM out of the default 80
MHz.
The results are synthesized in figure 5.7. As expected, the amplitude follows a
saturation curve, while the Larmor frequency, decay rate and phase difference
are basically constant.
The experiment suggests the use of the highest available pump intensity to
obtain the best macroscopic magnetization vector in the direction of the
beam4, because its high value doesn’t influence the other signals properties:
the phase difference, decay rate and most importantly the Larmor frequency.

5.4.2 Probe Intensity

In this experiment the signals have been analysed as a function of the probe
intensity; the pump intensity is fixed to its highest value (∼ 3 mW/mm2), and
the temperature to ∼120 ◦C. The probe power is controlled by electronically
changing the AOM efficiency, which in turns changes the power of its zero
order beam (the one used in the experiment). The results are plotted, for
both polarizations (and their difference), in figure 5.8.
Let’s analyse the results separately:

� The amplitude reaches a peak at an intensity ∼44 times the satura-
tion level5 (1.1 mW/mm2). For higher intensities the amplitude drops
due to a drop of the pump level relative to the probe one and, sec-
ondary, because the undesired optical pumping phenomena, caused by
the probe beam, interferes destructively with the Larmor precession.
As it can be seen, the perpendicular signal drops more rapidly then the
parallel one at intensities higher that 1.1 mW/mm2.

� The phase difference between the two polarizations is almost station-
ary with a slight increasing behaviour around almost phase opposition.

� The Larmor frequency for all signals shows an initial stationary be-
haviour followed by an increase linearly proportional to probe intensity
(the slope is roughly 360 Hz every 1 mW/mm2); at intensities higher

4The amplitude of the magnetization vector is proportional to the Larmor signal am-
plitude (see section 4.5).

5The saturation intensity for the D1 caesium line is 25 µW/mm2=2.5 mW/cm2.
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than ∼1.2 mW/mm2 the frequency strats to drop and the drop is more
clear for the parallel signal. In part III, we will present a model, based
on a first order multipole approximation of the density matrix, that ex-
plains how the laser generates a pseudo-magnetic field in the direction
of the light (in this case 103 nT every 1 mW/mm2) resulting in higher
Larmor frequency for higher probe intensities. The model doesn’t ex-
plain, however, the second phenomena (the decreasing frequency for
higher intensities), which we can imagine related to a second order
multi-pole contribution: at that point, the optical pumping is so high
that slows down the Larmor oscillations.
The frequency extracted from the parallel and perpendicular signals
are slightly different; the slight frequency gap can be justified by an
initial polarization in favour of the parallel polarization, which results
in a bigger pseudo-magnetic field for that component. Figure 5.9 shows

Figure 5.9: Parallel to perpendicular Larmor frequency ratio as a function
of the probe intensity.

the parallel to perpendicular frequency ratio as a function of the probe
intensity, which suggest the best intensity range of detection in the in-
terval 500-1200 µW/mm2; around the amplitude peak, the parallel and
perpendicular Larmor frequencies have still roughly the same value.
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� The decay rate shows a stationary initial behaviour for lower intensi-
ties, followed by a (slightly parabolic) increase and a subsequent slight
decrease of the perpendicular component for intensities higher than
∼1.2 mW/mm2. The model we developed predicts the initial increas-
ing trend; it doesn’t however predicts the slight parabolic trend; we
can ascribe this and the following slightly decreasing trend of the per-
pendicular component to a second order optical pumping phenomena.

5.5 Magnetic Field

In this experiments the Larmor signals have been explored as function of the
magnetic fields, leaving all other parameters constant (probe intensity around
1.1 mW/mm2, pump at its highest value value, temperature near 130◦C). We
used two pair of Helmholtz coils to generate two independent and orthogonal
components of the magnetic field in correspondence of the sensor head: one
parallel and the other perpendicular to the laser beam direction. The effect
that these two components have on the signals have been explored in two
independent experiments; in the first one the perpendicular magnetic field is
varied and the parallel one is set to zero, in the second the parallel magnetic
field is changed leaving the perpendicular one constant6.
We measure the magnetic field amplitude in correspondence of the sensor
head by applying formula 4.1 to the extracted Larmor frequency.
We have preventively verified that we are measuring a real magnetic field
by conducting an experiment in which the magnetic field obtained from the
Larmor frequency is compared to the magneic field measured from the current
flowing in the Helmholtz coils applying formula B.1; the result is plotted in
fig 5.10. As it can be seen the slope is almost one and the offset is due to
the fact that formula B.1 applies in the ideal case of perfect Helmholtz coils,
and measure performed exactly in its centre point.
In the following sections we analyse the effects of the perpendicular and
parallel magnetic fields on the Larmor signals.

5.5.1 Perpendicular Magnetic Field

When varying the perpendicular magnetic field, the Larmor frequency ex-
tracted from the parallel and perpendicular signals are consistent to one
another (see plot in figure 5.11), so we have used the frequency extracted
from the difference signal to measure the magnetic field, using equation 4.1.

6As we will clarify, the perpendicular magnetic field must have a non zero initial value
for a signal to be observed.
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Figure 5.10: The plot shows the magnetic field extracted from the signals
Larmor frequency against the magnetic field extracted from the measured
coils current.
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Figure 5.11: The ratio between the frequency extracted from the parallel and
perpendicular signals is plotted against the magnetic field extracted from the
difference signal. The plot simply shows that the two measures are consistent
with one another.

The general results are plotted in figure 5.12, where, as said, the x axis cor-
responds to the magnetic field sequence extracted from the difference signal.
As it can be seen, the amplitude of the three signals is almost constant until
40 mG where it starts to rapidly drop, while the decay rate grows linearly
with the magnetic field. Those two behaviour are predicted by our model, as
explained in chapter 7. The phase difference shows a slight decreasing trend
around phase opposition.
Figure 5.13 plots the predicted sensitivity as a function of the perpendicular
magnetic field amplitude; the highest magnetic field measurable is ≈100 mG,
as already mentioned in section 4.6.4.

5.5.2 Parallel Magnetic Field

As in the previous case, the Larmor frequency extracted from the parallel
and perpendicular signals are consistent with one another (see plot in fig-
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Figure 5.13: Expected sensitivity as a function of the perpendicular mag-
netic field amplitude. The x axis is in logarithmic scale.

ure 5.14), and we have used the frequency extracted from their difference to
measure the magnetic field.
We find experimentally that we don’t detect a signal when only the parallel
magnetic field is applied; in fact the magnetization generated by the pump in
the direction of the laser beam cannot precess when only a parallel magnetic
field is present.
In this experiment the perpendicular magnetic field is fixed to 9 mG and
the parallel one is varied. As it can be seen in the results in figure 5.15, the
amplitude reaches a peak around 11 mG; we find that this value is not fixed
and it is resonant with the pump time duration.
The best amplitudes reached in this case is more than double the best ampli-
tudes reached with only a perpendicular magnetic field (see amplitude plot
in figure 5.12); this, together with the observation that no signal is detected
with only a parallel magnetic field, suggests the detection of an external
magnetic field at an angle between 0 and 90◦ to the laser direction, or as is
typically done [15,26], fixed at 45◦.
The decay rate plot shows a minimum around the resonant magnetic field,
followed by a linear trend: its slope is lower (and around half) the slope
found in the previous experiment (for the perpendicular magnetic field).
Figure 5.16 shows the expected sensitivity plotted against the parallel mag-
netic field amplitude. As it can be seen, the expected sensitivity reaches a
minimum lower than the minimum reached by the sensitivity of the perpen-
dicular magnetic field alone (see plot in figure 5.13); this suggests an increased
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Figure 5.14: The ratio between the frequency extracted from the parallel
and perpendicular signal is plotted against the magnetic field extracted from
the difference signal. The plot shows that the two measures are consistent
to one another.
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Figure 5.16: Expected sensitivity as a function of the parallel magnetic field
amplitude. The x axis is in logarithmic scale.

performance when detecting both a parallel and perpendicular component of
the magnetic field.

5.6 Sensitivity

The previous results focus on the properties of a single Larmor signal (one for
each polarization component); as discussed in section 4.7, to give a complete
characterization of the apparatus sensitivity in the frequency domain it is
necessary to record a train of Larmor signals7.
An example of a measured magnetic field sequence is shown in figure 5.17;
each measure is extracted from a train of 339 Larmor signals, each lasting
588 µs; the total signal time is therefore 200 ms. The external perpendicular
magnetic field (generated by a pair of Helmholtz coils) is around 25.3 mG
(red line).
The plot in figure 5.18 shows, in logarithmic scale, the corresponding sen-
sitivity plot in the frequency domain. The magnetometer bandwidth8 of ∼
850 Hz defines the highest frequency in the plot.
In the magnetic plot (figure 5.17), a periodic magnetic noise is visible; this
is confirmed by the peak in the sensitivity plot at around 200 Hz (figure

7In the following experiment we capture only the parallel signal cause it gives slightly
better results in terms of sensitivity then both the perpendicular and difference signal.

8As seen in section 4.7.3, the magnetometer bandwidth is defined as f/2, where f = 1/T
is the magnetic sequence driving frequecy and T the duration of each signal.
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Figure 5.17: The sequence of magnetic field measures (extracted from a train
of Larmor signals) is plotted as a function of time. The red line indicates the
magnetic field averaged value ∼ 25.3 mG (2.05 µT).

5.18). The peak value is much higher then the average one, which causes the
sensitivity mean value to increase; in order to give a measure of the sensitiv-
ity white background, we used the geometric mean (green line) which is less
affected by rare values, which are mostly caused by external magnetic noise.
As it can be seen we are able to reach a sensitivity as low as 8.3 pT/

√
Hz (the

flat level in the sensitivity plot); this level is due mostly to the fitting noise
and any other source of white magnetic noise, while the peak at 200 Hz can
be ascribed to external magnetic noise. No trend is visible in the sensitivity
plot which means that the noise due to the magnetometer response is either
white or lower than the flat background.
Another example of magnetic signal detected, with corresponding sensitivity
plot, is reported in figure 5.19; in this case we reached a sensitivity as low as
4.3 pT/

√
Hz with the same magnetometer bandwidth.

5.6.1 Magnetic Field Artificial Modulation

We tested the apparatus by artificially modulating the magnetic field with a
square wave with an amplitude of 0.2 mG and a frequency of 100 Hz. Figure
5.20 shows on the upper plot the corresponding magnetic signal measured,
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Figure 5.18: Sensitivity plot corresponding to the magnetic signal in figure
5.17. The red line represents the sensitivity average (16.3 pT/

√
Hz), while

the green line indicates the sensitivity geometric mean (8.3 pT/
√

Hz) which
is less affected by peaked values.
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Figure 5.19: Another example of magnetic signal (top) and corresponding
sensitivity plot (bottom). The sensitivity geometric mean (green line) is 4.3
pT/
√

Hz. An external noise peaked at ≈ 350 Hz is detected.
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in which the external modulation is reflected in the plot. The selectivity
plot on the bottom side of the figure shows, as expected, a high peak at the
modulation frequency.
Using formula 4.32 with Ttot=50 ms we find that the sensitivity correspondent
to 0.2 mG is 4 nT/

√
Hz, which corresponds to the sensitivity peaked value

at 100 Hz. From the averaged sensitivity value (176 pT/
√

Hz) we find that
the actual minimum signal detectable in this case is ≈ 8 pT=80 nG.
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Figure 5.20: The upper plot shows the magnetic field obtained from the
artificial modulation of the external magnetic field with a square wave. The
lower plot shows the corresponding sensitivity.
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Chapter 6

Density Matrix Formalism

The goal of this chapter is to develop a first order multipole model, under
the density matrix formalism, that describes the optical pumping phenomena
inside the sensor head cell. In this chapter we provide the technical formalism
used to support the main conclusions outlined in the next and last chapter.

6.1 System Definition

We label the ground and excited states of the D1 line with the letters g and
e respectively. The hyperfine structure produces a double splitting of the
ground and excited states; each sub-level will be denoted with the numbers
1 and 2 respectively. Their total atomic angular momentum is F1 = 3 and
F2 = 4 for both ground and excited states. The energy structure and labelling
is depicted in figure 6.1. As it can be seen, in the presence of a magnetic
field ~B, each hyperfine level (F ) splits in 2F + 1 magnetic sub-levels, which
otherwise are degenerate.

6.1.1 System Simplification

The system presented, composed of four levels, each spit in magnetic sub-
levels, is too complicated to be solved analytically but, as we will show, we
are able to analytically solve a two levels system, composed of a ground
and excited state with Zeeman sub-levels, under a first order approximation.
The results are enough to draw the main qualitative conclusions about the
experiment, but the model can also be extended to the general case of two
ground and excited states.
In the following we will analytically describe only one of the four possible
g → e.

114
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Figure 6.1: The plot on the left shows the energy structure of the D1

caesium spectrum, without magnetic degeneracy; the values of ω0, ωg and ωe
are reported in table 2. When a magnetic field is present each hyperfine level
(F ) is split into 2F + 1 magnetic Zeeman sub-levels (see plot on the right).

6.1.2 Quantum States

The system is described by the state |ψ〉 given by a superposition of the
eigenvectors |l,ml >, labelled using the Dirac notation: l stands for the level
label (g or e) and ml refers to the Zeeman sub-level. The general state |ψ〉
can be written as:

|ψ >=
e∑
l=g

Fl∑
ml=−Fl

c(l,ml) |l,ml〉 ,

where the population1 of the state |l,ml〉 is given by:

|c(l,ml)|2 = | 〈l,ml|l,ml〉 |2,

while all other terms 〈l1,ml1|l2,ml2〉 represents the system coherences.

6.1.3 Density Matrix

The density matrix operator is defined by:

ρ = |ψ〉 〈ψ| =
∑
l1,ml1

∑
m2,ml2

〈l1,ml1|l2,ml2〉 |l1,ml1〉 〈l2,ml2| . (6.1)

1The term population refers to the probability of the system to be in that particular
state.
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The average value A of a generic operator A (which could be also vectorial)
is given by:

A := |Aρ|, (6.2)

where | · | is the trace operator.

6.1.4 Projection Operators

The ground and excited states projection operators Pg and Pe
2 are respec-

tively defines by:

Pg =
∑
mg

|g,mg〉 〈g,mg| ,

Pe =
∑
me

|e,me〉 〈e,me| . (6.3)

The effect of these operators on the general state |ψ〉 is to collapse the system
onto the ground or the excited states respectively, hence the name projection
operators. It is easy to prove that:

Pg + Pe = 1. (6.4)

The ground and excited state overall populations pg and pe are respectively:

pg = Pg = |Pgρ|,
pe = Pe = |Peρ|.

6.1.5 Master Equation

The density matrix ρ is used to write the Shrödinger-von Neumann equa-
tion, given by:

∂tρ = − i
}

[H, ρ] + VD. (6.5)

In this equation H is the system Hamiltonian which describes the dynam-
ics of the system; in particular H is a sum of the free atomic Hamiltonian
HA, which describes the basic system dynamics, the atom-field interaction
Hamiltonian HAF, which describes the interaction between the light and the

2We use the symbol P for both the polarization vector ~P and the projection operators
Pg and Pe; the symbols are easily distinguishable cause the first is used as a vector while
the second always with subscripts g or e; furthermore in this context the polarization
vector is not used.



CHAPTER 6. DENSITY MATRIX FORMALISM 117

caesium vapour, and the magnetic Hamiltonian HB, describing the effect of
the magnetic field ~B. Therefore we can formally write:

H = HA +HAF +HB. (6.6)

The term VD in equation 6.5 is the decay operator which describes the natural
quenching of the excited states populations, due to spontaneous emission, and
the rapid decay of the coherences.
We define the time derivative (averaged value) Ȧ of a generic operator A
as:

Ȧ := |ρ̇A| = 1

i~
|[H, ρ]A|+ |VDA| =

1

i~
|ρ[A,H]|+ |VDA|, (6.7)

where, in the last step, we have used the identity |[H, ρ]A| = |ρ[A,H]|.
Equation 6.7 will be extensively used to explicit the dynamics of our system.

6.2 System Hamiltonians

We introduce in these sections the system Hamiltonians and the formal in-
struments used to define them.

6.2.1 Free Atomic Hamiltonian

The free atomic Hamiltonian HA can be written as:

HA = EgPg + EePe,

where Eg and Ee are respectively ground and excited states energies. In the so
called rotating wave approximation (see appendix C.1), the free Hamiltonian
HA is transformed in:

H̃A = −∆EPe = −~∆Pe,

where ∆E = EL − Ee and EL is the laser energy level; ∆ is usually called
laser detuning being the difference between the laser and excited state
angular frequency, i.e:

∆ = (EL − Ee)/~.

The Hamiltonian H̃A corresponds to a system with 0 ground state energy
and and excited state with energy −∆E = −~∆.
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6.2.2 Electric Field

The electric field will be fully modelled in the next chapter (see section 7.1.1)
with the expression:

~E(t, z) = Re
{
~E0e

i(ωt−kz)
}
. (6.8)

The electric field vector can be expressed in its two counter-rotating compo-
nents, using the equality
textRe(a) = 1

2
(a+ a∗), as:

~E(t) =
1

2
~E0e

i(ωt−kz) +
1

2
~E∗0e

−i(ωt−kz) = ~E+(t) + ~E−(t),

where we have defined:

~E±(t) =
1

2
~E±0 e

±i(ωt−kz), (6.9)

~E+
0 = ~E0, (6.10)

~E−0 = ~E∗0 . (6.11)

In the following pages, it will be necessary to use the spherical basis [80]
defined by the versors êq, with −1 ≤ q ≤ 1 (see appendix C.2). In this basis
the electric field can be decomposed as:

E±q (t) := ~E±(t) · êq =
1

2
E±q e

±i(ωt−kz). (6.12)

E±q := ~E±0 · êq, (6.13)

6.2.3 Electric Dipole

The dipole ~d is the operator corresponding to the electric dipole moment
associated with the transition. In general the transition dipole moment is a
complex vector describing the interaction between the distribution of charge
within the system and the electromagnetic wave.
The dipole operator will be very significant in our discussion because it is
connected to the polarization vector (discussed in section 7.1.2) by the equa-

tion ~P = n~d where n is the density number of the medium and ~d is the dipole
operator averaged value.
Using the identity in equation 6.4, one can expand the dipole operator as
follows:

~d = (Pg + Pe)~d(Pg + Pe) = ~d− + ~d+.
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In this equation we have assumed that Pg ~dPg = Pe~dPe = 0: this is justified
by the fact that the electric field doesn’t cause ground to ground and excited
to excited states excitations/transitions. We have also defined:

~d− :=Pg ~dPe,

~d+ :=Pe~dPg.

As detailed in appendix C.3 the dipole moments components, in the spherical
basis, can be written as a function of the lowering operator ~L, defined in
equation C.1 of the appendix, as:

d+
q =(−1)qd0L

†
−q, (6.14)

d−q =d0Lq, (6.15)

so that the total dipole moment can be written as:

dq = d0(Lq + (−1)qL†−q) (6.16)

The symbol † refers to the Hermitian adjoint and the operator ~L, called
lowering operator.

6.2.4 Atom-Field Interaction

The Hamiltonian for the atom-field interaction is written as:

HAF = −~d · ~E = (~d+ + ~d−) · ( ~E+(t) + ~E−(t)),

where · represents the scalar product defined in appendix C.2.2.
Since the electric field and dipoles oscillate in phase [81], in other words:

E±(t) ∝ e±iωt,

d± ∝ e±iωt,

fast oscillating terms proportional to e±2iωt in the electric Hamiltonian (i.e.

terms like ~d± · ~E∓(t)) can be neglected, so that the electric Hamiltonian can
be simplified to:

HAF = −1

2
(~d+ · ~E+

0 e
iωt + ~d− · ~E−0 eiωt),

Applying the rotating wave approximation the phase dependent terms can
be eliminated, so that the previous expression can be simplified to:

HAF = −1

2
(~d+ · ~E+

0 + ~d− · ~E−0 ), (6.17)

Using equations 6.14 and 6.15 together with the definition of scalar product,
the interaction Hamiltonian HAF can be alternativelly expressed as:

HAF = −d0

2
(Lq(Eq)

∗ + L†qEq). (6.18)
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Figure 6.2: The circularly polarized light creates a population imbalance in
the Zeeman sub-levels which corresponds to a macroscopic magnetization in
the beam direction.

6.2.5 Angular Momentum Operator

We introduce here the angular momentum operator ~F , which is necessary to
define, in the next section, the magnetic Hamiltonian. We formally define
the operator ~F in appendix C.4, given by the sum of the ground and excited
state angular momentum operators ~Fg and ~Fe.
As we will describe in section 6.4.1, the ground (excited) angular momentum
operator is (proportional to) the ground (excited) magnetization vector
created by the optical pumping phenomena.
The meaning of the magnetization vector can be appreciated by consider-
ing the (averaged) ground-state magnetization3 component along the laser
direction, i.e (mg)z = (mg)0; this component measures the linear population
imbalance of the ground state magnetic sub-levels population. An example
is depicted in the figure 6.2 for a ground state level of angular momentum
Fg = 4. In the example, the σ+ polarized light causes the population to
be transferred to the sub-levels with higher magnetic quantum number mF

which creates a ground-state magnetization vector ~m along the laser direc-
tion; a σ− polarized light would build the population to the sub-levels with
lower magnetic quantum numbers and create a magnetization vector in the
opposite direction. Formally (mg)z = (mg)0 measures the difference between
the populations of levels 1, 2, 3, 4 and the populations of levels -1, -2, -3,
-4, and the other two components of ~mg measure the ground state sub-levels
coherences excited by the magnetic field.

3The excited state magnetization ~me has a similar meaning.
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6.2.6 Magnetic Field Operator

Similarly to the electric field case, the magnetic field Hamiltonian is defined
by:

HB = −~µ · ~B,

where ~B is the magnetic field vector and ~µ is the magnetic dipole moment,
which is connected to the total atomic angular momentum operator vector
~F by:

~µ = gFµB ~F ,

where µB is the Bohr magneton and gF is the Landé g-factor of the caesium
62S1/2 ground state. The calculation of the constant gF can be found in
[7] and its value is reported in table 2; note that the absolute value of γν
(reported in the same table) is independent on the quantum number Fl of
the level l considered, but its sign is negative for F = 3 and positive for
F = 4.
Defining the caesium gyromagnetic ratio γ as:

γ = 2πγν = 2π
gFµB
h
≈ 2π · 350 Hz/mG = 2π · 3.5 kHz/µT. (6.19)

and the Larmor angular frequency vector ~ω as:

~ω := γ ~B, (6.20)

then the magnetic Hamiltonian can be more simply written as:

HB = ~~ω · ~F .

As we will show, ~ω actually dictates the rotation of the angular momen-
tum ~F around the magnetic field vector ~B; in other words ~F rotates in the
plane perpendicular to the magnetic field, at the so called Larmor angular
frequency given by ω = γB, where ω = |~ω| and B = | ~B|.

6.2.7 Decay Operator

The last term in the master equation 6.5 is the decay operator VD that
describes the spontaneous decay of the excited population to the ground
state and the decay of the state coherences; this operator can be expressed
by [81,82,83]:

VD = Γ
2Fe + 1

2Fg + 1

∑
q

D(Lq)ρ,
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where the Lindblad super-operator D is defined by:

D(A)ρ = AρA+ − 1

2
(A+Aρ+ ρA+A),

and Γ is the natural line-width of the caesium D1 spectrum, reported in table
2.

6.3 Irreducible Multipoles

For our theoretical analysis we make extensive use of the the density matrix
expansion in its irreducible multipole operators [84, 85, 86, 87, 88]. As fully
explained in appendix C.6, using this expansion, the density matrix can be
written as:

ρ =
∑
l1l2kq

mkq
l1l2
T kql1l2 , (6.21)

with l1 and l2 both taking the two values g and e, 0 < k < F1 + F2 and
−k < q < k.
T kql1l2 and mkq

l1l2
are respectively called the irreducible multipole moments op-

erators and multipole coefficients of the density matrix; we explain their
meaning and significance in the next sections.

6.3.1 Multipole Operators

In this section we clarify the meaning of the multipole operators, up to the
first order (i.e. k = 0, 1), by connecting them to the common operators we
introduced in the previous pages to define the system.
The zero order operators T 00

l1l2
are:

� T 00
gg proportional to the ground state projection operator Pg;

� T 00
ee proportional to the excited state projection operator Pe;

When k = 1 then q ∈ [−1, 1] and the multipoles operators T 1q
l1l2

(with varying
q) are the components, in the spherical basis, of the operator vectors:

~Tl1l2≡(T 1,−1
l1l2

, T 1,0
l1l2
, T 1,1

l1l2
).

With varying l1 and l2 these vectors are:

� The operator ~Tgg is proportional to the ground state angular momen-

tum operator ~Fg and so to the ground state magnetization operator
~mg;
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� similarly, the operator ~Tee is proportional to the excited state angular
momentum operator ~Fe and so to the ground state magnetization
operator ~me;

� the operator ~Tge is proportional to the dipole ~d−, or alternativelly to

the lowering operator ~L; similarly, the vector ~Teg is proportional to the

dipole operator ~d+, or alternatively to the operator ~L†.

These section proves that all the operators we previously introduced to define
our system (to the exception of the decay operator VD) can be written as mul-
tipole operators up to order 1. The exact relationships and proportionality
coefficients are presented in appendix C.6.1.

6.3.2 Multipole Coefficents

We present the significance and meaning of the multipole coefficients up to
the first order. As we will see, they are connected to the corresponding av-
eraged values of the multipole operators explored in the previous section.
In first approximation, i.e. considering the magnetic sub-levels degenerate,
the complex structure of levels can be approximated by a much simpler two
levels system, which is described only by the ground and excited state pop-
ulations and zero order coherences. The zero order multipole coefficients
basically describes the system in this approximation.
When k = 0, q has to be 0 and the multipoles coefficients m00

l1l2
are:

� the coefficient m00
gg is proportional to the ground state overall pop-

ulation pg;

� the coefficient m00
ee is proportional to the excited state overall pop-

ulation pe;

� the coefficient m00
ge (and the analogous m00

eg) measures the 0 order co-
herence between the ground and excited state.

The first order multipole coefficients describe the system with more accuracy
by considering a simplified Zeeman structure; the description is enriched
with the inclusion of the ground and excited state populations imbalance,
ground state coherences, excited state coherences and ground-excited states
first order coherences.
When k = 1 then q ∈ [−1, 1] and the multipoles m1q

l1l2
(with varying q) are

the components, in the spherical basis, of the vectors:

~ml1l2≡(m1,−1
l1l2

,m1,0
l1l2
,m1,1

l1l2
).

With varying l1 and l2 these vectors are:
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� The vector ~mgg is proportional to the (averaged) ground state angular

momentum ~Fg, and so to the (averaged) ground state magnetization
~mg;

� similarly, the vector ~mee is proportional to the (averaged) excited state
angular momentum Fe, and so to the (averaged) excited state magne-
tization ~me;

� the vector ~mge is proportional to the (averaged) dipole ~d
−

; similarly,

the vector ~meg is proportional to the (averaged) dipole ~d
+

. Both ~d
+

and ~d
−

measures the first order coherences of the system.

The exact relationships and proportionality coefficients are presented in ap-
pendix C.6.1.

6.3.3 Multipoles Commutators

We are mostly interested in the evolution of the dipole operator ~d, i.e. to the

derivative ~̇d; as it can be seen from equation 6.7 the calculation of ~̇d requires
the evaluation of the commutators |[H, ~d]|.
As already explained in section 6.3.1, both H and ~d can be written as a
combination of multipole operators; so in order to find the dipole evolution,
we had to first solve the problem of evaluating the commutator of two generic
multipole operators, or formally, of:

[T k1q1
l1l2

, T k2q2
l3l4

].

We find that this operator can be still written as a linear combinations of
multipole operators T k3q3

l5l6
and the coefficients of the summation can be ob-

tained from the following trace:

|[T k1q1
l1l2

, T k2q2
l3l4

](T k3q3
l5l6

)†|. (6.22)

We found an elegant expression for these coefficients which is reported ap-
pendix C.6.2.

6.4 Vectorial Representation

The method mostly used for solving this complex system is to numerically
calculate the evolution, or the stationary values, of all populations and coher-
ences. This method, although very effective, doesn’t allow for a qualitative
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reading of the system which is more immediate for an analytical solution.
The purpose of this section is to demonstrate that an approximate analytical
solution is possible, and that it can be written in a easily readable vectorial
form; in the next chapter we will use this system of vectorial equations to
qualitative describe and confirm most of the experimental observations out-
lined in chapter 4.
The formal derivation of these equations would requires the extensive calcula-
tion of many traces like the one in equation 6.22; that’s why we won’t report
the formal demonstration which would otherwise require too many pages.
Nevertheless, as a starting point and for initial clarifications, we explicit the
time evolution of the dipole operator ~d− and then present the complete set
of vectorial equations.

6.4.1 Dipole Evolution

We report here the the evolution of the dipole ~d−, where we explicitly label
the contribution coming from each Hamiltonian:

Dipole Evolution Free Evolution Atom-Field Interaction

~̇d+ = −i∆~d+ + 1
~(−ipd ~E0 + ~m× ~E0)

Decay Rate Magnetic Field

−γ ~d+ − ~d+ × ~ω.

(6.23)

Each operator appearing in equation 6.23 is intended averaged, but the sub-
script notation is avoided to make the reading easier (see the definitions of
averaged operators in equations 6.2 and 6.7).
Each Hamiltonian gives a different contribution to the dipole evolution; in
particular all Hamiltonian operators give contribution up to order 1, except
for the atom-field Hamiltonian HAF which gives also higher multipoles con-
tributions; in order to write the equations in a simple vectorial form, we
adopted the simplification of ignoring contributions of orders higher than
the first; in other words, we average all operators with a truncated summa-
tion of the density matrix, ρ1, obtained from equation 6.21 limiting k to 1.
For the transition Fg = 1 → Fe = 1 this is equivalent to solving the cor-
responding exact system without approximations. For a generic transition
Fg → Fe instead the first order approximation allows to investigate the sys-
tem dynamics with a level of accuracy higher than that provided by a simple
two level approximation. Furthermore all the constants that define the sys-
tem under the first order approximation (see page 128) depend on Fg and
Fe, so the their information is not lost in the simplification.
The first term, in the right hand side of the equation 6.23, is the contribu-
tion coming from the free atomic Hamiltonian HA and it is the same term
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appearing in the analogous equations for the simpler two level system (see
for example [81]).
The electric field Hamiltonian gives a contribution coming from the comuta-
tor trace [~d−, HAF]; remembering the expression of the electric Hamiltonian
in equation 6.17 and using the symbols in appendix C.6.2, it can be proven
that:

1

i~
[~d+, HAF] =

1

2i~
[~d+, ~d−~·E−] =

1

~
(−ipd ~E0 + ~m× ~E0), (6.24)

where we have defined the magnetization operator vector ~m directly from
the dipole commutators; its spherical components are given by:

m−1 := 1
4
[d−1, d0],

m0 := 1
4
[d−1, d1], (6.25)

m1 := 1
4
[d0, d1],

and the ground and excited state magnetization operator vectors ~mg and ~me

are defined by:

~mg = Pg ~m,

~me = Pe ~m,

where obviously ~m = ~mg + ~me. The ground-state magnetization ~mg , as it
has been just defined, is proportional to the ground-state angular momentum
~Fg and so to the first order multipole vector ~Tgg, defined in section 6.3.1; the
same could be said for the excited state magnetization me; in other words:

~mg ∝ ~Fg ∝ ~Tgg,

~me ∝ ~Fe ∝ ~Tee.

We don’t use ~Fg and ~Fe or ~Tgg and ~Tee to define the magnetization because
it will require several additional coefficients that would make the equations
much heavier and less immediate.
Note also the the magnetization operator ~m, as it is defined in the equations
6.25, contains multipole higher than the first which, as previously mentioned,
will be discarded. Those contributions cannot be put in a simple vectorial
form but will require a more complex tensor notation; furthermore we ex-
pect the higher orders multipoles to describe finer experimental observations
which we either don’t detect or we are not interested in.
The operator pd, in equation 6.24, is defined by:

pd := 1
2
[d0, d

+
0 ],
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which, ignoring multipoles of order higher than the first, can be written as:

pd = 1
6
d2

0(pg − fgepe), (6.26)

fge =
2Fg + 1

2Fe + 1
,

where pg and pe are respectively the overall ground and excited state pop-
ulations (operators or corresponding averaged values). Formula 6.26 proves
that pd measures the overall population difference between the ground
and excited states; the coefficent fge accounts for a possible difference in the
number of magnetic sub-levels of the ground and excited state. We will show
in section 7.2.2 that, as expected, pd is a function of the laser intensity, thus
becoming related to the pump level.
The decay operator VD gives the result expected4, i.e a decaying contribution;
the dipole ~d− measures in fact the first order ground-excited state coherences
which decay at a rate proportional to Γ/2. The term γ is a sum of two terms:

γ =
Γ

2
+ γc, (6.27)

where γc is the pressure broadening contribution, due to the buffer gas
presence, which increases the coherences decay rate5;
Finally, the contribution coming from the magnetic Hamiltonian HB de-
scribes the rotation of the dipole ~d− around the magnetic field ~B.

6.4.2 Complete Set of Equations

In order to complete the description of the system evolution, equation 6.23
for the dipole ~d− is not enough, and it has to be coupled with the time
evolution of all other (averaged) operators with which we define the system,

i.e. the dipole ~d+, the magnetization vector ~m, the zero order coherences and
the population imbalance pd. In the following section we present the final
time dependent equations, without providing the analytical demonstration,
which would require too many pages.
The complete set of time dependent equations describing the single general
transition Fg → Fe, up to the first multipole order, is reported on page 128.
The operator c− together with c+ describe the zero order ground-excited

4We don’t provide an analytical proof of this contribution cause it require the evaluation
of the trace of four multipole moments; the result can still be proven computationally.

5As it is usually done (see for example [81]), the contribution proportional to γc has
been added artificially to describe the buffer gas effect, i.e. it does not come directly from
the decay operator VD.
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Vectorial Representation

Dipoles

~̇d+ =− i∆~d+ +
1

~
(−ipd ~E0 + ~m× ~E0)− γ ~d+ − ~d+ × ~ω

~̇d− =(~d+)∗

Magnetizations

~̇mg =
lg
~

(~d+ × ~E∗0 + ~d− × ~E0)− 1

i~
(c+ ~E∗0 + c− ~E0)+

− ~mg × ~ω + kgΓ~me

~̇me =
le
~

(~d+ × ~E∗0 + ~d− × ~E0) +
1

i~
(c+ ~E∗0 + c− ~E0)+

− ~me × ~ω + Γ~me

~m =~mg + ~me

Populations

ṗg =
1

2i~
(~d+ · ~E0 − ~d− · ~E∗0) + Γpe

ṗe =− 1

2i~
(~d+ · ~E0 − ~d− · ~E∗0)− Γpe

1 =pg + pe, feg = 2Fe+1
2Fg+1

pd =
d2

0

6
(pg − fgepe) =

d2
0

6
(1− pe(fge + 1))

Coherences

ċ+ =δ(−i∆c+ +
lc
i~

(~me − ~mg) · ~E∗0 − γc+)

c− =− (c+)∗

Dipoles

(6.28a)

(6.28b)

Magnetizations

(6.28c)

(6.28d)

Populations

(6.28e)

(6.28f)

Coherences

(6.28g)
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state coherences of the system; they are defined by:

c− :=1
2
[(mg)0, d

−
0 ],

c+ :=1
2
[(mg)0, d

+
0 ], (6.29)

and are proportional to the multipole vectors ~Tge and ~Teg. As for the mag-

netization operator the operators c+ and c− are used instead of ~Tge and ~Teg
to make the equations more readable.
The constants lg, kg, le, lc and δ depends on the particular transition consid-
ered and their expressions are reported in appendix C.8.
Note that it was necessary to explicit the time evolution of the ground and
excited magnetizations ~mg and ~me separately: in fact the magnetization of
the excited state decays and contributes to the magnetization of the ground
state6. Likewise we explicated the evolution of the ground and excited state
overall populations pg and pe, because the excited state decays contributing
to the ground state population. We note also that the electric field acts in
opposite ways on the population levels; when it pumps the excited state it
depletes the ground state. On the contrary, as expected, it acts in the same
way on the magnetizations: if the laser creates a positive population imbal-
ance in the ground state, it will create a positive population imbalance also
in the excited state.
As it can be observed, the dipole and magnetization vectors oscillate around
each other at a frequency proportional to the electric field amplitude; these
are the well know Rabi Oscillations which are too fast to be detected.
Furthermore, as the equations prove, both the magnetization and dipole vec-
tors independently oscillates around the magnetic field at the so called Lar-
mor (angular) frequency ω: we have extensively observed and documented
these oscillations in chapter 4.
Finally it can be noted that the the magnetizations and populations decay at
the rate Γ given by the caesium D1 natural line-width, while the zero order
coherences, as the dipoles, decay at the faster rate γ, which is affected by
the pressure broadening (see equation 6.27).

6.5 Concluding Remarks

As we will show in the next chapter, the model already gives a successful
qualitative explanation of the main experimental observations, but it could

6More specifically, when Fg = Fe, kg > 0 and mg and me have the same sign; when
Fg 6= Fe, kg < 0 and mg and me have opposite sign.



CHAPTER 6. DENSITY MATRIX FORMALISM 130

be expanded to describe the complete system composed of the 4 levels de-
scribed in figure 6.1, in the assumption of pressure broadening γ much higher
than the excited state frequency difference ωe. One could include a second
excited state by averaging the constants defining the vectorial representation
over the excited state angular momentum Fe; a second ground state could be
included artificially as a pathway for the spontaneous decay from the excited
states.
We will apply the vectorial representation on page 128, in the next chap-
ter where the response of the caesium vapour to the laser will be modelled
with the polarization vector ~P connected to the laser electric field with the
Maxwell equations. The bridge between this classical approach and the den-
sity matrix formalism, we developed in this chapter, is given by the equation:

~P = n~d, (6.30)

where n is the caesium vapour number density and ~d the (averaged) dipole
operator.



Chapter 7

Experiment Model

In this chapter we apply the vectorial representation of the density matrix
evolution, developed in the previous chapter, to qualitatively describe and
predict the main experimental observations described in chapter 4.
We present a general that describes both the pump and the probe stage of the
experiment and, in particular, clarifies the effect of the following parameters
on the observed Larmor signals:

� laser frequency;

� laser input polarization;

� laser intensity;

� pressure broadening broadening, i.e. nitrogen pressure in the cell;

� sensor head temperature;

� input laser intensity;

� magnetic field intensity and direction.

7.1 Light-Matter Interaction

In this section we provide the classical instruments to model the interaction
between the laser and the caesium atoms in the sensor head. As usually done,
the laser is modelled by an electric field vector ~E, while the medium response
with a polarization vector ~P ,and both field are simplified by plane waves with
slowly varying envelopes. As we will show the envelopes are connected by a
simple first-order equation that can be used to model the basics phenomena
in the sensor head: the electric field absorption and the rotation of the elctric
field plane of polarization.

131
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7.1.1 Electric Field

The laser light can be modelled by an electric plane wave travelling in the z
direction; since the electric field vector has to be orthogonal to the direction
of propagation z, it has only x and y components and can be written as:

~E(t, z) = Ex
0 êx cos(ωt− kz + ϕ) + Ey

0 êy cos(ωt− kz + ϕ+ δ),

where êx and êy are respectively the versors in the x and y directions, Ex
0

and Ey
0 are the two electric field (real) amplitudes components along the x

and y axis respectively, ω and k are the electric field angular frequency and
wave number, ϕ an initial phase and δ is the phase difference between the x
and y components of the electric field.
The expression above, as it is written, is not very suitable for analytical
calculations and, as it is usually done, it is rewritten using the identity
cos(φ) ≡ Re(eiφ), as:

~E(t, z) = Re(Ex
0 êxe

i(ωt−kz+ϕ) + Ey
0 êye

i(ωt−kz+ϕ+δ)) (7.1)

= Re
(
ei(ωt−kz)eiϕ(Ex

0 êx + Ey
0 êye

iδ)
)
. (7.2)

If we now introduce the polarization angle θ and overall electric field am-
plitude E0 such that:

Ex
0 = E0 cos(θ), (7.3)

Ey
0 = E0 sin(θ), (7.4)

E0 =

√
(Ex

0 )2 + (Ey
0 )2, (7.5)

then the electric field can be written as:

~E(t, z) = Re
(
E0e

iϕ(cos(θ)êx + sin(θ)êye
iδ)ei(ωt−kz)

)
.

Let’s also introduce the electric polarization (complex) versor ê defined
as:

ê = (cos(θ)êx + sin(θ)êye
iδ), (7.6)

and the envelope (complex) vector ~E0, defined by:

~E0 = E0e
iϕê. (7.7)

In this way, the electric field can be written as:

~E(t, z) = ~E0e
i(ωt−kz), (7.8)
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being aware that the physically meaningful counterpart is given by its real
part.
The envelope ~E0 describes the part of the field oscillating (in time and space1)
at a much slower rate compared to the fast wave plane part of the field: all
the slow time and space dependencies in the envelope are included in E0, ϕ
and θ.

Laser Polarization Let’s define the total laser power2 IT where:

IT = ~E · ~E = |E−1|2 + |E1|2 = I1 + I−1,

where Iq = |(E0)q|2 is the power of the electric field component q in the
spherical basis (defined in appendix C.2), and we have assumed no electric
power along the laser direction: in fact (E0)0 = (E0)z = 0 ⇒ I0 = Iz =
0. Note that the powers I−1 and I1 measure respectively the σ+ and σ−

polarization competent of the laser.
Let’s introduce the power difference ID defined by:

ID = I1 − I−1,

which measures the power difference between the σ+ and σ− polarization
components of the laser. It is useful to write ID as:

ID = aIT . (7.9)

From the spherical basis component of the electric field polarization versor ê
(introduced in equation 7.6) it is easy to demonstrate that:

a = sin(2θ) sin(δ). (7.10)

From both equation 7.9 and 7.10 it follows that a actually measures the
electric field polarization. In fact:

a = 0 ⇐⇒ I−1 = I1 ⇐⇒


θ = 0 ∀ δ
θ = π

2
∀ δ

δ = 0 ∀ θ

a = ±1 ⇐⇒ IT = I∓1 ⇐⇒ θ = π
4

and δ = ±π
2
.

From which it follows that a = 0 refers to linear electric polarization, while
a = ±1 to the two counter-rotating circular electric polarizations σ±.

1The space variation is assumed only along the direction of propagation z.
2We will use the symbol I to indicate the laser power and not its intensity; the two

however are connected by equation 7.21.
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7.1.2 Polarization

The caesium vapour in the sensor head together with the buffer gas will re-
spond to the electric field presence with a degree of polarization, proportional
to the electric field itself, given by:

~P = ε0χ~E, (7.11)

where ε0 is the electric permittivity in vacuum and χ is the electric suscep-
tibility.
As we will demonstrate, this formula doesn’t allow the possibility of a rota-
tion of the electric plane of polarization caused by the polarization (i.e. a
change of the electric field direction ê), which is a possible physical phenom-
ena we cannot exclude.
To formally include this possibility, we can define the electric field ~E⊥ =
~E × êz perpendicular to both ~E and êz and extend equation 7.11 to:

~P = ε0χ~E + ε0χ⊥ ~E⊥. (7.12)

This generalization is not physically unreasonable; a well known example
that supports the validity of this extension is the Faraday effect, in which a
rotation of the input electric polarization is caused by a magnetic field in the
direction of propagation.
Since the polarization follows the electric field 7.8, it can be reasonably ex-
pressed in the same way as:

~P (t, z) = ~P0e
i(ωt−kz). (7.13)

where, as for the electric field, the physically meaningful counterpart of the
polarization is given by its real part; ~P0 is a vector representing the slow
polarization envelope, which using equation 7.12 can be written as:

~P0 = ε0χ~E0 + ε0χ⊥( ~E0)⊥ = ε0χE0e
iϕê+ ε0χ⊥E0e

iϕê⊥, (7.14)

where ê⊥ = ê× êz.
Most of the physics would be described by the explicit or implicit expres-
sion of the susceptibilities; in other words we can expect χ and χ⊥ to be
dependent on the laser frequency, polarization and intensity, the sensor head
temperature and the pressure broadening due to the buffer gas.

7.1.3 Medium Response

As fully detailed in appendix C.7.1, the Maxwell equations (see equations
C.5, C.6, C.7 and C.8) can be used to obtain the following first-order equa-
tion, that connects the electric field to the polarization vector in the case of
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transverse plane waves:

(∂t + c∂z) ~E0 =
iωc
2ε0

~P0 (7.15)

This equation can be used to calculate the electric field (envelope) gradient

∂z ~E0, in the steady state case (∂t ~E0 = 0):

∂z ~E0 =
iωc
2cε0

~P0, (7.16)

Using equation 7.7 and 7.14, the previous result can be expanded in:

(∂zE0)eiϕê+ i(∂zϕ)E0e
iϕê+ E0e

iϕ(∂z ê) =
iω

2c
(χE0e

iϕê+ χ⊥E0e
iϕê⊥).

Simplifying eiϕ, separating the real and imaginary part of χ, and dividing
the equation into its two orthogonal vectorial components (ê and ê⊥), the
previous equation leads to:

∂zE0 =− ω

2c
Im(χ)E0,

∂zϕ =
ω

2c
Re(χ),

∂z ê =
iω

2c
χ⊥(ê× êz),

(7.17)

(7.18)

(7.19)

which shows that the imaginary part of the susceptibility χ causes a drop
in the electric field amplitude, while its real part causes a phase shift. As
already mentioned, the electric field is rotated in the medium (∂z ê 6= 0) only
when χ⊥ 6= 0, i.e. only when the medium responds to the field also with an
orthogonal polarization. As we will prove in section 7.2.1, χ⊥ is proportional
to the magnetization component along the laser light, i.e. χ⊥ ∝ mz.
Equation 7.19 together with the definition of the electric polarization ver-
sor in equation 7.6 can be used to explicitly evaluate the rotation ∂zθ of
polarization angle as:

∂zθ = − ω
2c
χ⊥, (7.20)

from which it follows that χ⊥ is real.

Beer-Lamert Law What is directly measured is not the electric field but
its corresponding intensity I; in the case of an electromagnetic radiation
described by a plane-wave, the intensity is given by:

I = cε0 < |E(t, z)|2 >,
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where the angular brackets denote a time-averaged quantity, which can be
found by integrating over an optical cycle (2π/ω), the duration of which is
sufficiently small that the magnitude and phase of the envelope are effectively
constant. Using this idea, the intensity can be written as:

I =
cε0
2
|E0|2. (7.21)

Equation 7.17 can be used to evaluate the intensity gradient; in fact from:

∂z|E0|2 = ∂z(E0E
∗
0) = ((∂zE0)E∗0 + E0∂zE

∗
0)) = −ω

c
|E0|2,

we obtain:
∂zI = −ωε0

2
Im(χ)I, (7.22)

which is the famous Beer-Lambert law.

Polarimeter The polarimeter detects the intensities of the two orthogonal
components of the electric field; in other words it independently detects the
signals:

Ix =
cε0
2
|Ex

0 |2 =
cε0
2
|E0|2 cos(θ)2 = I cos(θ)2, (7.23)

Iy =
cε0
2
|Ey

0 |2 =
cε0
2
|E0|2 sin(θ)2 = I sin(θ)2, (7.24)

Following the same reasoning used in the previous section, we can evaluate
the signals variations in the z direction as:

∂zIx = −ωε0
2

Im(χ)Ix + 2I cos(θ) sin(θ)dθ, (7.25)

∂zIy = −ωε0
2

Im(χ)Iy − 2I cos(θ) sin(θ)dθ. (7.26)

Using equations 7.20 in equations 7.25 and 7.26 we obtain:

∂zIx = −ωε0
2

Im(χ)Ix −
ω

c
Re(χ⊥)I cos(θ) sin(θ), (7.27)

∂zIy = −ωε0
2

Im(χ)Iy +
ω

c
Re(χ⊥)I cos(θ) sin(θ). (7.28)

From this result it is obvious that any variations in phase in the polarimeter
signals is due to Im()χ), i.e. to the component of the polarization parallel
to electric field, while any change in phase opposition is due to |χ⊥|, i.e.
to the component of the polarization perpendicular to the electric field. In
other words the polarimeter actually detects variations in the polarization
angle θ and these, as we know, are due the perpendicular component of the
polarization.
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7.2 Steady State

Since the polarization ~P is connected to the dipole ~d with equation 6.30, we
use the vectorial representation described in page 128 to determine the steady
state solution of the dipole evolution and so find its components parallel and
perpendicular to the electric field.
This would be used also to find the steady state solution of the ground-
excited states population imbalance as a function of the laser intensity, and
to describe the magnetization evolution.

7.2.1 Dipoles

Since the dipoles decay usually much faster that the populations and mag-
netizations, we can apply the adiabatic elimination and find the dipoles

steady state solutions. Imposing ~̇d = 0 in equations 6.28a one obtains:

~d+ =
1

~(γ + i∆)
(−ipd ~E0 + ~m× ~E0), (7.29)

where ~m is the steady state magnetization vector. This solution is valid for
negligible magnetic field contribution ~ω, and so it is legitimate during the
pump stage of the experiment, where the the electric field is very high; nev-
ertheless it can be extended also during the probe stage, as an approximate
solution dependent on the intensity of the magnetic field.
Note that the dipole d+ in equation 7.29 rotates synchronously with the elec-
tric field ~E0, while the dipole d− = (d+)∗ with the electric field ~E∗0 . Since
in equation 7.13 we modelled the polarization with its positively rotating
complex counterpart, we can connect it to the dipole through the following
equation:

~P0 = n~d+.

Using the expression of P0 in equation 7.14 we can we can find a convenient
expression for electric susceptibilities χ and χ⊥:

χ =
n~d · ê
ε0E0eiφ

=
−inpd

~ε0(γ + i∆)
,

χ⊥ =
n~d · ê⊥
ε0E0eiφ

=
nmz

~ε0(γ + i∆)
, (7.30)

where the last result is obtained from the identity:

(~m× ~E0) · e⊥ = ( ~E0 × ê⊥) · ~m = E0mz.
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Using the identity
1

γ + i∆
=

γ − i∆
γ2 + ∆2

we can evaluate Im(χ) and Re(χ⊥) as:

Im(χ) =
∆npd

~ε0(γ2 + ∆2)
,

Re(χ⊥) =
nmz

~ε0(γ2 + ∆2)
,

(7.31)

(7.32)

Firstly we note the resonant effect of the detuning ∆ on both expressions
of the susceptibilities, which results in a Lorentzian line shape.
The part of the dipole (and so of the polarization) parallel to the electric
field is affected by the overall ground to excited states population imbalance
pd (defined in section 6.4.1); this part of the polarization affects the overall
electric intensity drop along the sensor head (as described by the Beer-Labert
law in equation 7.22) and pd (as we will demonstrate in the next section) is
a function of the Laser intensity itself. From these two observations, we can
expect a dependency of Imχ on the laser intensity, which is also predicted
by a simpler two level model (see for example [81]).
Equation 7.32 together with the results in equations 7.27 and 7.28 demon-
strates that the polarimeter detects only the component of the magnetization
along the laser direction and that the two polarization components of the Lar-
mor oscillations detected by the polarimeter are in phase opposition.
The effect of the detuning on the Larmor oscillations can be found from
equation 7.30; writing

mz(t) = Re(m0e
(iωlt+φ0)−fdt)

and remembering that since for small ∆:

1

γ + i∆
∝ e−

∆
γ ,

the phase of the observed magnetic larmor oscillations is:

φ(∆) ≈ φ0 −
∆

γ
. (7.33)

The observed amplitude of the Larmor oscillations A ∝ m0 (see equation 4.2)
can be found combining equations 7.27 and 7.28 with the result in equation
7.32:

A(∆) ∝ m0Re(χ⊥) ∝ m0

γ2 + ∆2
, (7.34)

which describes a Lorentzian profile as a function of the detuning ∆.
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7.2.2 Populations

Using the dipole steady state solutions in equation 7.29 in the evolution of
pe (equation 6.28e) one finds:

ṗe = Im

(
1

i~2(γ + i∆)
(−ipd ~E0 · ~E0 + (~m× ~E0) · ~E0)

)
− Γpe. (7.35)

Obviously ~E0 · ~E0 = IT and it is not difficult to prove that:

(~m× ~E0) · ~E0 = −im0ID = −iam0IT ,

where m0 is the steady state component of the magnetization along the laser.
We can rewrite the equation 7.35 in the steady state as:

ITγ

~2(γ2 + ∆2)
(pd + am0)− Γpe = 0,

Since pd and pe are connected by the equation 6.28f, the last equation can
be easily solved for pd; the solution is:

pd =
d2

0 − am0ĪT
6 + ĪT

, (7.36)

where:

ĪT = IT
γd2

0(fge + 1)

Γ~2(γ2 + ∆2)
.

As expected the solution shows that, for very low laser intensity, all the
population is in the ground state, where pd reaches its maximum value (pd =
d2

0

6
). With no magnetization along the laser (i.e. m0 = 0), and for very

high laser intensity, pd reaches its minimum value, zero, where the overall
population of the ground and excited state are the same, which corresponds to
population balance. We can define the saturation intensity IsT imposing
that pd reaches half its maximum level in equation 7.36, which implies ĪsT = 6
or:

IsT =
6Γ~2(γ2 + ∆2)

γd2
0(fge + 1)

.

With m0 6= 0 and very high intensity, the system doesn’t reach complete
population balance, i.e.:

pd = −am0.
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In the simple case in which Fg = Fe (i.e. feg = 1) and the solution for the
overall ground and excited state populations is:

pg =
1

2
− 3am0,

pe =
1

2
+ 3am0.

This means that, for example, an ensemble with positive (steady state) Zee-
man population imbalance (i.e. m0 ≥ 0) interacting with a positively polar-
ized light (i.e. a ≥ 0) will reach a lower level of population imbalance because
not all the Zeeman sub-levels are equally pumped; this is a conclusion that
could not be reached with a simple two level approximation. Figure 7.1 plots
the ground and excited state populations as a function of the reduced light
intensity ĪT and shows that the population imbalance at high intensity is
increased by the magnetization level am0.

Figure 7.1: Ground and excited state population as a function of the reduced
light intensity ĪT . The population imbalance at high intensity is increased
by the magnetization level am0.
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7.3 Magnetization Evolution

The evolution of total magnetization ~m can be found summing the evolutions
of ~me and ~mg in equations 6.28d:

~̇m =
lg + le

~
(~d+ × ~E∗0 + ~d− × ~E0) + (kg − 1)Γ~me − ~m× ~ω. (7.37)

The term proportional to me can be neglected because the constant kg is
almost 1 for all of the 4 possible transitions.
Using the adiabatic elimination, we can insert the steady state solution of
the dipoles (equation 7.29) to explicit the first term in the evolution of ~m:

lg + le
~

(~d+ × ~E∗0 + ~d− × ~E0) = 2
lg + le

~
Re(~d+ × ~E∗0)

= 2
lg + le
~2

Re

(
1

γ + i∆

(
−ipd( ~E∗0 × ~E0) + (~m× ~E∗0)× ~E0

))
,

using the identities in appendix C.9:

= 2
lg + le
~2

Re

(
1

γ + i∆

(
iaIT êz − iaIT êz × ~m− IT ~m+ (~m · ~E∗0) ~E∗0)

))
,

taking the real part of each term one can write the evolution of the magne-
tization as:

Magnetization Evolution

frequency pumping laser-damping pseudo-precession

~̇m = 2(lg+le)

~2(γ2+∆2)

[
apdγIT êz −ITγ ~m −(aIT∆êz)× ~m

]
transverse precession natural-damping

+2(lg+le)

~2 Re
(

(~m· ~E∗0 ) ~E∗0
γ+i∆

)
−~m× ~ω −γ0 ~m

(7.38a)

Lets analyse each term in the equation separately:

� the term labelled frequency describes the dependency of the magneti-
zation evolution on the laser detuning ∆ and the pressure broadening
γ;
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� the term pumping is responsible for the pumping of the magnetization
vector in the laser direction: this term is predominant during the pump-
ing stage of the experiment and for circularly polarized light (a = 1).
This term suggests the use of linear polarized light during the probe
stage, i.e. a = 0, in order to minimize the effect of the pumping term.

� as it is usually done, the term natural-damping is added artificially to
describe the natural decay of the magnetization;

� the term laser-damping shows that the magnetization decays in time
with a decay rate proportional to the total laser intensity. This phe-
nomena is observed in the probing stage, but affects the pumping stage
as well.

� the term precession describes the precession of the magnetization vector
~m around the magnetic field at the Larmor angular frequency ω; this
contribution is more relevant during the probing stage;

� the term pseudo-precession describes the precession of the magnetiza-
tion vector around a pseudo-magnetic field pointing in the laser direc-
tion and proportional to the laser total intensity IT and polarization a;
this phenomena is observed in the probing stage;

� the last term labelled transverse points out that the component of the
magnetization transverse to the laser direction is not damped by the
laser intensity; in fact considering for the moment only the damping
and transverse components:

~̇m · ~E ∝ −IT ~m · ~E + (~m · ~E)( ~E · ~E) = 0.

In other words the term damping applies only to the component of the
magnetization perpendicular to the electric field. Since the pump pro-
duces only a magnetization along the z direction, the term transverse
is redundant and can be neglected.

7.3.1 Pump Stage

During the pump stage, we assume that the magnetic field is negligible com-
pared to the electric field; since the magnetization is pumped along the laser
direction the pseudo magnetic field is zero. For this reasons, to describe the
evolution of the magnetization during the pumping stage we use equation
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7.38a discarding the pseudo-precession, transverse and precession terms:

~̇m =
2γ(lg + le)IT
~2(γ2 + ∆2)

(apdêz − ~m)− γ0 ~m .

Imposing ~̇m = 0 we find the steady state solution for the magnetization in
the pumping stage:

~m =
alĪTpd

d2
0γ0 + lĪT

êz, (7.39)

where l = lg + le and fge ≈ 1. The equation proves that the magnetization
is pumped only in the z direction, and only when the polarization is not
linear (a 6= 0): the highest pump is obtained for circularly polarized light
(i.e a = ±1). Furthermore the magnetization amplitude saturates as func-
tion of the pump intensity to ms = apd as described in figure 7.2; the plot
demonstrates that the highest pump available can be used to obtain the best
magnetization in the direction of the laser beam.

Figure 7.2: Ground and excited state population as a function of the reduced
light intensity ĪT . The population imbalance at high intensity is increased
by the magnetization level am0.
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More specifically, we assume that the pump will end when all population is
transferred to the the mF = ±Fg states, depending if the light polarization
a is positive or negative, which corresponds to the highest Zeeman sub-level
imbalance. With this assumption, we can evaluate the highest magnetiza-
tion amplitude, that can be reached in correspondence of each of the four
possible transitions. Using the definition of magnetization given in equa-
tion 6.25, we have calculated these values3 for both ground and excited state
magnetizations mg and me; the values are printed in the following table:

i Fg → Fe mg me m
1 4→ 3 0.25 -0.24 0.009
2 4→ 4 0.05 0.05 0.1
3 3→ 3 0.063 0.063 0.12
4 3→ 4 -0.19 0.19 0.007

As it can be seen, transition 1 and 4 have the highest possible magnetization
of the ground and excited states, but those sum destructively, resulting in a
very poor overall magnetization m. From the table it is clear that the best
transition is the third (i.e. the 3→ 3).
Another factor affecting the pump level is the constants lg + le which depend
on the particular transition considered. We report here its values4:

i Fg → Fe lg + le
1 4→ 3 0.138
2 4→ 4 0.0063
3 3→ 3 0.0104
4 3→ 4 0.1076

Again the best values are reached for transition 1 and 4, but the low level of
magnetization those transitions allow, makes again the third transition the
optimum one.

7.4 Model Predictions

The model predicts the following:

3We calculate these values assuming all population pumped in the mF = Fg state, i.e.
a > 0 and m0 > 0. For opposite polarization the amplitude is the same but its sign is
opposite. The table refers to the z component of the magnetizations and all values are
assumed multiplied by d20.

4All values are assumed multiplied by d20.
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� the laser best frequency is close to the 3 → 3 or third transition of
the D1 caesium spectrum; furthermore the model predicts a Lorentzian
dependency of the resonance on the laser detuning ∆; these predictions
are confirmed experimentally by the results in figure 5.1 and 5.2;

� the two Larmor signals detected by the polarimeter are predicted out
of phase; this result has been extensively verified experimentally and
described in chapter 5;

� the best predicted polarization for the pumping and probing stage is
respectively circular and linear; since only one polarization is used for
both pump and probe, the model suggests the use of elliptical polar-
ization; this is confirmed by the result in figure 5.5;

� for high temperatures the polarization increases, because the caesium
vapour density increases; this in turn improves the visibility of the Lar-
mor oscillations. In order to explain the maximum sensitivity reached
around 125◦ (see plot in figure 5.4), the transverse decay rate γ0 should
be proportional to the temperature.

� as described by figure 7.2, the best pump level is the highest avail-
able; furthermore the pumped magnetization should follow a saturation
curve as a function of the pump intensity; this is confirmed by the ex-
perimental results in figure 5.7;

� the signal decay rate is proportional to the laser intensity (confirmed
by the decay plot in figure 5.8);

� the probe intensity both enhances the Larmor oscillations (see equa-
tions 7.27 and 7.28) and destroy them, due to the damping term in
equation 7.38a; this implies the existence of an optimum probe level
which is confirmed by the amplitude plot in figure 5.8;

� the probe creates a pseudo-magnetic field in the direction of the
laser, proportional to the probe intensity; the magnetization precess
around both the magnetic and pseudo-magnetic field; this prediction is
confirmed by the Larmor frequency plot in figure 5.8;

� a parallel magnetic field alone cannot be detected because the pumped
magnetization points in the z direction; this result has been verified ex-
perimentally and described in section 5.5.2;
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� the dipole precession around the magnetic field limits the validity of the
adiabatic elimination hence determining a physical limit for the high-
est magnetic field detectable; section 5.5.1 confirms the prediction.

As it can be seen, we have developed a model that predicts the main obser-
vations discussed in chapter 5.
Equation 7.38a extends an analogous result found in the literature [3,4,5,31,
89,90], which describes the time evolution of the magnetization in the simpler
transition Fg = 1/2→ Fe = 1/2; more specifically describes the pumping of
the magnetization in the laser direction, the presence of a pseudo-magnetic
field and the increasing decay rate with laser intensity.
Unlike the previous models, ours is more general because it provides a more
complete description of a generic transition Fg → Fe, not only in term of
the magnetization vector but also in terms of the dipoles, coherences and
populations. Furthermore, the model developed in this chapter, unlike the
one in literature, successfully predicts the use of linear polarization for the
probing stage, successfully predicts the 3→ 3 transition as the best one, and
the phase-opposition observed between the parallel and perpendicular signals
detected by the polarimeter.



Chapter 8

Conclusions

In this thesis we presented the work done at Strathclyde University to realize
a magnetometer in the Bell-Bloom scheme, which serves as the main exper-
imental prototype for the corresponding chip-scale miniaturization. Moving
in this direction, together with TI, we made considerable effort to reach a
wafer based production of the sensor head cells and in parallel, develop a sys-
tem based on caesium spectroscopy, to optically characterise a whole wafer in
a short period of time. Before the last stage of anodic bonding in the produc-
tion of the wafer, the small cells (≈ 20 mm3) are dispensed with a caesium
azide compound; the wafer is then UV exposed for several hours so that the
azide liberates its constituents in the cell volume: caesium and nitrogen, the
first in the vapour form, while the latter as a buffer gas used to increase the
magnetometer performances. The spectroscopic analysis of the wafer, based
on caesium D1 line, is able to characterize the cells in term of caesium and
nitrogen content and so to study the UV dissociation process; in this regard,
we developed a specific software to make the analysis as accurate and quick
as possible. The cells properties and spectroscopic characterization (exten-
sively described respectively in chapter 2 and 3), has been the foundation
work to implement and develop the amplitude modulated Bell-Bloom based
magnetometer.
The basis idea behind it is to use the same light to both prepare the caesium
atoms in a favourable polarization state, and detect how this state is per-
turbed by the presence of a magnetic field. This is experimentally achieved by
cyclically modulate the input laser light so that a highly intensive but short
impulse, called the pump, is followed by a longer and weaker beam, called
the probe. From a semi-classical prospective, the pump is responsible for
optically pumping the ensemble and creating a macroscopic magnetization
in the direction of the laser beam, which then precess around the magnetic
field at the so called Larmor frequency, proportional to the field itself; the

147
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small probe finally detects those oscillations with little or no perturbation.
We artificially applied an external magnetic field with a pair of orthogonal
Helmholtz coils, which are used for their well known magnetic uniformity;
The sensor head is heated with a non magnetic resistor to reach the proper
caesium vapour density; its current is switched on and off and the signal
is detects only during the off part to avoid undesired magnetic noise. The
transmitted light is analysed by a polarimeter which splits the signal into its
components of orthogonal polarization.
The signals so extracted have been extensively analysed with the following
main conclusion:

� the Larmor oscillation display a typically relaxation rate of about 3
kHz which is increased by the probe intensity;

� the laser light produces a, so called, pseudo magnetic field in the direc-
tion of the laser beam which adds to the magnetic Larmor frequency;

� the best laser frequency of detection corresponds to the 3→ 3 transition
of the caesium D1 line;

� the two signals from the polarimeter are almost in phase opposition;

� the atoms can be pumped with the highest available laser intensity
without perturbing the Larmor frequency; the best probing power is
around 1.1 mW/mm2;

� the best sensor head temperature is around 125◦C;

� the signal is optimized when the angle between the magnetic field and
the laser direction is between 0 and 90◦ or, nominally 45◦;

� the lowest and highest magnetic field amplitudes detectable are respec-
tively around 4 and 100 mG.

In parallel we developed a satisfactory understanding and characterization of
the magnetic noise level in the frequency domain in terms of the standard pa-
rameter used to measure a magnetometer performances: its sensitivity. For
this purpose, we developed a specific software which transforms a sequence of
Larmor oscillations into a proper magnetic signal used to measure the noise
level at different frequencies; this had successfully helped to pinpoint and
eliminate external as well as internal sources of magnetic noise. We are able
to reach sensitivities as low as ≈ 4 pT/

√
Hz at 850 Hz which, if reproduced

on a miniaturized level, would allow the magnetometer to compete with the
current chip-scale atomic magnetometers.
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In the final part of the thesis we develop a theoretical framework which ac-
curately predicts the main experimental findings. The theory is based on a
first order multipole approximation of the density matrix which transforms
the Shrödinger-von Neumann equation in 8 vectorial equations involving the
evolution of the system dipoles, magnetizations and populations. These equa-
tions successfully describe the optical pumping stage of the experiment, the
creation of a macroscopic magnetization, its precession around the magnetic
field and finally the perturbation of the oscillations caused by the probe beam.
The model extends the common representation already in literature [3, 4, 5]
by particularly predicting the best laser frequency of detection, the phase op-
position phenomena described before, the magnetic field direction and other
observations which the common method fails to fully describe.
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Appendix A

Spectroscopy

A.1 Voigt Profile

Initial Definitions The Gaussian profile is defined as:

G(ν, σg) =
1

σg
√

2π
exp

(
− ν2

2σg

)
,

where σg is the half width at 1/
√
e maximum.

The Lorentian profile is defined as:

L(ν, σl) =
σl
π

1

ν2 + σ2
l

,

where σl is the full width at half maximum. The Voigt profile is defined as
the convolution of the Gaussian and Lorentian function:

Voigt(ν, σg, σl) =

∫ ∞
−∞

G(ν ′)L(ν − ν ′)dν ′.

It can be shown that it can be expressed in a easier analytical form by:

Voigt(ν, σg, σl) =
Re(w(z))√

2πσg
,

where

z =
x+ iσl√

2σg
,

and:
w(z) = exp(−z2)erfc(−iz),

in which erfc represents the complementary error function, defined by:

erfc(z) = 1 +
2i√
π

∫ z

0

et
2

dt.
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Numerical Approximation The Voigt function expressed in this form
is still computationally very difficult to use, especially for fitting purposes.
We have used a convenient approximation, labelled Voigta, composed by as
a linear combination of the Lorentian and Gaussian functions [91]. In other
words:

Voigta(ν, σg, σl) = cl(d)L(ν, σv) + cg(d)G(ν, σv),

where:

d =
σl − σg
σl + σg

,

and the coefficents cl and cg are:

cl(d) = 0.68188 + 0.61293d− 0.18384d2 − 0.11568d3,

cg(d) = 0.32460− 0.61825d+ 0.17681d2 + 0.12109d3.

The width σv is:

σv =
1

2

(√
0.86639σ2

l + 4σ2
g + 1.0692σl

)
.

The plot in figure A.1 shows the voigt profile and its approximation in a
case representing our system; here the Gaussian width is due to the thermal
Gaussian broadening at a temperature of 100◦C and the Lorentzian width to
the 100 Torr of nitrogen. The two curves appear basically undistinguishable.
The percentage error is also shown, and as it can be seen, it is lower than
5% for the frequency range of interest.
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Figure A.1: The upper figure shows the plot of the voigt profile and its
approximation. The percentage error is also shown in the lower plot.



Appendix B

Experiment

B.1 Circuits Schematics

In this appendix we presents the two main circuit schematics used for the
experiment.

B.1.1 Coils Driver Circuitry

The circuit used for the coils driver is shown in figure B.1. The driver,
supplied by a low-noise 12 V battery, consists of two independent sources of
a very low noise current, up to 100 mA. The two orthogonal Helmholtz coils
(one for the parallel and perpendicular magnetic fields), have a radius of 3.7
and 2.35 cm with 50 and 30 coils turns respectively; using equation B.1, we
find that the maximum outputted parallel and perpendicular magnetic fields,
are ≈1.1 and ≈1.2 G respectively.

B.1.2 Heater Driver Circuitry

The circuit used for the heater driver is shown in figure B.2. The driver, sup-
plied by a low-noise 12V battery, transforms the RF voltage signal (coming
from a RF pulse generator) in the correspondent current signal, supplied to
the heater resistance; in this way the heater current can be switched on and
off so that the signal can be analysed only in the off stage.

B.2 The Coils

The purpose of this section is to define and give an analytical expression for
the magnetic uniformity and apply the results to give a numerical expression

154
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Figure B.1: Coils driver circuitry schematics.

Figure B.2: Heater driver circuitry schematics.
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for our experimental case.

B.2.1 Single coil

Let’s consider an electric current I flowing in a coil of radius R, as shown in
figure B.3.

Figure B.3: The circumference in the xy place represent the single coil with
current circulating clockwise. The magnetic field contribution from the in-
finitesimal part of the coil dl is calculated in the generic point P .

The contribution d ~B to the total magnetic field in the point P coming from
an infinitesimal element of circuit d~l located in the point
P1 ≡ (R cos(θ), R sin(θ), 0) of the coil, is given by the Biot-Savart law:

~dB =
µ0I

4π

~dl × ~d

d3
,

where µ0 is the magnetic permeability, ~d = ~r − ~P1 is the distance vector
between the points P1 and P and d is its norm.
The point P can be written as:

P ≡ (ρ cos(θ), ρ sin(θ), z),
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where ρ is the distance of point P from the coil axis and z is the distance of
point P from the coil plane. Using some trigonometry one can show that:

d2 = R2 + z2 + ρ2 − 2Rρ cos(θ − φ),

where, θ is the azimuth angle of point P referring to the x axis, while φ is the
angle distance of point P1 to the x axis (see again figure B.3). The formula
can be re-expressed as:

d = d0A,

where we have defined:

d0 =
√
R2 + ρ2 + z2,

A =
√

1− a cos(θ − φ),

a =
2Rρ

d2
0

.

If we take û ≡ (−R sin(θ), R cos(θ), 0) to be the unit vector along ~dl, we can
say:

~dl = Rdθû.

so that the Biot-Savart law can be rewritten as:

d ~B = cIcR~sdθ,

where we have defined:

~s :=
û× ~d

d3
,

cI := µ0I,

cR :=
R

4π
.

It can be shown that:

~s ≡ 1

d3
(z cos(θ), z sin(θ), R− ρ cos(θ − φ)) .

If we switch to cylindrical coordinates with unit vectors ρ̂ ≡ (cos(φ), sin(φ), 0).
φ̂ ≡ (− sin(φ), cos(φ), 0) and ẑ then:

~s =
1

d3

(
z cos(θ − φ)ρ̂+ z sin(θ − φ)φ̂+ (R− ρ cos(θ − φ))ẑ

)
.

The total magnetic field ~B in the point P is then:

~B = cIcR~S,
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where the dimensionless vector ~S is defined as:

~S =

∫ 2π

0

~s(θ) ~dθ.

which after integration gives:

~S =
1

d3
0

(zIc(a)ρ̂+ (RI0(a)− ρIc(a))ẑ) ,

which has no component along φ̂ and where we have defined:

I0(a) =

∫ 2π

0

1

(1− a cos θ)
3
2

dθ,

Ic(b) =

∫ 2π

0

cos θ

(1− a cos θ)
3
2

dθ.

We found the analytical solution of these two complex integrals and are
reported in appendix B.2.4. It can be found though that:

lim
a→0

I0 = 2π,

lim
a→0

Ic = 0,

which can be used to find the solution along the coil axis (where ρ = a = 0):

~Saxis =
2πR

d3
0

ẑ,

Since Bφ is always zero we can expressed the magnetic field in two cylindrical
coordinates, in the form:

~B = [Bρ, Bz].

B.2.2 Double Coils

Let’s consider two coils facing each other at a distance z0. The magnetic field
in a generic point is:

~B = cIcR ~D,

where:
~D(ρ, z) = ~S(ρ, z) + ~S(ρ, z − z0).
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Helmholtz Coils If z0 = R the double coil structure is known as Helmholtz
coils and, as it will be shown in the next section, it has very favourable
uniformity properties. The magnetic field in the centre of the coils in this
case is given by the well know expression:

~B =

[
0,

(
4

5

) 3
2 µ0i

R

]
. (B.1)

B.2.3 Magnetic Uniformity

We can define the magnetic field uniformity ~U of the double coil in a generic
point as:

~U =
d ~B

| ~B|
=
d ~D

| ~D|
=

~D(ρ+ dρ, z + dz)− ~D(ρ, z)

| ~D(ρ, z)|
.

Given this definition it is possible to show that ~U has a minimum when ρ = 0
(i.e on the coils axis). Along the axis ~U has a maximum in the centre of the

coils, where z = z0/2, if z0 <
√

3−
√

7R ∼= 0.6R and a minimum for larger

values of z0. In the centre of the coils (i.e ρ = 0 and z = z0/2), ~U has a
minimum when z0 = R (i.e. in the Helmholtz configuration).
The uniformity in the centre of the Helmholtz coils is very high (numerically

low) so that a series expansion of ~D up to order 4 was necessary. The
uniformity in this point is:

~U =
~D(dρ,R/2 + dz)− ~D(0, R/2)

| ~D(0, R/2)|
=

[
72
(
4dρdz3 − 3dρ3dz

)
125R4

,
432dρ2dz2

125R4

]
.

Given the dimensions of the sample, located in the centre of the coils, we
can assume dz = 0.1 cm and dρ = 0.5 cm. We use two Helmholtz coils
perpendicular to each other with radii 2.35 and 3.7 cm respectively so that
the respective uniformity vectors are:

~U1 = ∼= [0.7, 0.3]�, (B.2)

~U2 = ∼= [0.1, 0.05]�. (B.3)

Adding the two vector in the proper way one obtain the total magnetic
uniformity in the centre of a double Helmholtz coils structure:

~U2
∼= [0.7, 0.3]�,

so that the overall magnetic uniformity in the cell is around 0.7%.
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B.2.4 Integrals

The analytical solution of the integrals presented in section B.2.2 is given by:∫ 2π

0

1

1− a cos θ
dθ =

4

1 + a

√
1

1− a
EllipticE

(
2a

a− 1

)
,∫ 2π

0

cos θ

1− a cos θ
dθ =

4

1 + a

√
1

a(1− a)

(
(1 + a)EllipticK

(
2a

a− 1

)
− EllipticE

(
2a

a− 1

))
,

where:

EllipticK(m) =

∫ π
2

0

1√
1−m sin(θ)2

dθ,

EllipticE(m) =

∫ π
2

0

√
1−m sin(θ)2dθ,

are respectively the complete elliptical integrals of the first and second kind
and are easily mapped by a computational system.

B.3 Noise Estimator

Let’s consider the signal sn given by:

sn = fn + νn,

where a generic function fn is embedded in the noise νn of variance σ2. It is
immediate to prove that the variance of the noise:

νn−1 + νn+1 − 2νn,

is 6σ2.
Let’s apply the Taylor series expansion to the function fn around the data
points n+ 1 and n− 1:

fn+1 =
∑∞

i=0
f

(i)
n

i!
,

fn−1 =
∑∞

i=0(−1)n f
(i)
n

i!
,

where f
(i)
n is the i-th derivative of f around n. From these expressions it

follows that:

fn+1 + fn−1 − 2fn = 2
∞∑
i=1

f
(2i)
n

(2i)!
.
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We find that this quantity has a very low variance compared to fn so that
the variance of the signal:

sn+1 + sn−1 − 2sn,

has variance ≈ 6σ2. This results can be used to estimate σ.

B.4 Cramér-Rao Lower Bounds

The Cramér-Rao lower bound (CRB) condition establishes the lowest possi-
ble values for the errors on the informations extracted from the signal 4.3 [79].
More specifically if we label with σ2

A, σ2
ω̄l

, σ2
φ, σ2

f̄d
the error (expressed as

variance) on the information extracted on respectively the amplitude A, the
angular frequency ω̄l, the phase φ and the decay rate f̄d, the CRB conditions
can be written as:

σ2
A ≥ A2CRB1(z,N)/R2

SN,

σ2
ω̄l
≥ CRB2(z,N)/R2

SN,

σ2
φ ≥ CRB1(z,N)/R2

SN,

σ2
f̄d
≥ CRB2(z,N)/R2

SN,

where z = e−2f̄d and the functions CRB1 and CRB2 are defined as:

CRB1(z,N) := 2(1− z)

(
z
(
2N(z − 1)zN −

(
zN − 1

) (
zN + z

))
z (zN − 1)2 −N2(z − 1)2zN

+ 1

)
,

CRB2(z,N) :=
2(1− z)3

(
1− zN

)
z (zN − 1)2 −N2(z − 1)2zN

.

We have simplified these functions in the limit of very high sampling points
(M → ∞) and expressing everything as a function of the decay number
d = f̄dN :

CRB1(d,N →∞) =
8

N
C1(d),

CRB2(d,N →∞) =
24

N3
C2(d).

where the functions C1 and C2 are:

C1(d) =
de2d

(
−2d2 − 2d+ e2d − 1

)
−2e2d (2d2 + 1) + e4d + 1

,

C2(d) =
2d3e2d

(
e2d − 1

)
3 (−2e2d (2d2 + 1) + e4d + 1)

,
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and obviously C1(0) = C2(0) = 1.
In the limit of very high decay rate d� 1, these functions can be simplified
to:

C1(d� 1) = d,

C2(d� 1) =
2

3
d3,

which shows how important is the decay rate in increasing the CRB noise
levels.

Undamped Signal If we consider an un-damped signal (i.e f̄d = d = 0 or
z = 1) in the presence of white Gaussian noise σν , the CRB functions (in the
limit of high N) are simply:

CRB1(0, N →∞) =
8

N
,

CRB2(0, N →∞) =
24

N3
.



Appendix C

Theory

C.1 Rotating Wave Approximation

Let’s define the unitary operator U as:

U = eiφPe ,

which acts on the states as:

|ψ >→ |ψ̃ >= U |ψ >,

and on the density matrix as:

|ρ >→ |ρ̃ >= U |ψ > U †

where U † = e−iφPe .
It is not difficult to demonstrate these useful identities:

U = eiφPe + Pg

U † = e−iφPe + Pg

This operators defines the so called rotating wave approximation.

C.2 Spherical Basis

The versors (ê−1, ê0, ê1) in the spherical basis are defined from the Cartesian
basis (êx, êy, êz) as:

ê±1 =
1√
2

(∓êx − iêy),

e0 = ez.

163
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These relationships can be inverted, resulting in:

êx =
1√
2

(−ê+ + iê−),

êy =
i√
2

(+ê+ + iê−),

ê0 = êz.

A Cartesian vector ~v of coordinates (vx, vy, vz) has coordinates (v−1, v0, v1)
in the spherical basis defined by:

v±1 = ∓ 1√
2

(vx ± ivy),

v0 = vz.

The inverted equations are:

vx =
1√
2

(s− − s+),

vy =
i√
2

(s− + s+).

C.2.1 Spherical Conjugate

It is easy to demonstrate that, in the spherical basis, the complex conjugate
of a vector ~v has coordinates defined by:

(~v∗)q = (−1)qv∗−q for − 1 ≤ q ≤ 1,

where vq are the spherical coordinates of the vector ~v and v∗q their complex
conjugate.

C.2.2 Scalar Product

The scalar product ~a ·~b between two complex vectors ~a and~b in the Cartesian
basis is defined as:

~a ·~b := aib
∗
i for i ∈ [x, y, z],

where ai and bi are respectively the Cartesian coordinates of vectors ~a and ~b.
It can be easily shown that, in order for this scalar product to be transposed
in the spherical basis, it has to be written as:

~a ·~b := (−1)qaqb
∗
−q for − 1 ≤ q ≤ 1,

where aq and bq are respectively the coordinates of vectors ~a and ~b in the
spherical basis.
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C.2.3 Vectorial Product

Following the same reasoning adopted in the previous section, we can define
the cross or vectorial product ~a×~b between two complex vectors ~a and ~b, in
the spherical basis, as:

(~a×~b)q = i
∑
t

Sign(q − 2t)atbq−t,

where the sum over t is intended from max(q − 1,−1) to min(q + 1, 1), and
Sign is the sign function.

C.3 Dipole Operator

Using the spherical base decomposition (see appendix C.2) we can define the
dipole components in the spherical basis as:

dq := ~d · êq,
d−q := ~d− · êq = PgdqPe,

d+
q := ~d+ · êq = PedqPg.

These equations can be expanded using the definitions of the projection op-
erators in equations 6.3:

~d−q =
∑
mg ,me

〈mg|dq|me〉 |mg〉 〈me| ,

~d+
q =

∑
mg ,me

〈me|dq|mg〉 |me〉 〈mg| .

At this point it is useful to remember the Wigner-Eckart theorem [61]
which, when applied to our case, can be written as:

〈mg|dq|me〉 = 〈Fg||~d||Fe〉 〈Fg,mg|Fe,me; 1, q〉 ,
〈me|dq|mg〉 = 〈Fe||~d||Fg〉 〈Fe,me|Fg,mg; 1, q〉 ,

where 〈Fg,mg|Fe,me; 1, q〉 are the ClebschGordan coefficients, defined in ap-
pendix C.5. Defying for simplicity:

d0 := 〈Fg||~d||Fe〉 ≡ 〈Fe||~d||Fg〉 ,

and the lowering and rising operators ~L and ~R respectively by:

Lq :=
∑

mg ,me
〈Fgmg|Feme; 1q〉 |mg〉 〈me| for mg = me + q, (C.1)

Rq :=
∑

mg ,me
〈Feme|Fgmg; 1q〉 |me〉 〈mg| for me = mg + q,
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then the dipole components can be written as:

~d−q = d0Lq,

~d+
q = d0Rq.

Note that we adopt in this context the same symbol d0 used in equation 3.10
of chapter 3 to define the dipole matrix element 〈Lg||~d||Le〉, even tough we
obviously refer to different dipole matrices; the connection between the two
definitions is clarified however by equations 3.8 and 3.9.

Dipole Hermitian Using the following identities:

〈F2m2|F1m11q〉 = (−1)F1−F2+m1−m2

√
2F2 + 1

2F1 + 1
〈F1m1|F2m21− q〉 ,

〈F1||~d||F2〉 = (−1)F1−F2

√
2F1 + 1

2F2 + 1
〈F2||~d||F1〉 ,

one can prove that:

d+
q =(−1)q(d−−q)

†,

d−q =(−1)q(d+
−q)
†,

where † denotes the Hermitian adjoint; the last equations can be used to
re-write the dipoles as a function of the lowering operator ~L alone; in fact:

d+
q =(−1)qd0L

†
−q,

d−q =d0Lq,

and the spherical basis component of the total dipole ~d can written as:

dq = d0(Lq + (−1)qL†−q).

C.4 Angular Momentum Operator

The ground state angular momentum operator ~Fg is defined, in the spherical
basis, by:

(Fg)q =

−Fg ,Fg∑
mg

|mg + q〉 〈mg| cq(mg, Fg),
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where:

cq(mg, Fg) =

{
mg if q = 0,

− q√
2

√
Fg(Fg + 1)−mg(mg + q) otherwise.

Analogously, the excited state angular momentum operator ~Fe is defined by:

(Fe)q =

−Fe,Fe∑
me

|me + q〉 〈me| cq(me, Fe),

so that the total magnetization operator ~m is defined by:

~F = ~Fg + ~Fe.

C.5 Clebsch-Gordan coefficients

Two angular momentum states |l1,m1〉, |l2,m2〉 can be combined in a single
state trough the tensor product:

|l1,m1; l2,m2〉 = |l1,m1〉 ⊗ |l2,m2〉 ,

which is still an angular momentum state that can be written as |k, q〉, where
0 ≤ k ≤ F1 + F2 and −k ≤ q ≤ k.
The states |l1,m1; l2,m2〉 and |k, q〉 are connected by the Clebsh-Gordon co-
efficients defined by:

〈kq|l1,m1; l2,m2〉 = (−1)q
√

2k + 1

(
F1 F2 k
m1 m2 −q

)
,

where the term in parenthesis is 3-j Wigner symbol.

C.6 Irreducible Tensors

The irriducible tensor operators T kq are defined by:

T kql1l2 :=

−F1,F1∑
m1

−F2,F2∑
m2

(−1)F2−m2 〈kq|F1,m1;F2,−m2〉 |F1m1〉 〈F2m2| ,
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This formula can be inverted resulting in:

|l1m1〉 〈l2m2| =
∑
kq

(−1)F
′−m′ 〈kq|l1,m1; l2,−m2〉T kql1l2 , (C.2)

from which one can find the matrix element of the multipole operator:

〈lm|T kql1l2|l
′
m
′〉 = (−1)F

′−m′ 〈kq|F,m;F
′
,−m′〉 .

Using equation C.2 together with the usual expansion of the density matrix in
eigenvectors (see equation 6.1), one can easily prove that the density matrix
can be equivalently written as:

ρ =
∑
kq

mkq
l1,l2

T kql1,l2 , (C.3)

where the multi-pole components mkq
l1l2

are defined by:

mkq
l1l2

:=

−F1,F1∑
m1

−F2,F2∑
m2

〈kq|F1,m1;F2,−m2〉 〈F2m2|ρ|F1m1〉 .

Given the definitions it is easy to prove that:

mkq
l1l2

= Tr(ρT kql1l2
†
).

Furthermore the hermitian conjugate of the multipole operators can be ob-
tained from the following identity:

(T kql2l1)† = (−1)F2−F1+qT k−ql1l2
,

and analogously the complex conjugate of the multipole components can be
found from:

mkq
l2l1

= (−1)F2−F1+q(mk−q
l1l2

)∗.

C.6.1 Zero and First Order Multipoles

We relate the multipole operators and coefficients (up to the first order) to
known operators and correspondent averaged values.

� When k = 0, q is always zero. In this case the operators m00
l1l2

and

coefficients m1q
l1l2

are:
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– the multipole operator T 00
gg is proportional to the ground state

projection operator Pg:

T 0
g =

Pg√
2Fg + 1

;

so the multipole coefficient m00
gg is proportional to the ground state

overall population pg = |Pgρ|:

m00
gg =

pg√
2Fg + 1

;

– the multipole operator T 00
ee is proportional to the excited state

projection operator Pe:

T 0
e =

Pe√
2Fe + 1

;

so the multipole coefficient m00
ee is proportional to the excited state

overall population pe = |Peρ|

m00
ee =

pe√
2Fe + 1

;

– the multipole operator T 00
ge is proportional to the ground/excited

state coherence operator Pge:

T 00
ge =

Pge√
2Fg + 1

so the multipole coefficientm00
ge is proportional to the excited/ground

state zero order coherence c = |Pegρ| :

m00
ge =

c√
2Fg + 1

;

� When k = 1, then −1 < q < 1. In this case the operators m1q
l1l2

and

coefficients m1q
l1l2

are:

– the multipole operators T 1q
gg is proportional to the ground state

magnetization component mgq:

T 1q
gg =

√
3

(2Fg + 1)(Fg + 1)Fg
(mg)q;
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so the multipole coefficient m1q
gg is proportional to the ground state

angular momentum operator component mg−q averaged value:

m1q
gg =

√
3

(2Fg + 1)(Fg + 1)Fg
(−1)q(mg)−q;

– the multipole operators T 1q
ee is proportional to the excited state

angular momentum operator component meq:

T 1q
ee =

√
3

(2Fe + 1)(Fe + 1)Fe
(Fq)

e;

so the multipole coefficient m1q
ee is proportional to the ground state

angular momentum operator component me−q averaged value:

m1q
ee =

√
3

(2Fe + 1)(Fe + 1)Fe
(−1)q(me)−q;

– the multipole operators T 1q
ge is proportional to the dipole operator

component d−q :

T 1q
ge =

√
3

2Fg + 1

d−q
d0

so the multipole coefficient m1q
ge is proportional to the dipole op-

erator component d−−q average value;

m1q
ge =

√
3

2Fg + 1

(−1)qd−−q
d0

– the multipole operators T 1q
eg is proportional to the dipole operator

component d+
q :

T 1q
eg =

√
3

2Fg + 1

(−1)Fg+Fed+
q

d(Fg, Fe)

so the multipole coefficient m1q
eg is proportional to the dipole op-

erator component d+
−q average value;

m1q
eg =

√
3

2Fg + 1

(−1)Fg+Fe+qd+
−q

d(Fg, Fe)
.
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C.6.2 Multipoles Commutators

In order to solve the problem of evaluation the commutator of two generic
multipole operators, we first define the symbol:

|T k1q1
l1l2

T k2q2
l2l3

(T k3q3
l1l3

)†| =

 k1 k2 k3

q1 q2 q3

l1 l2 l3

 . (C.4)

We find that using the summation rules of three Clebsch-Gordan coefficients
the previous symbol can be explicatively written as: k1 k2 k3

q1 q2 q3

l1 l2 l3

 =(−1)F3+F1+q3
√

2k1 + 1
√

2k2 + 1
√

2k3 + 1

(
k3 k2 k1

−q3 q2 q1

){
k3 k2 k1

F2 F1 F3

}
.

The operator [T k1q1
l1l2

, T k2q2
l3l4

] is a linear combination of multipole operators

T k3q3
l5l6

and the coefficients of the summation can be obtained from the trace:

|[T k1q1
l1l2

, T k2q2
l3l4

](T k3q3
l5l6

)†| = δl1l5δl2l3δl4l6

 k1 k2 k3

q1 q2 q3

l1 l2 l4


− δl3l5δl4l1δl2l6

 k2 k1 k3

q2 q1 q3

l3 l4 l2

 ,
which is obtained extending the result in equation C.4.

C.7 Maxwell Wave Equation

The four well known Maxwell equations [92] for the propagation and creation
of electromagnetic fields are in a non magnetic medium with no charges:

∇ · ~E =
∇ · ~P
ε0

, (C.5)

∇ · ~B = 0, (C.6)

∇× ~E = −∂t ~B, (C.7)

∇× ~B = µ0∂t(~P + ε0 ~E), (C.8)
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where ε0 and µ0 are, respectively, the permittivity and permeability of free
space and the polarization vector ~P provides the coupling between the elec-
tromagnetic field and the atomic ensemble.
Taking the curl of C.7 and inserting the partial time derivative in C.8 using
the identity we obtain:

∇(∇ · ~E)−∇2 ~E = −µ0∂
2
t (~P + ε0 ~E),

where we have used the identity ∇× (∇× ~E) ≡ ∇(∇ · ~E)−∇2 ~E. The last
equation can be rearranged in:

∇2 ~E − ε0µ0∂
2
t
~E = µ0∂

2
t
~P +∇(∇ · ~E).

Using the identity ε0µ0 = 1/c2 and the definition the d’Alembert operator
� ≡ ∇2 − c−2∂2

t we obtain:

c2� ~E =
1

ε0
(∂2
t
~P +∇(∇ · ~E)).

For the purpose of this discussion, we consider only plane waves propagating
in the z direction; for this waves Ez = 0, ∂x ~E = ∂y ~E = 0 and so∇(∇· ~E) = 0.
In this simplified scenario we arrive to the Maxwell Wave Equation:

c2� ~E =
1

ε0
∂2
t
~P . (C.9)

C.7.1 SVEA

As already been clarified in sections 7.1.1 and 7.1.2 the electric field and
polarization vectors can be written in this form:

~E = ~E0e
i(ωt−kz),

~P = ~P0e
i(ωt−kz).

where ~E0 and ~P0 are the slow varying envelopes of respectively the electric
field and polarization fields. These expression can be used to arrive to a
simplified version of the Maxwell Wave Equation C.9; in fact, with these
assumptions the second order derivatives can be written as:

∂2
z
~E = (∂2

z
~E0 − 2ik∂z ~E0 − k2 ~E0)eiφ,

∂2
t
~E = (∂2

t
~E0 + 2iω∂t ~E0 − ω2 ~E0)eiφ,

∂2
t
~P = (∂2

t
~P0 + 2iω∂t ~P0 − ω2 ~P0)eiφ.
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so that the left hand side of equation C.9 can be written as:

c2� ~E = (c2∂2
z − ∂2

t ) ~E = (c2� ~E0 − 2iω(c∂z + ∂t) ~E0)eiφ,

where we have used the dispersion relationship ω = kc.
Assuming that the electric envelope change is small over a distance of the
order of the wavelength:

|∂2
z
~E0| � |k∂z ~E0|,

and that the change of the electric field and polarization envelopes are small
in an optical cycle:

|∂2
t
~E0| � |ω∂t ~E0|,

|∂2
t
~P0| � |ω∂t ~P0|,
|∂t ~P0| � |ω ~P0|,

which are known as the slowly-varying envelope (SVEA) then we can assume

� ~E0
∼= 0, and ∂2

t
~P0
∼= 0, ∂t ~P0

∼= 0 and rewrite equation C.9 as:

−2iω(c∂z + ∂t) ~E0e
iφ = (−ω2 ~P0)eiφ,

dividing each member by eiφ, we finally obtain the first order equation:

(∂t + c∂z) ~E0 = i
ωc
2ε0

~P0 (C.10)

which is known as the slowly-varying envelope approximation (SVEA) of
equation C.9.

C.8 Vectorial Representation Constants

In the following table we report the formulas used to evaluate the constants in
the vectorial representations described in section 6.4. All the traces are eval-
uated using the density matrix ρ1 truncated to the first order and described
in section 6.4.1.

lg = −
|[mg

0, d
+
−1]ρ1|

2|d+
−1ρ1|

,

le = −
|[me

0, d
+
−1]ρ1|

2|d+
−1ρ1|

,

kg =
|mg

0VD|
Γ|me

0ρ1|
,

lc =
|Pg[c−0 , d+

1 ]ρ1|
2|d+

1 ρ1|
δ = δFgFe .
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Here the operator ~t and c are defined as:

~t =~d+ − ~d−,

c =c+ + c−.

The parameters lg, le, vg and ve in the table above have dimension d2
0; all

other are dimensionless.

C.9 Vectorial Products

These are the the most important identities, involving different vectorial
products, used to demonstrate the results in section 7.3.

(~a×~b)× ~c+ (~b× ~c)× ~a =(~c× ~a)×~b = 0 (C.12)

~E0 × ~E∗0 =− iIDêz = iaIT êz, (C.13)

(~a×~b)× ~c =− (~c ·~b∗)~a+ (~c · ~a∗)~b, (C.14)

a · b∗ =b · a∗, (C.15)
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