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Abstract

Mesoporous silica nanomaterials are a class of materials of rapidly growing importance.

Despite this, many details of their synthesis are still poorly understood. For this reason,

computational studies have been widely used to further our understanding of the pro-

cesses involved at the molecular level. Unfortunately, many of these models are either

too generic or specialised for general use and neglect phenomena that play an impor-

tant role in the synthesis process, such as polarisation. For this reason, this thesis had

two main goals: 1) to develop new methodologies to integrate polarisation e�ects into

�xed-charge force �elds; 2) to employ these new insights into a generic, transferable

force �eld for organosilica molecules. In this work, we demonstrated that the current

modelling paradigm for water, the solvent in which mesoporous silica synthesis takes

place, is fundamentally �awed when it comes to accounting for the cost of polarisa-

tion in the free energy. We have therefore proposed a new, more detailed analytical

correction that can obviate this current failing of classical non-polarisable force �elds.

Subsequently, we carried out a detailed analysis of di�erent methodologies for obtaining

point charges suitable for the liquid phase from quantum-mechanical calculations. Fi-

nally, we employed quantum-mechanical calculations, molecular dynamics simulations

and polarisation corrections to parametrise models for organosilica molecules. This was

then used to propose a molecular model for silicic acid, the principal precursor in the

synthesis of mesoporous silica, via transferability. In future, we plan to expand our

proposed transferable force �eld to a wider range of organosilica molecules, thereby fa-

cilitating the simulation of the silica synthesis with a much wider range of organosilica

precursors. This would be advantageous for the discovery of new, in situ functionalised

mesoporous silica nanomaterials.
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Chapter 1

Introduction

Nanotechnology is a rapidly developing �eld that has long since transcended science

�ction to become a reality; perusing Nature Nanotechnology for review papers only

published in the �rst half of this year yields applications as diverse as fertilisers [1],

sensors [2] and materials [3, 4]. One such class of materials that have drawn a lot of

attention are mesoporous silica nanomaterials (MSN), whose discovery is generally cred-

ited to employees of Mobil [5, 6]. These are materials whose basic chemical structure

is SiO2 and have an amorphous structure with pore sizes of 2-50 nm. These materials

are formed by a complex self-assembly process, whereby a solvent (principally water),

an amphiphilic surfactant and an organosilica source interact to spontaneously form

hexagonal structures, at the surface of which the silica source polymerises via a con-

densation reaction [7,8]. The polymerisation locks the structure in place and, after the

removal of the surfactant and solvent, a porous silica phase remains. The attention

that these materials have garnered is largely due to the capability to functionalise, i.e.

specialise, them [9�11]. Tuning the surfactant molecule, e.g. by shortening or length-

ening the hydrophobic tail, can lead to control of the material's pore size and di�erent

organosilica sources can be used to embed di�erent functional groups in the pore walls,

whereby the chemical speci�city can be altered [12]. As such, if the physics of the in-

teractions involved in the synthesis of MSNs were to be well understood, then it would

provide countless opportunities for the discovery of new materials for a wide range of

applications [13�15].
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Since the dawn of modern computing during World War II, computers have been

employed to solve chemical problems; the �rst quantum-mechanical calculations were

carried out as long ago as the 1950s, with the �rst Hartree-Fock calculations being

carried out in 1956 at MIT [16]. The �rst molecular simulations followed not long

after [17, 18]. Computational methods have the advantage over experimental studies

that the properties, to the accuracy of the calculation or simulation, are enumerated

precisely for every atom, thereby providing us with a high level of molecular-level in-

sight. For example, it is impossible to know the velocity of every molecule in a physical

experiment, while this is trivial in a computer simulation. Such knowledge of the un-

derlying physics potentially allows us to predict and therefore control molecular-level,

i.e. nanoscale, behaviour. With enough such knowledge, it would be possible to create

materials with speci�c characteristics to a high degree of accuracy. However, the power

of computational studies goes beyond purely characterising and directing the synthesis

of an already existing material; ideally, in silico experiments would also have predictive

power to search for new materials. This would allow for a large number of potential

candidate materials to be screened before even setting foot in the lab, funnelling the

practical synthesis of a desired nanomaterial to the most promising candidates. This

has the potential to greatly expedite the discovery of new, targeted materials, making

the process cheaper and faster.

Nevertheless, despite the monumental increases in computing power over the last

few decades (in the two decades leading to 2010 a 10,000-fold increase in individual

processor power was observed [19]), the ability to represent nature accurately with the

highest level of theory available to us, namely quantum mechanics, is constrained to

length and time scales that are vanishingly small by material-science standards. Density

functional theory (DFT - itself a simpli�cation of and quicker than ab initio approaches)

studies are generally restricted to hundreds [20,21] up to a few thousand [22,23] atoms.

This is a paltry quantity considering that a gram of a given material will generally have

a number of atoms on the order of Avogadro's constant (1023). For this reason, Newton's

classical mechanics are very much alive and well, its relative simplicity making it, when

certain caveats are accounted for, ideal for decreasing the computational burden and

2



Chapter 1. Introduction

therefore opening the door to larger systems and/or longer time scales.

Against this background, the term multiscale modelling [24�26] has become popular

- this describes the use of higher levels of theory, e.g. quantum mechanics, to better

inform the development of models at lower levels, e.g. molecular-level approaches such

as molecular dynamics (MD) [18] and Monte Carlo (MC) [17]. Despite the heavy limita-

tions on the application of quantum-mechanical approaches, they nevertheless provide

snapshots of rigorous detail into molecular-level behaviour, which, when interpreted

appropriately, can then be integrated into molecular models to provide them with a

solid theoretical basis. Alternatively, molecular models can be improved via analyti-

cal calculations [27, 28] that separate out some computationally arduous component of

a calculation or simulation and replace it with an approximate analytical correction,

thereby ameliorating the computational burden. As such, molecular simulation is a

technique that can nowadays accommodate simulations up to hundreds of thousand of

atoms and millisecond time scales [29], although such extreme conditions necessitate

high-performance computing (HPC) facilities. In Chapter 2, the principles behind

quantum-mechanical and molecular-simulation methods will be elucidated. This will

then be followed by a literature review of computational approaches to studying silica

self-assembly in Chapter 3.

One such physical phenomenon that presents complexities for molecular simulation

models is polarisation [30�32]; this describes how the electron cloud of a molecule re-

acts to its environment, resulting in momentarily induced dipole and higher-multipole

moments. Polarisation e�ects also provide a pertinent case study for how the computa-

tional cost of a simulation increases sharply as its mathematical representation tends to

reality. Some water models do explicitly account for polarisation e�ects [33], albeit in a

simpli�ed manner, and said models are slower than non-polarisable models by a factor

of 3-10 times [34]. Thus it can be seen how adding an extra physical phenomenon into

a classical model introduces a large decrease in computational tractability. Whether

this extra computational burden is disproportionate or not depends on the system in

question; if the properties of interest are strongly dependent on the e�ect in question

then it might be necessary. However, for the majority of systems, this will not be the
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case.

Large systems, of the type necessary to study silica self-assembly processes, are

generally too large to explicitly incorporate such polarisation, especially for water, which

makes up the bulk of the molecules for many systems. This could be problematic in

the case of silica synthesis, where charge screening, i.e. an electrostatic phenomenon,

is a key driving force [7, 35]. Additionally, since self-assembly is a phase-equilibrium

problem [7, 36], free energy quanti�es this driving force and the degree of polarisation

will directly a�ect this. As such, this work intends to investigate the following themes,

in order to deepen our understanding of the fundamental physics of the self-assembly

of porous silica materials:

� The e�ect of polarisation on the self-solvation free energy of water and therefore

also on the free energy of the phase equilibria involved in self-assembly

� Deriving charges from quantum-mechanical methods that correspond to an ap-

propriate level of polarisation in pure liquids and solutions

� Using the insights developed in the �rst two sections, to begin to parametrise

a transferable organosilica force �eld for use in studying the functionalisation of

mesoporous silica nanomaterials

These areas will be dealt with in Chapters 4, 5 and 6, respectively. While the �rst

two are relevant to mesoporous silica synthesis, the principles are also widely applicable

to any modelled system where polarisation is an important factor and where charges

need to be derived for liquid-phase models. As such, this work has the potential to be

in�uential in the study of liquid systems in general, i.e. well beyond the scope of silica

self-assembly.

There are two publications associated with this work:

� Jorge, Miguel; Milne, AndrewW.; Sobek, Olivia N.; Centi, Alessia; Perez-Sanchez,

German; Gomes, Jose R. B. (2018), "Modelling the Self-Assembly of Silica-Based

Mesoporous Materials", Molecular Simulation 44, 435-452
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� Milne, Andrew W.; Jorge, Miguel (2019), "Polarization Corrections and the Hy-

dration Free Energy of Water", J. Chem. Theory Comput. 15, 2, 1065-1078
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Chapter 2

Theory and Methods

2.1 Classical and Quantum Theories of Matter

At the beginning of the 20th century, a new theory of matter began to emerge, namely

that of quantum mechanics (QM). It was shown that atoms were comprised of even

smaller components, so-called subatomic particles. Until that point, it had been believed

that the atom was the smallest fundamental unit of matter; the word atom derives itself

from the Greek word for "uncuttable". Since QM describes the fundamental smallest

energy scale (so-called "quanta"), it allows for the most accurate description of matter,

albeit at great computational cost. Due to this complexity, even with modern computing

power, it remains a near impossible task to describe even the simplest macroscopic

properties using QM. For this reason, the much simpler, therefore more computationally

tractable, classical (i.e., atomic) mechanics still enjoys widespread use. The reason for

this is that, despite its de�ciencies, classical theory does a good job of describing matter

at the atomic level, where quantum e�ects can generally be considered negligible.

In multiscale modelling, multiple levels of theory are applied together in order to

bridge di�erent time and length scales. In this work, we are mainly interested in using

detailed QM calculations to accurately parametrise classical molecular models. As such,

both theories will be important in the context of this work and the next sections will

hence look at them more closely.
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2.2 Classical Mechanics and Molecular Simulation Tech-

niques

Classical mechanics is largely attributed to Isaac Newton, hence it is sometimes referred

to as Newtonian mechanics. Classical mechanics generally treats objects as point par-

ticles, i.e. of negligible size, an assumption that holds exactly when using an object's

centre of mass. The classical approximation tends to break down for hydrogen (i.e., the

smallest possible molecule) at low temperatures but is otherwise an excellent proxy for

molecular-level particle behaviour.

Molecular simulation techniques are usually split into two categorie: molecular dy-

namics (MD) and Monte Carlo (MC). In the �rst section, we will discuss MD, which is

a numerical technique whereby Newton's (classical) equations of motion are solved by

numerical integration. We will then describe MC simulations, a stochastic technique,

i.e. relying on probabilities.

2.2.1 Molecular Dynamics

Classical mechanics can be described succinctly by Newton's equations of motion. New-

ton's �rst law states that if the net force (F) acting on a particle is equal to zero, then

the acceleration (dV/dt = a) of the particle will also be equal to zero, i.e. its velocity

(V) will remain constant. Mathematically,

F = 0⇐⇒ dV

dt
= 0 (2.1)

If a net force is applied, then this is described by Newton's second law

F =
dp

dt
= ma (2.2)

where p is momentum (=mV), which is a conserved property for any closed system.

This shows that the acceleration of the object is directly proportional to the net force,

where the proportionality constant is the mass of the object. Finally, the third law

describes how every force produces an equal and opposite reaction:
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Fi = −Fj (2.3)

In MD simulations, these equations of motion are solved numerically. This means

that they are not solved as a single set of equations over the desired time frame (i.e.,

continuously) but as many related sets of equations at di�erent points in time. The

breaking up of time from a continuous function into a �nite set of points is called

discretisation. The collection of results at di�erent discretised points in time then

approximate the true (continuous) result. The advantage of such a method is that

it replaces a single extremely complex problem, whose analytical solution in such a

formulation is infeasible, with many much simpler problems. Mathematically, for a

generic property (x)

x =

∫ T

t=0
f(t)dt ≈

T∑
t=0

f(t)∆t (2.4)

∆t represents the di�erence between two points in time, i.e. how much time is in-

cremented between points; in MD simulations, this is known as the time step. This

method, numerical integration, is in practice an approximation of the continuous solu-

tion; with an in�nite number of points, the two solutions would be identical. Since an

in�nite number of time steps is obviously impossible, a compromise has to be made.

Smaller time steps are more accurate but larger time steps allow greater time scales

to be simulated, upon which the observation of relevant properties is often dependent.

Millisecond time scales are the current state-of-the-art [29].

Although it is known to be easier to solve MD simulations in a discretised manner,

this does not tell us how exactly this should be achieved. In practice, the forces are

calculated at every time step, which then yield velocities via Newton's laws of motion.

Next, the velocity and the time step are multiplied to give us the displacement for that

period of time. This is repeated over many time steps in order to produce a trajectory

of the movement of the particles/molecules in question [37�39].

The precise method chosen to carry out this numerical integration is called an in-

tegrator. The Euler integrator is the most basic example [40] and correspondingly has
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several �aws. It is simply a Taylor expansion of the position vector xi

xi(t+ ∆t) = xi(t) +
dxi(t)

dt
∆t+

1

2

d2xi(t)

dt2
(∆t)2 +O((∆t)3) (2.5)

where O gives the truncation error in the Taylor expansion, while O((∆t)3) informs us

of the order of the error term. Since dxi(t)
dt = Vi and

d2xi(t)
dt2

= ai = Fi
m , we can rewrite

it as

xi(t+ ∆t) = xi(t) + Vi∆t+
1

2

Fi

m
(∆t)2 +O((∆t)3) (2.6)

Correspondingly, the velocity is

Vi(t+ ∆t) = Vi(t) +
Fi

m
∆t+O((∆t)2) (2.7)

First of all, its result diverges from the real solution in �nite time when unbounded

potentials are used, e.g. a potential that only tends to zero at in�nite distance but will

never equal it, and hence bounding it within limits will cause the loss of part of the

true result. This is the case for the prevailingly used Lennard-Jones and electrostatic

intermolecular potentials (which will be discussed shortly) and hence is unfavourable for

molecular systems. Another disadvantage is that the Euler integrator does not exhibit

time reversibility since it has no knowledge of previous steps; this means that reversing

the velocities of all the molecules in a simulation will not necessarily lead back to the

starting con�guration, which is clearly not consistent with the deterministic nature of

an ideal MD simulation. Finally, the Euler integrator does not demonstrate phase-space

conservation. This means that the relative density of states in phase space does not

stay constant over the system's trajectory, as is required by Liouville's theorem [41].

A major improvement on the above method is the Verlet algorithm [42]. It does

this by solving the future state of the system with the previous (not the current) state.

Consider Equations 2.6 and 2.8

xi(t−∆t) = xi(t)−Vi∆t+
1

2

Fi

m
(∆t)2 −O((∆t)3) (2.8)
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The addition of these two equations gives us

xi(t+ ∆t) = 2xi(t) + xi(t−∆t) +
Fi

m
(∆t)2 +O((∆t)4) (2.9)

The consequences of this formulation are twofold: 1) the two O((∆t)3) terms cancel

making the error term a magnitude lower than before; 2) since the past positions of the

system are incorporated, the algorithm is time reversible. However, the cancelling of

the velocity term leads to some di�culties, principally that the velocity of the current

state is only known in the subsequent step. Since the velocity is necessary for calcu-

lating properties of the system, such as kinetic energy and therefore temperature, it is

necessary to introduce approximations to account for this. A way to circumvent this is

to use the so-called velocity-Verlet algorithm.

The position form in velocity Verlet [43] is the same as in Equation 2.6; the past

state of the system is accounted for in the velocities instead

Vi(t+ ∆t) = Vi(t) +
Fi(t) + Fi(t+ ∆t)

m
∆t+O((∆t)3) (2.10)

This algorithm is algebraically the same as the Verlet algorithm but with instantaneous

velocities also being calculated. As such, it has become one of the most widely used

algorithms in MD simulations.

Another very popular algorithm is the leapfrog algorithm [39]. It has the following

form

Vi(t+
1

2
∆t) = Vi(t−

1

2
∆t) +

∆t

mi
Fi(t) (2.11)

xi(t+
1

2
∆t) = xi(t) + Vi(t+

1

2
∆t)∆t (2.12)

The leapfrog algorithm is the default integrator for all versions of GROMACS [44], the

chosen MD package for this work, up to the present version (version 2019.3). Nev-

ertheless, the velocity-Verlet algorithm is generally preferred when high accuracy in

temperature- or pressure controlled-simulations is necessary [39]. Otherwise, given
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equivalent starting coordinates and velocities, the velocity-Verlet and leapfrog algo-

rithms will produce identical trajectories and have the same bene�ts - they are sym-

plectic (phase-space conserving) and time reversible.

2.2.2 Molecular Interactions

The way that di�erent chemical behaviour is incorporated into molecular simulations is

via the method for the computation of the forces (in molecular dynamics) or energies (in

Monte Carlo). For this, a force�eld is required; this is a set of equations that determine

the forces or energies between any two interaction centres (atoms/group of atoms). This

can be of any form as long as it captures the correct physical behaviour between any

two interaction centres for any displacement. These functions are usually given in terms

of the potential energy, which is then related to the overall force by

Fi =
∑
j

dUij(rij)

rij
(2.13)

where i and j are two interaction centres and rij is the displacement between them.

Note the sum instead of the integral, since MD is a numerical technique.

Intermolecular interactions can be split into two categories, namely short- and long-

range interactions [45], and the various types of each are listed in Table 2.1. Short-

range interactions are those that take place when there is signi�cant overlap between

wave functions. As such, they decay sharply as the displacement between the two inter-

acting particles increases, adhering to a mathematical relationship akin to exp(−αr),

where α is a constant and r is the displacement. Due to this exponential form, such

contributions are negligible at a short distance away from a particle. In contrast to this,

long-range interactions have the form r−n, where n is a constant. This means that they

decay much more slowly and their impact is often non-negligible even at a respectable

distance from the particle.

Of these intermolecular interactions, some are generally much more important for

classical, molecular simulations. For example, magnetic interactions are very small and

exchange-repulsion strongly dominates over the other short-range interactions at short
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Table 2.1: Types of intermolecular interactions between atoms/molecules. Adapted
from Stone [45]

Interaction Sign Type
Electrostatic ±

Long-range
Induction −
Dispersion −
Resonance ±
Magnetic ±

Exchange-repulsion +

Short-range
Exchange-induction −
Exchange-dispersion −
Charge transfer −

range. As such, we are principally interested in the electrostatic, induction, dispersion

and exchange-repulsion contributions.

Electrostatic contributions are those that are caused by the interaction of two per-

manent (i.e., that of the isolated state) charge distributions. Induction (often referred to

as "polarisation" - we will adopt this term for the rest of this work) is the distortion of a

molecule's charge distribution by an electric �eld. This can either be external, i.e. that

applied in an experiment, or internal, i.e. an electric �eld precipitated by the presence of

a collection of molecules [33]. It is the second case that is more common and also most

relevant for this work. There are three modes by which this can take place: electronic,

geometrical and orientational polarisation. In electronic polarisation, the electron den-

sity itself is altered; in the geometrical variant, the molecular geometry (i.e., the nuclear

distribution) changes and in orientational polarisation, the alignment of a molecule with

a non-zero multipole moment (i.e., one that is polar) relative to an external �eld [33]

occurs. Next, the London dispersion (or simply "dispersion") interaction arises from

the correlation of instantaneous deformations to the charge distribution. The electrons

of a molecule are constantly in motion, meaning that the electron distribution is also in

a state of constant �ux. This then causes a knock-on e�ect in other molecules, whose

own electronic distribution will deform to align itself more favourably with its new en-

vironment. Finally, exchange-repulsion (often shortened to simply "repulsion") arises

when the electron clouds of two molecules overlap at short range, incurring a strong

energy penalty due to the need to deform the wavefunction in order to not violate the
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Pauli exclusion principle [45].

The relative strength of all these interactions depends on the properties of the

molecule in question. For example, electrostatics are very important in systems where

the constituent atoms have large di�erences in electronegativity. This leads to electrons

being more likely to be located in certain areas of a molecule. For this reason, these

types of interactions are particularly important in ionic (e.g., NaCl) and polar covalent

systems (H2O). Polarisation also tends to be important in similar systems, where the

collection of molecules with anisotropic distributions of electrons produces an electric

�eld, polarising further the electron distribution of other molecules. For example, the

permanent dipole of water (i.e., in the gas phase) is 1.85 D [46], whereas in the liquid

phase, i.e. after entering the electric �eld induced by an assembly of water molecules,

this is polarised to approximately 2.9 D [47,48].

Dispersion is always present since all electrons are in constant motion, thereby cre-

ating instantaneous multipoles in all molecules. However, these interactions are usually

weaker than electrostatic interactions in polar/ionic molecules and tend to have a similar

magnitude to that of induction. Dispersion therefore dominates in non-polar systems

such as hydrocarbons. Finally, since it only occurs at short range, repulsion would only

dominate for condensed systems under high pressure.

2.2.3 Implementation of Molecular Interactions in Simulations

In the classical theory of matter, the atom is the smallest unit, precluding the inclusion

of the motion of individual electrons. Since the aforementioned interactions all arise

in one way or another from the electron distribution of an atom or molecule, how

are they represented in classical simulations? In MD, molecular interactions are split

into two categories - intermolecular ("non-bonded") and intramolecular ("bonded").

Bonded potentials are those that only occur within a molecule, whereas non-bonded

ones arise both between di�erent molecules and, despite the implication following from

the term "intermolecular interactions", between di�erent parts of the same molecule.

This distinction is fundamentally arti�cial, since all interactions arise from the same

phenomena, however it allows functional forms to be simpli�ed, i.e. their computational
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tractability to be improved. Intermolecular interactions are therefore excluded between

neighbouring atoms (so-called 1-2 interactions) and those in a chain separated by only

one other atom (1-3). Additionally, 1-4 interactions may also be excluded depending on

the chosen force-�eld implementation. These excluded interactions are then replaced

by bonded interactions.

Bonded Interactions

There are three types of bonded interactions that are commonly employed in molecular

simulations: bond stretching, angle bending and dihedral torsion. Bond stretching (B)

and angle bending (θ) are normally represented by

UB =
kB
2

(r − r0)2 (2.14)

where UB is the potential energy penalty arising from bond stretching, kB is the force

constant, while r and r0 are the actual and equilibrium values of the bond length

between two atoms;

Uθ =
kθ
2

(θ − θ0)2 (2.15)

where Uθ is the potential energy penalty from angle bending, kθ is the force constant,

while θ and θ0 are the actual and equilibrium values of the angle between three bonded

atoms. These formulations are mainly used due to their computational tractability

rather than their accuracy. For example, in real molecules, at a certain distance, the

bond joining two atoms would break, distributing the electron density between the two

atoms. However, as can be seen in Equations 2.14 and 2.15, this is not allowed to

occur in standard MD simulations. The reason for this is that MD is not intended

to sample very high energy states, meaning that being able to describe such chemical

behaviour is generally not necessary [137]. Additionally, the above potential would make

it seem that bond stretching and angle bending are symmetric. In reality, this is not

the case - the potential will be more repulsive when the bond shrinks and less so when

it expands. For bond stretching, more physically realistic behaviour is captured by the
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Morse potential, which has the form

UB = W (1− exp(−a(r − r0)))2 (2.16)

whereW is the well depth and a controls the width of the potential. At very high values

of r, UB will tend to W , i.e. moving the atoms further apart will e�ectively no longer

incur a stretching penalty because the atoms will have dissociated. At this point, the

attractive force between the two atoms is decaying extremely slowly. At the other end

of the scale, i.e. when the atoms come very close together, the term grows exponentially

due to repulsion. Despite the higher level of physical realism of the Morse potential, its

harmonic counterpart has one less �tting parameter and is usually adequate for small

deviations around the equilibrium value. Due to the strength of chemical bonds, small

deviations around the equilibrium value will comprise the vast majority of those found

in molecular simulations and the harmonic potential is therefore routinely preferred to

the Morse potential.

Dihedral torsion (T ) is the most complicated of the three bonded interactions and

describes twisting around a bond. A common form of this potential, used in the GRO-

MACS MD package [39], is

UT =

5∑
n=0

kT,n(cos(ψ))n (2.17)

where UT stands for the potential energy penalty, ψ is the dihedral angle and kT,n are

a set of up to six constants, although this is restricted to the �rst four terms in most

cases. For a chain of atoms i− j − k − l, the dihedral angle is that between the planes

formed by i−j−k and j−k− l. Dihedrals are especially important in larger molecules,

such as proteins, where the correct conformation of the molecule may be essential for

describing its behaviour accurately. The dihedral potentials penalise moving away from

the equilibrium conformation, thereby enforcing it. As noted above, the number of

bonded exclusions depends on the force �eld, but non-bonded interactions are always

included for chain separations of three atoms and above. The main question, therefore,

is how to deal with 1-4 interactions. For some force �elds, they are excluded or included

entirely. For others, they are present but scaled by a factor, e.g. 0.5, to smooth the
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transition between included and excluded interactions. There is also a second type of

dihedral function, called an improper dihedral, whose function is to enforce chirality.

However, their application is relatively rare and we do not them employ them in this

work.

Non-Bonded Interactions

Dispersion and repulsion are usually grouped together into one potential, the most

widely used of which is the Lennard-Jones (LJ) potential. It takes the form

Uij = 4εij

((
σij
rij

)12

−
(
σij
rij

)6
)

(2.18)

where ε is the well depth (the maximum attractive interaction between the two inter-

action centres) and σ is the van der Waals radius (the "size" of the atoms in question).

The r−6 term represents dispersion and is isotropic here. This is acceptable since the

motion of electrons is a lot faster than the nuclei, so they will only feel the average e�ect

of these oscillations. If the oscillations are assumed to be isotropic, i.e. the probability

function of �nding an electron is spherically symmetric further from the centre of mass,

then the dispersion potential will also be isotropic. Since this is the case for the noble

gases, where dispersion dominates, this is generally taken to be a valid assumption [49].

Using this assumption, London [49] also showed that the magnitude of dispersion had

a spatial dependence of r−6, providing the basis for this form in the LJ potential. The

r−12 term, on the other hand, was chosen for computational reasons, rather than due

to any theoretical underpinnings; as mentioned above, it should be of the form exp−αr.

However, the r−12 term can be factorised, as shown in Equation 2.19, simplifying the

calculation. This made it cheaper than the Buckingham potential, which uses a more

realistic exponential form for repulsion. However, while this was relevant in previous

eras, where computational power was at a premium, the LJ potential has remained the

most popular intermolecular potential due to its continued success over the years and

the large quantity of previously parametrised models employing it.
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ULJ,ij = 4εij

((σij
rij

)6
)2

−
(
σij
rij

)6
 (2.19)

The behaviour and form of the LJ potential are best illustrated by considering

Figure 2.1, where it is plotted for two carboxylate oxygen atoms according to the

parameters of the OPLS force �eld [50]. The ε value is 0.878 kJ/mol, while σ corresponds

to 0.296 nm. Looking at Figure 2.1, it can be seen that the minimum corresponds to

0.878 kJ/mol, i.e. the well depth (ε). 0.296 nm (σ) is the x-intersect; this is because

the electron clouds of the two atoms start to overlap around σ, hence this is the part

of the potential that corresponds to repulsion. Meanwhile, the negative part of the

potential corresponds to the attractive dispersion interaction, arising from the formation

and interaction of instantaneous induced multipoles. From Figure 2.1, the reader

may notice a similarity between the LJ potential and the Morse potential introduced

in the previous section. Both increase exponentially at distances below that of the

minimum, whereas in the opposite case the function slowly reaches a plateau. This a

good demonstration of the fact that bonded and non-bonded interactions nevertheless

describe the same types of interactions. However, unlike for bond stretching, for which

the variation in bond lengths in a simulation will be relatively minor, the LJ potential

must be accurate over a much larger range of distances between interaction centres and

therefore necessitates a more complex functional form.

It can be seen that the tail of the function in Figure 2.1 gradually and mono-

tonically tends to zero as the atom-atom displacement tends to in�nity. In practice,

this is undesirable, since it means that it is impossible to calculate exactly, since the

simulated system cannot be of in�nite size and hence some part of the dispersion term

is always lost. In practice, a cut-o� term is applied, i.e. interactions that occur further

than a certain displacement apart are neglected. This cut-o� can either be abrupt (in-

stantaneously becoming equal to zero at the cut-o�) or can be a smoothed function.

Since, as can be seen in Figure 2.1, the tail quickly becomes a small value, this is of-

ten su�cient. However, in situations where this might nevertheless be important (such

as in free energy calculations [39]), a long-range dispersion correction is applied. For

systems that are homogeneous past the cut-o� value, the value of the LJ tail can be
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Figure 2.1: The Lennard-Jones potential for oxygen in the carboxylate functional group
in the OPLS-AA force�eld (σ = 0.296 ;nm, ε = 0.878 kJ/mol) [50]. It shows the po-
tential energy between two oxygen atoms in di�erent molecules derived from dispersion
and repulsion

calculated analytically [39]. However, for systems for which this criterion is not met,

more advanced techniques may be applied. These will be discussed in the next section.

In all the equations in this section, the constants are labelled "ij", i.e. each in-

teraction between any two atom types has its own constants. In practice, it would be

extremely arduous to parametrise every single possible pairwise interaction. Instead,

so-called combining rules are employed that estimate the interaction constants for un-

like atom types from those for like interactions. These combining rules are speci�c to

the potential for which they are used. For example, the most common combining rules

for the LJ potential are the Lorentz-Berthelot rules [51]:

σij =
σii + σjj

2
(2.20)

εij =
√
εiiεjj (2.21)
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Despite their ubiquity, these rules are not exact; several works have been published

highlighting their limitations [52�54]. Indeed, other combining rules have been sug-

gested for the LJ function, including the Waldman-Hagler [55], Fender-Halsey [56] and

Kong [57] rules. Nevertheless, any set of such rules is fundamentally an approximation,

however good.

The �nal intermolecular potential that is usually taken into account in MD simu-

lations is electrostatics. This describes the interaction between permanent molecular

multipoles, i.e. static distributions of electrons in space. These are usually approxi-

mated as partial charges located on interaction sites. By convention, charges of the

same sign interact repulsively (positive potential energy), whereas those of opposite

sign attract each other (negative potential energy). The usual way of calculating these

energies is by using Coulomb's Law

UES,ij =
qiqj

4πεrij
(2.22)

where q is the charge of the interaction centre, r is the displacement between the two

and ε is the permittivity of the medium. Normally ε is made equal to the vacuum

permittivity, ε0 (= 5.726 × 10−4). The electrostatic contribution decays much more

slowly than that of the LJ potential, leading to signi�cantly higher cut-o� errors. We

will now move on to discussing two innovations that are often implemented to negate

these errors.

2.2.4 Periodic Boundary Conditions and Ewald Summation

Due to computational limitations, it is only possible to simulate a small subset of

molecules compared to the whole macroscopic system. This means that the system will

be of �nite size and that there will have to be a boundary somewhere in the system.

Two problems arise from this decision: 1) it introduces strong boundary e�ects into bulk

systems where these e�ects are negligible; 2) for long-range interactions, a considerable

part of the potential may lie outside our chosen system boundary. In this section, we

will demonstrate how these problems are overcome practically in molecular simulations.

The solution to the �rst part is the implementation periodic boundary conditions
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(PBCs) [37]. The idea behind PBCs is simple; the system is surrounded by copies of

itself, known as images. This e�ectively creates an in�nitely repeating lattice, with the

system acting as the unit cell. This will create periodic e�ects into the simulation; for

continuously repeating solids, e.g. crystals, this is desired since the material is itself

periodic. However, for liquids this is undesirable due to them having no long-range

structure. Nevertheless, these e�ects are much smaller than the consequences of having

no or free boundaries [39]. Furthermore, it is relatively easy to test the magnitude of

this bias by running simulations with unit cells of di�erent sizes. These are known as

�nite-size e�ects and larger unit cells will decrease their in�uence on a given simulation.

Naturally, the particles cannot be allowed to interact with every particle in every

other image since this would multiply the desired number of interactions. For this

reason, every particle is only allowed to interact with one image of every other particle.

However, this doesn't tell us which image of another particle it should interact with.

Normally, the minimum-image convention is used, under which a particle only interacts

with the closest image of any other. See Figure 2.2 for a two-dimensional example of

PBCs and the minimum-image convention.

A further potential problem is that in a small system a particle could interact with

its own image, which is obviously highly unphysical. Since intermolecular interactions

decay very slowly, it would be impossible to create a simulation where the unit cell was

su�ciently large to avoid this phenomenon. In practice, however, the tail intermolecular

interactions are truncated after a certain range (usually on the scale of a nanometre).

In this way, as long as the unit cell is longer than this truncation, particles will not

interact with their own images. As noted before, PBs are not boundaries as such since

particles can freely move in and out of the unit cell; when this happens its image on

the other side enters the box and the simulation continues.

In some cases, when we are not dealing with a bulk system, PBCs are not desired,

since surface e�ects are part of the behaviour that we wish to study. For example, we

may have a surface which is not repeated vertically, i.e. the bulk should not be sand-

wiched between surfaces but open. In the context of this work, we are only interested in

the bulk behaviour of physical systems and hence we will only apply PBCs in all three
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P2

P1B

P1A

P1C

Figure 2.2: Two-dimensional example of periodic boundary conditions. The central
square with pink particles represents the unit cell of the simulation; the surrounding
squares with the blue particles depict copies of the unit cell. The particles labelled P1
illustrate the periodic nature of PBCs. All three P1 particles have the same velocity
(unbroken lines; that of P1C loops around for illustrative purposes only) and therefore,
as P1B leaves through one side of the unit cell, its copy in the cell behind it (P1A)
enters the abandoned cell to replace it. P1A will then itself be replaced by P1C. The
particle labelled P2 demonstrates the minimum-image convention; it interacts directly,
i.e. in the short-range part of the potential, only with the closest image of any other
particle, as illustrated by the dashed lines
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dimensions.

As stated above, if an interaction potential is simply truncated at the box bound-

ary, then for longer-range potentials a non-negligible part of the interaction may be

unaccounted for. The Coulomb potential decays very slowly (r−1), much more so than

dispersion (in the LJ formulation: r−6) or repulsion (r−12), and therefore the calcula-

tion of long-range potentials in the literature has primarily focussed on this interaction.

The simple cut-o� method for electrostatic contributions has been shown to lead to

inaccuracies in calculating properties such as the internal energy, heat of adsorption,

pressure and surface tension [58]. This means that electrostatic interactions also require

corrections in order to avoid producing artefacts due to truncation.

Ewald summation [59] was developed to study long-range electrostatic forces in

periodic crystals. On the surface, this may seem far removed from a widely applicable

solution for molecular simulations in general. Its applicability comes from the use of

PBCs in molecular simulations. The replication of the simulation box causes it to

become the "unit cell" of a periodic system, i.e. as in a crystal.

Ewald summation works by splitting one slowly converging function into two that

are rapidly convergent and one constant term [58,60,61]. Formally,

UES = USR + ULR + U0 (2.23)

where USR and ULR are the short-range and long-range parts of the electrostatic po-

tential, respectively, whereas U0 is the constant term, commonly known as the self-

term [60]. It has the form

U0 =
−fβ√
π

N∑
i=1

q2
i (2.24)

and cancels out any unphysical interactions arising from splitting the potential function

[60]. f = 1
4πε0

and β is a tunable parameter that determines the weighting of how

much of the total electrostatic potential should be calculated in the two sums, USR

(SR = short-range) and ULR (LR = long-range); the importance of this parameter

will be explained in more detail shortly. The remaining two terms can be represented

mathematically as [58]

22



Chapter 2. Theory and Methods

USR + ULR =
f

2

∑
L

N∑
ij

qiqj
|rij + L|

=
f

2

∑
L

N∑
ij

qiqjφ(rij)

|rij + L|
+
f

2

∑
L

N∑
ij

qiqj(1− φ(rij))

|rij + L|
(2.25)

where L are the lattice vectors and φ(rij) is a convergence function that splits the total

energy between the two functions so that it is conserved. The reason that this approach

is so e�ective is that one of these functions is evaluated in real space, whereas the other

is computed in Fourier, also known as reciprocal, space. As vectors get longer in real

space, they become smaller in reciprocal space, as the name implies. This means that

the function in real space converges quickly at small distances but slowly at longer

distances; for the function in Fourier space, the case is exactly the opposite. In this

way, each part of the Coulomb potential is evaluated in that space that allows it to

be computed most e�ciently, enabling a high level of accuracy to be obtained via a

signi�cantly lower computational burden.

The switch from one function to the other is controlled via a cut-o� at a pre-speci�ed

boundary. This is usually taken to be equal to that of the unit cell, i.e. the cut-o� for

the direct part is half the box size for the simulation. In this way, the real-space function

represents the electrostatic energy arising from interactions between interaction centres

that both lie in the unit cell. The reciprocal-space potential represents the long-range

component of the electrostatic potential, i.e. that produced by interactions between

the interaction centres in the unit cell and those in the periodic images. The classical

convergence function for Ewald summation is the error function, rendering the Coulomb

potential as [62]

USR + ULR =
f

2

∑
L

N∑
ij

qiqj
|rij + L|

erfc(βrij) +
f

2

∑
L

N∑
ij

qiqj
|rij + L|

erf(βrij) (2.26)

where erf represents the error function, which has the form

erf(x) ≡ 2√
π

∫ x

0
exp(−t2)dt (2.27)
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and erfc has the property

erfc(x) ≡ 1− erf(x) (2.28)

thereby ful�lling the criterion for the convergence function. For rapid convergence, it is

necessary to choose β parameter carefully. The optimum strategy is to choose β so that

each component takes on the same amount of computational e�ort [58]. In this way,

the scalability of Ewald summation can be reduced from N2 to N
3
2 [60]. In reciprocal

space, the long-range part (the second term in Equation 2.26) becomes [62]

ULR =
1

2

4πf

Vcell

qiqj
k2

exp(
−k2

4β2
) (2.29)

where Vcell is the volume of the unit cell are k and plane waves. Ewald summation has

two requirements, namely that the overall charge of the system is zero and that the

system is periodic. Usually the periodicity is three-dimensional, but the technique has

also been generalised to one- and two-dimensional cases [63].

Despite its mathematical elegance, the original Ewald approach leaves somewhat

to be desired computationally. As stated above, the scalability of the Ewald sum with

perfect parametrisation is N
3
2 . For most molecular simuations, the computational e�ort

is approximately proportional to the number of interaction centres, i.e. is of order N .

This means that as the number of interaction centres increases, the Ewald sums rapidly

begin to require the majority of the computational e�ort to carry out the simulation.

For example, for scaling a simulation from 10 to 1,000 atoms, the Ewald sums would

take 1,000 times as long, whereas the computational time for the rest of the simulation

would only rise by a factor of 100. In this way, it is obvious that this approach will be

incredibly ine�cient for many applications. For this reason, Ewald sums are not usually

implemented in the classical manner.

The breakthrough for the use of the Ewald method arrived in the implementation

of fast Fourier transforms (FFTs). These are algorithms that reduce the scalability of

Fourier transforms from N2 (like that seen above) down to N logN [60, 64, 65]. This

is favourable because the rate at which the logN part grows decreases as N increases.

For example, in our previous case of increasing the system size of a simulation from 10
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to 1,000 atoms, the increase in computational cost for the Ewald sum was 1,000, but

this decreases to a 200-fold increase for an approach employing FFTs.

The �rst approach applying FFTs to long-range interactions was the particle-particle

particle-mesh (P3M) method of Hockney and Eastwood [66]. They split the electrostatic

energy into local and long-range contributions. The local contribution is calculated ex-

plicitly (i.e., particle-particle), whereas the long-range part was approximated by the in-

teraction of the particles with a mesh of the same charge density. Although this method

was a breakthrough in computational e�ciency, it was initially di�cult to achieve a

high level of accuracy with it [65]. Darden et al. [64] subsequently used a similar, i.e.

particle-mesh, approach but changed the switching function of the P3M method to that

of Ewald sums, thereby uniting Ewald summation and FFTs. This approach is therefore

termed the particle-mesh Ewald (PME) method. Finally, by changing the method cho-

sen for interpolation of the mesh, Essmann et al. [65] developed an algorithm in which

the long-range electrostatic potential was smoothly rather than piecewise di�erentiable,

leading to the moniker smooth PME (SPME). This property of the new formulation

allowed the forces arising from the potential of the reciprocal sum to be calculated an-

alytically. Previously, the forces and energy had to be calculated separately, leading

to the conservation of energy being violated [65]. The cost of this improvement are

small local violations in the conservation of momentum [61]. Nevertheless, the SPME

scheme provides better accuracy in fewer computational steps than P3M [61]. This new

approach for the interpolation of the mesh was later also applied to P3M to create P3M

- analytical di�erentiation (P3M-AD) [39]. It has been shown by Ballennegger et al. [61]

that SPME is actually just a special case of the more general P3M-AD; if the splitting

function for P3M-AD is chosen to be the error function (see Equation 2.27) then the

two approaches are strictly equivalent.

SPME is today the most popular way of calculating long-range interactions in molec-

ular simulations, being standard in programs such as GROMACS (the simulation pack-

age of choice in this work), AMBER and NAMD [39, 61]. PME is noticeably superior

to classical Ewald summation in terms of computational speed for medium to large

systems. For small systems, classical Ewald summation may be more e�cient due to
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scaling not being a signi�cant issue and it obviating the need to set up a mesh and

subject it to a Fourier transform [39]. Classical Ewald summation may also be more

e�cient for MC simulations; only a few atoms are usually perturbed per simulation

step, meaning that recalculating the whole particle mesh at every time step is ine�-

cient [58]. Classical Ewald summation, on the other hand, can simply retain and reuse

large parts of the reciprocal-space sum. Although SPME is relatively computationally

e�cient, it is nonetheless not trivial, which is why it is not (yet) the norm for correcting

dispersion [58]. Attempts to implement pairwise (i.e., of order N scalability) long-range

corrections have not yet been shown to be as accurate or more e�cient than SPME [58].

SPME, therefore, remains the gold standard for correcting cut-o� errors in electrostatic

interactions.

Polarisation

As mentioned previously in Section 2.2.2, polarisation is the response of a molecule's

charge distribution to an electric �eld [33]. A charge distribution for a space can be

represented conveniently by a multipole expansion. This is an expansion in terms of

distance from an origin of the potential energy due to Coulomb's Law. This results

in [33]

UT (r) = U1(r) + U2(r) + U3(r) + ... (2.30)

where UT is the total potential energy and the numbered subscripts refer to the power

of the inverse r term in each part. For example, the leading term is

U1 =
1

4πε0

q

r
(2.31)

where the term q represents the total charge of the system and is the monopole, i.e. the

�rst moment, of the system. This is only important for systems that are not charge

neutral. In this work, all systems employed are charge neutral. The second term is

more instructive for our purposes and is
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U2 =
1

4πε0r3
rµi (2.32)

where µ is the dipole-moment tensor, i.e. a vector describing the distribution of charge

in all three spatial dimensions. Namely,

µi =


µx

µy

µz

 (2.33)

µi is calculated as

µi =
∑
l

ri,lql (2.34)

where i refers to the coordinate of the atom along the i-axis and l refers to the atom

in the molecule. Normally, it is assumed that the leading term in the expansion will

dominate. Since the monopole is usually equal to zero, this means that the dipole term

is usually the most important term and in many cases is where the expansion is cut

o� [33]. One of the points that we will touch upon in this work is if this assumption

is su�cient in the calculation of correction terms for free energy calculations. As such,

we will also include quadrupoles. These are of the form

U3 =
1

4πε0r5
r2Θ (2.35)

where the quadrupole tensor is a 3 × 3 matrix since it describes a distribution on a

plane. Its components are given by

Θij =
∑
l

ql(3ri,lrj,l − ||rl||2δij) (2.36)

where i and j refer to the coordinates of atom l along the i- and j-axes, respectively.

δij is the Kronecker delta and ||rl|| is the magnitude of the vector rl.

Polarisation is by far the most complicated of the interactions mentioned thus far

to include explicitly. This is because the polarisation of a molecule is a product of its

environment, i.e. of the aggregate of the molecules surrounding it. This means that it is
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a many-body interaction. Since the number of many-body interactions scales in a much

less computationally favourable way than pairwise interactions, this means that calcu-

lating polarisation "on-the-�y" is usually not carried out. This means that the charges

on the individual atoms are �xed and do not respond to their environment. This is not

a major problem when the model is used in only one relatively homogeneous state, since

parameters can be tweaked to cancel out this neglected e�ect. This approach is known

as the mean-�eld approach [33] and models employing this methodology are commonly

known as non-polarisable models because the e�ect of polarisation is taken into account

implicitly rather than explicitly, i.e. rather than carrying out any calculations along

the trajectory based on the current state of the system. This is achieved in practice

by increasing the dipole of the model from that of the gas-phase dipole moment to one

that represents the e�ective dipole (µeff ) of the aggregate state. For example, most

commonly used water models (e.g., SPC, SPC/E, TIP3P and TIP4P) have a dipole

moment between 2.2 and 2.4 D (usually arrived at by optimising the charges against

experimental data), cf. that of the gas phase is 1.86 D [46]. However, the liquid-phase

dipole (µliquid) of water has been shown to be around 2.9 D [47,48], so the model values

would seem to be at odds with the liquid-phase values. However, it has been proposed

that this apparent inconsistency is actually a result of most molecular simulations being

carried out with a dielectric constant equal to that of vacuum, thereby ignoring purely

electronic screening in the medium [30]. Leontyev and Stuchebrukhov were able to

approximately reconcile the model and liquid dipoles using the simple scaling relation

µeff =
µliquid√
ε∞

(2.37)

where ε∞ is the high-frequency dielectric constant. Therefore, non-polarisable models

use an e�ective, i.e. mean, dipole value so as to approximate the aggregate e�ect of

polarisation. Due to its simplicity, this is the most commonly used way of dealing

with polarisation in condensed phases since it doesn't involve any extra calculations.

Instead, it simply scales up the electrostatic interactions that are already present. For

water, this generally works well for ambient conditions but less well for other phases

and for binding to larger molecules [33]. This leads to problems when properties are
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computed involving a change between multiple states, e.g. heats of vaporisation. For

example, a water molecule in the gas and liquid phases will have the same point charges

in a non-polarisable model, unlike in reality, where the liquid water molecule's electron

distribution will be distorted by its neighbours. Hence, when comparing the energies of

the simulations for each phase, the classical MD simulation will not be able to describe

this di�erence. In order to take this into account in classical force �elds, a correction

term is usually applied to account for this. The most commonly used correction is that

of Berendsen [31]

∆Epol =
(µM − µG)2

2α
(2.38)

where µM is the dipole magnitude of the �xed-charge model, µG that of the gas and α

is the isotropic polarisability of the molecule. This correction assumes that the model

dipole is a good proxy for the liquid dipole and that the energy to change the dipole from

one appropriate to the gas to the liquid phase dominates the total of the polarisation

energy. This type of correction, along with recent proposed improvements, will be

discussed further in Chapter 4.

Despite the additional computational expense, (explicitly) polarisable force �elds do

exist [67]. They are mostly used for biomolecular simulations, since many biomolecules'

structures can only be simulated by using explicit polarisation. This is because biomolecules

usually exist in water, a highly polarising solvent, therefore the necessary structure is

usually also polarised [68]. There are three types of polarisable models available in

widely-used MD codes [33,67]:

1. Fluctuating Charges

2. Drude Oscillators (Charges on Springs)

3. Inducible Dipoles/Higher Multipoles

Fluctuating charge models are based on electronegativity, which is de�ned as the

change in energy as the charge in a system changes [69]. From an expansion of the
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energy of an atom with respect to charge, i.e. the energy change in creating partial

charge on an atom, it follows that [69�71]

U(q) = U(0) + q(
∂U

∂q
)q=0 +

q2

2
(
∂2U

∂q2
)q=0 + ... (2.39)

where U(0) is a constant, termed Ci. The �rst derivative is equal to Mulliken's de�nition

of electronegativity (χ0
i ) and the second is twice the hardness (J

0
i ) of the atom [70]. The

total electrostatic potential energy for a �uctuating charge system is therefore [33]

Uel =
∑
i

(Ci + χ0
i qi +

1

2
J0
i q

2
i ) +

∑
i

∑
j>i

1

4πε0

qiqj
rij

(2.40)

The second piece of electronegativity theory drawn upon is electronegativity equal-

isation, i.e. all atoms in a molecule will equalise their electronegativity so as to achieve

the same value [69�71]. Since electronegativity is de�ned as

χi =
∂U

∂q
(2.41)

the charges that minimise the electrostatic potential energy, while subject to overall

charge neutrality, are those that also satisfy the principle of electronegativity equali-

sation [70]. This is the basis of �uctuating charge models. The TIP4P-FQ model is

an example of this subclass [70]. The advantages of this method are its simplicity (it

doesn't add any extra interactions compared to standard MD simulations), whereas its

main drawback is that it only allows polarisation in the direction of bonds, which is

therefore constrained by the geometry of the molecule [33,67].

Drude-oscillator-type models attach an additional massless charge centre (repre-

senting the electron cloud) via a spring to the principal atom centre (representing the

nucleus) [33, 67]. Once again, this method is relatively simple, but it also doubles the

amount of electrostatic interactions. The reward for this extra complexity is that it

incorporates a degree of anisotropy. The equation for the force on the spring is simply

FS = kS∆r (2.42)
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where FS is the force on the spring, kS is the force constant of the spring and ∆r is the

distance between the virtual polarisable site and the �xed atom to which it is attached.

If the spring is at rest, then [33]

FS = Fel (2.43)

where Fel is the force due to the electronic interactions. This is equal to

Fel = qpE (2.44)

where qp the charge on the moveable additional charge. Therefore the distance of the

virtual charge must be equal to

∆r =
qp
kS

E (2.45)

where E is the electric �eld. The only unknown left is the value for kS . This can be

found via the relationship for the induced dipoles, namely

∆µ = q∆r = αE (2.46)

where ∆µ is the induced dipole and α is the isotropic polarisability. Using these two

identities, it follows that

kS =
q2
p

α
(2.47)

The addition of the virtual site does not add any new types of interactions; it only

complicates existing ones. Adding an extra, for water a fourth, massless interaction

site increases the number of Coulombic terms. Additionally, the Berendsen polarisation

correction has to be calculated for every molecule in every frame due to the changing

moments, rather than just applying that for the average dipole moment value at the

end.

Force �elds employing inducible dipoles add these alongside the partial charges ac-

cording to Equation 2.46. Unlike the previous two approaches, this adds new kinds

of energy terms, since the multipoles are represented explicitly, rather than modifying
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existing partial charges or adding new ones. Therefore, not all of the electrostatics can

be described by Coulombic potentials. The advantage of this is that it is fairly easy

to parametrise, although it is more di�cult to implement in standard MD codes (al-

though it is present in AMBER). Methods using multipole electrostatics are the most

advanced since they employ not just monopoles (point charges), but also dipoles and

quadrupoles. In this way, they can describe highly anisotropic behaviour without any

extra parameters (e.g., Drude oscillators include extra charge sites for lone pairs). The

most well-known model of this type is the AMOEBA package [72], which builds in po-

larisation by using induced dipoles at all points. While polarisable models have made

great progress in the last few years [73,74], it remains to be shown that the decrease in

sampling (i.e., the shorter simulation time) compared to their non-polarisable brethren

is worth the extra chemical detail [34].

2.2.5 Statistical Mechanics

The full set of all possible con�gurations for any real material would have a gargantuan

number of degrees of freedom, thus making it impossible to sample any appreciable

collection thereof, even with all the computing power in the world. In practice, this

means that computers can only deal with systems up to millions of interaction centres,

i.e. microscopic systems. This then begs the question - how can we link the information

provided by our microscopic systems to macroscopic ones, which are useful for real-world

applications? The link turns out to be statistical mechanics.

Statistical mechanics, as the name implies, deals with a statistical treatment of mat-

ter exposed to forces/undergoing motion. In a molecular dynamics simulation we have

the advantage, relative to experiment, of being able to exactly tabulate the velocities

and positions of all the matter being simulated. These velocities and positions are not

constant, i.e. they are constantly �uctuating, yet they give rise to aggregate behaviour

which is often static, i.e. equilibrium properties. Statistical mechanics applies statistics

and probabilities to show that these seemingly static states arise from averages of the

dynamic behaviour of collections of molecules.

One of the �rst things that has to be de�ned in statistical mechanics is how the states
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of a system are formally enumerated using positions and momenta. For this purpose, a

concept called phase space is used. The position and momentum of a particle can each

be considered as a three-dimensional space. If the two spaces are independent, i.e. the

momentum is not dependent on the position, then our particle can be exactly de�ned on

a six-dimensional hypercube [75]. This uni�ed formulation of momentum and position is

known as phase space. However, QM tells us that position and momentum are in fact not

independent, according to Heisenberg's uncertainty principle [76]. Mathematically [77],

σxσp ≥
~
2

(2.48)

where σ is the standard deviation in the position and momentum, respectively, and

~ is the reduced Planck constant. This means that the standard deviation, i.e. the

uncertainty, of both position and momentum cannot be simultaneously zero; in other

words, we cannot precisely de�ne a point on our hypercube. As such, when we talk

of a point in phase space we really mean a volume large enough that it is outside this

quantum limit. This is all very well for a single particle, but we are mainly interested in

systems of many bodies. If these N particles are statistically independent we then have

a 6N -dimensional phase space, a.k.a. Γ-space. All systems in statistical mechanics are

de�ned in this phase space [75].

In total, there are three "�avours" of statistical mechanics: Maxwell-Boltzmann

(based on classical mechanics), Fermi-Dirac and Bose-Einstein (both quantum-mechanical)

[75]. In the classical case, the particles under study can be assumed to be distinguish-

able because the degree of interparticle spacing is deemed to be large enough so that

quantum e�ects are negligible. Bosons and fermions, contrary to classical particles, are

indistinguishable, i.e. identical, and hence their path cannot be traced. This is due to

Heisenberg's uncertainty principle that states you cannot know the position and mo-

mentum of a quantum particle simultaneously. This means that if two particles were to

swap places we could not distinguish them since we have incomplete knowledge of their

paths. Classical particles can be considered statistically independent (we can state the

probability of a single particle being in a given state without reference to the rest of

the individual particles) since their wave functions, i.e. electronic orbitals, are localised,
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meaning that the particles are comparatively weakly interacting.

The di�erence between the two quantum variants is that Fermi-Dirac statistics deals

with Fermions (particles with half-integer spins) and Bose-Einstein with Bosons (integer

spins). The practical relevance of this distinction is that the Pauli exclusion principle

is applied to the former and not the latter; this states that two particles cannot share

exactly the same quantum state, i.e. be in the same position with the same value of

spin. Since this will limit the number of possible microstates, it will naturally have an

e�ect on the statistical accounting of these states. For the rest of this brief introduction,

we will restrict ourselves to classical statistical mechanics since it is the form that will

be applied in this work.

One of the key concepts in statistical mechanics are statistical ensembles, which

are probability distributions of all possible states that a system could occupy. This is

then comprised of the degeneracy of a system (i.e., the number of possible independent

states) and an appropriate weighting (how likely it is that this speci�c state will occur

compared to others). In order to de�ne this, it is necessary to �x sets of conserved

macroscopic variables, the combinations thereof often lending the individual ensembles

their names. Examples can be seen in Figure 2.3.

NVE NVT µVT NPT

Heat Heat, Mass Heat, Work

Figure 2.3: Summary of common thermodynamic ensembles, where the edge of the
box represents the system boundary. From left to right: the microcanonical, canonical,
grand canonical and isothermal-isobaric ensembles

The simplest ensemble is the microcanonical, where the composition (number of

molecules -N), volume (V ) and energy (E) de�ne the state of the system. This ensemble

corresponds to an isolated system, i.e. a system in which no transfer of mass or energy

into or out of the system occurs. This means that the thermodynamic variable that

de�nes the equilibrium of an isolated system is the entropy, since for a closed system
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dU + PdV ≤ TdS (2.49)

meaning that if U , V and N (since V is extensive) are held constant, S will also be

constant. Since it is also known that S is at a maximum for an isolated system, we can

therefore say that S completely de�nes such a system at equilibrium [75].

The reason for the microcanonical ensemble being treated as the most fundamental

example is that one of the principle tenets of statistical mechanics is that all states in a

system with �xed N , V and E are equally probable. This is known as the assumption

of a priori probabilities and follows from the principle of indi�erence [37]. That is to

say that

pi =
1

Ω
(2.50)

where pi is the probability of state i occurring and Ω is the degeneracy of the system.

This means that if we were to enumerate all the possible states of a system to �nd the

macroscopic value, A, it would be calculated as

〈A〉 =

∑
j Ai

Ω
(2.51)

where 〈A〉 is the ensemble average and Ai is the property in state i. If every possible

state were to be enumerated, A and 〈A〉 would be identical. However, this is rarely the

case since the number of microstates is astronomically large. As such, methods that

employ statistical mechanics have the task of representatively sampling ensembles as

e�ciently as possible. This is made simpler by the fact that in most practical situations

not all microstates are equally likely as in the microcanonical ensemble. In real life, the

energy of a system is almost never constant and hence, despite its theoretical purity,

the NVE ensemble is seldom of practical relevance.

An ensemble that is more experimentally relevant is the canonical ensemble. In this

ensemble, composition, volume and temperature are the conserved properties (NV T ).

This corresponds to a system where no mass transfer over the system boundary may

occur, but weak heat transfer may, so long as it does not bring the system out of
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equilibrium. For this formulation, the probability of a given state is

pi =
1

Z
exp(

−Ei
KBT

) (2.52)

where Ei is the energy of state i, KB is the Boltzmann constant and T is the absolute

temperature. Z represents the canonical partition function and has the form

Z = exp(
−F
KBT

) (2.53)

where F is the Helmholtz free energy. F is chosen since it is the thermodynamic variable

that de�nes the closed system, much like S for the isolated system; a closed system is at

equilibrium if F is at a minimum and at �xed N , V and T it will be a constant, de�ning

the system. The term exp( −EKBT
) is known as the Boltzmann factor, which acts as a

weighting factor, while the partition function is the sum of all the individual weighting

factors and hence acts as a normalisation factor. Therefore, we could also write

pi = exp(
F − Ei
KBT

) (2.54)

and

exp(
−F
KBT

) =
∑
j

exp(
−Ei
KBT

) (2.55)

Two other common statistical ensembles are the grand canonical (µV T ) and the

isobaric-isothermal (NPT ). The former is equivalent to an open system where both heat

and mass can cross the system boundary, whereas the latter represents a closed system

where energy can be exchanged by heat or work. In the grand canonical ensemble, the

appropriate thermodynamic potential is the grand potential (Ψ) and for the isothermal-

isobaric the Gibbs free energy is used (G).

Earlier, the concept of an ensemble average was brie�y introduced, being denoted by

angular brackets. However in MD simulations the possible ensembles are not sampled

directly but are rather inferred by the time evolution of the system. The assumption

that the collection of states visited during the trajectory is equivalent to the collection of
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ensembles is called the ergodic hypothesis. Stated simply, if an in�nite trajectory of one

initial state was simulated for an ergodic system, then relative states in the trajectory

would be visited in the same proportion as predicted from the relative ensemble. In

reality, this is sometimes not the case. For this reason, it has been shown in recent

years that the errors in some properties calculated from MD, such as the solvation free

energy [78,79], can be signi�cantly reduced by running several shorter simulations from

di�erent initial conditions, rather than one long simulation. This theory is related to

Liouville's theorem, stating that the phase-space density is constant in time, i.e. along

a trajectory the relative probabilities of con�gurations do not change [41]. Due to these

discrepancies, time-averaged properties are denoted di�erently to ensemble-averaged

ones; instead of angle brackets, time-averaged properties are signi�ed by a bar over the

top, i.e. Ā.

2.2.6 Free Energy Calculations

One of the most useful properties that can be obtained from molecular simulations

is the free energy change for a given process. The free energy change of a proposed

process is useful because it informs us as to whether a thermodynamic transformation

will occur spontaneously, i.e. without the need for any external energetic input. A

negative value of the free energy change, indicating that the �nal state of the process

has a lower free energy than the initial state, shows that this change can spontaneously

occur. However, this might not necessarily happen in practice; it assumes that there is

not another state with an even lower free energy and that the pathway is not kinetically

hindered. This is because the state with the lowest free energy is the con�guration that

will be assumed in the limit of in�nite time. Therefore, it may not be possible to reach

the true thermodynamic equilibrium state within a reasonable amount of computational

time.

Two applications of this class of calculations are ligand-binding and, as will be used

in this work, solvation processes. In ligand-binding calculations, we want to know to

which part of a given biomolecule a particular molecule will bind to. This is done

by calculating the free energy of di�erent complexes, i.e. when the molecule binds
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to di�erent sites on the biomolecule, in order to see which has the lowest energy free

energy and hence would be most likely to be formed. This is commonly used in the

pharmaceutical domain to investigate whether proposed molecules can target a speci�c

biological receptor. Solvation calculations are similar; the free energy of an ensemble

of solvent molecules is calculated with and without the presence of a solute molecule.

If the introduction of the solute results in a system with a lower free energy, then the

solute is soluble (at least to some degree). As the fall in the free energy becomes more

marked, the degree of solubility increases. This can be important when solubility is

competitive.

Above in Section 2.2.5, the role of the free energy in a statistical-mechanical system

was touched upon. Indeed, we can trivially derive the following expression for a system

in the canonical (NVT) ensemble from Equation 2.53

F = −β−1 ln(Z) (2.56)

where β is the thermodynamic beta (= 1
KBT

). This demonstrates that calculating free

energies from a statistical-mechanical perspective is equivalent to calculating partition

functions. Since calculating the partition function directly is infeasible for all but the

simplest systems, this would suggest that there is a problem with this approach. How-

ever, this di�culty can be circumvented by not calculating partition functions, but

rather by estimating the di�erence between two of them. Formally, for a process begin-

ning with state A and ending with state B

∆FBA = FB − FA = −β−1 ln(
ZB
ZA

) (2.57)

Having rewritten the problem as �nding a ratio of partition functions, rather than

a single partition function, Equation 2.57 is the basis of all free energy calculations.

Estimators di�er in the way that they calculate this ratio. Like all molecular simulations,

free energy calculations are comprised of three components: a Hamiltonian (i.e., a force

�eld in MD simulations), a sampling strategy and the application of theory from which

we can derive the relevant property of interest from our simulation outputs. We will
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now brie�y discuss the two free energy estimators used in this work so as to give the

reader a brief introduction to free energy calculations.

Force Estimation - Thermodynamic Integration

One simple way to calculate that shown in Equation 2.57 is to integrate along a

path between the two end states. The path may correspond to a real or imaginary, i.e.

alchemical, process since the free energy is a state function, i.e. is path independent. The

availability of the alchemical approach is advantageous because it allows the simulator

the �exibility to choose the best approach. To control the mutation of the system from

state A to B, it is necessary to choose a parameter that de�nes the progress along that

path, i.e. a coupling parameter (λ), such that [80]

∆FBA = F (λB)− F (λA) =

∫ λB

λA

dF

dλ
dλ =

∫ λB

λA

〈dH
dλ
〉λdλ (2.58)

where H is the Hamiltonian of the system. λ is usually set to zero at one end point

and unity at the other. What λ does is to join the two individual Hamiltonians of A

and B so as to create a combined Hamiltonian. The simplest way to do this would be

a simple linear combination, i.e.

Hcombined = λHB + (1− λ)HA (2.59)

This will mean that at λ = 0 the system will be equivalent to our starting state, A,

whereas at λ = 1 we will have achieved our terminal state, B. In the case of the

solvation free energy that we wish to calculate in this work, the addition of the solute

is simulated by having the intermolecular interactions of the solute molecule made

equal to zero at one end of the λ-values, i.e. "absent", and gradually increasing the

interaction strength via the path of the λ-values so that the molecule in question has

been "dissolved". In practice, this is achieved by running simulations at various λ-values

and then integrating over this range. This approach is referred to as "staging" and will

be the sampling protocol that we will employ in this work. However, care has to be

taken with this approach so as to avoid numerical instabilities due to the singularity in
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the commonly used LJ potential as the molecule is created or annihilated. This is due

to the 〈dHdλ 〉λ being very large due to the repulsive tail of the LJ potential [81]. Since

numerical integration is used for evaluating the free energy change, having a similar λ-

spacing for the whole range would arti�cially cause the repulsive tail section to dominate.

For this reason non-linear approaches (e.g., usually a much smaller spacing in the tail

region to minimise the integration error) or soft-core potentials are often employed to

prevent this [39,80,81]. Soft-core potentials for free energy calculations were pioneered

by Beutler et al. and their original formulation was [82]

ULJ,ij = 4εij(1− λ)([αsoftλ
2 + (

rij
σij

)6]−2 − [αsoftλ
2 + (

rij
σij

)6]−1) (2.60)

where αsoft controls the "softness" of the repulsive tail. Other soft-core potentials are

available but function similarly. As can be seen from Equation 2.60, the LJ function

in this formulation will disappear when λ = 1 due to the 1−λ term, while the addition

of the αsoftλ2 component will strongly damp the function when rij
σij

is small. However,

this also brings further complications since it may introduce instabilities in the Coulomb

part of the potential [81]. This can be mitigated by also using a soft-core formulation

for the electrostatic part of the intermolecular potential. Another approach is to split

the calculation into two parts: in the �rst part, one potential is gradually switched on

or o�; in the second stage, this is then done for the remaining component. The �rst

approach is more economical, whereas the latter is simpler.

Energy Di�erence Methods - Bennett Acceptance Ratio

The other free energy estimator that we will use in this work is the Bennet Acceptance

Ratio (BAR) [83], which is based on calculating energy di�erences between states, rather

than integrating forces as in TI. The simplest of this class of methods is free energy

perturbation (FEP). This applies the Zwanzig equation [84] that relates the free energy

change to the exponential average of the energy di�erence between said states

∆FBA = − 1

β
ln〈exp[−β∆VBA]〉A (2.61)
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The exponential term here is dominant and hence the con�gurations with the lowest

values of VBA will strongly outweigh other contributions. Therefore if we sample two

very di�erent states we are unlikely to su�ciently sample those states where the energy

di�erence is small, i.e. important. Once more, staging is often employed as the sampling

strategy (as in this work), i.e. the calculation into broken into many smaller transitions

(i.e., perturbations) where the di�erence between the two states is also smaller. There

will therefore be greater overlap in the energy di�erence distribution, thereby optimising

the sampling [80]. Other common sampling protocols are importance sampling and

adiabatic decoupling. In importance sampling, a biasing term is introduced to the system

so as to increase the chance of states with a high statistical weight being visited. The

most-well known method of this type is umbrella sampling, as introduced by Torrie and

Valleau [85], which employs a bias in the potential energy. In adiabatic decoupling,

the path along λ is decoupled from all other degrees of freedom by using �ctitious

masses [80].

BAR also employs perturbations but, instead of using just one from A to B, it

perturbs both A and B to an intermediate state I, i.e. according to a modi�ed version

of the Zwanzig equation

∆FBA = ∆FBI −∆FAI = − 1

β
ln
〈exp[−β∆VIA]〉A
〈exp[−β∆VIB]〉B

(2.62)

The optimal intermediate state, i.e. that at which the energy di�erence distributions, ρA

and ρB, overlap, is then found in a postprocessing step. This follows from the identity

ρA
ρB

=
exp(−β∆H)

exp(−β∆FBA)
(2.63)

that states that the di�erence in the Hamiltonians is equal to the di�erence in free

energy at the point of intersection, i.e. ρA = ρB [80]. Nevertheless, between the starting

and �nal states there is often minimal overlap, making adequate sampling prohibitively

expensive. For this reason, BAR calculations are also usually staged and broken down

into a chain of simulations that gradually mutate state A into B, as in TI. Non-linear

sampling or soft-core potentials are also usually necessary.
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2.2.7 Thermostats and Barostats in Molecular Dynamics

An MD simulation carried out with the algorithms presented earlier would be in the mi-

crocanonical ensemble; they are only solving the equations of motion and consequently

do not include energy transfer from the surroundings, i.e. the simulation is as a closed

system. As already noted, the microcanonical (NVE) ensemble is often impractical for

real-world applications and therefore its canonical (NVT) or isothermal-isobaric (NPT)

cousins are generally preferred. However, this necessitates new components of the algo-

rithms that regulate temperature and/or pressure - these are named thermostats and

barostats, respectively.

Thermostats

Due to the obvious practical demand for MD simulations to be carried out under con-

stant temperature conditions, thermostats are ubiquitous and it is therefore unsurprising

that several variants have been developed. The simplest is velocity rescaling [86]

Vnew = λV (2.64)

Microscopically, the macroscopic temperature is a product of the individual velocities

of the particles. Mathematically, for an ideal gas

3

2
KBT = 〈K〉 =

1

2
m〈V 2〉 (2.65)

where 〈K〉 is the ensemble average of kinetic energy. From this we can also say

λ =
Vnew

V
=

√
Tavg
T

(2.66)

where Tavg is the desired average temperature and T is the instantaneous tempera-

ture. The problem with this simple approach is that it does not capture the dynamics

properly; by rescaling the velocities at each time step, the kinetic energy would be con-

stant, which is obviously unphysical. Such �uctuations do occur in natural systems -

equilibrium is dynamic and properties oscillate around their equilibrium values.
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As noted before, the canonical ensemble is equivalent to a closed system in contact

with an extremely large heat bath. As such, many thermostats attempt to imitate this.

One such technique is the Berendsen thermostat [87]. In this method, the temperature

of the simulation is coupled weakly to a heat bath by

dT

dt
=

1

τ
(Tavg − T ) (2.67)

In this way, the velocities are gradually rescaled so as to upset the dynamics as little as

possible. The exact rescaling coe�cient is

λ2 = 1 +
∆t

τ
(
Tavg
T
− 1) (2.68)

An important detail is the term τ , which controls how fast this occurs. Large values

of τ will lead to poor temperature control since the correction to the temperature will

occur very slowly. On the other hand, at very low values of τ , namely as it tends to ∆t,

the dynamics will tend to that of the velocity rescaling algorithm.

The Andersen thermostat [88] is a stochastic technique whereby random particles

are hit by virtual collisions. After a collision, the momentum of the chosen particle is

updated instantaneously by choosing a random momentum from a Boltzmann distribu-

tion of momenta at the desired temperature. The advantage of this technique is that

it rigorously conforms to the canonical ensemble, unlike the previous two thermostats.

The problem with this approach is similar to that of the velocity rescaling - it leads

to unphysical dynamics. The updates to the momenta are stochastic and hence the

trajectory is no longer deterministic but a Markov chain.

A more sophisticated algorithm is the Nosé-Hoover thermostat [89�91]. It keeps the

temperature constant by incorporating the heat bath into the dynamics of the system,

i.e. extending the Hamiltonian of the system. The Hamiltonian of a system is a function

that gives the energy of that system for any state. For a classical system this is

H = K + U =

N∑
i=1

pi

2mi
+ U (2.69)

i.e., the total energy of the system is the sum of the kinetic and potential energies of
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the system. In the Nosé-Hoover interpretation, the Hamiltonian of the system becomes

the Hamiltonian of both the system and the heat bath; in this way, the total energy is

conserved but the energy of the system is variable. The extended Hamiltonian is [92]

H =
N∑
i=1

pi

2mi
+ U +

p2
s

2Q
+NfKBT ln s (2.70)

The new terms are the kinetic and potential energy of the heat bath, respectively, which

is at the necessary temperature and can interact with our system. ps is the momentum

associated with the heat bath, whereas Q is a virtual mass used to control the �ctitious

dynamics. s is a degree of freedom used to de�ne the heat bath and Nf is the number

of degrees of freedom, which is 3N + 1, since the presence of s adds an additional degree

of freedom. The scaling is then

pi = mivis (2.71)

The advantage of the Nosé-Hoover interpretation is that it preserves the dynamics of the

system but a disadvantage is that it is not always ergodic. The risk of this is minimised

by using a second Nosé-Hoover thermostat to control the �rst and so forth [39]; with

increasing length of the thermostat chain, the accuracy of the overall thermostat is

improved. Another important point is that the damping is oscillatory rather than

exponential, cf. Berendsen thermostat, i.e. much slower for the same time constant.

One �nal technique is the Langevin thermostat [86, 93]. It functions by adding

a noise term to the equations of motion, which is conceptualised as a bath of much

smaller particles constantly undergoing small collisions with the system particles. A

second additional term is the friction term, which arises from these collisions. The

interaction between the noise and friction terms is used to control the temperature of

the system. Due to the random nature of the noise term, this set-up is often called

stochastic dynamics. Advantages include ergodicity and being able to use a longer time

step. However, momentum transfer is not preserved, meaning it is often not suitable

for calculations of dynamic properties, e.g. di�usion coe�cients [93].
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Barostats

Barostats are used to control the pressure in an MD simulation. They do this by

manipulating the size of the system, in much the same fashion as thermostats control

velocities, i.e. momenta, to control temperature. In MD simulations, there are three

commonly used barostats: 1) The Berendsen barostat [87], which is analogous to the

Berendsen thermostat; 2) The Andersen barostat [88], which is similar to the Nosé-

Hoover thermostat; 3) The Parrinello-Rahman barostat [94], which is also similar to

the Nosé-Hoover thermostat.

The Berendsen barostat weakly couples the system to a "pressure bath", using the

relation [39]

dP

dt
=
Pavg − P

τP
(2.72)

where τp is the pressure coupling constant. The scaling factor (µ) for the box vectors

is then

µ3 = 1− β∆t

τP
(Pavg − P ) (2.73)

where β is the isothermal compressibility, however it is not necessary to know this

value exactly since it becomes part of the overall term β/τP , where τP is a speci�ed

input. As such, β is often taken as the isothermal compressibility of water [39]. This

relation is analogous to Equation 2.68 for temperature, except now the sign is reversed

since too high a pressure leads to a larger cell (to spread the force over a larger area).

Conversely, too high a temperature necessitates a reduction in the velocities. Although

this algorithm does produce the correct pressure, it does not replicate the NPT ensemble

correctly, but rather an approximation of it [39]. For this reason, the Andersen and

Parrinello-Rahman thermostats are generally preferred.

The Andersen and Parrinello-Rahman thermostats are analogous to the Nosé-Hoover

thermostat, employing an extension of the system Hamiltonian, i.e. adding kinetic and

potential terms. These terms relate to a theoretical piston that acts on the system

and thereby regulates the pressure. Anisotropic scaling can be implemented for both.
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Unlike the Berendsen formulation, they do preserve the NPT ensemble.

2.2.8 Monte Carlo

As noted at the beginning, another common computational technique are Monte Carlo

simulations. The underlying di�erence between MC and MD, generally speaking, is that

MC directly samples the ensemble under investigation rather than relying on a time

evolution of the system. There is, however, some overlap between the two techniques

since ensembles of MD simulations from di�erent initial conditions can be calculated

and there also exist so-called kinetic Monte Carlo (KMC) techniques that do follow a

time evolution. Although an approach using an evolution of ensembles might seem more

rigorous (since we do not have to consider ergodicity), it also has the disadvantage of

requiring non-equilibrium statistical mechanics for computing dynamic properties such

as viscosity and di�usion constants. Due to much higher computational costs, this is

often not feasible. For this reason, MD and KMC are preferred for calculating such

properties.

Unlike MD simulations, MC is a stochastic technique; this means that MC simula-

tions rely on random sampling to draw results. Consequently, two MC simulations of

the same system with the same initial conditions will not be identical, since the paths

in the simulations are random. This is a fundamental di�erence to MD, where the such

simulations would produce identical results since it is a deterministic method - the re-

sult only depends on the initial conditions. This is because MC simulations employ a

Markov chain, i.e. the future result is independent of past results.

The simplest form of MC is brute-force MC. In this technique, trial moves are made

and from the collected results of the trial moves some information can be determined

for the system. For example, consider a circle inside a square whose edge length is

equal to that of the diameter of the circle, which will be unity for our example. If we

were to drop a very large amount of marbles on this arrangement and tabulate what

distribution fell within the circle, this would be equal to

Ncircle

Ntotal
=

Acircle
Asquare

=
πD2

circle

4D2
square

=
π

4
(2.74)
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This is a simple example of how to calculate the value of π using MC. Generically, we

are solving

I =

∫ b

a
f(xxxi) =

b− a
N

N∑
i=1

f(xxxi) (2.75)

where b and a are the upper and lower limits of the integral (1 and 0 in our case) and

f(xxxi) for the Monte Carlo integral is

f(xxxi) = f(xi, yi) =

 1 if x2 + y2 < 1

0 if x2 + y2 ≥ 1
(2.76)

The problem with applying this to thermodynamic systems is that there are an over-

whelming number of possible states available to the system, i.e. there are simply too

many states for us to achieve a representative sample by brute force. Fortunately, we

know that most possible states of the system will have a vanishingly small probability

and hence will have a negligible contribution to the total. The question is therefore,

how can we bias our system towards sampling the states of the system that are the

most likely?

The solution to this was developed by Metropolis and was formalised in the Metropolis-

Hastings algorithm. The key point is that, instead of randomly sampling and then

weighting the results with the Boltzmann factor, they sampled according to the Boltz-

mann factor and then weighted evenly [17]. This is not a trivial rearrangement; in this

way, likely states, i.e. those with a non-vanishing probability, are much more likely

to be sampled than highly unlikely states. This neatly circumvents the problem with

uniform sampling, namely that there are far more states that hardly contribute to the

thermodynamic average than those that do. This results in a very e�cient algorithm

for sampling high-dimensional spaces, as chemical systems are.

This then raises the question as to how exactly to generate con�gurations that are

proportional to the Boltzmann constant. We start, using the example from Frenkel [37],

from the condition of detailed balance. At equilibrium, the distribution of states is

constant and therefore, since equilibrium is dynamic, any con�guration at equilibrium

should be destroyed and created in equal measure. If this is not true, as the number
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of con�gurations tends to in�nity there will be a bias leading away from equilibrium.

Mathematically,

νiπij = νjπji (2.77)

where ν represents a given microstate and π represents a transition probability distri-

bution describing the transition from state i to j. π is essentially comprised of two

components, Pmove and Pacc, which describe the probability of an MC move being

attempted and accepted, respectively. Hence

πij = Pmove,ijPacc,ij (2.78)

In the original Metropolis algorithm, Pmove,ij was chosen to be a symmetric matrix,

i.e. moves are tried in both directions with equal likelihood. This is not a necessary

condition for detailed balance, since it is the product of Pmove and Pacc that should

be equal in both directions, but we will see that setting one as symmetric allows us to

de�ne the other more easily. If Pmove,ij is symmetric, then we can also state

νiPacc,ij = νjPacc,ji (2.79)

then we can also state

Pacc,ij
Pacc,ji

=
νj
νi

=

1
Z exp(

−Ej

KBT
)

1
Z exp(

−Ei
KBT

)
= exp(

−(Ej − Ei)
KBT

) (2.80)

Here one can see the elegance of the Metropolis algorithm; we can eliminate the need

to calculate the partition function, Z, because we are not interested in the overall

probability of a state but rather their relative probabilities, hence their cancellation

here. Since the probability cannot exceed 1, Pacc is given by

Pacc,ij =

 exp(
−(Ej−Ei)
KBT

) if Ei > Ej

1 if Ej ≥ Ei
(2.81)

The practical implementation of this algorithm can be summarised as follows
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� Select a particle and calculate its energy (Ei)

� Perform a trial move, i.e. enact some change on the system, and calculate the

new energy of the particle (Ej)

� Calculate the probability of accepting the trial move using Pacc,ij

� Generate a random number (R) in the range [0,1]

� If Pacc,ij > R, then the move is accepted. Otherwise, the system reverts back to

its pre-trial-move state.

The term trial move encompasses a multitude of possible processes that are strongly

dependent on the system, as well as the thermodynamic ensemble used. Simple moves

include translation, rotation and reptation, and more complicated examples would be

insertion/deletion of particles (i.e., in the grand canonical ensemble where the composi-

tion of the system is not �xed) and reactive moves (such moves are utilised in so-called

reactive Monte Carlo (RMC) simulations) [95]. Various trial moves are not necessarily

tried with equal frequency; rarer processes (e.g., reactions) are usually attempted much

less frequently than common ones (such as translation). The customisability of trial

moves is both a blessing and a curse: on one hand, it allows for �exibility when study-

ing a system because they do not have to be physically realisable; on the other hand,

this lack of a physical basis for the moves means that MC models are rarely transferable,

i.e. they can less often be applied to other similar systems than MD models. Another

advantage of the sometimes unphysical path in MC is that it allows the simulation

to escape local minima since even unfavourable transitions have a non-zero chance of

occurring. For simple schemes this will make the simulation ergodic.

Another important aspect of MC algorithms is that they employ random numbers

to ensure that the moves are accepted in proportion to the Boltzmann factor. For this

reason, care has to be taken to ensure that the numbers chosen are equally distributed

between zero and unity. Computationally speaking, there is no such thing as a perfect

random number generator; computers can only carry out a list of instructions and

hence cannot act in a random manner. For this reason, random number generators
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are frequently referred to as pseudorandom - they are essentially functions which, upon

inputting a seed number, produce a large sequence of numbers that conform to a random

distribution. However, this sequence will eventually repeat itself and hence the choice

of random number generator is an integral part of an MC algorithm, especially since it

is not uncommon for millions or billions of trial moves to be attempted in a simulation.

If some numbers occur more often than others, this can lead to bias, which will shift

the distribution of states away from its true form. This occurs since a bias towards

larger numbers will mean physical states are rejected more often than is proper, and

vice versa.

An extension of MC is dynamic Monte Carlo (DMC), sometimes also known as

kinetic Monte Carlo (KMC). Equilibrium MC can be thought of as a Markov chain

with the same distribution as the system at equilibrium. As stated already in our

discussion of detailed balance, at equilibrium the rate of change of any one state will be

zero. In DMC, this is no longer the case. Instead of Equation 2.77, we can write [96]

∂Pj(t)

∂t
=
∑
i

PijPi(t)−
∑
j

PjiPj(t) (2.82)

where Pi and Pj are the probabilities of states i and j. Equation 2.82 is known as

the master equation. Detailed balance in this context is merely the master equation

under the constraint of equilibrium. MC, like all simulation methods, takes place in

discrete time and hence to link the results to scienti�c processes it is necessary to derive

a correspondence between continuous (real) time and the simulation steps. In DMC,

the link are rate constants for the physical process that one wishes to simulate, which

can be welded to MC through a Poisson process. For a Poisson process, the likelihood

of an integer number of events (Ne) occurring in a given time interval (t) is

PNe(t) = e−rt
(rt)Ne

Ne!
(2.83)

where k is the rate constant. The ensemble of independent forward-reverse processes,

which is a precondition, is well-behaved in that it can be treated as a single, large

Poission process [96]. Together with detailed balance, DMC can trace a path from a
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non-equilibrium state to an equilibrium one. The downside to this technique is that the

applicable rate constants for the desired process must be known a priori since DMC is

not based upon a physical process itself. This could be di�cult, for example, in systems

with many chemical reactions occurring simultaneously whose rates constants would be

di�cult to decouple.

In this work, we have not employed MC simulations. This section is intended to

provide a cursory overview of the technique so that a reader is better equipped to

understand the literature on silica simulations, which will be presented in Chapter 3,

where MC and DMC simulations are regularly employed. For a more detailed discussion

of equilibrium MC, the reader is directed to Frenkel [37]. Regarding a more in-depth

discussion of DMC, we recommend the paper of Fichthorn and Weinberg [96].

2.3 Quantum-Mechanical Calculations

For a long time, Newton's formulation of mechanics was considered complete. However,

this began to change in the 19th century and an altogether new approach began to

supersede it by the beginning of the 20th century. The name of this new discovery was

coined as "quantum mechanics" by Max Born in his 1925 paper "Zur Quantenmechanik"

[97]. This radical new theory was brought about by mounting examples of natural

phenomena that were incompatible with Newton's mechanics. Some notable discoveries

were

� The dual wave-particle nature of light

� The existence of the electron

� Black-body radiation

� The photoelectric e�ect

These discoveries gradually revealed the fallacy that was the assumed indivisibility

of the atom. Its division into constituent components, namely electrons, protons and

neutrons, and then later into further subatomic particles, fundamentally altered our

understanding of physics and chemistry.
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One of the fundamental postulates of QM, such so that it lent the theory its name,

is that the energy of a physical system exists in discrete packets, i.e. is quantised.

This idea was so radical that Max Planck initially only introduced the idea, which was

�rst proposed by Ludwig Boltzmann, into his work as a mathematical trick to describe

black-body radiation, rather than considering it theoretically rigorous. Indeed, he later

described his use of quantum theory as an "act of desperation" ("Akt der Verzwei�ung").

He did this by assuming that the energy (E) radiated by a photon was proportional to

its frequency (ν)

E ∝ ν (2.84)

the constant of proportionality is known as the Planck constant (h = 6.626×10−34J.s).

As the �eld progressed, further relationships were de�ned and the one most important

for QM calculations is the time-dependent Schrödinger equation (TDSE). In the classical

approximation, the movement and momentum of a particle are described by Newton's

second law, as discussed previously; the TDSE is its quantum analogue.

i~
d

dt
|Ψ(t)〉 = Ĥ|Ψ(t)〉 (2.85)

where ~ is the reduced Planck constant (~ = h
2π ), Ψ is the system's state vector and

Ĥ is the Hamiltonian operator. However, the solution of this equation is extremely

complex; as such, it is desirable to simplify it. One way to do this is to use the time-

independent form, i.e. one that describes a stationary wave instead of one in motion.

The time-independent Schrödinger equation (TISE) is hence

Ĥ|Ψ〉 = E|Ψ〉 (2.86)

where E is the total energy of the system. In this form, the wave function is an

eigenfunction of the Hamiltonian operator. The reason that the constraint of time

independence can be applied is that molecular orbitals can be described as stationary

waves. The wave function is important generally, since it is the mathematical function

describing the quantum state, i.e. the probability distribution of any observable of

52



Chapter 2. Theory and Methods

an isolated system. Although this approach seems very di�erent to that of classical

mechanics, they nevertheless share some similarities. For example, they are both based

upon the law of the conservation of energy. Indeed, the non-relativistic form of the

TISE for a single particle is

[−~2

2µ
∇2 + V (r)

]
Ψ(r) = EΨ(r) (2.87)

where −~
2

2µ ∇
2 is the kinetic energy (with µ being the reduced mass of a particle) of the

system, whilst V (r) is its potential energy, i.e. similar to the approach used in molecular

dynamics.

When we speak of the non-relativistic form, we are referring to Einstein's theories of

special and general relativity [98,99]. General relativity describes how two objects with

di�erent uniform (i.e., constant) velocities experience space and time di�erently relative

to each other, hence the name. As the di�erence in velocity between the observer's frame

of reference and the object nears the speed of light, this e�ect becomes increasingly ap-

preciable until Newtonian mechanics can no longer describe the situation e�ectively. If

we can however neglect such e�ects, then we can describe our system as non-relativistic,

as above. A particle can be considered relativistic when its kinetic energy is comparable

to its rest energy (E0), which is given by Einstein's famous equation

E0 = m0C
2 (2.88)

where m0 is the particle's rest mass, i.e. that which is invariable and does not depend

on the particle's motion and is hence the same in all frames of reference. This implies

that the same object will have di�erent masses at di�erent frames of reference. These

are hence called relativistic masses since these changes are brought about by relativistic

e�ects. Therefore, relativistic e�ects only need to be accounted for for particles with

extremely small masses or extremely high kinetic energy, i.e. photons. For the domain

that we are interested in, namely that of atomic particles and above under standard

conditions, these relativistic e�ects can be ignored. The QM calculations used in this

work therefore focus on solving the non-relativistic TISE.
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2.3.1 The Hartree-Fock Method

Above, we explained how it is the wave function(s) that describe our system of interest.

As such, the focus of QM calculations for many years was on inventing e�cient numerical

routines for calculating wave functions. One of the �rst was the Hartree-Fock (HF)

method [100�104], which we will now be describe.

If we consider a system of nuclei (comprised of protons and neutrons) and electrons,

then we can apply the �rst important assumption, namely the Born-Oppenheimer [105]

approximation. This simply states that the motion of the nuclei and electrons can be

treated as mathematically independently of each other. This assumption is reasonable

since the mass of a proton or neutron is more than 1,800 times that of an electron; this

means that the nuclei, from the point of view of the electrons, will react very slowly

in response to changes in the environment, to the point of being practically static. We

can thus treat the nuclei as occupying �xed points in space, hence it is not required to

calculate their wave functions, only those of the electrons.

The second assumption is less rigorous and is mainly introduced for the sake of

computational e�ciency - it is assumed that the electrons do not interact with each

other. Introducing this assumption means that we can rewrite the Hamiltonian for our

system of N electrons as follows:

Ĥ =

N∑
i=1

Hi (2.89)

Splitting up the Hamiltonian in this manner means that the eigenfunctions of each

individual TISE are not the wave function of the system but a collection of spin orbitals,

i.e. the overall wave function of the whole system is approximated by a combination

of spin orbital sets for each electron. Since our electrons are non-interacting and our

nuclei are �xed, i.e. are enacting a static �eld, we can introduce the following for each

electron Hamiltonian

Hi =
−~2

2µ
∇2 + V (r) + VH(r) (2.90)

It is clear that this is very similar to Equation 2.87 but with the addition of an extra
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term, namely the Hartree potential VH(r). This describes the average e�ect of the �eld

generated by all electrons on a single electron, i.e. it is a mean �eld approximation and

does not take into account instantaneous interactions between electrons. A corollary

of this is that electron repulsion is overestimated, since the electrons do not know to

avoid each other. This also means that the electron that the mean �eld is acting upon

also contributes to the mean �eld, i.e. is e�ectively counted twice and hence must be

corrected for. Another assumption made is that a Slater determinant can describe the

relationship between the individual spin orbitals and the overall wave function. The

Slater determinant has the following form for a two electron system [106]

Ψ(x1,x2) =
1√
2

det

χj(x1) χj(x2)

χk(x1) χk(x2)

 (2.91)

This form is preferred to the simpler Hartree product

Ψ(x1,x2) = χj1(x1)χj2(x2) (2.92)

since it satis�es the antisymmetry principle (that switching two electrons reverses the

sign of the wave function) and the Pauli exclusion principle (the value of the wave

function, i.e. the probability, is zero if two electrons have the same spin and location).

The 1√
2
is a normalisation factor that generalises to 1√

N
for an N -electron system.

The �nal information that has to be provided for the calculation is a set of functions

that together de�ne each spin orbital, i.e. are of the form

χj(x) =
K∑
i

αj,iφi(x) (2.93)

where χ is a spin orbital, α is a �tting parameter and ψ is a function. This collection

of functions and �tting parameters is referred to as a basis set. The larger the basis

set, the better the chance that it can describe the spin orbital accurately. However,

this also signi�cantly increases the computational workload since it also increases the

number of parameters that have to be �tted. This basis set, along with the TISE for

each electron, gives us two independent equations that allow us to solve iteratively for
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our two unknowns (the mean �eld and the spin orbitals) as follows:

� 1) Guess the spin orbitals by setting the �tting parameters

� 2) Combine the proposed spin orbitals in order to produce an electron density

� 3) Using the electron density, compute the mean �eld and then solve for the spin

orbitals using the TISE

� 4) If the spin orbitals match those from the �rst step, then the system has con-

verged and the answer has been found. Otherwise, a new guess for the spin orbitals

has to be employed and the process repeats until convergence is found

� 5) The individual Hamiltonians and spin orbitals can be combined to produce the

overall wave function and Hamiltonian, and hence the total energy of the system

can be calculated from the TISE

To conclude, the Hartree-Fock method manages to capture electron-exchange e�ects

via the Slater determinant (which is an advantage compared to density functional theory

(DFT), which will be explained later) but its biggest weakness lies in its neglect of

electron-correlation e�ects. As such, higher level QM methods try to address this by

building such interactions into the HF treatment; these will also be discussed later.

However, in the next section we will focus on some of the general numerical aspects of

solving QM calculations.

2.3.2 Numerical Details of Quantum-Mechanical Calculations

The above sets out how it is theoretically possible to solve the TISE in a numerical

fashion, but how is this done in practice? Two details have to be decided upon in order

to make this possible:

� A basis set that approximates the one-electron wave functions

� A relation that combines the spin orbitals together to produce the overall wave

function of the system of interest
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It was stated above that basis sets are of the form given in Equation 2.93. Here

we will describe which types of functions are commonly used for φi(x). Fundamentally,

basis sets are of two types: plane waves and atomic orbitals. These approaches are

strongly divergent; plane waves are periodic functions and are hence very good at ap-

proximating condensed materials with repeating structures, while atomic orbitals are

localised functions and therefore particularly e�ective for individual molecules [107].

Basis Sets - Plane Waves

The use of plane waves is based on Bloch's theorem [107, 108], which states that for a

perfect crystal there exists a set of wave functions that are energy eigenstates and that

they take the form

φ(r) = u(r)eik·r (2.94)

These are hence called Bloch waves. k represents the crystal momentum wave vector of

the particle (pcrystal = ~k). Here eik·r is known as a plane wave and represents the wave

function of the particle, and u(r) is the modulation enacted upon the particle by the

periodic environment [108]. The presence of plane waves here lends itself to the name

of this class of basis sets. Since this is a periodic approach, it necessitates the de�nition

of a supercell, which is given by the lattice vectors ax,ay,az. This means that u(r) has

the property

u(r) = u(r + axnx + ayny + aznz) (2.95)

and that it is periodic for any integer (ni). The best choice for the supercell is the

so-called primitive cell; this is the supercell with the least amount of atoms necessary

to represent the in�nite material by periodicity. The simplest example would be the

simple cubic cell; this is given by the lattice vectors

u(r) = u(r + anx + any + anz) (2.96)
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where is a the lattice constant, which in this case is the same in all directions. This

describes a cube of edge length a, where an atom lies at every corner. In this way,

only one atom is necessary to de�ne the whole cell, since the coordinates of every other

atom can be calculated relative to the one atom whose position is de�ned. Correctly

identifying the primitive cell is extremely advantageous since QM calculations often

scale unfavourably with the number of atoms.

The reason for the use of plane waves is that it is easier to solve QM problems in

terms of k (reciprocal space) than r (real space). Due to the presence of k, reciprocal

space is also known as k -space. The equivalent supercell vectors (bi) are de�ned such

that ai · bi = 2π if i = j but equal to zero otherwise. The factor 2π comes from the

periodic nature of plane waves. A consequence of this de�nition is that, as the vec-

tors become longer in real space, their reciprocal counterparts, unsurprisingly, become

shorter. The k -space equivalent of the primitive cell is called the Brillouin zone (BZ)

and has several important properties. The origin of the BZ is referred to as the Γ-point.

For example, it is important for computing integrals of periodic systems that take the

following form in reciprocal space

ḡ =
Vcell
2π3

∫
BZ

g(k)dk =
∑
j

wig(kj) (2.97)

where g(k) is the Fourier transform of ḡ and wi is a weighting factor for the numerical

version of the integration. The values of kj are called k -points and are chosen so as

to produce a mesh that appropriately samples the BZ. The most common method for

choosing these points in reciprocal space is that of Monkhorst and Pack [109], where

the points are uniformly distributed in k -space. A further simpli�cation is the use of

irreducible Brillouin zone (BZ); this is a subset of the BZ, being the smallest amount

of points needed to de�ne the BZ if symmetry is applied. Therefore, for materials with

a high degree of symmetry, the computational load is greatly reduced. Increasing the

number of k -points naturally leads to better convergence since a �ner mesh is being

used for the integration. Another way that the convergence of plane-wave calculations

can be trivially improved is by using energy cut-o�s. The Fourier constants of the plane
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wave functions decrease between phases meaning that they can be easily truncated by

removing all terms above a certain kinetic energy according to

~
2m
|k + G|2 < Ecut (2.98)

Ecut introduces error into the calculations however this can be negated by increasing

its value, although this requires extra computational expense. However, this intuitive

way of economising precision and computational tractability is a useful characteristic

of plane-wave basis sets.

In many cases, the core electrons of an atom have only a very minor e�ect on the

property that we wish to analyse. This is because they are bound much more strongly

to the nucleus and are therefore less free to participate in chemical processes. For this

reason, it is often acceptable to neglect a full calculation of the core electrons, the so-

called "frozen-core approximation" [107, 110], and only compute this for the valence

electrons. This drastically increases the speed of calculations for a minor decrease in

chemical resolution. The core electrons are hence represented in these calculations by a

pseudopotential, whereas calculations that do not employ these are termed all-electron

calculations.

Basis Sets - Atomic Orbitals

For atomic orbitals there is no periodicity, meaning that there is no need to de�ne a

supercell, and hence they decay to zero far away from the atoms. Although they can

be technically centred anywhere, they are usually placed at the centre of an atom. One

of the �rst types of molecular orbital basis functions were so-called Slater-type orbitals

(STOs) [111]. They have the form

φSTO(x, y, z) = Nxaybzce−ζr (2.99)

whereN is a normalisation constant and a, b and c relate to the angular momentum such

that their sum is equal to it. r is the distance from the atomic nucleus and ζ controls the

width of the function. Large values of ζ produce sharply decaying functions, whereas
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low values result in di�use functions. The main motivations for this type of basis

function are twofold: at long range, it exponentially decays and at short range it has a

cusp, meaning that it satis�es the Kato theorem [112]. In this way, orbital behaviour

at both extremes is treated correctly. However, despite their physical accuracy, their

computational tractability is poor due to it being di�cult to integrate them. As a

compromise, Gaussian-type orbitals (GTOs, also known as Gaussian primitives) are

commonly used. These have the form

φGTO(x, y, z) = Nxaybzce−ζr
2

(2.100)

The disadvantage of this formulation is that they lose the cusp at short range (i.e.,

near the nucleus). The principal advantage arises from the Gaussian product theorem,

which states that Gaussians situated on di�erent atoms can be reformulated as a sum of

several Gaussian functions at some point on the axis located between them. In this way,

many-body interactions can be reduced to a sum of Gaussians, dramatically increasing

the speed of integration. In order to combine the advantages of both types of orbitals,

Boys came up with the idea of using a linear combination of GTOs to approximate

STOs [113], such that

φSTO−nG(x, y, z) = N
n∑
i=1

knx
aybzce−ζr

2
(2.101)

This, of course, signi�cantly increases the number of �tting parameters in the basis

set, however it is more than justi�ed by the increase in speed compared to STOs and

in accuracy with respect to GTOs. This is called a contracted Gaussian-type orbital

(CGTO), often referred to as an STO-nG orbital (where n refers to the number of

Gaussians used to approximate the STO). Combinations of the above types of orbitals

are then assembled to represent each atomic orbital (AO).

An AO that is described by only one of the above functions (STO, GTO or CGTO)

is referred to as a minimal basis set, i.e. it is described by the minimum number of

functions, namely one. Larger sets are referred to as double-ζ, triple-ζ (alternatively

as DZ, TZ), etc. for AO basis sets containing two and three functions, respectively.
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A larger basis set naturally produces a better �t at the cost of more computational

expense, since there are more parameters that have to be iterated over.

A further subdivision is for so-called split-valence basis sets. In this case, core AOs

use only one basis function, whereas outer AOs use larger sets. They generally use

the notation of Pople's basis sets, e.g. n-ijG or n-ijkG [114]. n states the number of

Gaussians used to approximate the core shell, whereas i and j represent the number of

Gaussians used to describe the �rst and second functions of the basis set for the outer

electrons. In this way, 6-31G uses six Gaussians for the core AOs and a double-ζ basis

set for each outer AO, which contains three Gaussians in the �rst and one in the second

basis function. Similarly, 6-311G would be a triple-ζ basis set.

To represent distortions of orbitals by polarisation, additional functions have to be

added. In Pople's terminology, this is noted with either one or two asterisks; one asterisk

declares that only the heavy (i.e., non-hydrogen or -helium) atoms include polarisation

functions, whereas two means that they are present for all atoms. For example, 6-

31G* or 6-31G**. The polarisation functions are d-type orbitals for heavy atoms and

p-type otherwise. Therefore, 6-31G** is also sometimes written as 6-31G(d,p). In

general, an AO of angular momentum number L is polarised with an AO function

of L+1. Polarisation corrections are important wherever electron correlation plays a

role, since they add the necessary asymmetry to the orbitals. However, they are costly

[115]. Another commonly used additional feature are di�use, i.e. very slowly decaying,

functions. These are useful for describing weak long-range (e.g., hydrogen bonding)

interactions [115]. An example of the notation for Pople basis sets is 6-31+G and 6-

31++G. + states that s and p functions have been added to heavy atoms, whereas ++

shows that an s function has also been added to the light atoms.

The main de�ciency with the Pople sets is that they were not parametrised against

calculations with correlation e�ects [115]. As such, the state-of-the-art for basis sets

are so-called "correlation-consistent" basis sets, as proposed by Dunning [116]. The

exponents of these Gaussian basis sets are parametrised against such calculations, hence

the name. They do this by including successively larger polarisation functions that add

extra asymmetry and can therefore capture correlation e�ects. Another advantage is
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that they use extrapolation techniques to approach the basis-set limit (BSL) [117]. The

BSL is the result that would be obtained if an in�nitely large basis set was used. At

this point, a calculation is not computationally limited, since an in�nitely large basis

set would be able to perfectly describe the wave function, but dependent instead on the

level of theory. For this reason, correlation-consistent sets are designed to quickly and

monotonically approach the BSL.

For �rst- and second-row atoms, the notation for correlation-consistent basis sets

is cc-pVnZ, where n represents the number of basis functions in the same way as in

Pople's sets. Traditionally, n is written as S (short for "single"), D ("double"), T

("triple") and Q ("quadruple") for n = 1,2,3 and 4, respectively, whereafter they are

only referred to by integers. They can also include di�use functions and are then

de�ned as aug-cc-pVnZ. The V in the nomenclature stands for valence since they were

intended to only be for valence electrons, however core-correlated versions have also

been produced and they are listed as cc-pCVnZ. Finally, for post second-row atoms

additional functions are necessary, using the form cc-pV(n+d)Z. For DFT calculations,

which will be discussed later, an alternative choice of extrapolated basis sets is available,

namely the polarisation-consistent basis sets of Jensen [118]. The advantage of these

basis sets is that they converge much more quickly to the BSL, i.e. less basis functions

are necessary, meaning that the same accuracy can be achieved at less computational

expense. Although they were designed for HF and DFT methods, they have also been

shown to retain their advantages at explicitly correlated levels of theory [119], which

will be discussed in the next section.

Finally, one important basis-set phenomenon is basis-set superposition error (BSSE).

BSSE is important where the system we are interested in is a function of its geometry,

e.g the adsorption interaction energy as a function of distance. When molecules, or

even parts of the same molecule, come close together, an electron can use the basis

set functions of other electrons, leading to a decrease in energy. Consider a complex

of molecules A and B, where the interaction energy is represented as a function of

geometry by [120]
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∆Ecomplex(r) = EAB(r, ÂB)− EA(Â)− EB(B̂) (2.102)

where EA and EB represent the energies of molecules A and B in isolation, and EAB(r)

is the energy of the system where both A and B are present and separated by r. ÂB, Â

and B̂ refer to the combined basis-set functions of A and B together, as well as the basis-

set functions of A and B in isolation, respectively. When r nears in�nity, the result will

tend to zero since there is no complex and the energy of the system will be equal to the

sum of EA and EB. As the two molecules are drawn together, the energy will decrease

until a minimum is achieved at the equilibrium distance between the fragments in the

complex. However, at short range there is also mixing of the basis functions, which is

not present in the isolated fragments. Since we are comparing against these, which do

not have this e�ect, our result is therefore not purely a function of geometry, as we are

trying to obtain. As such, BSSE is not necessarily unphysical, but rather muddies the

process of trying to �nd the e�ect of one variable. As such, it is often necessary to

subtract the BSSE. It is particularly important for calculations of binding energies and

complexes [121].

There are two main methods for correcting BSSE, namely the chemical Hamilto-

nian approach (CHA) and the counterpoise method (CP). The counterpoise approach

rewrites Equation 2.102 as

∆ECP,complex(r) = EAB(r, ÂB)− EA(ÂB)− EB(ÂB) (2.103)

This means that the "isolated" part of the calculations is computed where both sets

of basis sets are present, but where only one set of nuclei and electrons are. The basis

functions that are present in the absence of its nuclei and electrons are called "ghost

orbitals". Since in all con�gurations the superposition of basis sets is possible, the

problem is e�ectively reduced to the calculation of one target variable, i.e. its spatial

geometry. Some authors have argued that this approach overcorrects since the absence

of the ghost orbitals' electrons means that more basis functions are free to stabilise the

non-ghost monomer, whereas other authors attribute this to other errors, e.g. basis set

incompleteness errors (BSIE) [120].
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2.3.3 Post-Hartree-Fock Methods

Although HF is exact within the assumptions that it makes, these assumptions hinder

it from being able to make predictions compatible with experiment. The assumption

within the HF framework that has the greatest e�ect on its chemical accuracy is the lack

of electron correlation. As stated above, HF is a mean �eld approach; the electrons only

feel the average e�ect of their counterparts and, bizarrely, since they also contribute to

the mean �eld, act upon themselves. As such, in keeping with the assumption that

relativistic e�ects are negligible and the Born-Oppenheimer approximation is valid, we

can write the following expression for the correlation energy

Ecorr = E0 − EHF (2.104)

where E0 is the ground state energy and EHF is the energy from HF. Since EHF

must be greater than E0 (by de�nition, a molecule cannot have a energy lower than

its true ground state), Ecorr is of negative sign. As such, most approaches try to

calculate Ecorr to complement EHF , which can be calculated reliably. For this reason,

approaches of this type carry the moniker post-Hartree-Fock methods. In this section, we

will brie�y describe the three most important of these methods, namely con�gurational

interaction (CI) [122], coupled cluster (CC) [123] and Møller-Plesset perturbation theory

(MP) [124].

The CI method is the simplest of the above methods and the crux of the technique

is the reformulation of the ground state wave function as

Ψ =
∑
I=0

cIΨI (2.105)

where ΨI is known as a con�gurational state function and describes a particular con-

�guration, i.e. de�nes the quantum numbers of electrons. cI are coe�cients that are

solved for iteratively in order to minimise the ground state energy. Ψ0 corresponds to

the HF Slater determinant, i.e. the HF wave function. The integer I describes the

number of electrons that have moved from the HF determinant to the so-called virtual

orbitals. I = 1 corresponds to one electron having made the transition, I = 2 to two,
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and so forth. For a system of N electrons, when I = N the CI calculation should be

exact. However, this would be computationally infeasible due to numerical problems

arising from the enormous basis sets required [125].

Further problems are size consistency and size extensivity. For a full con�guration

interaction (FCI) method (where I = N), the solution would be exact. However, since

this is in practice computationally infeasible, the expansion is contracted, normally to

doubles (I = 2). This leads to the situation where, for two molecular fragments, A and

B

E(A|B) 6= E(A) + E(B) (2.106)

where E(A|B) is the energy for an interacting pair A and B when A and B are separated

at an e�ectively in�nite distance within in the same system. E(A) and E(B) are the

energies of A and B in separate systems, respectively. In other words, the two systems

are not size consistent for truncated CI methods. Similarly, size extensivity deals with

how the energy scales of a non-interacting system should scale linearly with the number

of molecules [126]. CI is neither size consistent nor size extensive. Next, we will discuss

coupled cluster (CC) techniques, which do demonstrate size extensivity.

The CC formulation also rewrites the wave function, but this time as [126,127]

Ψ = eT̂Ψsl (2.107)

where Ψsl is a Slater determinant and T̂ is the excitation operator, which describes

excitations of the electrons caused by electron correlation. T̂ is comprised of di�erent

types of many-body excitations. For example, up to triples, it would be

T̂ = T̂1 + T̂2 + T̂3 (2.108)

where each term describes the excitations arising from that interaction. The advantage

of the exponential ansatz is that it maintains size extensivity; the multiplication of two

wave functions simply leads to the operators adding together within the exponential

term [127]. Size consistency, however, depends on the reference wave function. Due to
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this advantage, it is currently the gold standard of quantum-chemistry calculations [127].

However, a disadvantage of CC is that, unlike CI, it does not obey the variational

principle, i.e. energies lower than the ground state energy are technically possible [127].

Finally, we have Møller-Plesset perturbation theory (MP). This uses perturbation

theory, whereby, starting from the exact solution of a simpler problem (Hartree-Fock, in

our case), the system is perturbed slightly in order to search for the true solution. This

works because HF already recovers most of the energy of the system and the electron-

correlation component is relatively small in terms of the whole system, despite being

large on the scale of chemical processes. MP theory can be formulated as

Ĥ = Ĥ0 + λV̂ (2.109)

where Ĥ is the real Hamiltonian, Ĥ0 is the HF Hamiltonian, V̂ is the perturbation and

λ is a parameter controlling the strength of the perturbation. The energy is then given

as a power series by

E =
i=0∑
n

λiEi (2.110)

The level of theory is given by n; for n = 1, the energy will be the same as in HF.

Due to the expense of the procedure, n = 2 is the most common choice, although

higher-order variants are also possible. Like CC, MP calculations are size extensive but

non-variational. Due to these similarities with and being more tractable than CC, it is

often used as a cheaper variant thereof.

2.3.4 Density Functional Theory

Although the post-HF methods mentioned above are highly accurate techniques, they

are slow and often scale poorly. For this reason, the currently dominant method in

computational chemistry is density functional theory (DFT). DFT was developed in

the 1960s by Kohn, Hohenberg and Sham [128, 129] and the key point is that it uses

the electron density as a proxy for the wave function. The bene�t of this is that it

replaces a function of 3N dimensions by only three spatial dimensions, thereby mak-
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ing the computation quicker. Formally, this is stated as "the ground state energy from

Schrödinger's equation is a unique functional of the electron density" [107] and is re-

ferred to as the �rst Hohenberg-Kohn theorem. Since there cannot be an energy for a

molecule lower than its ground state energy, minimising an appropriate functional will

result in the ground state energy. This is known as the second Hohenberg-Kohn theo-

rem, i.e. the electron density minimising the overall energy is the true electron density.

While Hohenberg and Kohn proved that such a functional exists, they did not provide

any clues as to its form. Accordingly, a plethora of functionals has been suggested. The

form of the TISE for DFT is similar to that of HF, but without the summations over

all electrons since these have been replaced by a density. Formally,

Hψ = [
−~2

2µ
∇2 + V (r) + VH(r) + VXC(r)]ψ = Eψ (2.111)

where VXC is the so-called exchange-correlation energy functional and is a catch-all

expression for all the unknown QM contributions. These are principally electron ex-

change and correlation, hence the name. It is this that we mean when we speak of a

DFT functional. Like HF, DFT is an iterative procedure, but in this case the guesses

for spin orbitals are replaced with estimates for the electron density, i.e. HF is a mean

�eld approach, whereas DFT is, of course, density functional theory. It is important

to stress that DFT is a general technique, rather than a speci�cally quantum-chemical

approach. In this way, we have a form of the TISE and a procedure by which to solve

it; the only missing piece is now VXC .

As such, the art to an accurate DFT calculation is the application or development

of an appropriate functional, where the development thereof is a far from trivial task.

In this section, we will touch upon four subcategories of DFT functionals. The simplest

is the local-density approximation (LDA) [107,128] series of functionals, which take the

form

EXC(n) =

∫
VXC(n) n(r) d3r (2.112)

In this formulation, a common and successful approach is to use the one exchange-
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correlation functional whose form is known exactly, namely that of the uniform electron

gas (EG). As would be expected for this case, the electron density (n(r)) is constant at

all points in space (i.e., uniform). Due to the simplicity of this formulation, it is possible

to calculate VXC exactly for a given electron density. The formula then becomes

EXC(n) =

∫
VXC,EG(n) n(r) d3r (2.113)

i.e., the value of the exchange-correlation functional is a function of only the local

electron density, hence the term local-density approximation. The advantage of this

approach is naturally its simplicity, and it is most appropriate for systems where the

electron density varies gradually throughout the system, so that there are no large

di�erences between neighbouring locations. As such, the LDA is most appropriate

for solids, where the structure is repetitive, i.e. doesn't decay to zero at any point

and the electron density changes smoothly in space. For the same reason, it is less

successful when applied to molecules or clusters. Consequently, there also exists another

class of functionals under the banner generalised gradient approximation (GGA). GGA

functionals are an extension of the LDA in that they also incorporate the gradient of

the electron density at a point [107,130]. This leads to the formalism

EXC(n,∇n) =

∫
VXC(n,∇n) n(r) d3r (2.114)

Two common variants of this type are the Perdew-Burke-Ernzerhof (PBE) [131] and

Perdew-Wang (PW91) [132] functionals. Additionally, there also exist meta-GGA func-

tionals [107], which go one step further and include the second derivative of n.

EXC(n,∇n,∇2n) =

∫
VXC(n,∇n,∇2n) n(r) d3r (2.115)

The �nal type of functionals is the hyper-GGA (also known as hybrid-GGA) class [107].

Functionals of this breed combine a GGA functional with a calculation of a part of the

exact exchange energy. The most famous example of this class is the Becke, three-

parameter, Lee-Yang-Parr (B3LYP) functional [133, 134]. The Becke part represents

the exchange part (VX), while the Lee-Yang-Parr component describes correlation (VC).
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The three parameters referenced in the name are three tunable parameters (a0, ax, ac)

that are optimised so that the functional produces accurate results for a large test set

of molecules. The functional form is

EXC(n,∇n) = Ex,LDA + a0(Ex,HF − Ex,LDA) + ax(Ex,GGA − Ex,LDA)

+ Ec,LDA + ac(Ec,GGA − Ec,LDA) (2.116)

2.3.5 Ab Initio Molecular Dynamics

As mentioned previously in our discussion of phase space, the Hamiltonian for classical

systems is comprised of potential (3N degrees of freedom) and kinetic energy (also 3N)

components

H = K + U =
3N∑
i=1

1

2
miv

2
i +

3N∑
i 6=j

Uij (2.117)

We have also stated how K is easy to compute since it is a single-body quadratic

function but that the same is not true for the many-body potential term. Classical

potential functions tend to only include dispersion, repulsion and electrostatic terms

and are consequently rather simpli�ed. One way to circumvent this is to use so-called

ab initio molecular dynamics (AIMD) to describe the potential term. There are two

main strands of AIMD: Car-Parrinello molecular dynamics (CPMD) [135] and Born-

Oppenheimer molecular dynamics (BOMD) [107].

The latter, BOMD, is theoretically simpler. At every frame in the trajectory, the

potential energy is calculated using a standard DFT calculation. Upon obtaining the

potential energy of the system, the rest of the procedure is identical to standard MD

simulations; from the energy, forces are calculated and then the positions of the nuclei

are updated.

CPMD is an approximation of BOMD and was initially favoured because it was more

computationally e�cient than BOMD. However, due to new computational methods

making BOMD quicker, BOMD is now more widely used [107]. Car and Parrinello used
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a Lagrangian formulation for CPMD, i.e.

L = K − U (2.118)

which leads to [107]

L =
1

2
[

3N∑
i=1

miv
2
i +

j∑
i=1

2µE

∫
dr|ψ̇j(r)|2]− E[ψj ] + Lortho (2.119)

where µE is a tunable parameter representing the electron mass and the Lortho term

keeps the one-electron wave functions orthogonal. The key detail here is that Car and

Parrinello gave electrons a �ctitious mass and treated them as classical particles, thereby

integrating the electronic degrees of freedom into the nuclear ones. For this purpose, the

electrons are given a much heavier mass (µE); the default value in the CPMD software

is 400 a.u., i.e. 400 times that of the actual mass of an electron. The choice of the value

of µE must be made judiciously; smaller values make the system more adiabatic since

we are closer to the Born-Oppenheimer approximation. However, this will also mean

that smaller MD step sizes have to be used (the maximum time step is proportional to
√
µE [136]), slowing down an already computationally intense technique.

2.3.6 Summary of Quantum-Mechanical Methods

DFT, due to favourable scaling derived from its density-based formulation, is the most

widely used framework for QM calculations. Its tractability for systems numbering

thousands of atoms has made it the workhorse of modern computational chemistry,

since this makes it suitable for a much more diverse range of systems. CC and CI

methods are of a similar level of theory and represent the highest level of theoretical

complexity generally available for QM calculations. Nevertheless, CC is considered the

gold standard due to it possessing size-extensivity; this is regarded as more important

than conforming to the variational principle, as is the case for the CI formulation. MP

methods are similar to CC and can be thought of as a compromise between DFT and

CC; they are less computationally intensive than CC and generally more accurate than

DFT.
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2.3.7 Quantum-Mechanical Calculations for Force-Field Development

In this work, we will not be studying our chosen system, the synthesis of mesoporous

silica, which we shall cover in Chapter 3, via QM calculations due to the fact that

this would be computationally burdensome to the point of impossibility. Rather, we

will be using them to obtain data against which we can parametrise classical potential

functions, i.e. a force �eld, for molecules involved in this system. This section will

therefore provide the reader with a brief overview of how QM data can be used to

derive force �eld parameters.

Bonded Parameters

For the simpler bonded parameters, i.e. bond-stretching and angle-bending, QM calcu-

lations are useful because they can provide us with geometric data about the molecule.

As mentioned previously, the geometry of the lowest energy con�guration corresponds

to the ground state, therefore optimised molecular structures from QM can provide us

with equilibrium values of the bond and angle terms. Additionally, QM can be used to

�t the spring constants for bond stretching and angle bending. This can be done in one

of three ways: 1) �tting to vibrational spectra; 2) calculating the Hessian matrix (second

derivatives of the potential energy surface) of the equilibrium structure of the molecule;

3) scanning the potential surface directly over a range of small deviations away from

the equilibrium bond length or angle [137]. In the second protocol, the Hessian allows

the potential energy surface to be approximated and therefore the energy penalties for

small perturbations away from the equilibrium values to be computed [137, 138]. The

energy of the molecule can then be plotted against deviations in the bond length and

angle, from which the constants for the chosen potential functions can be �tted.

The torsional parameters are usually �tted to data obtained from the third strat-

egy listed above. Since the dihedral angle can move far from its equilibrium value,

perturbation of the Hessian is not appropriate. Usually, a complete 360◦ scan is car-

ried out [137, 139]. Due to the large changes in the relative displacements of di�erent

parts of the molecule caused by twisting through a whole revolution, the non-bonded

interactions between di�erent parts of the molecule will also vary strongly. These inter-
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molecular forces must be subtracted from the QM energy before �tting, so as to prevent

them being counted twice in the simulation [139]. Technically, this should also be done

for bonds and angles, however the variations involved in the bond lengths and angles

are insigni�cant compared to those stemming from the dihedral angles. A corollary of

this is that the non-bonded parameters must be parametrised before �tting those for di-

hedral torsion. QM calculations are normally the only available data for conformational

energies and are therefore an important part of force �eld parametrisation, especially for

larger molecules (e.g., biomolecules) [139]. When �tting bonded parameters from the

QM data, it is important to weight the �t more strongly around the minimum because

these are the values of the potential that are most likely to occur in an MD simulation

and are therefore the most important to describe correctly.

Non-Bonded Parameters

As discussed previously, the non-bonded parameters are usually implemented in the

form of the Coulombic, i.e. electrostatic interactions, and the LJ, i.e. dispersion and re-

pulsion, potentials. The latter of these two potentials is problematic, were we to want to

parametrise a force �eld entirely via DFT calculations, the most common QM method,

because dispersion is described very poorly by standard density functionals [139, 140].

This means that standard DFT data cannot be used for �tting the LJ potential. Disper-

sion corrections have, however, been included in DFT calculations in recent years [140]

to account for this �aw and in some cases have been used to �t the LJ parameters. For

example Grimme [141] used dispersion-corrected DFT to calculate whole force �elds us-

ing only QM data. However, these dispersion corrections may not be totally accurate,

may be impractically expensive for larger molecules and decomposing the dispersion po-

tential into pairwise interactions can be far from trivial [138]. Visscher and Geerke also

parametrised a complete force �eld via QM data [138], but they �tted their dispersion

coe�cients against the electron density partitioned among the constituent atoms of a

molecule. A di�erent approach that has also looked to parametrise the LJ potential

from QM calculations is that of Cole et al. [142]; they scaled up the LJ parameters

of free atoms calculated from time-dependent DFT according to their relative size in a
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given molecule. The latter two approaches are also attractive because they allow the co-

e�cients to change in response to their environment. However, such approaches require

much more expertise and technical knowledge than simply �tting the LJ parameters to

experimental data. For all the above reasons, �tting the LJ parameters to experimental

data remains the standard approach [138,142].

Finally, point charges can be determined for the Coulomb potential from QM data

in several ways. Two common approaches are to use an appropriate piece of theory to

�t point charges to the electron density or the electrostatic potential, both of which are

available from QM calculations. Such �tting procedures will be one of the topics dealt

with in this work and therefore these approaches will instead be discussed in detail in

Chapter 5. Using charges from QM calculations is often necessary due to the fact that

point charges are less transferable than LJ parameters. Since, as was mentioned above,

it is normally necessary to �t the LJ parameters empirically to experimental data,

�tting the charges in an empirical manner as well would require many experimental

data points. This is problematic in the case of less well-studied molecules, for which

the amount of experimental data is very limited.

Condensed-Phase Parameters

When we talk of a QM calculation on a single molecule, it is often understood that this

is carried out in vacuum, i.e. in the absence of interactions with other chemical species.

However, in many cases, it is necessary to parametrise a force �eld for condensed-phase

molecules. In condensed phases, interactions with other molecules may signi�cantly

change the properties of individual ones. For example, the geometry of the molecule

will change. This is especially important for conformational energies in very large

molecules, where interactions with the solvent may make the equilibrium conformation,

i.e. dihedral angles, in the liquid phase di�erent to that in vacuum, i.e. in a single-

molecule QM calculation. The Coulomb potential is another part of the parametrisation

that will be strongly a�ected, at least in non-polarisable force �elds. Since liquid-phase

polarisation is accounted for approximately in such force �elds by in�ating the values of

the point charges, liquid-phase charges for polar molecules �tted to vacuum QM data
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will be far too low and will fail to accurately represent the electrostatic potential of the

molecule.

There are two strategies that can help resolve this issue: 1) optimising the whole

liquid structure using QM; 2) employing a continuum approximation of the condensed-

phase environment. The �rst approach is rarely used due to the enormous computational

expense that would be required to optimise a quantity of molecules large enough to

accurately reproduce the liquid environment. The second approach is more commonly

employed due to its superior computational tractability. However, due to being an

implicit continuum, it cannot reproduce explicit local interactions that may be crucial

for describing some properties. In this work, we will be particularly interested in liquid-

phase charges for polar molecules, therefore continuum solvent models will also be an

important part of this work. For this reason, they will also be discussed in depth in

Chapter 5.

2.4 Conclusions

In this section we have introduced many theories, simulation techniques and calculation

methods that are necessary to understand the results contained in this work. We have

acquainted the reader with both classical and quantum theories of matter, since both

are employed in this work. On the classical side, we focussed principally on molecular

dynamics simulations, which will be the workhorse for our molecular-level simulations,

and statistical mechanics. In our discussion of QM, we invited the reader to pay special

attention to density functional theory. In the following section, we will demonstrate

how the aforementioned techniques have been applied in the literature to model and

further our understanding of the synthesis of mesoporous silica materials.
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3.1 Periodic Mesoporous Silica

Periodic mesoporous silica (PMS) materials consist of a three-dimensional amorphous

silica network; they exhibit short- but not long-range order. As the name suggests, they

have large pores; these are typically 2�50 nm in size. Their amorphous wall structure

is in contrast to the regular, crystalline structure of the chemically similar zeolites, al-

though both have the overall chemical formula SiO2. The discovery of the �rst PMS

material is generally credited to employees of Mobil [5]. The company therefore lent its

name to the most famous example of these materials, MCM-41 (MCM = Mobil Com-

position of Matter), a material characterised by a hexagonal arrangement of cylindrical

pores. Interest in the scienti�c community in this new class of materials was generated

by the work of Beck et al. [5, 6], which then led to a variety of discoveries that will be

touched upon in this section, namely:

� The extension of syntheses of PMS materials to a wide range of pH conditions [143]

� The discovery of block-copolymer-templated materials, epitomised by SBA-15

(SBA = Santa Barbara Amorphous) [8, 15, 144, 145] in much the same way as

MCM-41 typi�es surfactant-templated PMS materials

� The incorporation of functionalisation into the synthesis process [9�11]

The widespread interest in this class of materials derives itself from the variety of
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mesostructures that will form under the in�uence of di�erent synthesis-solution condi-

tions. The ability to functionalise these materials has led to many current and pro-

posed applications, such as in microelectronics, biomedicine, separations and cataly-

sis [8, 35, 146, 147]. In order to realise many of these applications, it will be necessary

to tune these materials to very speci�c tasks; this will in turn necessitate an excellent

understanding of all the simultaneously competing chemical and physical phenomena

occurring during the synthesis. Solvation and hydrophobic e�ects, acid-base and phase

equilibria, and chemical reactions [36, 148, 149] can all signi�cantly in�uence the mor-

phology of the synthesised material. To this end, it is important to understand how the

ordered structural, physical and chemical properties of such materials arise from the

initially disordered synthesis conditions.

Due to the wide range of length and time scales on which this cocktail of chemical

and physical phenomena is taking place, it is extremely challenging to probe the whole

process in situ using any one or even a combination of experimental techniques. As a

consequence, the exact synthesis mechanism is still unknown and debated. However,

due to increases in computing power, it is becoming increasingly possible to simulate

such systems in silico. The advantage of this approach is that it allows the systems

to be studied with atomic, or near-atomic, resolution. However, accurately modelling

such complex systems brings other challenges: on the one hand, it is necessary to

represent the key chemical behaviour of the system accurately; on the other, models are

desired that provide transferability between similar systems and are computationally

tractable. Providing this balance is hence one of the main challenges of modelling

work. Furthermore, the discovery and design of new nanomaterials in the laboratory is

a largely heuristic process, meaning it is generally expensive with regards to time and

�nancial resources. Developing accurate computational models would allow potential

candidate materials to be designed and tested for speci�c applications without stepping

foot in a laboratory, i.e. to be identi�ed and characterised in a more cost-e�ective

manner.

Generally speaking, there are four components in the self-assembly of mesoporous

silica materials. These are a structure-directing agent (SDA), a silica source, a solvent
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and a catalyst (normally H+ or OH− ions, i.e. acidic or basic conditions) [150]. The

templating agent promotes the formation of the desired morphology: in the case of

MCM-41, the SDA is usually an ionic surfactant; for the synthesis of SBA-15, a block

copolymer is used. The silica source polymerises around this template, creating a neg-

ative image thereof in solid form, thereby giving rise to the material. In the following

sections, we will start with a more detailed discussion of the roles of each of the syn-

thesis components. First of all, we will discuss the theory behind the self-assembly of

SDAs. Subsequently, we will look at the the silica source and the materials arising from

its polymerisation. Finally, we will carry out a detailed review of theoretical attempts

to probe the synthesis mechanism of PMS materials.

3.2 Synthesis of PMS Materials

3.2.1 Self-Assembly and Structure-Directing Agents

The science behind the synthesis of PMS materials is an extremely complex process,

whose mechanism is still poorly understood in many cases [15, 35, 151], whereas the

experimental synthesis is in itself relatively trivial. This is because these materials are

synthesised in part via a self-assembly mechanism. This means that, under appropriate

conditions, these ordered materials will spontaneously arise from a disordered precursor

solution. These processes are carried out in solution so that the molecules are mobile,

thus allowing assembly to occur. The concentration of the solution must be su�ciently

high so that the structure will be formed relatively quickly. The driving force for self-

assembly syntheses are in the vast majority of cases weak non-covalent interactions,

e.g. Van der Waals, electrostatics, hydrophobic interactions, hydrogen bonds [152�154].

Another characteristic of self-assembly is reversibility. The necessity of this attribute is

so that components may rearrange themselves, i.e. molecules will not become trapped

in disordered con�gurations. As a result, crystals are synthesised by reversible aggre-

gation, i.e. self-assembly, whereas for glasses it is an irreversible process [152, 154].

This reversibility also tends to result in structures with a low degree of defects. One

key condition for this is that the ordering and disordering forces must be of a similar
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magnitude. The disordering force is usually the thermal motion of the molecules and

therefore weak interactions are usually the ordering force [152].

Since self-assembly is by de�nition a spontaneous process, it is accompanied by a

drop in the appropriate free energy of the system, which, since this is usually carried

in solution and does not rely on an external force, is the Gibbs free energy in this case.

This can be written generally as [155]

∆GSA = NSDAµagg − kT (N lnφSDA − lnφsolv) (3.1)

where ∆GSA is the free energy of self-assembly, NSDA is the number of structure-

directing agents (SDA), i.e. surfactants, in the micelle, µagg is the interaction energy

for forming a micelle per SDA, and φSDA and φsolv are the volume fractions of SDA

and solvent, respectively. The �rst term on the right-hand side represents the attractive

interaction of the aggregate, whereas the second term describes the entropic contribution

to the free energy. Since a system undergoing self-assembly is becoming by de�nition

more ordered, the entropic term will be negative. Therefore the interaction term must

outweigh this for self-assembly to take place.

The SDAs are usually amphiphilic molecules, i.e. one part of the molecule is hy-

drophobic and the other hydrophilic. In water, the hydrophobic tails of the molecules

will group together in the core of an aggregate, while the hydrophilic head groups will

arrange themselves at the surface. There are four principal interactions that are appli-

cable to this type of system: head-solvent electrostatic interactions, repulsion between

head groups, solvent-tail repulsion and the conformational energy of the tail [154,155].

The �rst two apply primarily to the head groups, whereas the latter relate to the

tails; this relative separation of interactions is useful for tuning the structures formed

from these types of molecules. As such, not all interactions are as in�uential for all

SDAs. For example, the electrostatic interactions are patently more important for ionic

surfactants, whereas the tail conformation energy will have a much greater weight in

copolymer SDAs, whose tails are much longer [154].

The morphology of the self-assembled aggregate depends on several factors. At low

surfactant concentrations above the critical micelle concentration (i.e., the minimum
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surfactant concentration at which micellisation will take place in solution), the mor-

phology of the aggregates tends to that of curved surfaces, such as spheres, [12, 156],

since this will maximise the surface-to-volume ratio of the aggregate. Since the hy-

drophilic head groups are at the surface and the hydrophobic tails are in the core,

this will maximise attractive interactions, while minimising repulsive ones. However,

at higher surfactant concentrations, interaggregate interactions are no longer negligible.

For cationic surfactants, for example, this then results in rod-like or worm-like micelles,

i.e. a lengthening of the micelles [156]. In the case of MCM-41, its hexagonal structure

is formed by the stacking of these rod-like micelles [35]. Other components in the pre-

cursor solution can also determine the morphological outcome of the aggregates. For

example, counterions at the surface of a charged micelle can shield the repulsion between

head groups, thereby reducing the necessary curvature of the micelle and promoting a

sphere-to-rod transition [156]. As will be discussed in detail later in this chapter, it has

been a matter of debate in the literature as to whether silica also plays such a role in

the synthesis of PMS materials.

One rule of thumb for predicting the morphology of aggregates is the packing pa-

rameter (p) [150,154,157]

p =
VT

AHLT
(3.2)

where VT is the volume of the hydrohobic tail, LT is its length and AH is the area

of the hydrophilic head group. Generally, p < 0.33 corresponds to spheres, 0.33�0.50

to cylinders, 0.50�0.99 to �exible lamellae or vesicles and p = 1 to planar lamellae

[150,154,157].

Surfactant morphologies are often understood using phase diagrams that describe

how di�erent system variables a�ect the geometry of a self-assembled structure. For

example, Figure 3.1 [153] provides an example of a temperature-concentration phase

diagram for surfactants. Once again, the importance of surfactant concentration is

marked; simply by increasing the concentration of the amphiphile, it is possible to

access four di�erent phases. The in�uence of temperature can also be seen, however

Figure 3.1 shows us that less phases are accessible by this route alone. Generally,
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increasing temperature leads to an increase in entropy and therefore a tendency for

ordered aggregates to break down. This is especially true for ionic surfactants, however

the behaviour of polymer SDAs is often more complicated [153]. For example, it is

possible for them to instead display a higher degree of ordering upon heating. These

micelles increase in size as the temperature increases (due to the breaking of polymer-

water hydrogen bonds) until the micelle radius is equal to the length of the hydrophobic

tail. After this point, the once spherical micelle stops swelling and starts lengthening in

size, i.e. undergoes a sphere-to-rod transition [157]. An example of such behaviour can

be seen in the phase diagram of P123 (see Figure 3.2); it can be seen that an ordered

hexagonal phase can be converted into a more disordered phase by either increasing or

decreasing the temperature, behaviour that is absent in Figure 3.1.

Figure 3.1: Generic example of a typical phase diagram for a surfactant-solvent phase
that generates a liquid crystal. Adapted from Lombardo et al. [153]

As can be seen, the morphology of aggregates in self-assembly syntheses is a complex

and delicate balance of various interactions and it is replicating this that is so challenging
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Figure 3.2: Phase diagram of P123, a block-copolymer surfactant, in water. Adapted
from Johansson [157]

for the development of computational models.

As mentioned above, the SDA can either be an ionic surfactant or a block copolymer.

The most common ionic surfactants are quaternary alkylammonium salts, of which the

most popular is n-cetyltrimethylammonium bromide (known as CTAB) [158]. Other

common variants are CTAC (the chloride-salt analogue of CTAB), octadecyltrimethy-

lammonium bromide/chloride (OTAB/OTAC) and hexadecylpyridinium bromide/chloride

(CPB/CPC) [12]. As can be seen in Figure 3.3, CTAB has a polar, i.e. hydrophilic,

cationic head group with a bromide counterion and an apolar, i.e. hydrophobic, tail.

Some anionic surfactants have also been used [143] but this is uncommon. This leads to

the CTAB (and other ionic surfactant) molecules arranging themselves in water so that

the polar head groups are positioned at the surface of the micelles, so as to interact with

the polar water molecules as much as possible, whereas the hydrophobic tails remain in

the micelle core.
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N+

Br-

Figure 3.3: Chemical structure of CTAB, the most commonly used surfactant in the
synthesis of MCM-41. Altering the length of the hydrophobic chain can be used to tune
the pore size of MCM-41

Counterions can play not only an important part in directing the morphology of

aggregates, but can also play a key role in facilitating the synthesis mechanisms em-

ploying ionic surfactants in the �rst place. For example, they are not necessary under

basic conditions with CTAB-like surfactants; this is because the inorganic silica will be

negatively charged, whereas the surfactant head groups will be positively charged. This

ensures that there is the strong interaction needed for self-assembly to occur [12]. How-

ever, under acidic conditions, the silica will become positively charged; the corollary

of this would be repulsion between the surfactant head groups and the silica source,

thereby precluding self-assembly. In systems like this, counterions (also called "media-

tor ions" [12]) of opposite charge are needed to mediate between the two components. If

the surfactant was to be anionic instead (as is the case for long-chain alkyl phosphates),

then the cases in which counterions were necessary would be reversed.

The above demonstrates how strongly dependent this synthesis method is on elec-

trostatics. Since the necessarily attractive silica-surfactant interaction arises in this

way in ionic-surfactant systems, it is important to describe it accurately [8]. Some-

thing that complicates this is the medium for the system, namely water. Since water

is a highly polar molecule, the charges for the surfactant and silica in aqueous solution

will be di�erent as compared to in their pure forms. This means that the charges on

the surfactant and silica could be di�erent dependent on the synthesis mixture; some

syntheses employ highly concentrated systems, for which this e�ect would be minimal,

whereas in dilute solution it would be appreciable. Furthermore, self-assembly in such

systems is determined by phase equilibria. In polar solvents, this will depend strongly

on polarisation. For this reason, if an overarching understanding of silica synthesis in
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general is to be obtained, it will be necessary to develop a more thorough understanding

of polarisation e�ects in solution. This theme will be the subject of Chapter 4.

The second type of commonly used SDAs are block copolymers. Block-copolymer

SDAs are di�erent to charged SDAs inasmuch as their interactions are primarily driven

by hydrophobic e�ects and hydrogen bonds, as opposed to ionic (electrostatic) e�ects.

However, the overall principles of their formation of aggregates are similar to that of

their charged brethren [154]; one part of the SDA will interact with the solvent molecules

in the opposite manner to the other, leading to a rearrangement of the SDA molecules

that gives rise to an ordered structure. Block copolymers have the advantage that their

aggregates demonstrate higher stability and durability by virtue of their mechanical and

physical properties [154].

The experimental aggregation of block copolymers is usually carried out by dissolv-

ing them in a common solvent, i.e. one in which both blocks are miscible, and then

gradually adding a selective solvent (normally water), i.e. one where only one block

is miscible. The addition of water is continued until well above the critical water con-

centration (i.e., that at which micelles will begin to form), which is normally 25�50

wt.%. Finally, the mixture is quenched via the addition of a large amount of water in

order to halt any kinetic processes [154]. This allows aggregates with many of the same

morphologies as those from ionic molecular surfactants, e.g. spheres, rods, hexagonally

packed rods, bicontinuous phases, lamellae and vesicles, to be formed. Since they are

not ionic surfactants, electrostatic interactions are of relatively minor importance for

this class of surfactants. Thermodynamically stable morphologies are therefore princi-

pally determined by the in�uence of the remaining three interactions on the free energy.

These are: the interfacial tension between the aggregate core and the solvent, the repul-

sive interactions between the surface groups and the conformational energy of the blocks

in the core [154]. The principal routes for in�uencing these parameters are modifying

the type and number of copolymer blocks, the concentrations of copolymer and water,

the type of common solvent and the use of additives (usually ions or other polymers).

For example, at low water concentrations, i.e. at the beginning of the process, the size of

the aggregates is small and spherical due to the number of copolymer-water interactions
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being too low to promote phase separation. As the water concentration rises, the size of

the aggregates increases; this is to reduce the core-water interfacial energy. Finally, at

still higher water concentrations, the rod-to-sphere transition may be observed, driven

by the bene�t of reducing the stretching penalty of the blocks in the aggregate core.

For block-copolymer-templated silica materials, the most common template is a chain

with a poly(propylene oxide) (PPO) core that is capped on either end by poly(ethylene

oxide) (PEO) (see Figure 3.4). The PPO core has an extra methyl group attached to

the monomer in order to increase its hydrophobicity, thereby making it amphiphilic.

H

O

O

O

OH

20 70 20

Figure 3.4: Chemical structure of Pluronic P123, which is used as the template for
the synthesis of SBA-15. Di�erent templates can be formed by altering the number of
monomers in each block

3.2.2 Silica Polymerisation and Materials

Silica-containing (SiO2) materials are naturally occurring, as well as being produced

synthetically. The backbone of these materials are four oxygen atoms arranged tetra-

hedrally around a silicon atom [159]. The numerous ways in which tetrahedra can be

packed and the high level of �exibility in the Si − O − Si bond allow a large variety

of complex morphologies to be formed [8]. Such materials can either be crystalline,

meaning that their structure possesses short- and long-range order, or amorphous, i.e.

demonstrating short- but not long-range order. The most common form of silica is

quartz, which is abundant in the earth's crust and which is familiar to the layperson

as sand. Quartz is a natural, crystalline form of silica, however synthetic amorphous

forms have also been long known, with glass being the most patent example. In this

work, we are interested in the chemistry of the self-assembly of synthetic amorphous
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silica materials.

Self-assembled silica materials are synthesised via the polymerisation of silicic acids

[8,12]. The most simple, and therefore the most well-studied, is orthosilicic acid, which

is also the simplest soluble form of silica (Si(OH)4) [160]. Due to its ubiquity, it is

commonly referred to as simply silicic acid, as will be the case in this work. Its charac-

teristic functional group is the Si−O−H sequence and for this reason it belongs to the

silanol class of molecules, i.e. the silicon analogues of alcohols. Although it is soluble in

water, it is only stable up to approximately 1 mM, i.e. at very low concentrations, after

which silicic acid molecules will start to undergo condensation reactions with one an-

other, polymerising into an amorphous phase [160]. For this reason, silicic acid is usually

stored as a precursor molecule that undergoes hydrolysis, i.e. that liberates silicic acid

upon entering aqueous solution. The precursor molecule is usually tetraethylorthosil-

icate (commonly abbreviated as TEOS - see Figure 3.5) or tetramethylorthosilicate

(TMOS) [158]. These molecules are generally referred to as alkoxysilanes and their

characteristic functional group is Si − O − R, where R is an alkyl chain. The alkyl

chains capping the arms of the alkoxysilane molecule make it more stable in aqueous

solution than silicic acid. This is due to the alkoxy groups not reacting with each other,

as the silanol groups rapidly would. The hydrolysis and polymerisation reactions can

be seen in Equations 3.3 and 3.4, assuming full hydrolysis [8, 161].

Si(OR)4 + 4(H2O) −→ Si(OH)4 + 4(ROH) (3.3)

2Si(OH)4 −→ (OH)3Si−O − Si(OH)3 +H2O (3.4)

Since there are still three silanol (Si − OH) groups left after this reaction, the dimers

can then polymerise with further silicic acid molecules, leading to oligomers and, if the

right conditions are present, a silica mesophase [8]. It is these multiple silanol groups per

silicon atom that allow 3D structures to be formed. Both the condensation and poly-

merisation reactions can be either acid- or base-catalysed; the respective mechanisms
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are [8]

H2O+Si(OR)4 +H+ −→ H2O− [Si(OR)3]−ROH+ −→ HO−Si(OR)3 +ROH+H+

(3.5)

Si(OH)4 +H+ −→ (OH)3Si(OH2)+ (3.6)

Si(OH)4 + (OH)3Si(OH2)+ −→ (OH)3Si−O − Si(OH)3 +H3O
+ (3.7)

under acidic and

Si(OR)4 +OH− −→ [(OR)4Si]−OH− −→ (OR)3Si−OH +RO− (3.8)

Si(OH)4 +OH− −→ (OH)3Si(OH)− +H2O (3.9)

Si(OH)4 + (OH)3Si(OH)−+ −→ (OH)3Si−O − Si(OH)3 +OH− (3.10)

basic conditions, respectively. The choice of catalyst has an e�ect on the end product of

the process; acid-catalysed polymerisation tends to produce linear chains with occasional

cross-linking, whereas alkaline media promote the formation of highly branched clusters,

leading to 3D amorphous silica structures [8].

Si

OH

OH

HO

HO

Si O

O

O

O

Figure 3.5: Left: chemical structure of TEOS, the most common silica source in the
synthesis of PMS materials; Right: chemical structure of silicic acid, the monomer for
the polymerisation in the synthesis of PMS materials

In the absence of an SDA, the polymerisation reaction proceeds as a sol-gel process

[8, 159]. Sols are dispersions of solid particles in a liquid where the rate of settling or

aggregation of the particles is very low [159], i.e. it is a discontinuous system of silica
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particles. The �rst and most famous example of this is the Stöber process, whereby it is

possible to synthesise monodisperse silica nanoparticles up to 3 µm [159]. Gels, on the

other hand, are formed when the silica particles that have arisen from polymerisation

very gradually aggregate and eventually produce a continuous solid phase. The liquid

phase can then be removed by evaporation, leading to a reduction in the volume of the

material by a factor of 5�10 due to capillary forces, in which case the product is called

a xerogel. Alternatively, this shrinkage can be avoided by drying the gel in an autoclave

above the critical point of the liquid [159]. In this case, the product is classed as an

aerogel. As the name implies, this process produces materials that are extremely light,

with solid volume fractions as low as 0.001 by virtue of their high air content.

As with the synthesis of many silica materials, the growth mechanism in sol-gel

processes is still a matter of debate. Matsoukas and Gulari [162] argued that growth of

silica particles is achieved only by monomer addition and that no signi�cant nucleation

takes place during this stage. They supported this by stating that the growth rate

constant was nearly identical to the rate at which monomers are produced by hydrolysis

from its precursor. The other camp is that of Bogush and Zukoski [163], who put

forward the thesis that nucleation is continually ocurring throughout the synthesis and

that these nuclei then aggregate further, producing silica particles.

While sol-gel processes are an appropriate starting point for our discussion of sil-

ica materials, in this work we are principally concerned with their formation via self-

assembly with SDAs. These surfactant-templated silica materials can be separated into

several classes based on pore size and whether they are crystalline or amorphous. Porous

materials are classi�ed according to their pore size by IUPAC: microporous materials

have pores below 2 nm; mesoporous ones inhabit the range 2�50 nm; above 50 nm,

we enter the domain of macroporous materials. The attractive characteristics shared

by all materials in this class and that generate such interest are large speci�c surface

areas, ordered pore systems and well-de�ned pore-size distributions [12]. Of the crys-

talline type, zeolites are by far the most common and well-studied. However they are

restricted to a pore size of 1.5 nm, i.e. are microporous, and have therefore been largely

superseded by amorphous mesoporous materials since the discovery and publication of
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MCM-41 by Mobil due to their larger range of pore sizes [12].

In this work, we are concerned with the mesoporous silica class and an overview of

the most common members in this grouping can be found in Table 3.1. We can further

subdivide this domain depending on whether the SDA is ionic or a block-copolymer.

The classic examples of each route are MCM-41 for the ionic synthesis and SBA-15 for

that employing a polymeric surfactant. Since these two materials are by far the most

well-studied in their class, we will focus our discussion on these two examples. Both

these materials possess a hexagonal pore arrangement (see Figure 3.9), although other

materials in the same class can have di�erent morphologies (see Figure 3.6). SBA-15

tends to have larger pores (4�12 nm [164]) than MCM-41 (usually 2.5�4.5 nm, but can

extend up to 10 nm [12, 150, 165]). This is a general trend; ionic-surfactant-templated

materials tend to have smaller pore sizes than their block-copolymer counterparts. SBA-

type materials tend to have micropores that link their macropores [166], as well as

thicker internal walls than their ionic-surfactant brethren [167].

Table 3.1: Enumeration of a selection of the most common periodic mesoporous silica
materials. Data taken from Narayan et al. [168]; supplementary and complementary
data are noted by additional references

Family Material Morphology Pore Radius (nm) Pore Volume (cm3/g)

M41S
MCM-41 2D Hexagonal 1.5�10 [169,170]

>1.0 [169]MCM-48 3D Cubic 1.5�5 [170]
MCM-50 Lamellar 2�5

SBA

SBA-1 3D Cubic [171,172] 1.4�3.0 [170,172] 0.5 [171]
SBA-2 3D-Cage Hexagonal [173] 1.0�4.4 [173�175] 0.14�0.56 [175]
SBA-3 1D Hexagonal [169] 1.5�3.5 [170] 0.564 [169]
SBA-11 3D Cubic 2.1�3.6 0.68
SBA-12 3D Hexagonal 2.5�5.0 [170] [175] 0.83
SBA-15 2D Hexagonal 4�15 [170] 1.17
SBA-16 3D-Cage Cubic 4.7�15 [170] 0.91

KIT
KIT-5 3D-Cage Cubic 6.0�12.5 [170] 0.45
KIT-6 3D Cubic [176] 3.8�18.5 [170,177] 0.57�1.44 [176,177]

The thicker pore walls mean that the thermal stability of materials synthesised

via polymer-surfactants is higher than those created with the aid of ionic SDAs. The

thermal stability of di�erent PMS materials varies depending on the precise synthesis

and functionalisation, but is often in the range 400�600◦C [12, 178] and can even

be as high as 800�1,000◦C [179, 180]. While the lower end of this range would be
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appropriate for the catalysis of organic materials, it would likely be too low for inorganic

catalysis [12], at least for the current generation of materials. Hydrothermal stability

may also be an issue due do hydrolysis of the Si−O− Si backbone of these materials.

This is most acute in materials where the wall thickness is small; after 120 hours of

mild hydrothermal treatment, a 34% decrease in the pore size of the thin-walled MCM-

41 is observed, whereas the decrease in SBA-15 (a material with the same hexagonal

morphology) is only 3% [167]. This is not the only de�ning factor though; MCM-48 was

shown to experience a fall in pore size of less than 3% [167]. This was put down to the

cubic, i.e. di�erent, geometry of its structure. Mechanical compression of 400 MPa is

generally enough to destroy most PMS materials [167]. PMS materials typically have

large speci�c surface areas and volumes, meaning that they are suitable for adsorption

applications. These are usually in the ranges 600�1,000 m2/g [12,181,182] and 0.6�1.0

cm2/g [182], respectively.

Figure 3.6: Morphologies of various MCM silica materials: (a) MCM-41: 2D hexagonal;
(b) MCM-48: cubic; (c) MCM-50: lamellar. Adapted from Ho�mann et al. [12]

The main stages of the synthesis of periodic mesoporous silicas are as follows [15,150]:

mixing of the four components (alkoxysilane precursor, SDA, synthesis medium and

catalyst); hydrothermal reaction and solid-product phase separation; template removal

to free the pores of the silica structure. In the �rst stage, several processes are at

work. First of all, the four synthesis components are stirred in solution. The reaction

medium is usually a mixture of water and ethanol; the latter aids the dissolution of the

alkoxysilane precursor and the water hydrolyses it. As discussed above, the alkoxysilane

condensation reaction is both acid- and base-catalysed and will therefore proceed very
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quickly under those conditions, meaning that full hydrolysis is likely, leading to the

formation of silicic acid (see Figure 3.5). However, the reaction will be much slower

at pH values around 7, leading to several TEOS "arms" remaining in solution, which

may then be incorporated into the walls of the �nal material. In some cases, this

may be desirable so as to allow functionalisation of the material with these unreacted

chemical groups. It is also interesting to note that the hydrolysis reaction consumes

water and produces alcohols (see Equation 3.3), i.e. the solvent properties of the

synthesis medium will be in �ux. However, this would likely only be signi�cant at very

high silica concentrations. In this initial stage, the template self-assembly proceeds

rapidly; for MCM-41, long-range order can be observed within 5�8 minutes [15].

In the second stage, the mixture is heated (to around 100◦C for MCM-41 [15,150])

and the mixture is left to age for a period of hours to days. At this point, the silica

monomers polymerise at the surface of the SDA micelles [8,35] according to Equation

3.4. For ionic-surfactant-templated materials, basic conditions promote smaller silica

structures (oligomers and nanoparticles), whereas an acidic medium will favour the

formation of cross-linked gels [183]. Block-copolymer-templated materials are normally

synthesised under acidic conditions [8, 12]. Again, the medium will also be changed by

this reaction, since water is produced rather than consumed. After the silicate structure

has been formed, the template is then removed by calcination or acid re�ux [15,150,158],

leaving behind empty pores in its wake.

While the introduction of SDAs complicates the chemistry of the synthesis further

compared to non-templated silica materials, it also introduces the ability to tune these

materials by utilising these added interactions. A good example of this is the use of

surfactants with varying lengths of hydrophobic tails, so as to create a range of pore

sizes. Beck et al. showed that increasing the length of the alkyl chain in an ionic

surfactant above six, in which case a zeolite, i.e. a microporous material, was formed,

they could synthesise MCM-41, a mesoporous one [184]. This occurs because a longer

tail section will not be able to pack into the same space and the core of the micelles

will therefore swell. Since the volume taken up by the micelles is where the pores will

later be located, larger micelles will therefore lead to larger pore radii in the silica
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backbone. The interactions between the silica and surfactant can also cause even more

fundamental changes to the product morphology. For example, the addition of ionic

silicates can in some cases induce a sphere-to-rod transition in micelles, i.e. can change

the morphology of the template qualitatively, as well as quantitatively [15]. It has been

shown that this is likely due to the high electrostatic contribution of multiply charged

silicates interacting strongly with the polar head groups of the SDA [35,36]. The larger

silicate charges screen the repulsion between the head groups more strongly, thereby

allowing a less curved surfactant geometry to be stable. In other words, the presence

of silica allows a material morphology to exist that would not otherwise be available

at that surfactant concentration. The addition of further silica may then change the

morphology once more, demonstrating how the surfactant/silica ratio can be used to

control the synthesis product.

Another factor that can have a strong in�uence on the synthesised morphology is

temperature. Since the self-assembly is driven by phase equilibria, changes in the tem-

perature of the synthesis will change the solubility of the SDA. For example, at low

temperature the methyl groups of the hydrophobic PPO chain in P123 (the SDA for

SBA-15) become hydrated, thereby forming hydrogen bonds with the water and reduc-

ing the hydrophobic e�ect. When the temperature rises, these hydrogen bonds break,

promoting phase separation [157, 185, 186] and causing the micelle to swell, leading to

a greater pore size. Ionic surfactants also experience an increase in size with increas-

ing temperature, giving rise to materials with larger pores [187, 188]. Additionally, the

rate of polymerisation of the silica will also change with temperature. Finally, swelling

agents can also be used to increase pore size [189]. A purely hydrophobic, i.e. non-

selective, component may be added; due to its hydrophobic nature, it will locate itself

preferentially in the micelle core, causing the micelles to swell. Aromatic hydrocarbons

and trialkylamines are common swelling agents [189].

There are three principal ways by which these materials can be functionalised, i.e.

functional groups with desired properties can be integrated into them. They are grafting,

co-condensation and periodic mesoporous organosilicas (PMOs) [12]. During the silica

polymerisation, not all silanol functional groups will react, i.e. some of them will be left
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in the structure of the �nal product. Grafting makes use of this by reacting the exposed

silanol groups with another molecule (most commonly: organosilanes, chlorosilanes and

silazanes) with a desired functional group so that it becomes incorporated into the

surface of the material. The advantage of this method is that it leaves the silica backbone

intact. The disadvantage is that the space occupied by the grafted functional groups

results in a decrease in the porosity of the material. In the worst-case scenario, these

grafted molecules may react preferentially at the pore openings, thereby sealing them

and rendering the material useless. Co-condensation employs both tetra- (e.g., TEOS)

and trialkoxylsilanes (R − Si(OR)3). The alkane group of the trialkoxysilanes will

not be hydrolysed, unlike the alkoxy branches, and will therefore be present in the

post-synthesis structure. Since the functional group in this method is incorporated

directly into the main backbone of the material, there will not be as large a reduction in

porosity as in grafting. The disadvantage is that as the concentration of trialkoxysilanes

increases, the degree of disorder will increase due to the lower degree of cross-linking.

Additionally, the functional groups will be incorporated into the silica skeleton, but

they will not all be accessible. Lastly, calcination cannot be used for the removal

of the surfactant; this would likely remove the organic functional groups. PMOs are

synthesised using silica precursors of the type (R′O)3Si−R− Si(OR′)3, where R and

R′ may represent two di�erent organic groups. Using a synthesis of this type solves the

problems of the two methods discussed prior. The functional group in this approach is

integrated into the silica backbone (i.e., does not block the pores as in grafting) in a

regular manner, unlike in co-condensation, where it depends on how the two di�erent

precursors react with each other relative to the other. This produces an amorphous

material with a narrow pore-radius distribution.

The functionalisation of these materials opens the door to a multitude of possible

applications. Due to the high speci�c surface areas and volumes of these materials as

well as the ability to functionalise them to interact preferentially with certain target

molecules, gas adsorption and separations are obvious applications. Prominent exam-

ples include the separation of CO2 from air [190, 191] and water treatment [165, 192].

The large pores of PMS materials also mean that catalysis and host-guest chemistry (see
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reviews [193�195]) are potential applications due to the larger, i.e. possibly more com-

plex, molecules that can be accommodated compared to, say, microporous zeolites [189].

Controlled transport of molecules, especially for pharmaceutical APIs [182], is also an

area of active interest [196]. It has been shown that, by tailoring these materials with

certain functional groups, it is possible to control the opening and closing of pores in re-

sponse to various stimuli. Materials designed to exhibit such behaviour are called gated

materials. Photochemical [197], thermal [198], pH [199], redox-reaction [200] processes,

among others, have all been experimentally demonstrated to be suitable stimuli for con-

trolled molecular transport using this class of materials. For a more detailed discussion

of this topic, the reader is directed to the reviews of Alberti et al. [196] and Vallet-Regi

et al. [182]. Gated materials could also be used as sensors by designing them so that

their pores open and release an indicator molecule in the presence of a chosen chemical.

A suitable review of this topic is that of Sancenon et al. [201]. The above are but a

selection of the most common applications for PMS materials and demonstrate their

enormous potential. However, this vast potential will only be realised if a fundamental

understanding of their synthesis can be developed, allowing us to design and tailor new

materials systematically rather than heuristically.

3.3 Characterisation Methods for Porous Silica Materials

The aforementioned key properties of a PMS material, such as pore radius, volume

and speci�c surface area, can be measured in various ways. One common technique for

such characterisation is gas adsorption. In this method, the material is �rst degassed

in a glass cell by using an inert gas and heating at 200◦C under vacuum overnight

[202]. Next, gas molecules are gradually introduced in steps, allowing equilibrium to

be established, into the chamber while measuring the amount of gas adsorbed and the

pressure. The plotting of the relative pressure and the amount of adsorbed gas is called

an isotherm due to the process being carried out at constant temperature. Examples of

gas-adsorption data for MCM-41 and SBA-15 can be found in Figure 3.7. Thereafter,

an isotherm model is chosen, allowing properties such as the surface area to be derived.
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By far the most famous of these is Brunauer-Emmett-Teller (BET) theory [203], which

is an extension of the Langmuir equation to multilayers. The BET equation is

p∗

n(1− p∗)
=

1

nmC
+
C − 1

nmC
p∗ (3.11)

where p∗ is the relative pressure, n is the amount of adsorbed material, nm is the

monolayer loading and C is the BET constant. C is related exponentially to the energy

of monolayer formation [204]. The BET isotherm data used for analysis are usually

those in the relative pressure range 0.05�0.30 [204]. However, if microporosity is present

in this range, it may lead to erroneous values [202]. Standard BET analysis employs

nitrogen and is carried out at its boiling temperature (77 K) [176,205�207]. Argon is also

commonly used (boiling temperature: 87 K) [176]. If the monolayer loading is known,

then, in conjunction with the e�ective molecular area, then the speci�c surface area can

be computed [206]. For nitrogen, it is assumed that the monolayer is close-packed and

liquid-like, resulting in an e�ective area of 0.162 nm2 [206]. Despite its ubiquity, it has

long been known that BET theory is an over-simpli�ed model of gas adsorption. For

example, it does not accurately describe adsorbate-adsorbate interactions well at low

coverage, as well as assuming that the surface is energetically homogeneous, which is

untrue for most materials [206].

(a) MCM-41 (b) SBA-15

Figure 3.7: Adsorption isotherms for nitrogen in: a) MCM-41; b) SBA-15 at 77 K. The
solid line indicates adsorption, while the dashed line shows desorption. Adapted from
Meynen et al. [202]

For calculating the pore size of porous materials from gas adsorption data, the
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Barrett-Joyner-Halenda (BJH) method is most commonly employed [208]. This method

makes two assumptions: �rstly, that the pore geometry is cylindrical; secondly, that the

adsorbed material results from both physisorption and capillary condensation in meso-

pores (therefore it is valid mainly for mesoporous materials) [209]. The BJH method,

therefore, equates the radius of the pore to be the sum of the thickness of the multi-

layers and the meniscus of the adsorbent. The meniscus is calculated from the Kelvin

equation [206,208,209]

ln p∗ =
2γVM
rmRT

(3.12)

where γ is surface tension of the adsorbate, VM is its molar volume and rm is the radius

of the meniscus. As the pores are evacuated, i.e. the relative pressure is decreased,

the �lm thickness decreases. The decrease in the �lm thickness can then be correlated

with the pore volume, which can then be solved for numerically [208, 209]. Like BET

theory, the BJH method relies on several assumptions, such as the validity of the Kelvin

equation, that the pores are rigid, that �lling and emptying of pores is independent of

their location in the network, etc. [206], which may not be ful�lled in practice. Care

should therefore be taken in interpreting the accuracy of such data.

Another popular method, especially for macroporous materials, but also for meso-

porous ones, is mercury porosimetry. It is routinely used in the pore-size range of 40

nm to 400 µm [176]. Mercury does not readily wet the walls of most materials, therefore

a hydrostatic pressure must be applied so that it enters the pores. This applied pres-

sure (PH) can be related to the pore radius (rp) according to the Washburn equation,

namely [176,206]

PHrp = −2γ cos θ (3.13)

where γ is the surface tension of mercury and θ is the contact angle between mercury and

the solid pore. Hysteresis is seen in porosimetry for mercury intrusion and extrusion;

this is analogous to the hysteresis seen in gas adsorption (see Figure 3.7 and the

di�erence between the adsorption and desorption lines) due to capillary evaporation
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and condensation [176, 206]. By applying percolation theory to this hysteresis loop,

information about the pore network can be gleaned [176]. Assumptions made are that

the contact angle is constant and that there are no structural changes at high pressures

[206]. Gas adsorption and mercury porosimetry are often employed together so that

independent measurements may be obtained for the same property [176,206].

Figure 3.8: Example X-ray di�raction data for di�erent silica materials: a) crystalline
α-quartz, resulting in narrow, well-de�ned peaks; b) mesoporous MCM-48, cubic ar-
rangement of amorphous silica units. Order is only seen at low values of 2θ (see enlarged
region) due to having a regular pore structure; c) amorphous silica gel, resulting in one
very broad peak due to total lack of long-range order. Adapted from Meynen et al. [202]

A common method for characterising mesoporous silica materials is X-ray di�raction

(XRD). In XRD, X-rays of known wavelength are directed at a material. X-rays are used

because they have wavelengths in the nanometre range (0.01�10 nm), i.e. on the same

scale as the lattice constants of many materials. These waves enter the material's lattice

structure and are then di�racted by the atoms comprising it. Constructive interference

occurs according to Bragg's Law, namely [202]
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nλ = 2d sin θ (3.14)

where n is the periodicity, λ is the wavelength of the X-rays, d is the lattice separation

distance and θ is the angle of di�raction. Due to constructive interference, more intense

peaks will be observed at angles corresponding to the lattice separation, allowing the

material to be characterised. The material is therefore acting as a di�raction grating.

For crystalline materials, the peaks will be sharply de�ned, i.e. very narrow and tall,

across the range of 2θ, whereas these peaks will be much broader for amorphous mate-

rials. However, at small values of 2θ (typically in the region 2θ = 0.8�5◦ [202]), some

sharply de�ned peaks will be observed for mesoporous materials. This arises not from

a periodic arrangement of atoms, but rather from the regular pore structure of these

materials, whose size happens to be within the wavelength range of X-rays. See Figure

3.8 for an example of XRD data for di�erent silica materials. This technique can there-

fore be used for such purposes as characterising a pore arrangement by comparing the

di�raction peaks to that of a known material, or relating the intensity of the di�racted

beam to pore size [210]. XRD is usually carried out on mesoporous silica in powder

form.

(a) MCM-41 (b) SBA-15

Figure 3.9: Transmission electron microscopy images of MCM-41 [202] and SBA-15 [164]
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Finally, for imaging samples of materials, scanning and transmission electron mi-

croscopy (SEM and TEM, respectively) are two common techniques. In SEM, a beam

of electrons are focussed and directed at a material sample. The electrons will interact

with the sample and the intensity of the beam of scattered electrons is measured. By

scanning across the surface, the intensity at di�erent points is collected, from which

an image can be created. These di�erences in intensity originate from variations in

the surface's topography, which are thereby captured in the image. SEM is therefore

primarily used for assessing surface topology and morphology. A resolution of around

10 nm is typical [202]. Only conducting materials produce sharp SEM images, therefore

silica materials have to be coated with a thin layer of conducting material prior to SEM

imaging [202]. Whereas in SEM the detector is in front of the sample, in TEM it is

located on the other side, i.e. it measures the electrons transmitted through a thin sam-

ple (usually less than 100 nm [202]) of the material. Structural variations throughout

the slice cause di�erent amounts of electrons to be di�racted rather than transmitted,

meaning that the detector will register di�erent intensities. Atomic resolution can be

obtained using TEM, making it the best method for obtaining topographical and mor-

phological information of a sample [202]. An example of TEM images can be seen in

Figure 3.9. Three-dimensional TEM imaging, i.e. TEM tomography, is also available

but is much more burdensome than the two-dimensional variant [202].

3.4 Synthesis Mechanisms for Mesoporous Silica Materials:

Liquid-Crystal or Cooperative Templating?

While much is already known about the syntheses of PMS materials, many key aspects of

their mechanisms are still unknown, precluding our ability to precisely design and tune

materials for speci�c applications. For example, the precise role that the templating

agent plays in the synthesis of surfactant-templated PMS has long been controversial.

Beck et al. noted that the mesostructures in solution closely resembled the �nal material

[5] (hexagonal for MCM-41, cubic for MCM-48, lamellar for MCM-50), and on this basis

suggested a liquid-crystal templating (LCT) mechanism, whereby the polymerisation
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of silica occurs at the surface of a preformed template structure. However, further

analysis also showed that these mesostructures formed in the precursor solution (i.e., in

the presence of silica) at low concentrations, whilst they only formed dispersed micelles

in an aqueous solution at the same concentration. This implied that the silica was no

mere spectator in the template formation, but rather an active participant. This led to

a second proposed mechanism, the so-called cooperative templating mechanism (CT).

These two proposed routes precipitated a plethora of experimental studies to elu-

cidate the correct mechanism. Techniques applied included: XRD, TEM, infrared and

Raman spectroscopy, solid-state and solution NMR, temperature-programmed desorp-

tion, gas adsorption, polarised optical microscopy and �uorescence quenching [211�224].

From this multitude of approaches arose signi�cant evidence to support the CT mech-

anism [211�216], whilst it is still unknown if the LCT mechanism is possible under

any set of conditions [217]. Since these studies have seemingly cleared up the principal

controversy surrounding the global mechanism, attention has now been directed to elu-

cidating the sub-mechanisms involved under various conditions. Some open questions

are:

� Do silicates promote a rearrangement of the surfactant template from spheres to

rods/wormlike micelles or not?

� Do silicates prefer to interact with micelles or monomers in the early stages of the

synthesis?

� Does the liquid-crystal mesophase arise from the aggregation of spherical or cylin-

drical micelles?

As can be seen, although signi�cant progress has been made in illuminating the

complex formation of PMS materials, many challenges remain before we can begin to

be able to claim any profound understanding of their synthesis mechanisms. Against

this background and the rapid development of computational power, the appeal of

computational modelling is obvious; the ability to observe these processes with atomic-

level resolution would clarify many of the uncertainties still associated with the synthesis

of these materials.
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In the following sections, the results of modelling studies will be presented and

discussed with regard to their insights into the mechanisms involved in the formation

of PMS materials. From a material perspective, these studies can be divided into three

broad categorisations:

1. MCM-41 and ionic-surfactant-templated PMS materials

2. SBA-15 and block-copolymer-templated PMS materials

3. in situ functionalised PMS materials

From a modelling perspective, studies can broadly be placed under one of three

headings:

1. Lattice models - primarily used for exploring the phase diagrams of precursor

solutions

2. O�-lattice models - primarily used for probing silica self-assembly

3. Reactive potentials - primarily used for simulating silica condensation

It should also be clari�ed here that we are only interested in phenomenological mod-

els, i.e. those which produce ordered material structures from a disordered precursor

solution along a realistic kinetic pathway. Many studies have focussed instead on creat-

ing realistic PMS structures using either stochastic methods [225�227] or by modifying

those of known silica structures [228]. While these are useful for practical applications,

they do not illuminate the mechanism by which a given material forms experimentally.

Therefore, they do not help us with our goal to further our ability to design these

materials in silico.

3.5 Lattice Models - Exploring Template Phase Diagrams

3.5.1 MCM-Type Materials

The very �rst computational work on PMS synthesis was carried out in 2001 by Siper-

stein and Gubbins [229,230]. They focussed on exploring the phase diagrams of ternary
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surfactant/solvent/silica systems, i.e. a surfactant-templated silica system. They did

this by expanding an earlier model of Larson et al. [231] for surfactant self-assembly.

They modelled the surfactants using hydrophilic head and hydrophobic tail beads

(HiTj); three variations thereof were investigated - H4T4, H4T6 and H2T6. They also

employed solvent (S) and silica (I) beads. The interactions between beads can be

summarised as follows: silica beads interacted strongly with heads in order to describe

their ionic interactions; tails interacted strongly with each other in order to describe

hydrophobic clustering; �nally, silica-solvent interactions were varied in order to de-

scribe various association regimes. They then carried out lattice Monte Carlo (MC)

simulations in the canonical (NVT) ensemble, where each bead could occupy precisely

one site on the cubic lattice. Three di�erent MC moves were allowed: reptation, chain

regrowth and cluster moves.

Siperstein and Gubbins' �rst point of call was to validate their model for binary

systems, i.e. surfactant/solvent and surfactant/silica systems. For the former system,

they managed to replicate Larson et al.'s result, demonstrating a surfactant phase tran-

sition from a hexagonal to a lamellar structure (via a small gyroid phase) by increasing

the surfactant volume fraction. For the second system, they also achieved similar re-

sults; with increasing surfactant volume fraction, the system progressed from micelles

to a hexagonal phase, before ending up as perforated lamellae. They then compared

the size of the aggregates in both phases; the surfactant/solvent aggregates contained

three times as many surfactant beads than the surfactant/silica system. This was due

to silica-head interactions being weaker than solvent-head ones, leading to less phase

separation, i.e. smaller aggregates.

They then turned their attention to the more complex ternary systems (surfac-

tant/solvent/silica) and considered two di�erent scenarios: in the �rst, silica was com-

pletely soluble in the solvent (I-S interaction energy equals zero); in the second, it was

immiscible (positive I-S interaction). They proposed that these two scenarios corre-

sponded to two di�erent mechanisms, namely associative and segregative separation,

respectively. In the former, phase separation is driven by strong interactions between

the two species, while in the latter a strong repulsion is the main driver. They showed
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that, independent of the type of mechanism, hexagonal phases were formed at high

silica/surfactant ratios, while a low ratio produced lamellar phases, as shown in Figure

3.10. This corresponds to what is seen during the experimental synthesis of MCM-type

materials [5, 217]. While this work was extremely informative, it was only able to cap-

ture qualitative trends due to the inherent simplicity of the lattice model that restricts

the number of surfactants that can interact with a silica species at any given time.

Finally, they investigated the e�ect of temperature and surfactant composition on

the phase diagrams. They noted that increasing temperature led to lower surfactant but

higher silica concentrations in the surfactant-rich phase, which promoted the formation

of hexagonal as opposed to lamellar phases. This was in accordance with experimental

results [213]. Finally, they analysed the e�ect of surfactant composition by altering

the length of the hydrophobic surfactant tails. Lowering the number (i.e., reducing the

surfactant hydrophobicity) promoted hexagonal phases (i.e., better miscibility between

phases), whereas increasing the length saw the formation of lamellar phases (i.e., those

which result from a high degree of phase separation).

3.5.2 SBA-Type Materials

One of the complexities of modelling triblock-copolymer-templated materials like SBA-

15 is that the template molecules are much larger than for traditional surfactants. On

the one hand, this gives them their characteristic larger pores, however it also makes

modelling such materials at an atomistic level extremely challenging. For comparison,

Pluronic P123 is comprised of around 110 monomers, whereas CTAB has a chain length

of around 20 heavy atoms. For this reason, it was only natural for the coarse-grain

method to be extended to simulations of SBA-like materials. The �rst work of this type

was carried out in 2005 by Bhattacharya and Gubbins [166,232], expanding the model

from surfactant-templated PMS to block-copolymer-templated materials. They did this

by creating a new template structure, changing the usual template model HiTj , repre-

sentative of the hydrophilic head and hydrophobic tail of ionic surfactants, to HiTjHi,

which imitates the arrangement of Pluronics, i.e. a hydrophobic core section bookended

by two hydrophilic caps. They then recalibrated the bead interaction parameters for
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Figure 3.10: (a) Ternary phase diagram of surfactant/water/silica obtained from Monte
Carlo simulations, showing the phase separation region. Circles highlight di�erent
mesostructures formed in the concentrated phase: H - hexagonal; L - lamellar; P -
perforated lamellae. Simulation snapshots showing examples of the lamellar phase (b)
and of the hexagonal phase (c). Only silica beads are shown for clarity of visualisation.
Adapted from Siperstein and Gubbins [230]

the new species.

In the �rst stage of their simulations, they achieved qualitative agreement of the bi-

nary water/surfactant phase diagram (using a template of H3T5H3) for Pluronic P123

with their model. At low concentrations, the simulations produced micelles before tran-

sitioning to a hexagonal phase at intermediate concentrations and then �nally forming

a lamellar phase at the highest ones. They then probed the e�ect of the head-tail bead

ratio; to this end, they studied di�erent template architectures - H3T5H3 and H2T7H2.

Interestingly, this second variant has the same ratio as Pluronic P123. They found that

the second template structure organised as lamellae, apart from at very low concentra-

tions, where spherical micelles are formed, seemingly avoiding curved structures entirely.

On the other hand, H3T5H3 templates gave rise to both cylindrical and lamellar struc-

tures. This shows good qualitative agreement, showing that increasing the degree of

hydrophobicity of the template leads to structures that minimise the surface area of the

aggregate (i.e., lamellae). However, the quantitative result is imperfect since Pluronic
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P123 can form cylindrical structures and has the same head-tail ratio as H2T7H2.

Next, the authors looked at the ternary system of template/solvent/oil. Oil here

is generally used to refer to any hydrophobic solvent. The authors were also inter-

ested in materials apart from those of the SBA-15 type, such as mesostructured cellular

foams (MCFs), which have very large spherical pores on the range of 10 to 50 nm. A

key component of the synthesis is a hydrophobic solvent, normally trimethylbenzene

(TMB), whose presence above a critical value causes a transition from a cylindrical

template (á la SBA-15) to a spherical one, all the while signi�cantly increasing the pore

size. In these ternary simulations, they observed spherical micelles at low surfactant

and oil concentrations, then elongated and hexagonal structures at intermediate surfac-

tant concentrations, before becoming lamellae when the oil concentration was increased

further.

Finally, the model was extended to quaternary phases by adding silica to the ternary

system. In this system, since the silica interacted more strongly with the head groups

than with the water beads, the phase separation of a surfactant- and silica-rich phase

from a water-rich phase was observed. The authors then explored the e�ect of increasing

the oil volume fraction on the self-assembled template structures. They observed that

at low oil volume fractions (2%) cylindrical micelles were present (i.e., SBA-15-type

templating). After increasing the oil volume fraction to 9%, a lamellar phase was

observed. At high oil volume fractions (23%), the authors observed a mesocellular

structure (i.e., MCF-type templating). Interestingly, this means that the model was

capturing the experimental behaviour of the system at high and low oil volume fractions.

However, the intermediate phase did not agree with the experimental work of Lettow

et al. [233], who had posited undulating cylinders as the transitional phase.

Up until now, the results have mainly focussed on phase equilibria and have neglected

dynamics. One method that has been successfully applied to illuminate this other

important aspect of SBA-like material synthesis are mesoscopic-dynamics (MesoDyn)

models [234], i.e. dynamic models with a high degree of coarse graining for large systems.

MesoDyn simulations have been widely used to successfully model the self-assembly of

other polymer systems, striking a good balance of detail and computational tractability
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for such systems. This method is based upon dynamic mean-�eld density functional

theory and the system develops over time based upon chemical-potential gradients and

Langevin noise. The beads interact according to Flory-Huggins theory and thereby the

free energy is minimised. The noise term is important for hindering the mesostructure

becoming stuck in local energy minima, i.e. provides a way to more e�ciently sample

the whole (and in this case very large) energy surface.

The �rst group to use this technique to explore the synthesis of PMS materials was

that of Chen et al. [185] in 2009, who used it to study the e�ect of temperature on the

mesostructure pore size of SBA-15. Building on the work of Vlimmeren et al. [235],

who had previously proposed a mapping for the coarse graining of P123, they initially

investigated a binary system of P123/water (10% P123) using a cubic lattice of edge

length 32 nm (see Figure 3.11a). The simulation time was 1.0 ms (20,000 time steps)

and the P123 topology after coarse graining was (PPO)5(PEO)21(PPO)5. Based on

their order parameter (P ), which described how heterogeneous the system was compared

to the initial homogeneous con�guration, they showed that the formation of spherical

micelles followed three stages: (i) P increased slowly during the initial stages; (ii) after

750 time steps, P increased rapidly; (iii) at 1,500 time steps, P once again increased very

slowly and gradually reaches equilibrium, i.e. phase separation has completed. They

then proceeded to simulate the binary system at two temperatures, namely 293 and 333

K. They found that the size of the micelle cores increased with temperature and posited

that this was due to the hydrophilic nature of polyethylene oxide (PEO) being reduced

at higher temperatures, causing them to migrate from the micellar surface to the core.

This expansion is likely to be the reason for the increase of SBA-15 pore size under

higher-temperature synthesis conditions. While this study was useful in illuminating

this aspect of the synthesis, they neglected to include silica, which could change the

micellar structure once more.

In 2012, the same group further developed their model to include silicates and

electrostatics [237]. They stated that they estimated interaction parameters for silica

using "the cohesive energy density of di�erent molecules and the miscibility behaviour of

binary mixtures", but other details about this process were scant. They also introduced
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Figure 3.11: Examples of structures obtained from MesoDyn simulations of Pluronic
123 surfactants: (a) spherical micelles obtained in quiescent copolymer/water solutions,
adapted from Chen et al. [185]; (b) hexagonal mesophase obtained in copolymer/water
solutions with constant imposed shear and charged PEO beads, adapted from Yuan et
al. [236]; (c) hexagonal mesophase obtained in silica/copolymer/water solutions in the
presence of shear with charged PEO beads, adapted from Chen et al. [237]

shear in order to imitate the stirring which occurs in the experimental synthesis. They

�tted Mulliken charges to ab initio QM calculations to arrive at a PEO bead charge

of -0.3, while PPO was left uncharged. Silica was assigned a charge of +1 since it

was argued that the anionic silica would be surrounded by H+ ions under the acidic

conditions of the synthesis. The same lattice size, simulation time and time step were

used as in their previous work. They found that the mesophase formation underwent

four stages: (i) the solution formed a continuous phase with some pre-micelles between 0

and 0.1 ms; (ii) spherical micelles were formed between 0.1 and 0.2 ns; (iii) at this point,

a shear was applied and the structure was rapidly broken up before cylindrical micelles

formed by 0.4 ms; (iv) from 0.4 ms until 1.0 ms, the cylindrical micelles aggregated into

a hexagonal arrangement. In this way, they achieved the hexagonal mesophase that

is typical of SBA-15 (as shown in Figure 3.11c). Interestingly, they also varied the

charges of the silica and PEO beads. They found that changing the silica charges to

+0.5, +1.5 or +2.0 destroyed the hexagonal structure of the mesophase, leaving only

disordered cylindrical micelles. For the PEO beads, they tried charges of -0.1, -0.2 ...

-0.5; they only saw the appearance of the hexagonal mesophase at -0.2 and -0.3.

A similar work to Chen et al.'s was that of Yuan et al. [236]. They also used
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MesoDyn simulations to model the self-assembly of P123 but used a much wider range

of concentrations and, like Chen et al.'s later work, they employed shear and applied

charges to the PEO beads. However, they carried out their simulations in the absence

of silica. They observed mesophases ranging from spherical micelles to a bicontinuous

phase and �nally a lamellar arrangement. When they made the PEO beads positively

charged (to mimicH+ ions) in the presence of shear, they noted the successful formation

of a hexagonal mesophase via a progressive elongation of the micelles (see Figure

3.11b). Most interestingly, they found that both shear and charge were necessary to

achieve the hexagonal geometry; the presence of only one of the two factors was not

su�cient to induce it. These two studies are an excellent example of the fact that the

success of such simulations depends strongly on an accurate rendering of the competing

chemical and physical interactions.

3.5.3 In Situ Functionalised Materials

As we have seen, the surfactant model of Larson et al. [231] was successfully used

to describe the �rst two (namely MCM-type and SBA-15 type) of our three material

streams. In 2007, Patti et al. [238] further expanded the use of this method to describe

our third stream, in situ functionalised materials. They did this by modelling hybrid

organic-inorganic precursors in the synthesis solution. As in the original work, Patti

et al. considered linear surfactants, namely H4T4. Inorganic silica was mapped as

two connected segments on the lattice, with parameters representing either complete

miscibility (I2) or immiscibility (I∗2 ) with the solvent (S). The organic groups were

considered to be either hydrophobic, i.e. equivalent to tail groups, or hydrophilic, i.e.

equivalent to heads. This led to four distinct possibilities for hybrid precursors: IT ,

I∗T , IH, I∗H. Patti et al. performed MC simulations in the NVT ensemble at di�erent

surfactant concentrations and found that the system phase separated into a concentrated

surfactant phase and a solvent-rich phase. Interestingly, they found that the nature of

the organic group had a profound in�uence on the formation of ordered mesophases.

Hydrophobic groups acted as co-surfactants and hydrophilic groups played the role

of co-solvent. In fact, considering a hydrophobic terminal group (a ternary system of
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H4T4/IT/S), no ordered phases were found, regardless of surfactant concentration. The

authors proposed that this explained the di�culty in experimentally obtaining ordered

materials from terminal organic-inorganic precursors [239]. In all ordered mesophases,

Patti et al. observed that the terminal organic group was mainly located in the solvent

side of the micellar aggregates, thus suggesting that at least some of the functional

groups would not be available on the pore surface upon the completion of the synthesis.

A similar approach was later used [240] to study the phase diagrams of systems con-

taining bridging organic precursors (i.e., IHI, I∗HI∗, ITI and I∗TI∗) and to compare

them to the purely inorganic and terminal hybrid precursors. Once more, they observed

phase separation in their systems, driven by the presence of inorganic components, in

some cases yielding ordered mesophases. The main conclusion of their second paper was

that bridging precursors are more e�ective at promoting phase separation and the emer-

gence of order in the concentrated phase, presumably because the potentially disrupting

organic moieties are protected by inorganic groups on both sides.

In a later study [13], the same group extended their approach to consider more com-

plex hybrid precursors, aiming to represent organosilicates functionalised with amine

groups, namely: aminopropyl-trimethoxysilane (AP, represented as I2TH), methyl-3-

aminopropyl-trimethoxysilane (MAP - I2THT ) and phenyl-3-aminopropyl-trimethoxysilane

(PAP - I2THT3). They then examined four-component systems comprised of a pure

silica source, solvent, surfactant and one of the aforementioned hybrid aminosilcate

species. Importantly, the surfactant was no longer linear, as in previous studies, but

composed of a branched head T5HH3, which is more in keeping with the actual shape

of the molecule used experimentally.

Patti et al. showed that at high concentrations of AP (15 vol.%) and MAP (25

vol.%), the hexagonal geometry of the surfactant mesophase broke down, in qualitative

agreement with experimental observations. They posited that this was due to amine

groups being relatively solvophilic, leading to the increased solubility of the surfactant

in the solvent and promoting the formation of disordered mesophases. Conversely, high

concentrations of PAP (above 17 vol.%) resulted in a transition from a hexagonal to

a lamellar phase. In this case, the hydrophobic nature of the large tail group of PAP
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Figure 3.12: Two-dimensional phase diagram (a) obtained from lattice Monte Carlo sim-
ulations of solutions with 40% surfactant, 10% silica dimers and variable concentrations
of terminal and bridging hybrid organosilicate precursors. The labelled regions indicate
stable cubic (I), hexagonal (II) and lamellar (III) mesophases. Snapshots showing ex-
amples of hexagonal (b), lamellar (c) and cubic (d) mesophases. Colour scheme is: red
- surfactant heads; yellow - surfactant tails; gray - silca; blue/green - organic groups
of terminal precursor; magenta/cyan - organic groups of bridging precursor. Adapted
from Patti et al. [14]

caused a swelling of the hydrophobic core of the surfactant micelles, which promoted

a lower curvature and hence a lamellar phase. In the case of the longer precursors

(MAP and PAP), the authors noted that the organic groups penetrated the micelle

core, suggesting that they would become available for surface interactions. However,

for AP it was shown that the functional amine group was encompassed almost entirely by

the inorganic walls, rendering the functional group inaccessible. The authors point out

that this contradicts experimental results and ascribe the discrepancy to the inherent

simpli�cations of the lattice model.

The last study in this series by Patti et al. [14] considered longer hybrid precursors

in the terminal and bridged forms, namely I2THT3 and I2THTI2. Similarly to the

case with smaller precursors, they observed that the bridged arrangement was more

favourable for the formation of ordered hexagonal phases. More interestingly, they

considered mixtures of the two precursors, leading to a �ve-component system, in an
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attempt to describe the formation of so-called bifunctional mesoporous silicas. Their

results showed that the bridging precursor (BP) acted as a co-solvent due to both ends

being hydrophilic, whereas the terminal precursor (TP) acted a co-surfactant. In this

way, the surfactant solubility could be controlled by adjusting the concentrations of these

two precursor species, and this induced transitions from hexagonal to either cubic or

lamellar phases, as demonstrated in Figure 3.12. Where the BP and TP concentrations

were similar, they tended to cancel each other out and a hexagonal phase was formed.

However, an excess of TP relative to the BP precursors produced lamellar phases, and

the reverse case resulted in cubic phases.

Figure 3.13: Snapshots of mesophases ob-
tained from lattice Monte Carlo simulations
with both surfactant self-assembly and sil-
ica polymerisation: (a) hexagonal phase ob-
tained from a two-step process; (b) disor-
dered phase obtained from a one-step pro-
cess. Colour scheme: blue - surfactant tails;
green - surfactant heads; red - neutral oxy-
gens; purple - negatively charged oxygens;
yellow - silicon. Adapted from Jin et al. [15]

The �nal and most realistic set of sim-

ulations that were carried out on the ba-

sis of Siperstein and Gubbins' model was

that of Jin et al. [15]. In their set-up,

they introduced three key improvements

over their predecessors: (i) they intro-

duced a diamond sub-lattice (i.e., had

two separate but interconnected lattices)

upon which only the silicates could move

on. The reasoning behind this is that it

would allow the model to better describe

silica's tendency to form tetrahedral net-

works and hence be more realistic geo-

metrically; (ii) they allowed silica conden-

sation to occur. They modelled this by

allowing two oxygen atoms to share the

same lattice site with a very favourable

interaction energy - an order of magni-

tude higher than the silica-head interac-

tion. If the polymerisation move was ac-

cepted, then the two terminal oxygens were replaced by a Si − O − Si bond. This
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also left an empty site (where one of the oxygen atoms had migrated from), which was

equivalent to the water produced during the condensation reaction, since empty lattice

sites were treated as an implicit solvent; (iii) deprotonation equilibria were explicitly

modelled through a reactive Monte Carlo (RMC) method, thus allowing for simulations

at high pH (i.e., with anionic silicates) to be performed. The interactions were cal-

ibrated by trying to replicate the high-temperature phase diagram of the surfactant,

CTAB, in water.

Jin et al. considered two di�erent scenarios in their attempt to elucidate the syn-

thesis of MCM-41. The �rst scenario was a two-step process: in the �rst stage, no

silica polymerisation took place and the system was allowed to self-assemble and phase

separate; in the second, silica polymerisation was allowed to occur. In the �rst stage,

which was a binary water/CTAB system, spherical micelles arose from the self-assembly

process. However, once silica was added to the sub-lattice and polymerisation was al-

lowed to occur, the system formed a hexagonal phase, i.e. an MCM-41 template. This

was an important result since it provided strong evidence in support of the CT mecha-

nism, since only in the presence of silica was the desired hexagonal phase able to form.

Crucially, they also went to great length to show that this was an equilibrium transition

and not an artefact of the simulation. They did this by showing that the system could

be made to transition reversibly between lamellar and hexagonal mesophases by heating

and cooling. This can be observed in Figure 3.13. However, they also noted that this

could only occur before extensive polymerisation had occurred, otherwise the structures

became locked in place.

The above results were compared to a second scenario in which both mesostruc-

ture assembly and silica condensation were allowed to occur simultaneously from the

very start of the simulation. Interestingly, they observed that rapid polymerisation

precluded the development of template ordering, instead producing a glassy material.

This result suggests that the mesoscale structure of the �nal solid can be controlled

only during the initial stages of the synthesis, before silica polymerisation becomes ex-

tensive. Even though the results of this study were insightful, the inherent simplicity of

the lattice model once again makes it di�cult to establish any quantitative comparison
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with experiment. For example, the authors were not able to achieve the same degree of

polymerisation in their simulations as observed in experiments, a discrepancy that was

attributed by the authors to the geometric restrictions of the lattice.

3.6 O�-Lattice Models - Probing Template Self-Assembly

Mechanisms

3.6.1 MCM-Type Materials

Up until now, we have addressed models with low degrees of con�gurational freedom

and chemical resolution; we will now move on to models with a continuous con�gu-

rational phase space and atomistic or near-atomistic resolution. The thought behind

this shift is to move away from only qualitative insights towards quantitative ones. In

this vein, 2007 saw the �rst published molecular dynamics (MD) simulations of MCM-

41 synthesis using realistic atomistic models [241]. The authors started from a dilute

aqueous solution of surfactant, to which anionic silicic acid monomers were added, in an

attempt to mimic the initial stages of the synthesis of MCM-41, i.e. at the conditions

of the original experimental work, namely high pH and low surfactant concentration.

Decyltrimethylammonium bromide (DeTab) was chosen for the surfactant instead of

the more common CTAB for the sake of computational tractability; they modelled it

using a modi�cation of the OPLS potential [242]. Meanwhile, water was described by

the SPC/E model [31]. To describe the silica molecules, Jorge et al. adapted an exist-

ing model from Pereira et al. [161] by modifying geometric and electrostatic parameters

on the basis of results from QM calculations on a wide range of neutral and anionic

silicates [243].

Their initial study [241] yielded two major insights into the early stages of the syn-

thesis: (i) silicates were observed to interact strongly with small surfactant micelles,

rather than free monomers; (ii) the adsorption of silica monomers on the micelle surface

caused an increase in the size of the micelles. This links well to the study of Jin et al.,

who showed that if extensive polymerisation occurred before micelles and larger sur-

factant structures had formed, then they could not produce an MCM-41-like hexagonal
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structure, only a glassy material.

This was followed up by a more detailed report, in which solutions of silicate

oligomers were also considered [35]. More precisely, the authors ran simulations from

several starting con�gurations, whose composition each corresponded to a di�erent stage

of the synthesis. These were: (i) a reference solution (no silicates present, describing

the initial surfactant solution); (ii) a monomeric solution (with silica anionic monomers

instead of bromide counterions - in this way the charge of the overall solution was

maintained); (iii) an oligomeric solution with small silica oligomers corresponding to

a distribution from solution NMR experiments at high pH [244]. From their results

they concluded that cooperative templating does indeed occur, since the size of the

surfactant micelles was larger in the monomeric solution than in the reference solution

(see Figures 3.14a and b), while the surfactant micelles in the oligomeric solution

were bigger still. This showed that the silica was no mere spectator, but rather directly

in�uenced the morphology of the surfactant self-assembly. At the pH being modelled

(11), almost all of the silica species were deprotonated and it was thus concluded that

the increase in micelle size was due to silica species being more e�ective at screening

the positive charge of the surfactants than the bromide ions. They quanti�ed this by

the average number of surfactants bound to each counterion: 1.31 for bromide ions but

1.64 for silica monomers. The oligomers were even more e�ective at producing larger

micelles since they can be multiply charged, increasing their screening ability. Interest-

ingly, the multiply charged silica oligomers were also able to bind to multiple micelles

simultaneously (1.36 on average, compared to a little more than 1.0 for both bromide

and monomeric ions), which was suggested to promote aggregation of micelles.

Jorge et al. [35] also considered an exchange solution, which was produced by taking

an equilibrated reference solution and adding silica monomers, while maintaining the

initial concentration of bromide ions. This was meant to more realistically mimic the

experimental addition of a silica source to a pre-equilibrated surfactant solution. Results

of that simulation showed again that silica preferentially binds to micelles, and clearly

showed ion exchange at the micelle surface (the degree of silica binding was 76% by the

end of the simulation, i.e. they had replaced more than three quarters of the bromide
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Figure 3.14: Snapshots showing the evolution of silica/surfactant aggregate structures
during the early stages of MCM-41 synthesis, as observed from MD simulations using a
multiscale modelling approach: (a) small spherical micelle in a dilute surfactant/water
solution (atomistic model), adapted from Jorge et al. [35]; (b) larger spherical micelle in
a solution with silica monomers at short times (atomistic model), adapted from Jorge et
al. [35]; (c) rod-like micelle in a silica monomer solution after long equilibration times
(coarse-grained model), adapted from Pérez-Sánchez et al. [36]; (d) hexagonal phase
in a solution with silica dimers (coarse-grained model), adapted from Pérez-Sánchez et
al. [245]. Surfactant tails are shown in green, heads in purple, silica in red/orange and
bromide in grey

counterions). The anionic silica monomers tend to be found inside the layer of the

cationic head groups, whereas the bromide ions tend to be located outside, allowing

the two types of anions to work together more e�ciently to shield the electrostatic

repulsion between head groups, thus promoting larger surfactant micelles. Interestingly,

when silica monomers were replaced by larger silica oligomers (while keeping the total

charge constant), the latter tended to migrate out of the head group in order to interact

preferentially with multiple micelles.

The approach of Jorge and co-workers su�ered from several limitations due to the

computationally intensive nature of the atomistic model. For example, formation of

multiple micellar aggregates was only possible for the shorter DeTAB surfactant and

not for the more commonly employed CTAB. More importantly, the authors were not

able to observe signi�cant shape changes of the micelles (e.g., sphere-to-rod transitions)

in their simulations. In an attempt to circumvent these limitations, the same group

developed a coarse-grained (CG) model for PMS precursor solutions [36]. The model

of Pérez-Sánchez et al. was based on the popular MARTINI CG potential of Marrink

and co-workers [246], but included new parameters for neutral and anionic silicic acid
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monomers. The CTAB surfactant was described by four hydrophobic tail beads and one

positively charged head bead [247], while the models for water and bromide followed the

conventional MARTINI prescription. The surfactant model was validated by comparing

micellar density pro�les at the CG [36] and all-atom (AA) levels [248], and was shown

to quantitatively reproduce the experimental average size and aggregation number of

small CTAB micelles [36], as well as most features of the experimental CTAB/water

phase diagram over a wide range of concentrations and temperatures [249]. The silica

monomer parameters were calibrated by matching micellar density pro�les against those

obtained from AA simulations [241] under the same conditions.

Applying the CG mapping procedure allowed Pérez-Sánchez et al. to signi�cantly

extend the length and time scales available to MD models of the MCM-41 synthesis

(simulations reached the order of tens of microseconds), while maintaining a good degree

of chemical realism [36]. Simulations with silica monomers equilibrated to form long

worm-like micelles, as seen in Figure 3.14c, while at the same conditions an aqueous

solution of CTAB (i.e., sans silica) yielded only a distribution of spherical micelles.

They did however observe a sphere-to-rod transition in the silica/surfactant solution

that proceeded through the successive fusion of several smaller micelles to form large

rods. This transition was driven by a strong adsorption of anionic silicates at the surface

of micelles, screening the repulsive interaction between the cationic surfactant heads and

promoting the formation of structures with a lower curvature. This was further evidence

supporting the CT mechanism for the initial stages of MCM-41 synthesis.

In a later paper, Pérez-Sánchez et al. extended the model to consider silicate

oligomers, as well as monomers, with parameters once more calibrated to match atom-

istic micellar density pro�les [245]. They focussed their attention on low surfactant

concentration solutions corresponding to the experimental studies of Firouzi et al. [213].

Initially, they tested several compositions, in order to determine the e�ect of di�erent

silica species on the �nal mesostructure. These were: (i) a binary surfactant/solvent ref-

erence solution; (ii) a ternary surfactant/silica monomer/solvent solution; (iii) a ternary

surfactant/silica dimer/solvent solution. The silica/surfactant ratio was equal to unity

in the latter two cases, i.e. there were half as many dimers in solution (iii) as monomers
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in (ii), since monomers have a charge of -1 and dimers -2, hence keeping the total silica

charge constant. Their results con�rmed the previous assertion [36] that the reference

solution produced spherical micelles, whereas the introduction of silica altered their

geometry, making them much more elongated. Interestingly, however, the solutions

containing monomers and dimers did not produce the same micellar geometry; solution

(ii) produced worm-like micelles, whereas solution (iii) gave rise to a phase-separated

hexagonal array, strongly reminiscent of the structure of MCM-41 (cf. Figure 3.14d).

In order to show that these arrangements were equilibrium states, as opposed to kinetic

artefacts, exchange simulations were carried out; monomers were replaced by dimers

and vice versa, while maintaining the micellar geometry and allowing the system to

relax. These simulations did indeed show that the changes were reversible and that the

obtained structures therefore corresponded to the equilibrium states of the system.

The hexagonal array reached equilibrium much quicker in the exchange solution

than starting from a random initial con�guration. This is interesting, since the exchange

solution is likely to represent a more realistic scenario; silica monomers initially produce

rod-like micelles, then dimers resulting from silica condensation subsequently promote

the formation of the hexagonal array. Further simulations with mixtures of monomers

showed that formation of the hexagonal mesophase requires the presence of between 15

and 33% of silicates in the form of dimers. Their results thus not only demonstrate

that silica is necessary to promote the formation of hexagonal structures, but that it

needs to be in the form of (at least) small oligomers. This is mainly due to the ability

of multiply charged silica oligomers to bind to more than one micelle at the same time,

thus promoting micelle aggregation and eventually phase separation of the mesophase.

Next, Pérez-Sánchez et al. investigated larger oligomers, namely cyclic trimers,

cyclic tetramers and cubic octamers. Their simulations showed reversible hexagonal-

to-lamellar transitions by changing the silica charge density (either through increasing

the degree of condensation or the degree of deprotonation for the same degree of con-

densation) or by adding a co-solvent (e.g, benzene) to the system. In the former case, a

higher charge density reduced the e�ective area per head group, leading to a decreased

curvature and the formation of lamellar phases. In the latter case, the co-solvent was
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incorporated into the hydrophobic region of the hexagonal phase (i.e., inside the sur-

factant micelles), leading to an increase in the e�ective tail volume, and hence also

promoting a transition to a lamellar structure. All of the above results were in qualita-

tive agreement with experimental observations of the synthesis of MCM-41, but a key

achievement was the ability to reproduce, for the �rst time, the formation of a hexago-

nal silica/surfactant mesophase under conditions that were quantitatively equivalent to

the experiments of Firouzi et al. [213].

A very recent paper by the same authors applied the CG model to precursor solu-

tions spanning a wide range of surfactant concentrations in order to probe the whole

phase diagram of the system [249]. Once again, they compared the behaviour of a ref-

erence CTAB solution to that of solutions containing silica monomers and silica dimers.

For the monomer/surfactant/solvent system, they found no surfactant concentration at

which a hexagonal phase could be induced - in fact, the presence of silica seemed to

inhibit the formation of a hexagonal phase, instead reverting it to worm-like micelles or

lamellar phases. Replacing the monomers with dimers produced very di�erent results

- a hexagonal phase was formed over a much larger range than in the binary surfac-

tant/solvent solution (mainly at the expense of the micellar-rod region). Interestingly,

the results suggest that, even when starting from a pre-equilibrated hexagonal CTAB

structure formed in a concentrated surfactant/solvent solution, the original surfactant

liquid crystal is destroyed in the initial stages of the synthesis upon addition of silica

monomers, only to be reformed later after some degree of silica condensation occurs, pro-

ducing oligomers. These results are further evidence against the LCT mechanism, since

they show that the nature of surfactant/solvent and silica/surfactant/solvent hexag-

onal mesophases is remarkably di�erent - the former is driven by micellar repulsion

(weak-screening limit) and �lls the entire space, while the latter is driven by micellar

attraction, i.e. strong-screening limit, and constitutes a phase-separated system.

The phase diagrams for the three systems (see Figure 3.15) also allowed the authors

to hypothesise which of the MCM-like materials might be synthesised by the LCT

mechanism. At high surfactant concentrations in the presence of silica, they observed

the formation of a bicontinuous phase reminiscent of MCM-48 and of a lamellar phase
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similar to MCM-50. Although bicontinuous phases were observed in all three tested

solutions, their ranges of stability do not overlap at any surfactant concentration, hence

MCM-48 would not be a candidate for the LCT mechanism. The exception, however,

is MCM-50; in all three systems there is a region of overlap of lamellar phases at high

surfactant concentrations. Taking all these observations together, it seems likely that

the CT mechanism is the pathway by which the synthesis of MCM-41 is achieved.

Figure 3.15: Map of the mesophases observed in coarse-grained simulations of di�erent
solutions at a range of initial surfactant concentrations, representative of incremental
stages of PMS synthesis. From bottom to top: (blue) surfactant/water solution; (pur-
ple) silica monomer solution; (red) silica dimer solution. S stands for spherical micelles,
R for micellar rods, B for bicontinuous and L for lamellar phases. Adapted from Chien
et al. [249]

3.6.2 In Situ Functionalised Materials

Similarly to lattice models, atomistically detailed approaches for studying the synthesis

of PMO (periodic mesoporous organosilica) materials have been built upon models of
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MCM-41. They have been based on information obtained at the QM level [243, 250]

in order to develop AA models for the synthesis solution [35, 241, 251] that are able to

probe the molecular-level interactions between precursors and surfactants in systems

with several thousand of molecules. Futamura et al. [250,251] developed an AA model

for hybrid inorganic-organic precursors (HO)3Si−R− Si(HO)3 with di�erent organic

linkers (R), namely planar organic rings (benzenesilica BENZ-Sil), as well as C = C

(ethylenesilica, ETHY-Sil) and C − C bonds (ethanesilica, ETHA-Sil). Their aim was

to study the role of the organic linker on PMO formation, elucidating experimental

observations where di�erent organosilica precursors induced structural di�erences in

the �nal material [12]. The model was based on a combination of OPLS parameters

for the organic groups [50] with silicate parameters from the group's previous work and

new geometric and electrostatic parameters, speci�c to organosilicates, obtained from

DFT calculations in the gas phase [250].

Futamura et al. [251] carried out MD simulations of three di�erent aqueous solutions

with DeTAB as the SDA and each of the di�erent organic precursors under high pH

conditions, where the majority of the silicate groups were anionic. Their simulations of

up to 35 ns were able to capture the early synthesis stages, showing the initial forma-

tion of small surfactant aggregates, followed by micellar growth and fusion processes.

The systems with BENZ-Sil and ETHY-Sil showed a measurable increase in the av-

erage micelle size with respect to the ETHA-Sil system. This was associated with a

higher concentration of precursors adsorbed at the micelle interface for the former two

cases, which supports the CT mechanism, as previously observed in the case of all-silica

systems [241]. From computed micelle density pro�les, the authors also showed that

not only the inorganic silica but also the organic part of the precursors could be found

between the surfactant heads in the micelle surface. More interestingly, they observed

that while BENZ-Sil and ETHY-Sil were arranged parallel to the micelle surface, the

ETHA-Sil species were perpendicular. This is an important fact because BENZ-Sil

and ETHY-Sil are arranged more e�ciently in the space between the surfactant heads,

making it easier to form ordered structures. Furthermore, visual inspection of the

BENZ-Sil system showed evidence of ordered arrangements of organosilicate precursors
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Figure 3.16: Snapshot of a spherical micelle formed in atomistic MD simulations of
a precursor solution for a benzene-silica PMO. Colour scheme: light blue - surfactant
carbon atoms; dark blue - surfactant nitrogens; orange - benzene groups; yellow - silicate
groups. The red boxes highlight hybrid precursors that appear to stack in an ordered
fashion at the micellar surface. Adapted from Futamura et al. [251]

at the micelle surface, possibly via π-π stacking between BENZ-Sil species (see Figure

3.16). It was suggested by the authors that this could represent the early stages of

formation of the molecular-scale periodicity experimentally observed in the pore walls

of benzene-silica materials [252]. Unfortunately, the high computational expense of the

AA simulations prevented Futamura et al. from probing the later stages PMO synthesis,

including the formation of organosilica/surfactant mesostructures.

3.7 Reactive Models - Modelling Silica Condensation

The studies discussed until this point have all focussed on the phase-equilibrium and

self-assembly aspects of the PMS synthesis. To investigate these phenomena thoroughly
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and e�ciently, most studies have foregone investigation of the silica-polymerisation com-

ponent of the synthesis - in fact, of all the studies discussed in the previous sections,

only the work of Jin et al. [15] explicitly described silica condensation reactions, albeit

with a rather simpli�ed approach. Most attempts to describe silica condensation have

made use of reactive potentials [253�255]. Such studies were able to provide atomic-

level detail of the formation of small amorphous silicate clusters in solution, but required

simulations to be run at very high temperatures in order to e�ciently sample reaction

events. The work of Wu and Deem [256] also used a reactive potential, but the con�gu-

rational space of the system was explored through a rather complicated MC algorithm.

Although their work provided important insight into silica nucleation, it was limited

to small clusters due to the computationally intensive nature of the method. A very

distinct approach is kinetic Monte Carlo (KMC) [257,258], which describes the chemical

reactions as independent Poisson processes and thus signi�cantly speeds up the sampling

of reactive events (see Section 2.2.8). However, this method requires all reactions and

rate constants to be explicitly enumerated, which in itself imposes a limitation on the

size of oligomers that can be formed (the number of possible reactions increases facto-

rially with cluster size). Models that describe the system energy as a function of bond

topology only, such as the continuous random network (CRN) approach [259,260], have

also been proposed. Finally, recent work by Malani et al. [95,151] has put forth a reac-

tive Monte Carlo (RMC) model of silica polymerisation, which showed good agreement

with experimental NMR measurements of the evolution of silicate distributions under

neutral conditions. The RMC approach seems promising, since it is able to sample long

time scales while maintaining a reasonable degree of atomistic detail.

None of the methods described above has yet been applied in the context of sim-

ulating PMS materials, with one notable exception being the work of Seaton and col-

leagues [261,262]. The �rst model which introduced explicit silica polymerisation reac-

tions during simulations of MCM-41 formation was presented by Schumacher et al. [261].

They implemented a KMC reaction scheme, based on the CRN model of the silica net-

work [260], where all silicon atoms are always connected to four oxygen atoms, and

tried to describe the entire process of MCM-41 formation. They split their simulations
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into four stages: (i) initial adsorption and condensation of a thin silica layer around

the surfactant micelle; (ii) aggregation of silica-covered micelles to form a hexagonal

mesostructure; (iii) further condensation of silica to form a highly cross-linked network;

(iv) high-temperature calcination, causing further silica condensation in the absence

of template micelles. To make the scheme computationally tractable, many major as-

sumptions were made, such as describing the surfactant micelles as soft cylinders with

no atomistic detail. Furthermore, several non-physical moves were applied to force the

reaction along the chosen path (e.g., adding an arti�cial potential gradient to force the

silica to the micelle in the opening stages, which is later removed, instead of correctly

describing silica di�usion to the micelle surface). Due to all these special moves and

assumptions, one cannot be completely con�dent that this model produced an accu-

rate description of the real synthesis process. However, it achieved the authors' main

objective, which was to generate realistic models of MCM-41 materials (see Figure

3.17a) for adsorption predictions (they reported fairly accurate gas adsorption results

for nitrogen, ethane and carbon dioxide). More importantly, the work of Schumacher

et al. demonstrated that by applying clever approaches, the computational modelling

of the entire PMS synthesis is not an impossible task.

A later study by Ferreiro-Rangel et al. [262] proposed some improvements to the

method of Schumacher and applied it to the synthesis of two less-studied materials,

SBA-2 [263] and STAC-1 [264]. Both are synthesised with gemini quaternary ammo-

nium surfactants and contain connected spherical pores templated by spherical mi-

celles. However, they di�er in the way that the micelles pack together - SBA-2 shows

a hexagonal close packing of spheres, whereas STAC-1 micelles pack in a face-centred

cubic lattice. In order to produce realistic models of these materials, Ferreiro-Rangel

et al. [36] had to explicitly include water molecules during the reaction stages (which

had been ignored by Schumacher et al.) and make the micelle-micelle interactions more

repulsive so as to generate the correct packing. The simulation results were successfully

compared against experimental data, including structural characteristics and nitrogen-

adsorption isotherms. The authors concluded that the strong adsorption sites observed

in adsorption isotherms were actually due to the surface roughness of the pores, and also
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Figure 3.17: Examples of atomically detailed models of MCM-41 (a) and SBA-2 (b)
materials obtained from kinetic Monte Carlo simulations of silica condensation. Only
the silica framework is shown for the purpose of clarity. In panel (b), the red arrows
highlight connection windows between spherical pores. Adapted from (a) Schumacher
et al. [261] and Ferreiro-Rangel et al. (b) [262]

suggested a plausible hypothesis for the origin of the connecting windows between large

spherical pores during the synthesis (see Figure 3.17b). Another interesting observa-

tion pertains to the evolution of the degree of silica condensation during di�erent stages

of the synthesis. The results of Ferreiro-Rangel et al. show that the transition between

the formation of a silica layer at the micelle surface (the �rst step in the process) and

the initial aggregation of micelles to form an ordered mesostructure (the second step)

involved a signi�cant presence of dimers and higher silica oligomers, with the concen-

tration of monomers below 10%. This is in qualitative agreement with the interpretaion

of Pérez Sánchez et al. [245] in their MD study of the self-assembly of silica/surfactant

mesostructures.
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3.8 Conclusions

In this chapter we have seen how a myriad of computational techniques have been

used by various authors to probe several aspects of the liquid-phase synthesis of pe-

riodic mesoporous silica/organosilica materials, namely phase equilibria, self-assembly

of SDAs and silica polymerisation. However, we have also observed how most of the

studies surveyed here employed either very basic systems, which do not correspond

to any real-life system, or very specialised variants that lack transferability. Drawing

from these conclusions, we have decided to employ multiscale modelling, starting from

a fundamental level, to begin parametrising a transferable force �eld for organosilica

molecules, in the hope of making it easier to systematically test the synthesis of a wider

range of materials. Because polarisation, which has been neglected in all of the com-

putational studies described previously, is likely to play an important role in the highly

polar and often charged PMS precursor solutions, we have decided to take a broader

view of silica synthesis and investigate liquid- and solution-phase behaviour in general.

For this reason, we will initially study the e�ect of polarisation in aqueous phases. With

this goal in mind, we proceed to our �rst results chapter, where we will investigate how

well current water models deal with polarisation e�ects that a�ect phase equilibria.
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Polarisation Corrections for Free

Energy Calculations of Water

4.1 Introduction

In the previous chapter, the literature regarding the modelling of the synthesis of meso-

porous silica was surveyed. As could be seen, the role of water, which, in all but the

most highly-concentrated systems, will make up the majority of the molecules in the

system, was essentially glossed over. Either o�-the-shelf models were used or it was

treated implicitly. In this section, we will thoroughly investigate how these water mod-

els deal with phase changes, since these processes are key for silica synthesis, which is

largely de�ned by phase equilibria. Additionally, we will also demonstrate how their

discrepancies can be linked to a key, but under-appreciated factor in �xed-charge models

- polarisation.

Water is ubiquitous in chemical, biological, geological and industrial processes, mak-

ing it the most extensively studied substance. It is also an extremely complex liquid,

often demonstrating anomalous behaviour [68, 265�269]. This combination of impor-

tance and curiosity has sparked numerous computational studies of liquid water (see,

for example, [270�273] and references therein). In particular, the solvation properties

of water are of great interest for a vast range of applications, including the synthesis of

PMS materials. The key thermodynamic property for describing solvation processes in
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water is the Gibbs free energy of hydration (∆Ghyd), and the calculation of ∆Ghyd for

organic molecules is a huge area of research in computational chemistry [274�276]. In

this work, we set out to perform a systematic test of several classical non-polarisable

water models for their ability to predict the free energy of hydration of water, which is

directly related to, but distinct from, its free energy of vaporisation [277]. In doing so,

we uncovered what we believe to be a fundamental inconsistency in the way polarisa-

tion e�ects are currently handled in the calculation of phase-change energies and free

energies. This prompted us to reassess the theoretical foundations of analytical polar-

isation corrections for the case of water hydration, with implications for future model

development.

At the highest level of theory, water can be described using ab initio QM methods

[48, 278�286], as was discussed in Section 2.3. However, despite continued increases

in computational power, representing liquid water at an appropriate level of detail

using a fully QM treatment remains extremely challenging [287]. As such, the vast

majority of computational studies that involve water, usually as a solvent, rely on

the classical approximation. Within classical models of water, two main approaches

may be distinguished: polarisable (see Section 2.2.4) and non-polarisable models.

The latter describe the electrostatic interactions of water through a �xed set of point

charges or, more rarely, multipole moments, which cannot respond to changes in the

environment surrounding the molecule (i.e., polarisation is not explicitly accounted for).

Polarisable models, on the contrary, are able to respond on-the-�y to changes in the

electrostatic environment by inclusion of inducible point dipoles, �uctuating charges

or Drude oscillators [33]. This comes at a cost, however, and polarisable models can

increase the computational cost by three to 10 times over that of similar �xed-charge

pairwise-additive models [34]. In many applications of interest, such as protein folding

[288�290], electrolyte solutions [291�293], and, of most relevance to this work, hydration

free energy calculations [294�296], the majority of the system is occupied by water

molecules; therefore, there is an inherent need to keep water models as computationally

simple as possible.

The most popular non-polarisable models of water make use of the point-charge
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approximation, di�ering only in the total number of interaction sites and in the values

of the parameters. Early models like SPC [297] and TIP3P [298] were composed of three

interaction sites, with point charges on the oxygen and hydrogen atoms, and a single LJ

site on the oxygen. An alternative approach, initiated by the publication of the TIP4P

model [299], displaced the negative charge along the bisector of the H − O −H angle,

creating an additional interaction site (see Figure 4.1). As such, a generic three-site

model has �ve independent tunable parameters: the charge of the oxygen (qO; since the

molecule has to be neutral, the charge of the hydrogen atoms, qH , is not independent),

the well depth (ε) and van der Waals radius (σ) for the LJ potential, the O − H

bond length (LO−H) and the H − O −H angle (θ). The extra parameter for four-site

models is the distance between the oxygen interaction centre and the interaction centre

for the oxygen charge, the "M-site", (LO−M ). Nevertheless, these models still have

many similarities; they have �xed point charges and their bonds and angle are rigid.

Other alternatives have been proposed, such as �ve-site models that place two negative

charges near the positions of lone-pair electrons on the oxygen atom [300]. However,

the additional level of complexity does not appear to bring a signi�cant improvement

in overall performance [301], so only three-site and four-site models will be considered

further.

qO, ε, σ

qHqH

LO−H

θH−O−H

ε, σ

qO

LO−M

qHqH

LO−H

θH−O−H

Figure 4.1: Schematic of three- and four-site water models

Regardless of the number and arrangement of the interaction sites, water models can

be (rather arbitrarily) classi�ed according to their parametrisation approach into three

categories. �Generation-I� models (e.g., SPC, TIP3P and TIP4P) were parametrised to

match a small number of structural and thermodynamic properties; typically, the radial
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distribution functions (RDF), bulk density and enthalpy of vaporisation. The fact that

they are still widely used today, particularly in biomolecular simulations [302], attests

to their success in balancing computational speed with a good overall description of

liquid water. Nevertheless, several shortcomings of these models have become apparent

over the years and have led to several reparametrisation e�orts.

A particularly important breakthrough in the context of this work, which will be

discussed in more detail later, was proposed by Berendsen et al. [31]. They developed

a simple expression to implicitly correct for polarisation e�ects in enthalpy of vapori-

sation calculations by approximating the energy cost of distorting the dipole moment

of the water molecule from its equilibrium gas-phase value to a larger value more ap-

propriate to the liquid phase. The SPC/E model developed by Berendsen et al. [31]

constitutes a reparametrisation of the earlier SPC model by taking into account this

polarisation correction. This led to improvements in the description of several proper-

ties, such as the self-di�usion coe�cient. Another issue with earlier models is that they

were parametrised without the use of special techniques like Ewald sums to account for

long-range electrostatics. It is well known that neglecting long-range electrostatics can

lead to signi�cant artefacts, particularly for polar molecules [303�305], and thus Ewald

sums and their derivatives [64] have become standard in modern molecular simulations.

Indeed, later tests of Generation-I models revealed systematic deviations from exper-

imental data when Ewald sums were employed in the calculations, which motivated

researchers to reparametrise these earlier models by running simulations that made use

of Ewald sums; examples thereof are TIP4PEw [306] and TIP4P/2005 [307]. These

models also made use of the polarisation expression of Berendsen et al. [31] to correct

the enthalpy of vaporisation. We will collectively describe �Generation-II� models as

those that were still parametrised to match a restricted set of data, but have taken into

account polarisation corrections for the enthalpy of vaporisation during the parametri-

sation process.

Finally, we will classify as �Generation-III� models those more recent e�orts that

considered a much larger set of data in the parametrisation process, including the static

dielectric constant, and often use advanced parameter-�tting techniques [302,308�310].
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These models also make use of the Berendsen expression to implicitly account for po-

larisation costs in the enthalpy of vaporisation. Table 4.1 summarises all the models

considered in this work, together with their parameters and classi�cation.

Table 4.1: Parameters for all classical non-polarisable water models analysed in this
work. Please refer to Figure 4.1 for variable de�nitions

Model Generation σ (Å) ε (kJ/mol) qH (e) LO−H (Å) ΘH−O−H (◦) LO−M (Å) µ (D)
SPC [297] I 3.166 0.65 0.41 1.0 109.47 0 2.27
TIP3P [298] I 3.15061 0.6364 0.417 0.9572 104.52 0 2.35
TIP4P [299] I 3.15365 0.648 0.52 0.9572 104.52 0.15 2.18
SPC/E [31] II 3.166 0.65 0.4238 1.0 109.47 0 2.35

TIP4P-Ew [306] II 3.16435 0.690946 0.52422 0.9572 104.52 0.125 2.32
TIP4P-2005 [307] II 3.1589 0.7749 0.5564 0.9572 104.52 0.1546 2.305
TIP4P-Ice [311] II 3.1668 0.8822 0.5897 0.9572 104.52 0.1577 2.426
H2O-DC [308] III 3.184 0.593 0.45495 0.958 109.47 0 2.42
TIP4P-FB [310] III 3.1655 0.74928 0.52587 0.9572 104.52 0.10527 2.428
TIP4P-ε [309] III 3.165 0.7732 0.527 0.9572 104.52 0.105 2.4345
OPC [302] III 3.1666 0.8903 0.6791 0.8724 103.6 0.1594 2.48

A common feature of all the non-polarisable models described above is that they

possess a �xed dipole moment (µ, cf. Table 4.1) that is signi�cantly higher than the

equilibrium gas-phase value (1.86 D [46]), but also signi�cantly lower than the real

dipole moment of water in the liquid phase. Indeed, the best current experimental

estimate of the dipole of liquid water is 2.9 ± 0.6 D [47], while a large number of QM

calculations [48, 280�283, 286, 312] and classical polarisable models [313�318] estimate

values between 2.6 and 3.1 D. The �intermediate� dipole moment of non-polarisable

models is a direct consequence of implicitly accounting for polarisation e�ects when

trying to describe the potential energy surface (PES) of the liquid state. Indeed, recent

e�orts to develop consistent point charges for the liquid state typically yield values

that are intermediate between gas-phase and (real) liquid-phase charges [142,319�321].

While this appears to be necessary to provide an adequate representation of the liquid-

state PES, the issue of how to account for polarisation e�ects in properties that involve

a change of state (such as the enthalpy of vaporisation and solvation free energies)

remains unresolved.

As mentioned above, Berendsen et al. [31] were the �rst to propose an analytical

expression for the energetic polarisation e�ect when moving a molecule from the gas

to the liquid state. More speci�cally, they accounted for the internal self-polarisation
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energy, which represents the energy di�erence between the equilibrium con�guration of

the molecule in the gas and liquid phases. Using this polarisation distortion correction,

a molecular dynamics (MD) simulation to calculate the hydration free energy can now

be represented as a thermodynamic cycle, as seen in Figure 4.2.

L, µL

G,µL

G,µG

∆Gdist

∆Ghyd

∆GMD

Figure 4.2: Thermodynamic cycle used in water models with polarisation corrections,
such as SPC/E, for calculating the free energy of hydration. The red line represents
experiment, whereas the black lines represent the various calculations which make up
the simulation

This cycle relates results from simulations to those from experiment. In this case,

the real process (experimental - ∆Ghyd) can be decomposed into two separate steps: i)

while in the gas phase (G), the molecule's electronic distribution is polarised from its

original state (represented here by the gas-phase dipole moment, µG) to a state that is

representative of the bulk liquid (µL); ii) the polarised molecule is then surrounded by

other molecules, leading to a fully liquid state (L). The �rst step corresponds to the cost

of the intramolecular rearrangement of the molecule (∆Gdist), while MD simulations

using classical non-polarisable models yield the free energy due to the interactions with

surrounding molecules (∆GMD). Berendsen et al. argued that the energy cost of

rearranging the geometry of the molecule is dominated by the change in the dipole

moment between the two phases. For a force �eld with �xed charges, this distortion

correction takes the form [31]
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∆Edist =
(µL − µG)2

2α
(4.1)

where µL and µG are the respective dipoles of the liquid and gaseous states, and α is

one-third of the sum of the trace of the dipole-dipole polarisability tensor. Despite being

formulated more than 30 years ago, this is still the most commonly used polarisation

correction for non-polarisable water models in molecular simulations. It is in itself an

approximation, since it is only the leading term of a summation over all multipoles, and

its use implies the assumption that the leading dipole term will dominate. Swope et

al. [322,323], however, have challenged this assumption and shown that, speci�cally for

water, the di�erence between using only the dipole and an expansion up to quadrupoles

is approximately 15% (0.4 kJ/mol in their case).

The work of Leontyev and Stuchebrukhov made two important contributions to

polarisation corrections [30, 324]. Firstly, they o�ered a possible explanation as to

why the polarisation corrections used in the parameterisation of water models may be

incorrect [324]. They posited that, to correctly calculate the distortion correction, the

actual experimental liquid-phase dipole moment should be used. Generally, in the then

absence of reliable estimates for the dipole of the liquid, µL was estimated from the

dipole moment of the model itself, which, as we have argued above, is much lower than

the real value. Since the distortion correction scales with the square of the change in the

dipole, this discrepancy has a large impact. For example, the SPC/E model has a dipole

of 2.35 D [31], whereas the experimental value is around 2.9 D [47], and the gas-phase

value is 1.86 D [46]. Using the model value, we would obtain a correction of 5.1 kJ/mol.

However, application of the experimental value results in a correction of 23 kJ/mol.

For comparison, ∆Hvap = 44 kJ/mol [270], so this discrepancy is approximately half

the total enthalpy change of the process. Even worse, the free energy of self-solvation

(hydration) of water is only -26 kJ/mol [325].

Leontyev and Stuchebrukhov also proposed a second polarisation correction [30],

which is of opposite sign to the distortion correction, based on the electronic screening

experienced by a solvated molecule. As already mentioned, charges on non-polarisable

water models are usually lower than indicated by experimental and ab initio studies.
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This is because classical molecular simulations cannot account for the response of the

purely electronic degrees of freedom of the solvent. In practice, classical simulations

assume a relative permittivity of unity, i.e. equal to vacuum, for calculating electrostat-

ics using Coulomb's law. Under the Born-Oppenheimer approximation, however, it is

more realistic to think of molecules (i.e., nuclei) as immersed in a bath of electrons [324].

This leads to a higher relative permittivity of the surrounding medium, thus e�ectively

reducing the charges. Leontyev and Stuchebrukhov proposed that this e�ect can be

accounted for by instead using the high-frequency dielectric constant of water, which

describes the purely electronic response of the liquid phase, and thus managed to ap-

proximately reconcile the model dipole magnitudes with those of experimental studies

through a simple scaling law [30]

qmodel =
qliquid√
ε∞

(4.2)

where q is the charge and ε∞ is the high-frequency dielectric constant, which is com-

monly expressed as the square of the �uid's refractive index measured at the sodium

D-line frequency [326].

Reducing the magnitude of the charges works for a single environment (e.g., a pure

liquid) but is not valid when a change of said environment occurs; the model charges

will not alter their magnitude to re�ect the new level of screening and hence this will not

be captured in the di�erence between two MD simulations (say, in the gas and liquid

states). For this reason, Leontyev and Stuchebrukhov suggested a correction to try

and quantify this di�erence analytically. They de�ned this as the energy of solvating a

water molecule (in its liquid-phase con�guration) in a purely electronic continuum, i.e.

taking the molecule from vacuum (ε0) to a solution of electrons (ε∞). To this end, they

applied a simple solvation model to quantify the correction. The approach of Leontyev

and Stuchebrukhov can be seen as a thermodynamic cycle in Figure 4.3. It it similar

to that shown in Figure 4.2, but now includes the extra step of solvating the polarised

molecule in the purely electronic continuum (∆Gel). Their results for water [30] showed

that the two correction terms (distortion and electronic) almost cancelled each other

out, leaving an overall correction of around 5 kJ/mol. This correction turns out to be
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almost identical to that proposed by Berendsen et al. [31] in the development of SPC/E,

as well as close to those of other simple water models. They then theorise that the good

overall performance of these water models is due to cancellation of error, rather than

to a rigorous treatment of polarisation corrections.

L, µL, ε∞

G,µL, ε∞

G,µG, ε0

G,µL, ε0
∆Gel

∆Ghyd

∆GMD∆Gdist

Figure 4.3: Thermodynamic cycle proposed by Leontyev and Stuchebrukhov [324] for
calculating the hydration free energy of water. Red line indicates experimental route,
while the black lines represent steps in calculation by simulation

In this work, we bring together the various improvements presented in the work of

Swope et al. [322, 323] and Leontyev and Stuchebrukhov [324] into one uni�ed correc-

tion scheme, and, as a result, attempt to answer the following questions: 1) what is the

relative magnitude of the individual components of polarisation and to what extent do

they cancel out?; 2) is it necessary to include higher-order multipoles in polarisation

corrections or is simply using the leading dipole term su�cient?; 3) how sensitive is

the magnitude of the polarisation correction to di�erent values of the input variables

(e.g., multipole moments, polarisabilities)? In particular, we have extended the method

of Leontyev and Stuchebrukhov to calculate the electronic screening correction up to

quadrupoles and combined it with the expressions of Swope et al. [322] for the distortion

correction (also up to quadrupoles). After a detailed sensitivity study of these expres-

sions, we have evaluated the signi�cance of polarisation corrections in the calculation of

free energies of hydration and heats of vaporisation using Molecular Dynamics (MD) for

133



Chapter 4. Polarisation Corrections for Free Energy Calculations of Water

the 11 water models shown in Table 4.1. We will end this chapter with some general

conclusions and recommendations for future development of classical non-polarisable

molecular models.

4.2 Theory and Methods

4.2.1 Molecular Dynamics Simulations

Hydration free energies (∆GMD) for each of the classical non-polarisable water mod-

els presented in Table 4.1 were calculated using MD and thermodynamic integration

(TI). This followed closely the procedure described previously [327,328] and the reader

is referred to those publications for further technical details. MD simulations were car-

ried out with GROMACS [44,329] using the leap-frog algorithm [330] with a time step

of 2 fs. Simulations were performed in the NPT ensemble, with the temperature con-

trolled at 298 K using a Langevin stochastic-dynamics thermostat [331] and the pressure

controlled at 1.0 bar using the Parrinello-Rahman barostat [94]. A cut-o� of 1.2 nm

was used for LJ interactions, together with long-range dispersion corrections for energy

and pressure. Long-range electrostatics were handled with the PME method [64], also

using a cut-o� of 1.2 nm for the direct sum. Water molecules were kept rigid using

the SETTLE algorithm [332]. All simulations were carried out with at least 900 water

molecules in cubic boxes with periodic boundaries. Further details about MD algorithms

were presented earlier in Chapter 2.

Each system was �rst equilibrated for 5 ns, from which pure liquid properties were

calculated after discarding the �rst 1 ns. In particular, the total potential energy of the

liquid was sampled and used to calculate the enthalpy of vaporisation (∆Hvap) of water

according to

∆Hvap = Eliq − Evap +RT − CQM (4.3)

In this equation, Eliq is the molar potential energy of the pure liquid, Evap is the

potential energy of the vapour (it is strictly zero for all the models considered here, as

they contain no intramolecular contributions to the energy), R is the ideal gas constant,
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T is the temperature and CQM are quantum vibrational corrections. The value for CQM

(0.29 kJ/mol) at ambient temperature was taken from the work of Horn et al. [306] and

was added to both ∆Hvap and ∆GMD.

From the sampling period of the pure liquid simulations, we have extracted 50

evenly spaced con�gurations, which were used as starting points for TI calculations, as

described previously [327, 328]. These 50 con�gurations hence served as an ensemble;

ensemble simulations have been shown to be more precise and o�er more robust uncer-

tainty estimates [78, 79]. The usual procedure of decoupling solute-solvent interactions

using a coupling constant (λ) was applied, with LJ and electrostatic interactions de-

coupled in two separate stages. For the LJ part of the free energy, 15 λ values were

used - [0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9, 0.95, 1.0] - with λ

= 0.0 corresponding to a fully interacting solute. For the electrostatic component, �ve

λ points were used - [0.0, 0.25, 0.5, 0.75, 1.0]. The soft-core approach [81], with the

same parameters as reported previously [327, 328], was employed in the LJ decoupling

simulations in order to avoid instabilities in simulations close to λ = 1.0. Each starting

con�guration was run for 200 ps, with the gradient of the Hamiltonian being computed

over the last 180 ps of each trajectory. This was then averaged over all starting con�g-

urations (i.e., over a total of 9 ns for each value of λ) and integrated over all λ points,

according to

∆GMD =

∫ 1

λ=0
〈∂G(λ)

∂λ
〉λdλ (4.4)

It has been shown [333] that integrating the Hamiltonian gradient over λ using the

standard trapezoidal rule can lead to systematic errors in the free energy. In this work,

we have used cubic splines [334] to obtain a more accurate hydration free energy from

the individual simulation points. We calculated the standard error on the Hamiltonian

gradient for each λ value by sampling over the the 50 individual con�gurations. This was

then propagated for the solvation free energy and used to calculate the 95% con�dence

interval, which we report as error bars in our data tables and plots. All the averaging

and integration was carried out using GROMACS utilities and in-house scripts.

In order to compare vaporisation enthalpies and hydration free energies with exper-
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imental data, we applied the thermodynamic cycle depicted in Figure 4.3. The next

two sections describe how the two polarisation contributions were estimated.

4.2.2 Multipole Distortion Correction

Swope et al. [322, 323] proposed a set of equations that expands the distortion polar-

isation correction up to quadrupoles. In the process, they tested whether the usual

approximation of truncating the series at the leading dipole term was an acceptable

simpli�cation. They based their correction on a representation of the molecular elec-

tron density in terms of a multipole expansion. The full derivation can be found in their

�rst paper from 2010 [322] and therefore only the key concepts will be elucidated here.

In Einstein notation, their correction is

Edist =
1

2
αα,βVαVβ +

1

3
Aα,βγVαVβγ +

1

6
Cαβ,γδVαβVγδ + ... (4.5)

where V are the relevant derivatives of the external electric potential, whereas α, A and

C are the dipole-dipole, dipole-quadrupole and quadrupole-quadrupole polarisabilities,

respectively. The multipoles are linked to the electric-�eld vectors and polarisabilities

by

µα − µ0
α = −ααβVβ −

1

3
Aα,βγVβγ (4.6)

Θαβ −Θ0
αβ = −Aαβ,γVγ − Cαβ,γδVγδ (4.7)

where Θ represents the quadrupole moments as a column vector. These can then be

represented in matrix form as

3(µ− µ0)

Θ−Θ0

 = −

3α A

At C

 OV
OOV

 (4.8)

Hence, knowing the change of the multipoles upon entering the liquid phase and the

polarisability tensor, one can solve for the electric-�eld vectors and then obtain the

distortion free energy change of polarisation. However, a �nal step is necessary for the
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application of this set of equations. Although there are an equal number of equations

and unknowns (12), several are dependent due to symmetry. Swope et al. [322] applied

a spherical coordinate system to make this system of equations solvable, reducing the

number of both equations and unknowns to eight.

The above equations provide an estimate of the distortion energy term. In order to

apply them for the estimation of free energies, Swope et al. [323] made the argument

that

∆Gdist ≈ Edist (4.9)

Hence,

∆Gdist =
1

2
ααβVαVβ +

1

3
Aα,βγVαVβγ +

1

6
Cαβ,γδVαβVγδ + ... (4.10)

This assumption is accompanied by a caveat, namely that the "polarisation cost is

approximately constant over the range of thermally accessible conformations on either:

1) the unpolarised quantum-chemical potential surface; 2) the polarised �xed-charge

potential surface" [323]. Swope et al. thoroughly analysed this assumption in Appendix

B of their paper and found, at least for their chosen set of molecules/side chains, that

the assumption held well. In the least successful case, acetamide, this was attributed

to the high restructuring free energy cost of that particular molecule. Since the focus

of our study, water, does not have a complicated geometry, and Equation 4.9 was

valid for the most similar molecule in their test set (methanol), we do not foresee any

di�culties with this assumption.

Solving the above set of equations therefore requires three inputs: the gas-phase

multipoles, the liquid-phase multipoles and the polarisability tensor. The former can

be taken from experiment or high-level QM calculations. Assuming that the polarisabil-

ities are the same in the gas and liquid phases allows one to also obtain the polarisability

tensor from ab initio calculations. This leaves the liquid-phase multipoles to be deter-

mined, which is a well-known challenge [279]. In their �rst paper, Swope et al. [322]

validated their expressions by comparing distortion energies obtained directly from QM
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calculations in a dielectric continuum model with the results of their analytical treat-

ment and found good agreement between the two. We have tested the precision of our

implementation of the distortion-correction equations by successfully replicating the

calculation for water presented in their paper, starting from the original data kindly

provided by one of the authors [322].

In their subsequent paper [323], Swope et al. used their methodology to compare

solvation free energies from corrected classical MD simulations with experimental data.

In doing so, and similarly to Berendsen et al. [31], they used the e�ective multipole

moments of the classical models as an estimate of the liquid-phase moments. As dis-

cussed above, this can make a signi�cant di�erence to the magnitude of the positive

correction. Therefore, we believe that a re-evaluation of this method with more realistic

liquid multipole moments is in order.

4.2.3 Electronic Polarisation Correction

The previous two sections described how we accounted for the free energy contri-

butions due to intermolecular (classical, non-polarisable) interactions with the sur-

rounding medium (via MD and TI) and due to intramolecular polarisation e�ects (via

the distortion correction). The missing term, as postulated by Leontyev and Stuche-

brukhov [30,324], is the intermolecular nuclear-electron interactions, i.e. those between

the purely electronic continuum and the molecule being solvated. Since they de�ned

this as the free energy of solvating a water molecule in a solution of electrons, they

applied continuum solvation models to quantify this contribution. More precisely, the

simplest solvation model, the Born model [335], was used because it allows for an ana-

lytical solution. The Born model provides an expression for the free energy of solvation

of an ion in a spherical cavity surrounded by a uniform and in�nite dielectric contin-

uum. Kirkwood [336,337] later showed that the Born model was the leading term in an

expansion over all multipoles

∆Gsolv = −1

2

∞∑
l=0

l∑
m=l

(
ε− 1

ε+ l
l+1

)
|Mlm|2

R2l+1
(4.11)
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where M is any multipole with order l and component m, R is the radius of the cavity

and ε is the static dielectric constant of the continuum. The static dielectric constant

describes the response of the �uid to an electric �eld in the limit of zero frequency (i.e.,

a static electric �eld). As such, both nuclear and electronic responses are included in

this quantity. However, in our case we are not interested in the nuclear response of

the solvent, but rather in the purely electronic response due to the presence of a solute

molecule. Since the nuclei are much more massive than the electrons, they are much

slower and therefore cannot respond to the �eld when the frequency is very high. As

such, the relevant quantity for our purposes is the in�nite-frequency dielectric constant

(ε∞), which captures only the response of the electronic degrees of freedom of the

solvent. Thus our equation becomes

∆Gel = −1

2

∞∑
l=0

l∑
m=l

(
ε∞ − 1

ε∞ + l
l+1

)
|Mlm|2

R2l+1
(4.12)

Leontyev and Stuchebrukhov [30] only included the dipole term in their work, i.e. l =

1, but here we will extend this treatment to also include quadrupole contributions.

One problem with the Born/Kirkwood expression is that the term R (the cavity

radius) is not strictly de�ned, as well as being assumed to be spherical. The choice of

cavity radius is largely arbitrary, with three common choices being: i) the radius of a

sphere of volume equal to the molecular volume of the pure liquid; ii) the molecular

length plus the Van der Waals radii of the outermost atoms; iii) adding a constant

term (0.5 Å) to the value obtained from the molar volume of the pure liquid [338].

Additionally, some authors, such as Luo et al. [338], have attempted to �nd a unique

theoretical determination of the cavity radius. However, this radius is only unique for

a given set of multipoles, i.e. a speci�c QM calculation. In general, consideration of

multipoles of higher magnitudes lead to smaller cavity radii.

One way to introduce a degree of self-consistency is to use a modi�ed version of

the Onsager reaction �eld model [339] developed by Barker and Watts [340]. Usually,

this is used to make the Born model self-consistent by replacing the liquid-phase dipole

with the gas-phase dipole plus a distortion of this dipole induced by an electric �eld.
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However, in our case (similarly to Leontyev and Stuchebrukhov [30]), we want to use the

reaction �eld to make the cavity radius (R) self-consistent. The two necessary equations

are

µ = µ0 + αF (4.13)

F =
ε− 1

ε+ 1
2

µ

R3
(4.14)

The �rst merely expresses the dipole in solution (µ) as a function of the permanent

(i.e., gas phase) dipole (µ0) plus a distortion through an electric �eld (F ) multiplied by

the isotropic polarisability (α). The second is the reaction-�eld equation. Equating the

two �elds gives us

F =
ε− 1

ε+ 1
2

µ

R3
=
µ− µ0

α
(4.15)

Then we arrange for R

R =

(
ε− 1

ε+ 1
2

µα

µ− µ0

) 1
3

(4.16)

This way, the cavity radius is an analytical function of its environment. For simplicity,

this equation only includes the dipole but could potentially be expanded to obtain an

estimate of the cavity radius that includes quadrupoles. A �nal point has to be made

here about the choice of dielectric constant in Equation 4.16. In the case of the

calculation of the cavity radius, the static dielectric constant of the �uid is used in

order to provide an appropriate estimate of the electric �eld caused by the surrounding

solvent.

4.2.4 Analysis of AIMD Trajectories

As part of this study, Schienben and Marx generously provided us with the trajectory

of their recent AIMD study of water [48] and from this we were able to calculate the

multipole moments of liquid water. In this section, we will brie�y elucidate how the
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trajectory was analysed.

The output �les provided by Schienbein und Marx consisted of coordinates of all

atoms (given as H and O in the trajectory output �les) and maximally localised Wannier

functions, where two electrons of an orbital are localised at a point in space, (X), from

each frame of their trajectory. These were analysed using an in-house Python script.

Although the dipole is origin independent, the traceless quadrupole is not. For this

reason the coordinates of all water molecules were altered so that the oxygen atom lay

at the origin. Then all water molecules were rotated so that they lay along the same

plane. Subsequently the dipoles were calculated as:

µi =
∑
l

ri,lql (4.17)

where i refers to the coordinate of the atom along the i-axis and l refers to the atom in

the molecule. The overall dipole was then calculated as

µ =
√
µ2
x + µ2

y + µ2
z (4.18)

For quadrupoles, this was

Θij =
∑
l

ql(3ri,lrj,l − ||rl||2δij) (4.19)

where i and j are refer to the coordinates of atom l along the i- and j-axes, respectively,

δij is the Kronecker delta and ||rl|| is the magnitude of the vector rl. The charges (ql)

of the ion centres (O and H) correspond to the number of outer electrons of each but

positive, since these are treated as nuclei; qO is hence +6e and qH is +1e. Each Wannier

function has a charge of -2e since it corresponds to the coordinate of a localised orbital.

Since the calculations of Schienbein and Marx were carried out at the QM level,

the angles and bond lengths of the individual water molecules were not constrained.

This meant that some were not symmetrical, leading to non-diagonal elements of the

3×3 quadrupole matrix being non-zero. In order to make all molecules comparable the

quadrupole matrices were diagonalised so that all o�-diagonal elements were equal to
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zero. The e�ect of this was minor (less than a percent di�erence in the quadrupole

magnitudes) and was done purely for the sake of consistency.

The major (Θ2) and minor (Θ0) quadrupoles were then computed as

Θ2 = Θzz +
1

2
Θxx (4.20)

Θ0 = Θxx (4.21)

µ, Θ0, Θ2 were calculated for every molecule in every frame of the trajectory, 12,928 in

total. These were then summed and divided by the total number of molecules (12,928) to

give the average value of each property. These were then binned to provide a distribution

of each property. Similarly, for every molecule the necessary polarisation correction was

calculated, summed and averaged in order to give the average polarisation correction

per molecule.

4.3 Results and Discussion

Our �rst objective is to assess the performance of classical non-polarisable water models

in reproducing the free energy of hydration and the enthalpy of vaporisation. Clearly,

a consistent model should be able to predict both of these properties to a good degree

of accuracy. The results of our MD calculations for all the water models in Table 4.1

are reported in Table 4.2.

Figure 4.4 shows the deviations between MD results and experimental data for

each of those properties, plotted against each other with horizontal and vertical error

bars. In this plot, a model showing perfect agreement with experiment would be located

at the origin. To obtain the red points in Figure 4.4, we have included the distortion

correction proposed by Berendsen at al. [31], i.e. Equation 4.1, using the dipole

moments of each model as a proxy for the liquid-phase dipole, in the calculation of

both ∆Hvap and ∆GMD. This corresponds to the state-of-the-art in the development

of non-polarisable water models [302, 308�310]. It is worth noting that, by convention,

∆Hvap is positive, as it is measured as a change from liquid to vapour (hence it implies

an increase in energy), while ∆Ghyd is negative, going from the vapour to the liquid.
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Table 4.2: Calculated heat of vaporisation and free energy of self-solvation data for
various water models with two di�erent polarisation corrections. All energies are given
in units of kJ/mol

Model Berendsen Correction
∆Hvap ∆Ghyd

None Berendsen None Berendsen
SPC 3.58 43.9 40.3 -25.8 -22.3
TIP3P 5.11 42.3 37.1 -25.3 -20.2
TIP4P 2.18 43.6 41.4 -25.2 -23.0
SPCE 5.11 49.0 43.8 -29.5 -24.4

TIP4P-Ew 4.51 48.6 44.1 -28.9 -24.4
TIP4-P2005 4.22 50.0 45.7 -29.8 -25.5
TIP4P-Ice 6.82 56.2 49.3 -34.6 -27.8
H2ODC 6.68 50.4 43.7 -30.4 -23.7

TIP4P-FB 6.87 51.4 44.6 -31.7 -24.8
TIP4P-ε 7.03 51.9 44.9 -31.7 -24.7
OPC 8.19 53.6 45.4 -33.2 -25.0

Therefore, a model that yields a liquid-phase potential energy that is, say, too negative,

will overestimate ∆Hvap and likely underestimate ∆Ghyd. For the same reason, when

the distortion correction is added to ∆Hvap, it takes a negative sign, while it is positive

when added to ∆Ghyd.

As expected when the Berendsen correction is applied (red line), the Generation-I

models perform rather poorly, signi�cantly overpredicting ∆Ghyd and underpredicting

∆Hvap. This is mainly because, although ∆Hvap was a target in the parametrisation of

those models, the distortion correction was not accounted for in this process. Conversely,

models of Generations II and III predict ∆Hvap rather well (the exception is TIP4P-Ice,

which was not designed to do so). However, all of these models (again with the exception

of TIP4P-Ice) systematically overestimate the hydration free energy, albeit not by a very

large amount. What is most striking in this analysis, however, is that the performance of

all the models falls on a straight line (R2 = 0.9905) that does not pass through the origin.

This suggests that, using the current approach for force �eld development, no classical

non-polarisable water model will be able to simultaneously predict the enthalpy of

vaporisation and the free energy of water hydration. In fact, the intercepts of the linear

�t shown in Figure 4.4 tell us that the models that give the best performance for ∆Hvap

overestimate ∆Ghyd by about 2 kJ/mol, while a hypothetical model that would be tuned
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Figure 4.4: Deviations between simulation and experiment for the hydration free energy
and enthalpy of vaporisation of 11 di�erent non-polarisable water models (as shown in
Table 4.1). Generation-I models are represented by solid circles, Generation-II ones
by open squares and Generation-III models by shaded diamonds. The di�erent colours
represent di�erent approaches to polarisation corrections: no correction (blue points),
Berendsen's correction (red points)

to match ∆Ghyd would overestimate ∆Hvap by about 3 kJ/mol. Although these are not

very large values, they are much larger than the uncertainty of the calculations (about ±

0.2 kJ/mol). Of course, our analysis is not exhaustive, and it is always possible to argue

that a model could be found within the current paradigm that could �t both properties

simultaneously. However, we argue that the analysis of Figure 4.4 is compelling enough

to warrant a rethink of the way polarisation corrections are currently handled in the

parameterisation of classical non-polarisable models.

Further insight is obtained by analysing the blue points in Figure 4.4. These

were obtained by comparing simulations to experiments without applying any polari-

sation corrections to either property. This corresponds to the paradigm used in earlier

model development (prior to 1987) and unsurprisingly leads to good performance for

the Generation-I models in predictions of ∆Hvap (and correspondingly poor perfor-

144



Chapter 4. Polarisation Corrections for Free Energy Calculations of Water

mance for the more recent models). What is perhaps surprising here is that a linear �t

leads to an intercept very close to zero (0.51 kJ/mol). In particular, the SPC model is

able to predict both energetic properties rather satisfactorily. Of course, it is now well

known that these Generation-I models present serious de�ciencies in their description

of other structural and thermodynamic properties of water (e.g., temperature of maxi-

mum density, phase diagrams, di�usion coe�cient) [272]. This leaves us with a paradox

- newer models are now able to provide a very good description of most water proper-

ties [302,307,310], but lead to systematic deviations in the hydration free energy; older

models are able to predict the latter quite well, but lead to a generally poor description

of liquid water. In this context, it is interesting to note that despite decades of advances

in water-model development, the majority of simulations of biomolecular systems and of

solvation free energy calculations still make use of rather outdated Generation-I models,

such as SPC or TIP3P [302].

To address this apparent paradox, we delve deeper into the issue of polarisation

corrections. As discussed in the methodology, application of more rigorous procedures

[30, 322�324] requires data on the polarisability tensors of water in the gas phase, as

well as estimates of the multipole moments of water in the liquid phase (at least up to

quadrupoles). The latter, in particular, are subject to a great degree of uncertainty,

due to the well-known di�culty in separating the contributions of each molecule in

a QM simulation of a condensed phase [279]. Indeed, there are relatively few QM

studies that report both molecular dipoles and quadrupoles for liquid water; most of

these have been collected by Niu et al. in their recent paper [341]. Due to the simple

geometry of water, all of its constituent atoms can be placed along one plane, with

the hydrogens placed symmetrically across the bisector. Since water has one dipole,

this means that only one component of the dipole vector will be non-zero. In our

representation, the dipole is oriented along the z-axis. For the quadrupoles (we use

the traceless version, in keeping with the work of Swope et al.), this means that only

the diagonal components will be non-zero, i.e. three components. However, since the

trace (the sum of the diagonal) must be equal to zero, this leaves us with only two

independent quadrupolar components; thus three independent parameters over both
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dipoles and quadrupoles. The QM data collected by Niu et al. are reproduced in

Table 4.3, together with the experimental values for water in the gas phase. We also

include results calculated by applying Wannier functions to individual water molecules

in the trajectories of AIMD simulations of Schienbein and Marx [48]. The procedure

for extracting these results was described in Section 4.2.4. The results shown in

Table 4.3 for the liquid multipoles can be split into two groups: hybrid quantum

mechanics/molecular mechanics (QM/MM) studies (entries 2�4) and AIMD (entries

1, 5 and 6).

Table 4.3: Dipole and quadrupole moments of water from various quantum-mechanical
calculations

Calculation µ (D) Θ0 (D.Å) Θ2 (D.Å)
Gas - Experimental [46] 1.86 0.11 2.57
Liquid - AIMD (2) [342] 2.43 0.10 2.72
Liquid - QM/4MM [341] 2.49 0.13 2.93

Liquid - QM/230TIP5P [343] 2.55 0.20 2.81
Liquid - QM/4TIP5P [341] 2.69 0.26 2.95
Liquid - AIMD (3) [48] 2.88 0.30 3.32
Liquid - AIMD (1) [280] 2.95 0.18 3.27

A signi�cant degree of variability can be seen in the multipole moments for the

liquid, with dipole moments between 2.43 and 2.95 D. Although there is still some

debate in the literature about the magnitude of the dipole moment of liquid water,

evidence from a variety of theoretical approaches is converging upon values between 2.8

and 3.0 D. The early AIMD studies of Parrinello and co-workers [279,280] made use of

maximally localised Wannier functions to isolate the contributions of each molecule in

the liquid, leading to dipole moments in good agreement with estimates obtained from

experimental X-ray scattering [47] and from the experimental refractive index using

a mean-�eld approach [344]. Although it was subsequently shown that the non-local

exchange-correlation functionals used in early AIMD studies lead to an overstructured

liquid phase with incorrect density [287], more recent simulations using hybrid and

dispersion-corrected functionals yield quite similar values for the dipole moment [48,

281,283,286]. Dipole moments around 3.0 D were also obtained from MP2 calculations

on large water clusters [312] and from MD simulations using an ab initio dipole moment
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surface [345]. Given this mounting evidence, we consider that our calculations based on

the very recent and highly accurate simulations of Schienbein and Marx [48] represent

the best currently available estimates of the multipole moments of liquid water.

Since the full polarisability tensor cannot be obtained directly from experiment,

the results of QM studies were used. In particular, we have gathered data from three

separate studies where relatively high levels of theory were employed [346�348]. For

completeness, we have also considered the data set used by Swope et al. [322], kindly

provided by one of the authors, even though it made use of a comparatively low level

of theory. All the non-zero values of the polarisability matrices used in this work can

be found in Table 4.4. Overall, we have tested six di�erent polarisability matrices,

calculated using three di�erent computational approaches (DFT, MP2 and Coupled

Cluster). Together with the six di�erent sets of multipole moments, this results in 36

individual data sets.

Table 4.4: All non-zero components of the polarisation tensors used in this work given
in atomic units. α = dipole-dipole polarisability matrix, A = dipole-quadrupole
and C = quadrupole-quadrupole. * = d-aug-cc-pVQZ = [7s6p5d4f3g/6s5p4d3], � =
cc-pv(t+d)z, � = [5s3p2d/3s2p], ♦ = d-aug-cc-pVQZ = [7s6p5d4f3g/6s5p4d3]

Component
Polarisability Tensor

B3LYP� B3LYP* MP2* CCSD* CCSD(T)� CCSD(T)♦
αx,x 5.517 9.769 9.488 8.976 9.70 9.25
αy,y 8.510 10.204 9.942 9.712 10.06 9.874
αz,z 7.285 9.965 9.691 9.310 9.71 9.529
Ax,xz -1.42 -1.12 -1.08 -0.88 0.98 -1.04
Ay,yz -6.50 -5.47 -4.96 -5.01 -2.08 -5.11
Az,xx 3.93 2.96 2.65 2.65 3.64 2.72
Az,yy -3.57 -2.06 -1.79 -2.00 -3.25 -1.93
Az,zz 0.36 -0.89 -0.86 -0.65 -0.39 -0.79
Cxx,xx 5.97 18.23 16.27 15.18 13.73 15.65
Cxx,yy -4.63 -9.26 -8.31 -7.87 -8.44 -8.09
Cxx,zz -1.34 -8.96 -7.96 -7.30 -5.29 -7.57
Cyy,yy 8.75 16.55 15.03 14.29 13.58 14.67
Cyy,zz -4.12 -7.29 -6.72 -6.42 -5.14 -6.59
Czz,zz 5.46 16.26 14.68 13.72 10.43 14.15
Cxy,xy 4.63 12.84 11.51 10.73 6.90 11.10
Cxz,xz 3.20 12.97 11.59 10.75 5.99 11.13
Cyz,yz 7.82 13.96 12.56 12.03 8.02 12.34
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First of all, we considered the e�ect of the method and basis-set size for calculating

the polarisability tensor of water. The overall polarisation corrections for all multipole

sets and polarisation tensors are shown in Table 4.7, while the corresponding individual

components for the distortion and electronic corrections are shown in Tables 4.5 and

4.6.

Table 4.5: Distortion correction for di�erent sets of multipoles and polarisability ma-
trices at various levels of theory. * = d-aug-cc-pVQZ = [7s6p5d4f3g/6s5p4d3], � =
cc-pv(t+d)z, � = [5s3p2d/3s2p], ♦ = d-aug-cc-pVQZ = [7s6p5d4f3g/6s5p4d3]

Calculation
Multipole Distortion Correction (kJ/mol)

B3LYP � B3LYP * MP2 * CCSD * CCSD(T) � CCSD(T) ♦
AIMD (2) 13.4 7.8 8.2 8.3 8.6 8.2
QM/4MM 23.9 12.0 12.6 12.9 13.5 12.8

QM/230TIP5P 21.7 11.8 12.4 12.7 13.1 12.5
QM/4TIP5P 36.7 18.5 19.5 20.3 21.0 19.7
AIMD (3) 80.2 35.9 38.1 40.4 42.5 38.8
AIMD (1) 78.6 37.9 40.1 41.3 43.4 40.7

Table 4.6: Electronic polarisation correction for di�erent sets of multipoles and polaris-
ability matrices at various levels of theory: * = d-aug-cc-pVQZ = [7s6p5d4f3g/6s5p4d3],
� = cc-pv(t+d)z, � = [5s3p2d/3s2p], ♦ = d-aug-cc-pVQZ = [7s6p5d4f3g/6s5p4d3]

Calculation
Electronic Solvation Correction (kJ/mol)

B3LYP � B3LYP * MP2 * CCSD * CCSD(T) � CCSD(T) ♦
AIMD(2) -25.6 -16.5 -17.2 -18.0 -17.0 -17.4
QM/4MM -31.1 -19.9 -20.8 -21.7 -20.5 -21.1

QM/230TIP5P -33.5 -21.5 -22.5 -23.5 -22.2 -22.8
QM/4TIP5P -44.2 -28.3 -29.6 -30.9 -29.1 -29.9
AIMD (3) -64.6 -40.8 -42.7 -44.7 -42.1 -43.3
AIMD (1) -68.4 -43.4 -45.4 -48.1 -44.7 -46.0

Studying these results, it is clear that the distortion and electronic corrections largely

cancel out, leaving an overall correction of much smaller magnitude than the individual

terms. Furthermore, Table 4.7 shows that the two results calculated with small basis

sets (B3LYP� and CCSD(T)�) are outliers, which con�rms the importance of using

a large basis set in the calculation of polarisabilities [349]. This leaves four sets, all

calculated with the same high-level basis set (d-aug-cc-pVQZ). These remaining sets

show a converging trend in the value of the overall correction as the level of theory

increases. The di�erence between the highest and lowest values for the overall correction

148



Chapter 4. Polarisation Corrections for Free Energy Calculations of Water

varies between 0.7 and 1.5 kJ/mol, although this would be signi�cantly smaller (0.2 to

0.6 kJ/mol) were we to discard CCSD* as an outlier. In any case, it can be seen that

the error introduced from the polarisation tensor is fairly small, provided an adequate

level of theory is employed. From this point on, we will only consider that of Loboda

et al. [348] (CCSD(T)♦), since it is calculated at the highest level of theory with the

largest basis set.

Table 4.7: Overall solvation correction for di�erent sets of multipoles and polarisability
matrices at various levels of theory. * = d-aug-cc-pVQZ = (7s6p5d4f3g/6s5p4d3) (Ref-
erence [346]), � = cc-pv(t+d)z (Reference [322]), � = (5s3p2d/3s2p) (Reference [347]),
♦ = d-aug-cc-pVQZ = (7s6p5d4f3g/6s5p4d3) (Reference [348])

Calculation
Overall Solvation Correction (kJ/mol)

B3LYP� B3LYP* MP2* CCSD* CCSD(T)� CCSD(T)♦
AIMD (2) -12.2 -8.7 -9.0 -9.7 -8.4 -9.2
QM/4MM -7.3 -8.0 -8.2 -8.9 -7.0 -8.3

QM/230TIP5P -11.8 -9.7 -10.1 -10.8 -9.1 -10.3
QM/4TIP5P -7.5 -9.8 -10.1 -10.6 -8.1 -10.3
AIMD (3) 15.6 -5.0 -4.7 -4.3 0.4 -4.5
AIMD (1) 10.2 -5.5 -5.3 -6.8 -1.3 -5.3

Next, we look at the breakdown of the components of the overall correction for all

our multipole sets in Table 4.8. What is immediately clear is that the multipole set

is a much larger source of uncertainty than the polarisation matrix, with the di�erence

between the largest and smallest corrections being 5.8 kJ/mol. Additionally, the �rst

four entries in Table 4.8 are quite di�erent to the last two, which is unsurprising,

since the last two entries have dipoles (2.88 and 2.95 D, respectively) that are much

closer to the experimental value (2.9 D) [47]. Furthermore, it can be seen that the

overall correction is a near cancellation of the two individual contributions, especially

for the the last two entries. Another aspect worth mentioning is that the last two sets of

multipoles, those closest to the experimental estimate, yield values for the cavity radius

in the Onsager model that are quite close to the value estimated from the experimental

liquid density - 1.554 Å (see Section 4.2.3). This a�ords an additional degree of

consistency to our approach for estimating the polarisation correction.

Although both e�ects cancel out to a signi�cant extent, for almost all cases the

negative contribution is larger in magnitude, leading to an overall negative correction.
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Table 4.8: Breakdown of corrections for various multipole sets using the polarisability
tensor of Loboda et al. [348] µ = Dipole, Θ = Quadrupoles

Calculation Cavity Radius (Å)
∆Gel (kJ/mol) ∆Gdist (kJ/mol) Total (kJ/mol)
µ Θ µ− µ µ−Θ Θ−Θ

AIMD (2) 1.808 -10.2 -7.3 7.5 -0.6 1.3 -9.2
QM/4MM 1.763 -11.5 -9.6 9.9 -1.5 4.4 -8.3

QM/230TIP5P 1.724 -12.9 -9.9 11.4 -1.3 2.4 -10.3
QM/4TIP5P 1.650 -16.4 -13.6 16.9 -2.3 5.1 -10.3
AIMD (3) 1.575 -21.6 -21.7 27.4 -5.4 16.8 -4.5
AIMD (1) 1.554 -23.6 -22.4 30.3 -5.2 15.7 -5.3

As described above, the magnitude of the correction tends generally to decrease as

the multipole moments of the liquid phase increase. However, because there are three

variables that can change independently between di�erent rows (one dipole and two

quadrupoles), it is not easy to discern clear trends from Table 4.8. In order to better

elucidate the interplay between the two competing correction factors, we have simpli�ed

the calculation by assuming a relationship between the two quadrupole moments and

the dipole moment (see Figures 4.5 and 4.6). This allows us to obtain an approximate

estimate of the polarisation corrections using only the dipole moment as a free variable.

The results using the polarisability matrix of Loboda [348] are plotted in Figures 4.7

and 4.8. It is important to emphasise that this procedure was carried out merely for

mathematical convenience; we are not suggesting that any physical dependence of the

quadrupole magnitudes on the value of the dipole moment actually exists.

Figure 4.7 shows how the magnitude of both corrections depends on the multipole

moments of the liquid. The positive correction is equal to zero at a dipole magnitude

equal to 1.86 (the start of the x-axis in this case), since this is equal to the gas-phase

dipole, i.e. no polarisation has yet occurred so the multipoles are not yet distorted.

The negative contribution is also zero; there are no other molecules to interact with the

gas-phase molecule and produce a reaction �eld. This corresponds physically to a cavity

of in�nite size (see Equation 4.16), which would cause the continuum correction to

tend to zero. One interesting result is the point of intersection between the positive and

negative corrections, i.e. where the overall correction is exactly zero. In our case, the

crossover is at 3.07 D, which is slightly higher than the experimental value of 2.9 D [47].

Again, in qualitative agreement with Leontyev and Stuchebrukhov [30], this strongly
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Figure 4.5: Fit of major quadrupole magnitude (Θ2) to dipole magnitude (µ) for the
parametric study. Fit: Θ2 = 0.664µ2 − 2.50µ+ 4.92, R2 = 0.93

suggests that if realistic liquid multipole moments are used, the overall correction will

be relatively small in magnitude.

In Figure 4.8, the overall correction is broken down into the individual multipole

components (dipoles (µ) and quadrupoles (Θ)) using the polarisability matrix of Loboda

[348]. The decomposition is as follows:

∆Gµ = ∆Gdist:µ−µ +
1

2
∆Gdist:µ−Θ + ∆Gel:µ (4.22)

∆GΘ = ∆Gdist:Θ−Θ +
1

2
∆Gdist:µ−Θ + ∆Gel:Θ

If only the dipole contributions are used, the correction becomes positive for dipoles

larger than 2.73 D. However, the quadrupole contribution is strongly negative up to

high values of the dipole moment (intercept at 3.28 D), shifting the intercept of the

overall correction to 3.07 D. This implies that, at dipoles close to the experimental value

of 2.9 D, the change in magnitude of the dipole hinders solvation, whereas the change in
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Figure 4.6: Fit of minor quadrupole magnitude (Θ0) to dipole magnitude (µ) for the
parametric study. Fit: Θ2 = 0.0924µ2 − 0.302µ+ 0.341, R2 = 0.48

the quadrupole promotes it. It also explains why our overall polarisation correction is

small and negative, while Leontyev and Stuchebrukhov [30], who considered only dipole

contributions, obtained a small positive correction in their analysis.

Up until now, we have worked only in terms of the average values of the liquid-phase

multipole moments. In reality, a range of �uctuating geometries will be present in the

liquid, leading to a distribution of multipole magnitudes. As was explained in Section

4.2.4, the AIMD trajectories of Schienbein and Marx [48] allowed us to calculate the

distributions of dipoles and both quadrupole moments in liquid water. The results are

shown in Figure 4.9, where it can be seen that the distribution is nearly symmetric for

all multipoles. The distributions for the dipole and major quadrupole seem very similar,

both exhibiting a sharp maximum. However, plotting the major quadrupole with respect

to the dipole for each molecule showed no correlation between the two properties (see

Figure 4.10). The same is true for the minor quadrupole (Figure 4.11), which in any

case shows a much wider distribution than the other two multipoles.

In order to test whether using the average multipoles is a good proxy for the whole
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Figure 4.7: Absolute values of the two competing polarisation correction factors as a
function of the dipole moment of liquid water using the polarisability tensor of Loboda
et al. [348]
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Figure 4.8: Dipole and quadrupole components of the overall polarisation correction
(sum of distortion and electronic contributions) as a function of the dipole moment of
liquid water using the polarisability tensor of Loboda et al. [348]
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Figure 4.9: Multipole distributions calculated from data provided by Schienbein and
Marx from their AIMD study of liquid water [48]

multipole distributions, the polarisation correction was calculated for all 12,928 indi-

vidual water molecules in the AIMD trajectory and then averaged. The aggregated

results of the distribution analysis are shown in Table 4.9, along with the equivalent

calculation using the average multipoles. For each case, we considered two di�erent

ways of calculating the cavity radius: i) applying equation (16) to each individual set

of multipoles; ii) using a �xed value obtained from the experimental liquid density (i.e.,

1.554 Å).

The results in Table 4.9 show that using the average multipoles as a proxy for

the full distribution produces results which are more negative by about 5 kJ/mol, i.e.

a signi�cant discrepancy. Since the full distribution is a better representation of the

physical reality of liquid water, we believe that these results are a better estimate of the

necessary polarisation correction. Additionally, we can see that using the �xed rather

than the individually calculated cavity radius produces results that are more negative
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Figure 4.10: Relationship between the dipole (µ) and the major quadrupole (Θ2). Cal-
culated from data provided by Schienbein and Marx. There are 12,928 data points (101
frames, 128 water molecules per frame)

by about 2 kJ/mol. This is due to the generally smaller cavity radius in the �xed

version, increasing the negative correction.

From Table 4.9, it can also be seen that although the dipole-dipole interactions for

the multipole-distortion component are indeed the largest contribution, they are by no

means dominant; they are generally a little more than twice as large as the quadrupole

component. Nevertheless, the sum of the dipole-quadrupole and quadrupole-quadrupole

interactions (i.e., the missing terms in a dipole-only treatment) is in almost all cases

larger than the overall corrections, i.e. extremely important due to the delicate balance

between the positive and negative corrections. For the electronic correction, this e�ect

is even more pronounced; the quadrupole contributions are equal or larger than the

dipole ones. Additionally, using only dipole terms, the overall correction in every case

would be more positive, whereas including quadrupoles makes the overall corrections

more negative. This questions the conventional wisdom that accounting only for dipole-

dipole interactions is su�cient. Indeed, it also begs the question as to whether excluding
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Figure 4.11: Relationship between the dipole (µ) and the minor quadrupole (Θ0). Cal-
culated from data provided by Schienbein and Marx. There are 12,928 data points (101
frames, 128 water molecules per frame)

multipole moments above quadrupoles (as in our case) is also a reasonable assumption.

Finally, in Table 4.10, we compare the results for the overall polarisation correc-

tion when di�erent approximations are used: i) only dipoles are considered and the

distortion correction is estimated using Equation 4.1 (Row 1); ii) the electronic sol-

vation correction as per Leontyev and Stuchebrukhov [30,324] is added, but only using

dipoles. (Rows 2 and 3); iii) the full treatment, up to quadrupole moments, is employed

(Rows 4 and 5, respectively). In all cases, the whole multipole distribution of Schienbein

and Marx [48] was used and the �nal values are the average of the correction over all

molecules and frames. We can see that using up to quadrupoles with both terms results

in a lower correction, regardless of the method chosen to calculate the cavity radius. In

both cases it can also be seen that using the �xed cavity radius, calculated from the

liquid density, produces a slightly more negative result; the dipole-only correction is

reduced from 1.6 to 1.0 kJ/mol and the combined correction from 0.8 to -1.4.

Having analysed in detail the e�ect of each variable on the calculation of polarisation
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Table 4.9: Breakdown of corrections calculated from the AIMD trajectories of Schien-
bein and Marx [48] and the polarisability tensor of Loboda et al. [348] using di�erent
approaches (see text). µ = dipole, Θ = quadrupole.

Method
Cavity Radius (Å)

∆Gel (kJ/mol) ∆Gdist (kJ/mol) Total (kJ/mol)
Multipoles Cavity Radius µ Θ µ− µ µ−Θ Θ−Θ

Average Calculated 1.575 -21.6 -21.7 27.4 -5.4 16.8 -4.5
Average Fixed 1.554 -22.5 -23.2 27.4 -5.4 16.8 -7.0

Distribution Fixed 1.575 -21.8 -22.1 29.0 -5.6 21.6 1.0
Distribution Calculated Variable -22.1 -22.1 29.0 -5.6 21.6 0.8
Distribution Fixed 1.554 -22.7 -23.7 29.0 -5.6 21.6 -1.4

Table 4.10: Comparison of di�erent methods for polarisation corrections. In all cases,
the multipole data of Schienbein and Marx [48] and the polarisability tensor of Loboda
et al. [348] were used. All energetic corrections are given in kJ/mol

Method Multipoles R ∆Gdist ∆Gel Total
Berendsena [31] µ N/A 5.4 - 5.4
Leontyev [324] µ Variable from dipole 23.7 -22.1 1.6
Leontyev [324] µ Fixed (liquid density) 23.7 -22.7 1.0
This Work µ+ Θ Variable from dipole 44.9 -44.1 0.8
This Work µ+ Θ Fixed (liquid density) 44.9 -46.3 -1.4

a Berendsen correction is average correction over all water models shown in Table 4.1,
i.e. using the model dipole in each case as the estimate for the dipole of liquid water

contributions, we are now in a position to identify our best estimate for the overall

polarisation correction and revisit the MD results shown in Figure 4.4. As discussed

above, our best estimate is obtained using the polarisability tensor at the highest level

of theory (Loboda's [348]) and the multipole distribution of Schienbein and Marx [48].

As can be seen from Table 4.10, our �nal value could be either 0.8 or -1.4 kJ/mol,

depending on which method for de�ning the cavity radius is chosen. Since the cavity

radius is not a strictly de�ned property, it is hard to judge which method is more

"correct" and we shall therefore consider both in our �nal analysis. We applied each

of these corrections to the enthalpy of vaporisation and hydration free energy results

calculated from MD simulations for the 11 non-polarisable water models. Fitting a

linear trend through each of these data sets, we obtained the dashed and dotted lines

shown in Figure 4.12. The linear �ts yield slightly positive intercepts; 0.13 kJ/mol for

the �xed cavity radius and 0.74 kJ/mol for the variable cavity radius. The trend lines

obtained by applying the original Berendsen correction (intercept = 2.0 kJ/mol) and

applying no polarisation correction (intercept = 0.52 kJ/mol) are also shown in Figure
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4.12 for comparison.
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Figure 4.12: Linear �ts for the results of the water models in Table 4.1 using di�erent
values of the polarisation correction: Berendsen's original correction using model dipoles
and our corrections (using either a �xed or a variable cavity radius) obtained from the
multipole distributions calculated from the work of Schienbein and Marx [48]

The di�erence between the two best estimates of the polarisation correction gives an

idea of the uncertainty of our procedure. Taking this into account, it is clear that the po-

larisation correction for water should be close to zero, corresponding to almost complete

cancellation of the distortion and electronic contributions. This leads to an intercept

close to the origin in Figure 4.12. In contrast, as discussed previously, applying the

Berendsen correction with model dipoles, as done in most water-model parametrisation

e�orts, leads to a systematic deviation between enthalpy of vaporisation and hydration

free energy predictions. The implication of our analysis is that it should be possible, at

least in principle, to design a new water model that is able to simultaneously predict

both these properties, while at the same time yielding an accurate description of other

liquid properties.
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4.4 Conclusions

In this chapter an analytical method for calculating polarisation corrections for MD

simulations has been presented. This is based on two competing corrections to describe

the electronic changes that molecules undergo when leaving the gas phase and entering

the liquid phase. These are, namely, the cost (always positive for hydration) of distorting

the electron density from one appropriate for the gas phase to that present in the

condensed liquid phase, and the energetic advantage (always negative for hydration)

arising from interaction between the molecule and the surrounding polarised electron

clouds of the other molecules in the �uid. Our example here is based on water due to the

large amount of data available for this molecule. We con�rm that the overall polarisation

correction is a near cancellation of the above two fairly large competing factors, which

explains why early water models have been able to achieve good performance while

neglecting them.

In the present work, multipoles up to quadrupoles have been used, whereas usually

only dipoles are applied. It has been shown that the contribution of quadrupoles is not

negligible in comparison to that of the water dipole, ranging from 50 to 100% of the value

of the dipole correction for both positive and negative corrections. We have also shown

that the impact of the polarisability tensor on the value of the polarisation correction

is relatively small, provided a high enough level of theory is used in the underlying

QM calculations. Additionally, we have calculated the correction for a distribution of

liquid-phase water molecules (based on the AIMD data of Schienbein and Marx [48]);

in this way we have shown that using the average multipoles underestimates the value

of the correction, making it more negative. In general, the near cancellation of the

two contributions described above means that any errors in the calculation of either

component will be magni�ed in the �nal result. Taking all these factors into account,

we obtain an overall polarisation correction that is close to zero, with an estimated

uncertainty of around ± 1 kJ/mol.

Although our treatment represents a clear advance over existing approaches, it still

relies on several assumptions, the validity of which requires future testing. For instance,
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we have assumed that the gas-phase polarisability tensor can also be applied in the liq-

uid phase. Although this is a commonly used approach, it is unclear to what extent the

polarisabilities will change due to the presence of surrounding molecules. Furthermore,

we have truncated our multipole expansion at the quadrupoles and have shown that the

contribution of the latter is signi�cant. Similarly, it is possible that higher-order multi-

poles will have a non-negligible contribution to polarisation. Finally, we have employed

a very simple continuum model to calculate the electronic polarisation contribution,

motivated by the need for an analytical expression. This is likely a reasonable approx-

imation for water, as it is a small and nearly spherical molecule. However, much more

accurate continuum methods exist [350], and their application to the calculation of the

electronic polarisation term should be the subject of future research.

We applied our theory to the results from MD simulations of 11 di�erent non-

polarisable water models. Our results showed that the usual Berendsen correction

actually makes it more di�cult to parametrise a model that accurately predicts both the

heat of vaporisation and the hydration free energy of water. In contrast, a value of the

correction close to zero, as determined using our approach, eliminates this systematic

deviation, even when uncertainty is taken into account. This suggests that, at least

in principle, it should be possible to parameterise a water model that can provide

an accurate description of the liquid phase, while predicting both energetic properties

accurately. Con�rming this assertion is left for future work.

The main drawback of our procedure is that it relies on rather complex QM calcu-

lations - high levels of theory are required to obtain accurate gas-phase polarisability

tensors, while obtaining a distribution of multipole moments in the liquid phase is highly

non-trivial. Although accurate estimates of both quantities were available for water, this

is very much an exception, arising from the practical relevance of this molecule. Extend-

ing the approach proposed here to other systems therefore remains rather challenging,

particularly in the context of force �eld development. However, our results suggest

that, for strongly polar molecules, the overall polarisation correction should be close to

zero. As such, we propose that a reasonable approximation would be to parametrise

such models by neglecting energetic polarisation corrections altogether. This is cer-
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tainly better than including a positive correction based on the current state-of-the-art,

which, as shown, leads to systematic deviations in phase-change energies. For less polar

molecules, however, the electronic component will dominate over a much smaller dis-

tortion, leading to an overall negative correction [324]. In this case, a simple approach

for estimating polarisation corrections needs to be applied.
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Self-Consistent Charge

Determination

5.1 Population Analysis and Point-Charge Fitting Proce-

dures

In the previous section, we focussed on polarisation e�ects in �xed-charge force �elds

due to their importance in modelling the principal solvent in silica synthesis (water).

While this gave us some key insights into how to account for polarisation analytically, it

does not provide us with any information a priori as to how polarised the point charges

in any given force �eld should be, in order to reproduce its liquid-phase behaviour and

take into account electronic-shielding e�ects implicitly. This chapter will therefore focus

on developing and testing a procedure for deriving appropriate electrostatic parameters

for liquid-phase molecular simulations.

A fundamental part of any force �eld are electrostatic interactions. Technically, all

interactions are derived from the behaviour of electrons, but electrostatics deal with

those arising from the interactions between two charged particles or atoms. In a force

�eld, electrostatics are usually calculated using Coulomb's law, as stated in Chapter

2. In reality, however, the charges are not �xed, i.e. static, but vary over time with

their environment, as interactions with other atoms or molecules cause distortions in

the electron cloud, thereby redistributing charge. This is called polarisation and was
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dealt with extensively in Chapter 4. However, there we were mainly concerned with

multipoles, i.e. the distribution of charge, rather than the magnitude of the charges

themselves. There is also a key di�erence between dipoles and partial charges (PC) -

dipoles are an experimental observable, while PCs are not.

As such, there are two approaches for determining partial charges for a force �eld.

The simpler, but more computationally burdensome, strategy is to treat the charges

as a free parameter in the parametrisation. This allows the charges to be optimised

against the data that are most relevant to the model. The downside of this method is

that the charges that are optimal are not always chemically intuitive. A good example

of this is acetone in the TraPPE force �eld - its charges correspond to a liquid-phase

dipole (2.51 D) lower than that of the gas-phase molecule (2.91 D from experiment, 2.97

D from an MP2 level quantum calculation [351]), which is clearly unphysical.

The second strategy is to base the charges on some experimental observable that is

related to the electrostatics - this �eld is called population analysis. Population-analysis

techniques can be split into families. The �rst, known as either quantum theory of atoms

in molecules (QTAIM) or quantum chemical topology (QCT), are approaches whereby

parts of the electron density are associated with a particular atom and this quanti�es

the PCs.

The third approach is electrostatic potential derived (ESPD) partial charges which,

under a particular set of constraints, �t PCs to atoms in order to reproduce the molecular

electrostatic potential as accurately as possible. As such, this last approach is similar

to that of empirically parametrising the PCs, except that QM rather than experimental

data are used for the �tting.

While the population analysis approach has been used successfully for describing

charge transfer in molecules, as well as PCs in buried atoms, it is generally unsuitable

for determining PCs for use in parametrising force �elds. Common population analyses

in this class are Mulliken, Hirshfeld and Bader charges. Mulliken charges are based upon

an analysis from linear combination of atomic orbitals (LCAO) theory. If a molecular

orbital (ψi) is comprised of two atomic orbitals (φj and φk) [352]
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ψi = cijφj + cikφk (5.1)

where c represents the coe�cient of the atomic orbital in question. The square of this

gives us the probability density of the charge

ψ2
i = c2

ijφ
2
j + c2

ikφ
2
k + 2cijcikφjφk (5.2)

The integral of this must be equal to one, since it is a normalised distribution, leading

to

1 = c2
ij + c2

ik + 2cijcikSjk (5.3)

where Sjk is the overlap integral, which quanti�es, as the name suggests, the degree of

overlap of the two atomic orbitals. Mulliken interpreted this as follows: c2
ij and c

2
ik are

the electron populations of atomic orbitals, and hence atoms, j and k, respectively. The

remaining terms are termed the overlap population and describe bonding between the

atoms. This forms the basis of the method. As such, Mulliken charges are most suited

to describing how molecular orbitals do or do not participate in bonding [353]. A major

disadvantage of the Mulliken technique is that it is extremely basis-set-dependent since

it relies on the atomic orbital coe�cients. Di�use functions are especially problematic

since they decay slowly, i.e. contribute to the electron density far from the nucleus yet

are still attributed fully to the nucleus [353].

In 1977, Hirshfeld [354] introduced his eponymous method, which is also sometimes

known as the stockholder scheme. His idea was to use a weighting factor that divided

the electron density among the atoms according to the same ratio as it would be for the

individual atoms. Formally [353]

ρA = ω0ρ =
ρ0
A∑
i ρ

0
i

ρ (5.4)

where ρ is the electron density of the molecule, ρ0
i is the electron density of isolated atom

i and ω0 is the weighting factor. This has the bene�t of having a much lower dependence

on the choice of basis set and functional since the same ones are used for the isolated
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atoms as for the molecule in question. Because of this, they also converge in the basis-set

limit, unlike Mulliken charges. Nevertheless, like the Mulliken charges, the partitioning

is based upon an arbitrary choice, namely assuming that the weighting of the isolated

states is indicative of the weighting of the electron density in the molecule [355]. For

example, this will not include e�ects arising from the Pauli exclusion principle since it is

based upon isolated atoms. Other concerns are the choice of isolated atoms; using two

neutral nitrogen atoms and a combination of one negative and one positive will produce

di�erent sets of charges. Finally, Hirshfeld charges tend to be signi�cantly smaller than

those from other methods [355], especially for covalent systems [353].

ESPD charges have proved far more successful for force-�eld parametrisation and

widely used methods are the electrostatic potential (ESP)/restrained ESP (RESP),

charges from electrostatic potentials (CHELP)/CHELP using a grid-based method

(CHELPG), Merz-Singh-Kollman (MSK) and density derived electrostatic and chemical

(DDEC) [356] approaches. ESP was the �rst method to be put forward, being proposed

by Momany in 1978 [357]. With the rise of molecular mechanics (MM), MD and MC,

and their reliance on force �elds, ESP �tting became the preferred option. This was

because they optimally reproduced the ESP energy surface, which is ultimately also

the goal of force-�eld development. This method is successful in part because it is a

semi-empirical technique; it marries the use of �tting (empirical) to a high-level quan-

tum calculation (QC). An appropriate QC provides a highly accurate level of molecular

detail, while the �tting optimises it in a simpler (i.e., faster) form for use in a force �eld.

MSK, CHELP and CHELPG are all similar techniques, diverging only in how the

ESP is sampled [358]. MKS uses points located on a surface at multiples of 1.4, 1.6,

1.8 and 2.0 of the VDW radii [359], whereas CHELP uses points located at 2.5�6.5

Å from the VDW surface in 1 Å intervals. Finally, CHELPG eschews the shell-based

sampling of the two former methods and simply samples from a regularly-spaced grid

that encloses the area between the VDW surface and a distance 2.8 Å away [360]. It

should be noted that these methods are limited to non-periodic systems.

However, due to the simplicity of the �tting method, the majority of work in this

area has dealt with ironing out its kinks. These are that ESP charges are heavily
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conformationally dependent, not transferable between di�erent molecules for the same

functional group and are too large for use in force �elds [361]. Bayly et al. [361] noted

that this is due to using a �tting without any restraints, leading to problems with the

�tting of charges to buried atoms. The ESP grid points are located outside the van

der Waals surface of the molecule and therefore buried atoms, i.e. those far from the

surface, will have a minor e�ect on the ESP compared to those at the surface. As a

result of this, buried atoms are responsible for the system su�ering from over�tting; the

buried atoms e�ectively act as extra parameters, even though they barely contribute to

the �tting. In this way, unphysical charges can be achieved because they nevertheless

produce the "best" �t, i.e. the �t is mathematical-statistical rather than physical.

Bayly et al. improved ESP point charges by adding restraints to produce RESP

charges [361]. They did this by implementing a simple penalty function that restrained

the charges around a given value when �tting to the ESP. In the ESP method, a least-

squares �tting procedure is implemented and a �gure-of-merit (χ) is minimised. The

new target value is

χ2 = χ2
ESP + χ2

res (5.5)

where χESP is the �gure-of-merit for the (unrestrained) ESP �tting and χres is the

restraint. The restraint function can, in practice, be any function, although it is desir-

able that it is symmetrical, well-de�ned at all points and has one minimum [361]. As a

simple example, Bayly et al., in their seminal paper, �rst tested a harmonic function,

i.e.

χ2
res = a

∑
i

(qi − qi,0)2 (5.6)

where a is the "spring constant", i.e. de�nes the strength of the coupling to the re-

straint, and qi,0 is the value of charge that atom i is coupled to. They demonstrated

that a harmonic coupling is not the optimal restraining function, showing that a hyper-

bolic function was preferable due to the harmonic function restraining polar atoms too

strongly. There is also the matter of which value qi,0 should take. The two options used
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by Bayly et al. in their original paper were Mulliken charges and simply setting qi,0 to

zero. The latter approach was shown to be more e�ective. To summarise, the RESP

method reduces the unrealistically high charges of the ESP approach by introducing

a restraint function that minimally degrades the ESP of the molecule while ensuring

transferability. There is also a variant of this method called REPEAT [362] that is

suitable for periodic systems, e.g. bulk solids.

Finally, the latest method to become widespread is the DDEC �tting procedure, as

proposed by Manz and Sholl in their 2010 paper [363]. The motivation for DDEC was

to amalgamate the faithful reproduction of the electrostatic potential and buried atoms

in RESP with the chemical descriptiveness of AIM methods. To this end, they created

a target function combining the two

χ = aFchem + (1− a)FESP +

∫
λ(r)Θ(r)d3r (5.7)

Fchem is a restraint function that is used to keep the electron density close to that of

some reference, i.e. chemically meaningful, state (similar to the iterative stockholder

method), whereas FESP represents the electrostatic potential as given by the electron

density. The restraint parameter, a, should be kept small so that it only becomes

meaningful for systems whose electrostatic potential is not uniquely de�ned, i.e. those

with buried atoms. DDEC is suitable for both periodic and non-periodic systems.

5.2 Integrating Polarisation E�ects into Charge-Determination

Methods

As was aptly demonstrated in Chapter 4, all non-polarisable water models have a

dipole that is intermediate between the observed and quantum-chemically calculated

gas- and liquid-phase dipoles. This phenomenon stems from a combination of electronic

screening and molecular distortion due to polarisation. Therefore, the point charges in

solution are markedly di�erent compared to those of the same molecule in vacuum. As

such, the foundations of a popular approach for including these polarisation-solvation

e�ects in QM calculations, namely continuum solvation models (CSM), will now be
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brie�y elucidated before moving onto a new hybrid quantum/classical method proposed

in this work.

As the name suggests, in CSMs the explicit presence of the solvent is approximated

by an implicit continuum; this means that the large number of degrees of freedom of

the solvent molecules is replaced by a continuous function. This is often a distribution

function [350]. We have already met two of the simplest of these, namely the Born and

Onsager models, in Chapter 4. As was already stated, the advantage of those models

is that their representations are simple enough to have analytical solutions. It should

be noted that these formulations also only deal with a single molecule in a cavity. Since

their development in the �rst half of the 20th century, new solvation models have been

developed that have harnessed the power of computers, which have partially obviated

the necessity of analytical solutions. This has led to new, more complex models, which

have been successfully embedded into QM calculations and which will be applied at

times in the remainder of this work. As such, the principles behind three variants

used here will be brie�y introduced. These are namely the integral equation formalism

polarisable continuum model (IEFPCM), the solvation model based on density (SMD)

and the self-consistent continuum model (SCCS). For a more complete review of CSMs

in general, the reader is directed to the review by Tomasi et al. [350].

5.2.1 General Principles of Continuum Solvation Models

Consider a single molecule inside a cavity surrounded by solvent molecules. The Hamil-

tonian of such a solute-solvent system can be written as [350]

H(f , r) = Hsolute(f) +Hsolvent(r) +Hinteraction(f , r) (5.8)

where f and r represent the degrees of freedom of the solute and solvent, respectively.

Since we are not interested in the full Hamiltonian of the solvent, this term can be

ignored

Heffective(f , r) = Hsolute(f) +Hinteraction(f , r) (5.9)
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This reduces the number of terms in which r appears, leaving only the interaction term.

The full removal of r is then achieved by substituting this interaction Hamiltonian for

a solvent response function (Q(−→r ,−→r ′), where −→r is a position vector), i.e. a continuous

function acting as a simpli�ed representation of the interaction Hamiltonian, which

replaces the discrete positions of the solvent molecules. This gives us

Heffective(f) = Hsolute(f) + Uinteraction[f , Q(−→r ,−→r ′)] (5.10)

which is the general formulation of a CSM. This representation tells us that the system is

split into two systems that interact with each other: a solute molecule and a polarisable

continuum. However, this provides no information as to how to de�ne the cavity in

which the solute �nds itself. As such, there are two important details to be decided

when using a CSM: the solvent response function and the geometry of the cavity.

For best results, the cavity should be de�ned in some physically meaningful way

[350]. However, there are two conditions that have to be satis�ed: �rst of all, it should

be at least as large as the solvent-excluded surface (SES), i.e. the solvent should not be

included in the cavity; secondly, as much of the electronic density should be included

within the cavity as possible. These two requirements have to be balanced; the charge

density only decays to zero at an in�nite distance from an isolated molecule but at such

a condition all the solvent would also be enclosed. There are several commonly used

approaches for how to achieve this, of which two of the more elaborate are surfaces based

on a �xed charge density (isodensity approach) and a �xed energy (isoenergy) [350,364].

These approaches are sensible choices, however they require the evaluation of further

calculations and are therefore more costly. The most common compromise involves a

set of overlapping spheres, whose radii are equal to the van der Waals radii of the atoms

multiplied by a solvent-dependent scaling factor.

The electrostatics are formulated at the classical level and are embedded in the

QM calculation. These take the form of the Poisson equation, which is the basis of

Coulomb's Law

∇[ε∇Uinteraction(−→r )] = 4πρsolute(
−→r ) (5.11)
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where ρsolute is the charge density of the solute and ε is the dielectric constant of the

continuum. In practice, this equation means that ρsolute polarises the continuum, which

then in turn polarises ρsolute via Uinteraction(−→r ) (the potential energy from the solvent

response function). This is what necessitates an iterative solution. Due to the di�erent

electronic environments in the two separate volumes, this equation is applied di�erently

in each. Within the cavity, the solute exists in vacuum, i.e. ε is equal to unity, resulting

in

∇2Uinteraction(−→r ) = 4πρsolute(
−→r ) (5.12)

Meanwhile, under the assumption that all the charge density is enclosed in the cavity

and knowing that ε is a constant, the Poisson equation outside the cavity is

ε∇2Uinteraction(−→r ) = 0 (5.13)

Finally, the total energy of the CSM is the sum of these two contributions with a jump

function to make the transition across the surface of the cavity smooth and continuous.

5.2.2 The Integral Equation Formalism Polarisable ContinuumModel

(IEFPCM)

PCM models are a subclass of apparent surface charge (ASM) models. They are called

as such because they replace the whole dielectric volume with a charge distibution on

the surface that has the same reaction potential. In this way, the three-dimensional

problem is reduced to a two-dimensional one. Formally, this can be written as [350]

Vinteraction(−→r ) =

∫
Γ

σ(−→s )

|−→r −−→s |
d2s (5.14)

where Γ represents the surface, s the dimensions of the surface and σ the charge dis-

tribution of the surface. IEFPCM belongs to the PCM family of models but is more

generalised than other variants such as dielectric PCM (DPCM) [365] and COSMO

(a.k.a. conductor-like PCM) [366]. IEFPCM can be formally written as a single-layer

potential [350]

170



Chapter 5. Self-Consistent Charge Determination

Vinteraction(−→x ) =

∫
Γ

σ(−→y )

|−→x −−→y |
dy (5.15)

where −→x and −→y are real numbers representing two points in space. σ can then be

calculated as the unique solution of the equation

Aσ = −g (5.16)

where A and g are integral operators. According to Tomasi et al. [350], this simpli�es

the PCM approach by making the surface charge only dependent on the potential and

not the electric �eld, which makes the calculation faster. It also implicitly corrects for

any charge that is left outside of the cavity. For more details, the reader is directed to

the original papers [367,368].

5.2.3 Solvation Model - Density (SMD)

One common subset of CSMs is the generalised Born (GB) class of models. The name

is derived from the Born solvation equation, which we met earlier

∆Gsolv = −ε− 1

ε

q

2R
(5.17)

where q is the charge on an ion, R is the radius of the cavity and ε is the dielectric

constant of the solvent. GB methods extend the Born equation from the case of one ion

in a cavity to multiple interacting charges, i.e. generalise it [350]. The generalisation is

as follows:

∆Gsolv = −ε− 1

ε

∑
i,j=1

qiqj
2fGB

(5.18)

The term fGB is an operator whose purpose is to make the solution of the equation

smoothly transition between the Born equation, when the two charges overlap, and the

Coulomb potential, when the cavities of the two charges no longer overlap, i.e. they

become ions rather than parts of the same molecule. The advantage of replacing the

charge density with partial charges is that all the charge remains explicitly within the
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cavity, although at the expense of a less accurate treatment of charge [369]. De�ning

fGB is the di�cult part of this approach, although all versions of fGB strongly depend on

the Born radii of the individual atoms. Additionally, since the charges are represented

as monopoles, i.e. point charges, these techniques are more sensitive to the choice of

basis set [369].

The most widely used GB models are the SMx series, where "x" represents an

identi�er for a speci�c model. This series extends the purely electrostatic treatment

outlined above and includes terms to describe other phenomena, including cavitation,

dispersion and solvent structural e�ects [369] via a surface-tension term. However, the

SMD model that has been used here is actually a reparametrisation of the IEFPCM

method to include these non-electrostatic contributions to the free energy of solvation.

For more details, the reader is directed to the original SMD paper [369], while for SMx

models in general to the review by Cramer and Truhlar [370].

5.2.4 Self-Consistent Continuum Solvation (SCCS)

The SCCS method was developed due to problems that arise when using the previously

described models for AIMD calculations; the use of cavities in AIMD leads to numerical

singularities [364]. The solution to this was developed by Fattebert and Gygi, who in-

troduced a method whereby the dielectric constant would transition smoothly between

unity and the value for the solvent as a function of the solute's electron density [371].

This model was then reformulated by Andreussi et al. [364] so as to eliminate numerical

instabilities; they achieved this by presenting the problem in terms of induced polarisa-

tion charges, as in IEFPCM. For full details the reader is directed to the original papers

of Andreussi et al. [364,372], as well as of Fattebert and Gygi [371].

5.3 Trial of a Hybrid Quantum/Classical Iterative Charge

Determination Method

In an ideal scenario, the liquid-phase structure would be optimised quantum-mechanically

(which includes important polarisation e�ects) and the solution's ESP surface obtained

172



Chapter 5. Self-Consistent Charge Determination

for �tting point charges. However, this is problematic since optimising the structure of

a su�ciently large quantity of molecules to represent the solution is computationally

taxing in the extreme. Indeed, this is why MD simulations are still used for optimising

structures of such quantities of molecules; it is many orders of magnitude faster and

hence can be carried out on realistic time scales. Since the force �eld that we wish to

develop is exclusively for organosilica in solution (that is after all where the initial, and

pivotal, stages of the synthesis take place), it was decided to �rst of all test whether a

hybrid QM and MD method could be developed in order to more accurately determine

liquid-phase charges generally. With this goal in mind, a �owchart demonstrating the

developed procedure can found in Figure 5.1. Precise details of how the procedure

was carried out are explained in the next section but it can be brie�y summarised thus:

from initial guess values of the point charges, a classical force �eld is parametrised that

�ts to some experimental properties; the con�gurations from the classical simulations

matching the experimental data are then used as the input con�gurations for a set of

QM calculations, from which new point charges are derived; the intermolecular param-

eters of the force �eld are reparametrised using the new point charges; once again, the

con�gurations are used as input for a new set of QM calculations; this procedure then

continues until the optimised charges for the classical simulations and those from the

QM calculations converge. In this iterative manner, it is hoped to derive QC-quality

charges for classical simulations.

5.3.1 Development of Method and Computational Details

First of all, it was necessary to devise an exact procedure. This meant characterising

the e�ect of various aspects of the QM-calculation method, such as

� The largest computationally tractable basis set for QM calculations of several

thousand atoms

� The e�ect of various exchange-correlation functionals

� Finite-size e�ects

� Di�erent charge-�tting methods
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DFT Elec-
tronic Struc-
ture Calcula-
tion

Charge Fit-
ting Proce-
dure

qvac

Generation of initial
guess of charges - single
molecule in vacuum

σ, ε

Initial values of LJ param-
eters (sigma and epsilon)
taken from TraPPE force
�eld

GROMACS - Molecu-
lar Dynamics Simula-
tions

Molecular dynamics simula-

tions are used to �t ε and σ by

iteration and comparing den-

sity and heat of vaporisation

to experimental values

Coordinates
of liquid
structure

qliquid

DFT Elec-
tronic Struc-
ture Calcula-
tion

Charge Fit-
ting Proce-
dure

DFT point energy
calculation to which
charges are �tted

Figure 5.1: Procedure used to achieve self-consistent point charges via a combination
of molecular-dynamics simulations and DFT calculations
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For the sake of simplicity, it was decided to start with two molecules that are well-

characterised: water and methanol.

The classical half of the procedure was carried out using simulations in the GRO-

MACS [44] MD package (version 4.6). For these simulations of water, either 269, 300,

350, 600 or 900 molecules were simulated in four steps: energy minimisation, NVT-

ensemble equilibration (0.1 ns), NPT equilibration (0.1 ns) and an NPT production

simulation (1.0 ns). The electrostatics and van der Waals cut-o�s were both 1.2 nm.

PME [64] was used for long-range electrostatics. A Berendsen thermostat [87] and

(for NPT simulations) a Parrinello-Rahman [94] barostat were employed. The same

procedure was applied for methanol, but for only 180 molecules. For water, several

di�erent water force �elds were tested (namely SPC [297], SPC/E [31], TIP3P [298]

and TIP4P [299]) and for methanol the OPLS-AA force �eld [50] was initially used.

Having optimised the liquid structure in GROMACS, a Python script was used to

extract all the frames from the MD trajectory that corresponded to the equilibrium

density. Selected frames had to be at least 0.1 ns apart in time, so as to ensure that

they were not correlated. The coordinates of all the atoms in these respective frames

were then used as input for a QM calculation using CP2K (version 2.7) [373]. Upon

attempting a calculation using an augmented triple-zeta (aug-TZ) basis set, it became

clear that this was too computationally taxing and therefore only double-zeta (DZ) basis

sets were used thereafter. The B3LYP and PBE exchange-correlation functionals were

tested. The cut-o� was 500 Ry, the relative cut-o� 60 Ry and eight grids were used. The

calculations were periodic. No optimisation of the liquid structure was attempted, rather

a single-point energy calculation was carried out. REPEAT [362] charges were calculated

directly by CP2K, whereas the DDEC charges were �tted using the DDEC [363] code,

with the ".cube" �le of the electron density from the QM calculation used as input.

The results can be seen in Table 5.1.

From Table 5.1, several conclusions can be drawn. Firstly, �nite-size e�ects are

negligible or small; between the simulations of 269 (box size = 2.00 nm), 350 (2.18

nm) and 600 (2.62 nm) SPC/E molecules, the variations in the charges and dipoles

determined using B3LYP and DDEC are minuscule. For the same charges obtained via
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Table 5.1: Results for the average charge and its standard deviation, as well as for the
dipole moment, for water molecules via the method described in Figure 5.1 for two
di�erent charge-determination procedures

Calculation Details DDEC REPEAT
Model Nmol XC qO σq (%) µ (D) qO σq (%) µ (D)
SPC 350 B3LYP -0.7771 3.3 2.147 -0.8850 15 2.350

SPC/E 269 B3LYP
-0.7772 3.2 2.149 -0.8925 15 2.369
-0.7761 3.2 2.150 -0.8970 16 2.381
-0.7763 3.5 2.151 -0.9026 16 2.396

SPC/E 350 B3LYP
-0.7758 3.3 2.148 -0.8778 15 2.330
-0.7764 3.7 2.147 -0.8761 14 2.326
-0.7758 3.4 2.145 -0.8841 15 2.347

SPC/E 600 B3LYP
-0.7762 3.5 2.147 - - -
-0.7759 3.5 2.146 - - -

SPC/E 900 B3LYP
- - - -0.8693 18 2.308
- - - -0.8799 17 2.336

SPC/E 269 PBE
-0.7782 3.1 2.156 - - -
-0.7784 3.4 2.157 - - -

SPC/E 350 PBE
-0.7785 3.2 2.156 -0.8679 16 2.304
-0.7781 3.6 2.152 -0.8671 16 2.302
-0.7780 3.3 2.151 -0.8747 16 2.322

TIP3P 350 B3LYP
-0.7858 3.0 2.203 -0.8815 15 2.340
-0.7858 3.0 2.207 -0.8748 15 2.322
-0.7858 3.0 2.206 -0.8753 16 2.324

TIP4P 300 B3LYP
-0.7781 3.0 2.186 - - -
-0.7778 2.9 2.183 - - -
-0.7779 3.2 2.185 - - -

the REPEAT procedure (and the �nal box containing 900 molecules instead of 600),

the change is larger, albeit the dipole only decreases from an average of 2.38 to 2.32 D.

The case for the in�uence of the exchange-correlation functional is similar; the DDEC

charges are the same to the third decimal place for both B3LYP and PBE, whereas there

is a small di�erence for the REPEAT charges. Finally, the in�uence of di�erent models

is best viewed by comparing SPC/E and TIP4P to SPC and TIP3P; SPC and TIP3P

have noticeably lower densities (967 and 977 kg/m3), which is a structural parameter,

compared to their later generations (998 and 996 kg/m3, respectively - much closer to

the experimental value). However, it can be seen that the e�ect of this is also very small

or negligible, although DDEC charges seem to be a little more sensitive to the density.
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To conclude, the e�ect of various aspects of the computational procedure seems to be

very minor, with the most important detail being the �tting method for the charges.

Examining the charges and their distributions is also instructive. The DDEC charges

for SPC/E result in a dipole of around 2.15 D, whereas for REPEAT the value is

approximately 2.35 D. The actual value for the SPC/E model is 2.35 D, so it would

seem that the REPEAT charges are more consistent with the MD simulations. However,

the dipole from the DDEC charges is a lot closer to that of the TIP4P model (2.18 D) so

the agreement of the REPEAT and SPC/E dipoles could just be coincidental. Finally,

the standard deviation of the charges clari�es how strongly an individual molecule is

a�ected by its environment. This is especially important for determining atomic charges

in solution where the environment has a large e�ect. From the AIMD dipole distribution

(Figure 4.9, Chapter 4) calculated from the data of Schienbein and Marx [48], the

standard deviation was computed and found to be 9%. Since the magnitude of the

charges is directly related to the dipole, if we assume that the geometries are similar

then it is possible to directly compare the standard deviation of the oxygen charges

with the standard deviation of the dipole. What was found was that the standard

deviations of the two methods lie almost exactly either side of the value from AIMD.

For DDEC the value is around 3%, while for REPEAT it was approximately 15%. As

such, it is not possible to say with any great con�dence which method produces a more

similar distribution of charges to that of the liquid phase. Nevertheless it can be said

that the REPEAT method is much more responsive to its environment. In any case,

it is surprising that the two sets of charges diverge so strongly. Since water is a small

molecule, there are no buried atoms and hence it would have been expected that the

two methods would have focussed on reproducing the ESP surface and have obtained a

similar result.

In order to examine further whether the molecules in the multi-molecule calculation

were a�ected by their environment, the charges were compared to their values in vac-

uum. This was done for both water and methanol. The results can be seen in Table

5.2.

The e�ect of increasing basis-set size in the vacuum, which is tested here as a proxy

177



Chapter 5. Self-Consistent Charge Determination

Table 5.2: Comparison of charges derived from two di�erent charge-determination meth-
ods in vacuum and in solution for water and methanol

Fitting Method Basis Set
Water Methanol

Nmol qO Nmol qO qH qCH3

DDEC
aug-TZ 1 -0.771 1 -0.469 0.325 0.144
DZ 1 -0.748 1 -0.474 0.336 0.138
DZ 269 -0.777 180 -0.485 0.359 0.146

REPEAT
aug-TZ 1 -0.690 1 -0.614 0.376 0.238
DZ 1 -0.721 1 -0.586 0.379 0.207
DZ 269 -0.892 180 -0.593 0.400 0.193

for the same e�ect in the liquid, is unclear; in some cases this decreased the magnitude

of the charges, whereas for others the opposite case was seen. The e�ect of calculating

the charges in the many-molecule system however is more de�nitive - in almost all cases

an increase is observed. However, the change in magnitude is surprisingly small in most

cases - the only exception are the water charges obtained by means of the REPEAT

method. These increase by about 25% compared to the calculation for a single molecule.

Since the dipole moment of water increases by approximately 50% between the vapour

and liquid phases, these results are the most realistic and hence it is disappointing that

this behaviour is not repeated for methanol.

5.3.2 Test Case: Methanol

In order to test the e�ectiveness of this procedure, it was decided to start with methanol,

since this is a simple molecule with a lot of data against which to parametrise a model.

Since the objective of this work is to produce a united-atom (UA) force �eld for silicates,

a UA representation of methanol was chosen, as shown in Figure 5.2.

OH3C
H

Figure 5.2: United atom representation of methanol used in this work. There are three
interaction centres: methyl (CH3), hydroxyl oxygen (O) and hydroxyl hydrogen (H)

This is the same representation used for TraPPE methanol [374,375]. Since we were
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�tting to two properties (ρ and ∆Hvap), we could only allow for two degrees of freedom.

These were chosen to be εO and σO. The methyl group parameters were taken to be

the same as for the TraPPE model and the hydrogen atom had no LJ parameters, only

a charge.

Initially, the charge of the molecule in question was obtained in vacuum for use as

an initial guess value. This was achieved by carrying out a structure optimisation of

methanol via CP2K (version 2.7) to obtain REPEAT charges along with the electron

density. The electron density was then used to �t charges via the DDEC �tting proce-

dure [363]. The B3LYP exchange-correlation functional was used alongside a DZ basis

set, as was also used for the liquid-phase calculations. All other details were the same

as described in the previous section.

Having generated a set of initial charges, the liquid structure was optimised via

MD (using GROMACS 4.6 [44]). The well depth (ε) and the intersection of the x-axis

(σ) of the LJ potential were �tted in order to reproduce the density (ρ) and heat of

vaporisation (∆Hvap) of the chosen molecule. The density was chosen as the structural

parameter to �t against, whereas the heat of vaporisation was chosen so as to best �t

the energetics of the model. The TraPPE [374] values for ε and σ were used as initial

guesses.

One subtlety that had to be included were dummy hydrogen atoms on the methyl

group. This was due to the fact that the model we were parametrising is a UA repre-

sentation. While this presents no problems in MD simulations, a UA representation is

incompatible with QM calculations, where all the nuclear centres have to be explicitly

stated. In order to circumvent this, hydrogen atoms were added whose mass, charge

and LJ parameters were set to zero. The only addition to the UA model were hence

intramolecular parameters, so as to ensure that the positions of the dummy methyl

hydrogen atoms were reasonable. This was not expected to a�ect the parametrisation

since, although this would add extra energetic terms, we used the heat of vaporisation

as the �tting property for the energetics. The heat of vaporisation e�ectively measures

the strength of the intermolecular interactions present in the liquid-phase. Since the

intramolecular interactions will be very similar in each phase, they will e�ectively cancel
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out.

Finally, these new charges were used as new guesses for a new set of MD simulations.

Once again, ε and σ were optimised in order to �t ρ and ∆Hvap. This cycle was then

repeated until the charges from the MD simulations and DFT calculations agreed. An

example of the convergence for REPEAT charges can be seen in Table 5.3. They

demonstrate that the change from the vacuum charges is minimal; indeed, the charge

on the oxygen converges to almost exactly the same value as in vacuum upon optimising

the LJ parameters. The only change is a transfer of negative charge from the hydrogen

in the hydroxyl group to the methyl group. This makes the hydroxyl group slightly

more polar but this change is e�ectively negligible.

Table 5.3: Example of convergence for methanol charges using the iterative procedure
outlined in Figure 5.1 for the REPEAT �tting procedure

Iteration Nframe qCH3 qO qH
0 1 0.207 -0.586 0.379
1 3 0.173 -0.571 0.398
2 3 0.186 -0.588 0.402
3 6 0.187 -0.585 0.398

The initial results are shown in Table 5.4.

Table 5.4: Results for charges of UA methanol models from an iterative charge-
determination procedure. TraPPE charges are shown for comparison. The dielectric
continuum available in CP2K was incompatible with the REPEAT charges and was
therefore not used

Model qCH3 qO qH
DDEC - Vacuum 0.126 -0.461 0.335

DDEC 0.131 -0.485 0.354
DDEC - Continuum 0.158 -0.538 0.380
REPEAT - Vacuum 0.207 -0.586 0.379

REPEAT 0.187 -0.585 0.398
TraPPE 0.265 -0.700 0.435

From the results, it can clearly be seen that the DDEC charges were unsuccessful in

capturing any of the e�ects of polarisation; the magnitude of the charges is barely greater

than those from the vacuum calculation of methanol. Even with the application of a

180



Chapter 5. Self-Consistent Charge Determination

dielectric continuum model (SCCS model [364,372], ε = 32), the values of the obtained

charges are a lot less than the REPEAT ones. The REPEAT charges were hence

chosen for the model. Additionally, the polarisation corrections developed in Chapter

4 were applied here too, albeit in a simpler form. This was due to the fact there were

less data available for methanol, e.g. no dipole-quadrupole and quadrupole-quadrupole

polarisability tensors. The cavity radius was calculated both from Equation 4.16 in

Chapter 4 and estimated from the liquid density. Both results were very similar, 2.03

and 2.04 Å, respectively. Then the equation for the liquid dipole from Leontyev and

Stuchebrukhov [30], namely

µL =
µG

1− 2(ε−1)
2ε+1

α
R3

(5.19)

was applied. As before, ε is the dielectric constant, α is the isotropic polarisability,

µG and µL are the gas-phase dipole and liquid-phase dipole, respectively, and R is

the cavity radius. The obtained value is 2.70 D. This value agrees well with a recent

AIMD study by Sie�ert et al. [376]. In their study they tested several AIMD procedures

for liquid methanol and obtained values between 2.58 and 2.84 D, with the majority

of values being approximately 2.7 D. Then the usual equations for each polarisation

correction were used. This resulted in values of ∆Gdist and ∆Gel of 9.2 and -8.8 kJ/mol,

respectively. This means that the overall polarisation correction for the free energy is

0.4 kJ/mol, i.e. -0.4 kJ/mol for correcting the heat of vaporisation.

Table 5.5: Lennard-Jones parameters for the hydroxyl oxygen in methanol �tted against
experimental data. The charges used were those from the row entitled "REPEAT" in
Table 5.4 and the Lennard-Jones parameters for the methyl group were the same as
those in the TRAPPE-UA representation

Model Parameter σO (nm) εO (kJ/mol)
Value 0.284 0.95

Property ρ (kg/m3) ∆Hvap (kJ/mol)
Model 787.5 ± 0.6 37.20 ± 0.03

Experimental 787.8 37.6 ± 0.5

FromTable 5.5, it can be seen that a good �t to the experimental data was found for

the given charges; both �tted properties are within statistical error of their experimental
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values. Compared to the TraPPE values, the value of σ is lower (0.284 to 0.302 nm)

but ε is higher (0.950 to 0.773 kJ/mol), i.e. there is less short-range repulsion and more

attractive long-range dispersion.

Subsequently, the model was validated against the TraPPE-UA and OPLS-AA mod-

els for several properties: the free energy of self-solvation, the dipole moment in solution

and the dielectric constant. The main comparison here is between TraPPE-UA and our

reparametrised version because they diverge in the way that the charges are obtained.

TRAPPE-UA uses empirically-derived charges, whereas ours implements those from

QM calculations. OPLS-AA was included so as to test the sensitivity of the given prop-

erties to a completely di�erent formulation and parametrisation strategy, as well as due

to it being a very popular model in the literature. This is, therefore, not for the sake

of a direct comparison to an all-atom formulation; if that were the case, TraPPE-EH

(explicit hydrogen) would have been a more appropriate choice [377]. The results are

shown in Table 5.6.

Table 5.6: Results of the validation procedure for the developed model of methanol
compared with the equivalent TraPPE-UA and OPLS-AA models

Model ∆Gsolv (kJ/mol) µ (D) ε

This Work -18.1 ± 0.4 1.88 ± 0.08 16.8
TraPPE-UA -20.3 ± 0.2 2.3 ± 0.1 23.4
OPLS-AA -17.7 ± 0.4 2.3 ± 0.1 25.4

Experimental -20.5 2.5 33.6

The results show that the proposed force �eld reproduced the free energy of self-

solvation of methanol worse than TraPPE-UA, however better than OPLS-AA, although

the statistical uncertainties of the two overlap. However, the agreement is signi�cantly

worse for the dipole moment and dielectric constant. As can be seen, the TraPPE

model performs very well. However, for the application for which we intend to obtain

charges (namely organosilica molecules in solution) a similar approach to TraPPE (em-

pirical �tting of point charges) is not possible, since for organosilica molecules there are

much fewer data compared to such a well-studied group as alcohols or similar organic

molecules. This will be discussed in more detail in Chapter 6. Therefore, there are
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not enough data points to �t to if point charges are left as free parameters.

It is interesting to note that both TraPPE and OPLS-AA have model dipoles (2.3

D) that sit approximately halfway between the experimental gas- (1.69 D) and liquid-

phase (approximately 2.7 D) values (average value: 2.2 D). As was shown in Chapter

4, most widely used water models also have a dipole that lies between that lies between

these extremes due to the e�ect of electronic screening in the medium. This once again

shows the importance of the dipole and suggests that if a method was developed to

estimate or measure the liquid-phase dipole, which is a non-trivial task, then it could

be instrumental in parametrising point charges for molecular force �elds.

In this section, a procedure was developed to try and obtain empirical-quality point

charges using an iterative loop of MD simulations and QM calculations. The procedure

was ultimately shown to be ine�ective, with the UA methanol model developed being

shown to be inferior to that of the TraPPE formulation. One reason for this could be

that the TraPPE parameters were used for the methyl group in our model; if the LJ

parameters for the methyl group had also been reparametrised, then a more coherent

model might have been obtained. However, it is unlikely that this would have made

a di�erence to the model's values for the dipole and dielectric constant since they are

inherently electronic properties, i.e. related to the model's point charges. Additionally,

it was seen that the charges obtained from a QM calculation on a box of molecules in

their liquid structure were barely more polarised than in vacuum. This could have been

due to the low level of theory employed, namely a DZ basis set. Indeed, Andreussi et al.

provide several arguments [364] as to why this might be the case for water: standard

DFT does not include hydrogen bonding and dispersion interactions; it also neglects

the quantum-mechanical motion of the hydrogen nuclei. They state that the dielectric

response, which causes the polarisation of the charges, is dominated by short-range

hydrogen bonds, hence the neglect of this phenomenon in standard DFT most likely ex-

plains why almost all of the calculations here failed to achieve anything like the required

polarisation/dielectric response. More advanced DFT methods could potentially solve

this problem but would likely be too computationally arduous for use in parametrising

force-�eld parameters en masse.
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5.4 Sensitivity Analysis of Charge-Fitting Protocols

Due to the lack of success in obtaining e�ective point charges from QM calculations

of bulk liquid con�gurations, it was decided to apply a simpler approach. This was to

use a CSM together with the optimisation of individual molecules. Due to the switch

to calculations of individual molecules, it was decided to use the Gaussian quantum-

chemistry package, speci�cally Gaussian09. Furthermore, it was decided to test the

in�uence of two charge-�tting procedures (CHELPG and DDEC) together with that of

two CSMs, namely IEFPCM and SMD. Methanol was once more the test molecule. The

basis set for all results was aug-QZ and the exchange-correlation functional employed

was B3LYP. The results are summarised in Table 5.7.

Table 5.7: Results for methanol charges from various combinations of continuum solva-
tion models and charge-�tting procedures

Charge Fitting Solvation Model qCH3 qO qH µ (D)

CHELPG
IEFPCM 0.277 -0.693 0.416 1.98
SMD 0.301 -0.755 0.454 2.21

DDEC
IEFPCM 0.230 -0.645 0.415 2.09
SMD 0.247 -0.693 0.446 2.27

TraPPE-UA 0.265 -0.700 0.435 -

From Table 5.7, it is clear that both the charge-�tting method and the choice of

continuum model have a noticeable e�ect on the result. The dipoles obtained in each

case are about 10% higher for SMD than for IEFPCM; indeed, they are very close to the

halfway point of the gas- and liquid-phase dipoles (2.2 D). Another interesting observa-

tion is that the SMD charges for each charge listed above are almost exactly a multiple

of the IEFPCM charges. If the SMD charges are scaled by 0.92 then the IEFPCM

charges are recovered. From these results it would seem that the addition of the surface

tension to the solvation model increases the strength of the dielectric response, although

it could also be due to the reparametrisation that was undertaken in the development

of SMD. Finally, two sets of results (CHELPG/IEFPCM and DDEC/SMD) have point

charges that are very close to those from the TraPPE-UA model of methanol, which

is known to be a robust model. Curiously, the dipoles of these two sets of charges are

the most di�erent between all sets despite their similar charges; this tells us that the
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obtained geometries are noticeably di�erent.

Since the results in Table 5.7 do not indicate conclusively that any one calculation

set-up should be preferred, it was decided to carry out a sensitivity analysis of a UA

methanol model with di�erent sets of charges. The sensitivity was tested via a methanol

metamodel that was developed and generously provided by a colleague, Ms. Maria

Cecilia Barrera. The metamodel was developed by carrying out MD simulations for

a large set of values of the intermolecular parameters, for which the density, heat of

vaporisation and di�usion coe�cient were calculated. This grid allowed for the quality

of �t for these properties for di�erent intermolecular parameters to be predicted quickly,

in this way being able to rapidly suggest suitable parameters. The predicted results for

each model were scored using an objective function (denoted as O). This function took

the mathematical form

O = (ρmodel − ρexp)2 + (∆Hvap,model −∆Hvap,exp)
2 + (Dmodel −Dexp)

2 (5.20)

where ρ represents the density, ∆Hvap the heat of vaporisation and D the di�usion

coe�cient. The "model" and "exp" subscripts represent the predicted model and the

experimental values of the observable in question, respectively. As such, a lower score is

indicative of a better model. For this particular analysis, the charges were held constant

and then suitable LJ parameters for the hydroxyl oxygen found (the methyl group was

already robustly parametrised) that minimised the objective function. This was then

carried out for di�erent magnitudes of charges by scaling them by a constant and then

carrying out the analysis again for the new charges. As was discussed before, the

IEFPCM and SMD charges are seemingly linked by a scaling factor, hence only one set

was chosen as input for the two di�erent charge-�tting procedures. For CHELPG, this

was IEFPCM, while for DDEC, SMD was used. The reason for this was, as previously

discussed, these sets of charges were very close to the charges for TraPPE-UA methanol

model and hence would likely provide good central points for the analysis, i.e. these

values would likely be close to the optimum �t. The spacing for the scaling parameter

for the charges, α, was 0.01. The results for this analysis can be seen in Figure 5.3.
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Figure 5.3: Sensitivity of a united-atom methanol model, as determined by a metamodel,
to scaling of charges obtained using the CHELPG and DDEC �tting procedures

From Figure 5.3, it is clear that all the sets of charges obtained above would be

suitable. However, it is also clear that IEFPCM seems to produce better charges; the

minima for the CHELPG and DDEC charges are α = 1.00 and α = 0.93 (see Table

5.8), which correspond to those from calculations employing the IEFPCM CSM. The

values of α representing the SMD continuum (1.07 and 0.99 for CHELPG and DDEC,

respectively) are only mildly worse, however they sit right at the edge of the shallow

region for the objective function. This tells us that any overestimation of these charges

could lead to a rapid decay in the quality of the �t obtained from parametrising the

LJ parameters of the hydroxyl oxygen with these sets of charges. These results clearly

demonstrate why IEFPCM is such a widely used continuum solvation model. At least

in the case of UA-methanol, it produces charges from two di�erent �tting methods that

are suitable for molecular force �elds.

Although the results seem to clearly demonstrate which continuum model is more

suitable for our purposes, the matter of which �tting procedure to use is less clear -

both �tting procedures tested here are predicted to give highly satisfactory results. For

this reason both �tting procedures were used going forward to organosilica molecules.
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Table 5.8: Predicted optimal metamodel results and Lennard-Jones parameters for
charges based on the CHELPG and DDEC charge-�tting procedures.

Optimum Values CHELPG DDEC
α 1.00 0.93
O 7×10−5 6×10−5

ε (kJ/mol) 0.815 0.945
σ (nm) 0.295 0.288
ρ (kg/m) 786.6 786.6

∆Hvap (kJ/mol) 37.6 37.6
D (m2/s) 2.35 2.36

5.5 Conclusions

The �rst half of this chapter proposed a method for identifying e�ective point charges for

molecular force �elds via an iterative method combining both classical (MD) and QM

approaches. This approach was ultimately shown to be unsuccessful, producing point

charges that were still signi�cantly underpolarised, even in comparison to the charges

from other force �elds. This could either have been due to the low level of theory

employed in the DFT calculations or due to de�ciencies in standard DFT calculations,

i.e. the lack of hydrogen bonding.

The second half of this section concerned itself with identifying the optimal proce-

dure for determining the point charges for a chosen set of organosilica molecules. Two

continuum solvation models (IEFPCM and SMD) and two charge-�tting procedures

(CHELPG and DDEC) were analysed. On the basis of a sensitivity analysis, IEFPCM

was deemed to be the most e�ective CSM method. On the other hand, no de�nite

conclusion was reached on account of the e�ectiveness of the �tting methods.
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Chapter 6

Parametrisation of a Force Field for

Silicates in the Liquid Phase

6.1 Introduction

Up until now, we have focussed primarily on general aspects of force-�eld development

for liquids and solutions: 1) inChapter 4, we considered how to account for polarisation

e�ects in aqueous media; 2) in Chapter 5, thought was given as to how to derive point

charges that are representative of molecules in liquid-phase environments. We now bring

our attention solely to silica-based molecules. More precisely, the parametrisation of a

transferable model for organosilica molecules in the liquid phase.

Although some molecular simulation parametrisations for silica exist, these are in-

evitably tuned towards solid silica phases. Notable examples include the force �elds of

Cruz-Chu et al., Heinz et al. and Emami et al. [147,378,379]. However, we are not con-

cerned with the ability of a force �eld to perfectly describe the solid phase, but rather

its capability to correctly represent the liquid- and solution-phase behaviour during the

synthesis of silica materials.

The literature introduced in Chapter 3 acquainted the reader with studies that

did indeed focus on the liquid-phase self-assembly. From this literature survey, it was

clear that most methods were bespoke, employing techniques as diverse as lattice and

kinetic Monte Carlo simulations, rather than applying a general force �eld. This holds
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back the �eld from the standpoint of discovering new materials since more time is

spent developing model systems than studying them. For this reason, we intend to

start developing a force �eld for organosilica based on a transferable framework so that

it will be easier to interchange di�erent silica sources. In this manner, we intend to

facilitate the study of a wider range of syntheses, with the hope of uncovering new,

promising materials.

6.2 Experimental Data for Organosilica Molecules

One of the di�culties in parametrising a force �eld for organosilica molecules lies in

the dearth of experimental liquid-phase data. Most studies focus on their use in the

synthesis of a material, rather than the properties of the molecules themselves. However,

in order to parametrise accurate potentials for these molecules, it will be necessary to

have some bulk-liquid data against which to �t our force �eld parameters. Ideally,

as broad a range of properties as possible would be available, so that we could �t

the properties that are most relevant for our system of interest. Density is useful

for parametrisations because it is simple to calculate and ensures that the model can

reproduce at least one of the structural properties of the bulk phase. Additionally, if the

LJ potential is being parametrised, the density is particularly sensitive to σ, making the

density a good property to involve when parametrising this part of the potential. The

heat of vaporisation and the free energy of solvation are both useful because they derive

principally from the strength of the interactions between molecules. Since ε in the LJ

potential is a measure of the relative strength of an interaction between atoms, the heat

of vaporisation and/or free energy of solvation are obvious properties to include in the

parametrisation. As mentioned in Chapter 3, the synthesis of mesoporous silica is

strongly dependent on electronic, i.e. electrostatic and polarisation, e�ects. Therefore,

it would be advantageous to have data for properties arising from such phenomena, such

as dielectric constants and values of the dipoles in the gas and liquid phases, for the

�tting of organosilica parameters. Finally, since the synthesis of silica nanomaterials

relies on the aggregation and reaction of silicates, self-di�usion constants or di�usion

constants in water would also be useful data points. A set of the abovementioned
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experimental properties would represent a solid basis on which to parametrise or validate

a model for organosilicates. Apart from the parameters themselves, a large training set

of molecules is also crucial so that parameters for as many di�erent functional groups

as possible can be ascertained and validated.

The aforementioned lack of bulk-liquid data is another reason for choosing a transfer-

able force �eld. The crucial molecule in the synthesis is silicic acid (Si(OH)4), however,

as noted in the literature survey, it is extremely reactive and polymerises on extremely

short time scales. The polymerisation reaction was already given in Chapter 3 (see

Equation 3.4). For this reason, it is impossible to parametrise liquid-phase potentials

for it directly, leaving transferable parameters from similar molecules as a potential

avenue.

As a �rst step, it was necessary to collect as much data as possible for organosilica

molecules, so that a parametrisation strategy could be de�ned. The data for 12 such

molecules can be found in Table 6.1. Each of these molecules falls into one of four

classes: (organo)silanes, containing only silica and alkane components; silanols, which

are comprised of silica, alkane and alcohol groups; siloxanes, i.e. those containing an

Si−O− Si combination; and �nally, alkoxysilanes, which feature an Si−O−C chain

as part of their structure.

Silanols were chosen since they contain Si−O−H groups, as are found in silicic acid.

Unfortunately, only the monoalcohol version is stable in the liquid phase; the dialcohol

(dimethylsilanediol) is already solid at STP [380]. This means that it will not be possi-

ble to explicitly assess the e�ect of multiple, closely-located hydroxyl groups, however

it is hoped that it will be possible to include this behaviour indirectly by compari-

son to similar behaviour in analogous organic molecules. Alternatively, the molecules

tetramethoxysilane and tetraethoxysilane have four oxygen atoms surrounding a cen-

tral silicon atom, albeit the oxygens are part of alkoxy, rather than hydroxyl groups.

Nevertheless, this will provide some insight into how the behaviour of a given molecule

changes when alkane chains are substituted for those with an oxygen connecting to the

tetrahedrally-coordinated silicon atom.

Alkoxysilanes are chosen because they are usually present in the synthesis. Due
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to the instability of silicic acid in solution, the silica source is usually stored as an

alkoxysilane, whose O−R bonds (where R represents any alkane group) are hydrolysed

in aqueous solution, leading to the formation of Si−O−H groups, as given by Equation

3.3.

The description of siloxanes is also valuable because they represent the e�ect of

polymerisation. However, we could only uncover a suitable quantity of data for one

molecule in this class in the liquid phase, namely the dimer of trimethylsilanol. Finally,

silanes were chosen not because they are involved in silica-synthesis processes, but rather

because they are the least complicated molecules in this class and hence provide a good

starting point for decoupling the e�ect of other functional groups from the central atom.

Table 6.1: Experimental data of various physical properties collected for a selection of
organosilica compounds

Compound Chemical Formula Group ρ (kg/m3) ∆Hvap (kJ/mol) Pvap (Pa)
Tetramethylsilane Si(Me)4 Silane 641 [381] 26.0 ± 0.6 [382] 94,470 [383]
Tetraethylsilane Si(Et)4 Silane 763.3 [381] 39.0 ± 0.7 [382] 705.1 [384]
Tetrapropylsilane Si(Pr)4 Silane 42.2 ± 0.7 [382]
Trimethylsilanol (Me)3 − Si−OH Silanol 814.1 [380] 45.6 [380] 2,858 [385]
Triethylsilanol (Et)3 − Si−OH Silanol 863.8 [380] 50.6 [380] 202.7 [385]

Hexamethyldisiloxane (Me)3 − Si−O − Si− (Me)3 Ether 763.8 [380] 34.7 [380] 5,539 [386]
Tetramethoxysilane (MeO)4Si Siloxane 1052.3 [380] 41.4 [382] 1,579 [387]
Tetraethoxysilane (EtO)4Si Siloxane 934.6 [380] 52.0 [388] 249.8 [384]

Trimethylethoxysilane (Me)3 − Si−O − Et Siloxane 757 [380] 38.4 ± 0.6 [382]
Dimethyl-ethyl-ethoxysilane (Me)2, Et− Si−O − Et Siloxane 890 [380]
Diethyl-methyl-ethoxysilane (Et)2,Me− Si−O − Et Siloxane 938 [380]

Triethyl-ethoxysilane (Et)3 − Si−O − Et Siloxane 895 [380] 38 [380] 889.4 [380]

From Table 6.1, it can be seen that the only properties available for the majority

of molecules are the density (ρ) and the heat of vaporisation (∆Hvap). While this rep-

resents only a small subset of our ideal set of experimental properties, it is nevertheless

feasible to work with this pair of properties. Both properties are easy to calculate using

MD and, as mentioned above, one represents a structural parameter, while the other is

energetic in nature. Additionally, vapour pressure (Pvap) data are available for several

molecules, from which it is possible to calculate the self-solvation free energy (∆Gsolv),

as shown by the Minnesota Solvation Database [389, 390]. This is demonstrated in

Equation 6.1

∆Gsolv = −2.303RT log10(
24.45ρ

MWPvap
) (6.1)
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where R is the ideal gas constant, T is the temperature, ρ is the liquid density, MW is

the molecular weight and Pvap is the vapour pressure. From Equation 6.1, we obtain

the free energy of self-solvation values in Table 6.2.

Table 6.2: Free energy of self-solvation (∆Gsolv) obtained from Equation 6.1 for se-
lected organosilica molecules

Compound ∆Gsolv (kJ/mol)
Tetramethylsilane -13.0
Tetraethylsilane -24.0
Trimethylsilanol -22.2
Triethylsilanol -27.9

Hexamethyldisiloxane -20.4
Tetramethoxysilane -22.8
Tetraethoxysilane -26.5

Triethyl-ethoxysilane -24.0

The free energy of self-solvation is a useful property for our parametrisation since

solution thermodynamics play a key role in the synthesis of templated mesoporous silica.

When parametrising a force �eld, it is advisable to use most of the data for �tting, while

leaving some parameters for validation. As such, it was chosen to use ρ and ∆Hvap for

the parametrisation, since they are a lot easier and quicker to compute than ∆Gsolv.

This means that we have two �tting parameters, meaning that we can parametrise two

model parameters from one set of data for a given molecule.

6.3 Parametrisation Strategy

As already mentioned in Chapter 2, force �eld parameters can be split into two cate-

gories - bonded and non-bonded interactions. The former contain terms that describe

interactions between chains of bonded atoms. Usually there are three of these terms,

namely bond-stretching, angle-bending and torsional interactions. These describe the

intramolecular interactions of chains of two, three and four atoms, respectively. Math-

ematically, due to our desire for transferability and ease of use, we will employ the

formulations most commonly used in the GROMACS MD simulation package. These

forms were already given in Equations 2.14, 2.15, 2.17. This means that we must �t

two parameters for each bond type (kB, r0), two for each angle (kθ, θ0) and four terms
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for each dihedral (kT,1, kT,2, kT,3 and kT,4).

Intermolecular interactions commonly consist of two terms, namely the LJ and

Coulomb potentials. Mathematically, these are given in Equations 2.19 and 2.22.

Due to the presence of combining rules (we will use the Lorentz-Berthelot rules [51] -

see Equations 2.20 and 2.21) it is not necessary to derive ε and σ values for each in-

teraction, but only for each atom type. As such, per atom type there are two parameter

values to be �tted. Additionally, a charge for every group has to ascertained; however,

these are more susceptible to the molecular environment, so these will be determined per

molecule, rather than using one set charge for a speci�c atom type. As was described

in Chapter 5, we have extensively tested QM methods for obtaining molecular point

charges, meaning that we can exclude these parameters from the �tting. Not that any

other choice is available given the limited number of data points.

This leaves us with ε, σ and the intramolecular parameters. Having surveyed the

literature, we discovered an adequate quantity of data from quantum calculations for the

bond-stretching and angle-bending parameters, obviating the need to calculate them in-

house. However, this nevertheless leaves the torsion terms, by far the most complicated

of the bonded interactions. For this reason, it was decided to calculate these from in-

house QM calculations. One of the reasons for this is that some of the few torsional

terms available in the literature include 1-4 interactions. This is when the intermolecular

interaction between atoms at the end of a four atom chain is included, fully or partially,

blurring the boundary between intermolecular and intramolecular terms. For example,

OPLS scales the non-bonded interactions between 1-4 atoms by 0.5 [391], whereas in

the CHARMM force �eld they have their full values, i.e. the scaling factor is 1.0 [392].

While this can improve a torsional potential, it also makes it less transferable since it

includes the intermolecular terms, which may be di�erent between di�erent molecules.

For this reason, we saw the chance to calculate our own torsional potentials as an

opportunity to ensure their transferability.

Despite having now laid out how we will obtain each type of interaction in Table

6.3, we have not yet enumerated what these speci�cally are. Before this, it is important

to note that we are intending to create a united-atom (UA) force �eld; this means that
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Table 6.3: Table demonstrating how the parameters for each interaction for the force
�eld will be obtained.

Potential Components Method of Parametrisation
Bond-Stretching kB, r0 From the literature
Angle-Bending kθ, θ0 From the literature

Torsional kT,1, kT,2, kT,3, kT,4 Quantum-mechanical calculations
Electrostatic q Quantum-mechanical calculations
Lennard-Jones ε, σ Fitting to experimental data

most light atoms, i.e. hydrogen, will, where possible, be clumped together into one

interaction centre with the heavy atom that they are connected to. For this reason, we

will use the term interaction centre rather than atom, since some interaction centres

will represent collections of atoms. This is generally appropriate where there is no, or

relatively little, directional bias introduced by a hydrogen atom. For this reason, the

hydrogen atoms in alkyl groups will be grouped into one interaction centre centred on

the carbon atom, since they are distributed relatively symmetrically around the carbon

atom and will produce near-identical interactions. However, this is less appropriate

for the hydrogen in hydroxyl groups because there is only one hydrogen and it has

a signi�cant charge, whose e�ect will not be averaged out by other hydrogen atoms

connected to the oxygen. Since these are the only two environments containing hydrogen

in our list of training molecules, it means our only non-atomistic interaction centres will

be CH2 and CH3. The advantage of this UA implementation is that it greatly reduces

the number of interaction centres, and hence computational cost. For example, the

molecule trimethylsilanol in our training set will go from having 15 to 6 interaction

centres, while losing minimal chemical resolution.

The UA philosophy has been widely used, for example in the TraPPE force �eld

[393, 394], and shown to be very e�ective. The success of TraPPE with this approach

is especially pertinent for our study since their philosophy is based upon ensuring the

transferability of their parameters, something that we also wish to achieve. As such, it

was decided to make use of the already existing alkane parameters instead of starting

from scratch. However, for CH2 and CH3, we will use the modi�ed TraPPE parameters

for alkanes as introduced in the work of Jorge et al., where it was shown that a slight
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modi�cation of the LJ parameters can eliminate a systematic error in the self-solvation

free energy of alkanes [327,328].

To summarise, the following interaction centres (as shown in Table 6.4) for LJ pa-

rameters would have to be parametrised in order to be able to describe all the molecules

shown in Table 6.1. It should be noted that while hydroxyl hydrogen (HO) is an in-

teraction centre, due to its small size and in keeping with the philosophy used in many

water models and TraPPE, it has a charge but no LJ parameters.

Table 6.4: Enumeration of the Lennard-Jones parameters that would be necessary to
parametrise in order to describe all the organosilica molecules presented in Table 6.1

Interaction Centre Symbol Comments
Methyl Me Taken from modi�ed TraPPE [328]

Methylene Me2 Taken from modi�ed TraPPE [328]
Tetrahedral silicon Si
Hydroxyl oxygen OH
Alkoxide oxygen OC
Siloxane oxygen OSi

From Table 6.4, it is apparent that there are four interaction centres for which the

LJ parameters need to be ascertained. For each said interaction centre, at least one

molecule from the training set needs to be used for the �tting. The simplest possible

molecules for the �tting of each centre are shown in Table 6.5

Table 6.5: Enumeration of the molecules used in the training set to parametrise each
Lennard-Jones interaction centre and any prerequisite Lennard-Jones parameters.

Interaction Centre Molecule Prerequisites
Si Si− (Me)4 Me
OH (Me)3 − Si−OH Si,Me
OC Si− (OMe)4 Si,Me
OSi (Me3)3 − Si−O − Si− (Me)3 Si,Me

Having now de�ned the global methodology for creating the force �eld, we can

move on to the parameters themselves. First we will delve into the literature to �nd

bond-stretching and angle-bending terms. Subsequently, the procedure behind the QM

calculations for obtaining the data for dihedral torsion and deriving functional constants

therefrom will be elucidated. The results for the point charges, once again from QM cal-
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culations, will thereafter be presented and discussed. Finally, the procedure and results

for the �tting of the LJ parameters using MD simulations for some of the molecules in

the training set will be demonstrated.

6.4 Bond-Stretching and Angle-Bending Parameters

The bulk of the parameters were found in two papers by Grigoras and Lane [395] and

Abraham and Grant [396]. These were the most comprehensive studies that could

be found; they contained QM calculations for approximately 25 and 15 organosilica

molecules, respectively, covering all of the di�erent chemical families studied in this

work. The only concern is that these studies are relatively antiquated, both having

been published in 1988. For this reason, and due to the low level of theory employed

(basis set: 3-21G*), it was considered necessary to cross-reference their values against

more modern calculations, in order to check that their results are still valid.

Table 6.6: Enumeration of the relevant equilibrium bond lengths necessary for our
organosilica force �eld. Adapted from Grigoras and Lane [395]

Bond Length (nm) Molecule
Si− C 0.1896 H3Si− CH3

Si−OH 0.1653 H3Si−OH
Si−OC 0.1656 (CH3)2SiH −O − CH3
Si−OSi 0.1645 H3Si−O − SiH3

In Table 6.6, the Si−C bond length is given as 0.1896 nm, based on methylsilane.

Nevertheless, methylsilane is not one of our test molecules (it is gaseous at STP).

However, an experimental value for tetramethylsilane (Si(CH3)4), the �rst molecule

for which we need to obtain force �eld parameters, is available and is 0.1875 ± 0.0002

nm [397]. Since this value is known experimentally, it was decided to use the bond-

length value from this source for the force �eld.

Next, the values for Si − OH are compared. A later study by Koput [398] at a

higher level of theory (CCSD(T), with basis sets up to cc-pV5Z) studied methanol and

silanol. At the highest level of theory, the Si − OH bond length was given as 0.16481

nm, while in Table 6.6 the value is 0.1653 nm. While there is some di�erence here,
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the value for the calculation with the second-largest basis set (cc-pVQZ) is 0.16525 nm,

which matches up almost exactly with the value of Grigoras and Lane. However, this

value is for silanol, rather than trimethylsilanol, which is the simplest silanol that we're

interested in. Trimethylsilanol is a much bulkier molecule and therefore the value of the

bond length would be larger. This is shown in Grigoras and Lane's study [395]; apart

from silanol, they also carried out calculations for methylsilanol (CH3 − SiH2 − OH)

and found that it had an Si−OH bond length of 0.1657 nm, i.e. a longer one. Taking

all this into consideration, we believe that the value of 0.1653 nm from Grigoras and

Lane is a good approximation of the Si−OH bond length.

For the length of the siloxane bond, Grigoras and Lane report a value of 0.1645 nm

[395], while Abraham and Grant cite 0.164 nm [396]. There are a pair of experimental

values for disiloxane available in the literature [399,400] and these show that the length

of the siloxane bond is either 0.1634 ± 0.0002 or 0.1631 nm. As such, we can see that

the value of Abraham is closer to the experiment value. However, as was previously

discussed, our molecules are more heavily substituted than the molecules studied in

those papers; the molecule in our training set is hexamethyldisiloxane and not disiloxane.

As such, we would expect the bond length to be larger. Indeed, if adding a methyl group

made the same di�erence to the bond length as in silanols, then each methyl group would

add 0.0003 nm. Therefore, we could tentatively extrapolate from the disiloxane values,

of 0.1631 and 0.1634 nm, respectively, a bond length for hexamethyldisiloxane between

0.1640 and 0.1643 nm. Since the value of Abraham and Grant falls within this range,

we shall use this value.

Finally, we move onto discussing the bond length of Si − OC . The value from

Grigoras and Lane [395] is 0.1656 nm for (CH3)2SiH −O−CH3. They also provide a

value for CH3SiH2−O−CH3, namely 0.1652 nm. This shows once again how adding

methyl groups lengthens Si−O bonds. Since (CH3)2SiH−O−CH3 is chemically very

similar to one of our training molecules (a substitution of the hydrogen bonded to the

silicon atom with a methyl group would result in tetramethyl orthosilicate), we will use

the value for this bond, i.e. 0.1656 nm.

Having decided on equilibrium bond lengths, it is now necessary to also decide on
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the stretching constants. These were taken from the study of Grigoras and Lane [395]

and modi�ed as follows. The functional form applied in their work was anharmonic:

UB =
kB
2

(r − r0)2(1 + kCS(r − r0)) (6.2)

The only di�erence here is the addition of a cubic stretch term, whose strength is

dictated by kCS . Since we intend to use a harmonic potential, we left out the cubic

stretch term in order for it to have the same form as in Equation 2.14. A comparison

of the full anharmonic and only the harmonic part of the bond-stretching potential of

Si-C from the study of Grigoras and Lane [395] can be seen in Figure 6.1.
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Figure 6.1: Comparison of the full anharmonic and only the harmonic component of
the potential for stretching of the Si-C bond. Data taken from Grigoras and Lane [395]

As can be seen in Figure 6.1, the anharmonic part of the potential only has any

signi�cant e�ect for values far from the equilibrium distance. At a bond length deviation

of 5%, i.e. a large deviation, the di�erence was around 15% and the harmonic potential
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was hence seen as an acceptable simpli�cation. Additionally, since there were only data

available for the stretching constant of one Si − O bond, the kB value is the same for

all three types of Si− O bond. The �nal collection of bond-stretching parameters can

be found in Table 6.7.

Table 6.7: Finalised bond-stretching parameters for our organosilica force �eld

Bond Length (nm) Force Constant (kJ/mol.nm2)
Si− C 0.1875 194,200
Si−OH 0.1653 381,300
Si−OC 0.1656 381,300
Si−OSi 0.1640 381,300

Having dealt with the bond-stretching parameters, we can now move on to the values

for angle bending. The values for the angles in question can be seen in Table 6.8.

Table 6.8: Enumeration of the relevant equilibrium angles necessary for our organosilica
force �eld. Data taken from Grigoras and Lane [395]

Angle Value (deg) Molecule
C − Si− C 112.0 CH3 − SiH2 − CH3

Si− C − C 111.5 H3Si− CH2 − CH3

C − Si−OH 107.4 H3C − SiH2 −OH
Si−O −H 115.5 H3CSiH2 −O −H
OH − Si−OH 104.4 OH − SiH2 −OH
Si−O − Si 149.5 H3Si−O − SiH3

Si−O − C 124.8 (CH3)2SiH −O − CH3

OC − Si− C 111.0 CH3 − CH3SiH −OCH3

OC − Si−OC 105.7 OCH3 − SiH2 −OCH3

Due to the much higher number of angles, we will focus our discussion on the

accuracy of three of them for the sake of clarity: C−Si−C, Si−O−H and Si−O−Si.

For the �rst of these, an experimental value from an electron di�raction study [397] is

available and is 110.5 ± 0.4 deg. However, this value is for hexamethyldisilane, whereas

the value in Table 6.8 is from dimethylsilane (C − Si− C angle = 112 deg). Despite

the fact that hexamethyldisilane is a much bulkier molecule, the two values are fairly

close, just over one degree once experimental error is taken into account. As such, the

value of 112 deg is most likely a suitable value.

Secondly, as already mentioned above in our discussion of bonds, silanol has been
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studied at a much higher level of theory, namely CCSD(T) [398]. The Si − O − H

angle from this study has a value of 117.91 deg, compared to Grigoras and Lane's 115.5

deg for a slightly bulkier silanol (methylsilanol). Since the values are fairly close and

the molecule that Grigoras and Lane studied is closer to the molecules that we wish to

parametrise, we chose to stick with their value for the Si−O −H angle.

Finally, we considered the Si − O − Si angle. This is one of the more important

angles, since it is known to be extremely large and have a very low bending energy. In

fact, the energy needed to linearise the molecule, i.e. distort the equilibrium angle to

180 deg, is 1.3 kJ/mol [395,401], well below the energy of thermal �uctuations at room

temperature (≈ 2.5 kJ/mol). This means that there can be a large range of angles far

from the equilibrium value in solution. Keeping this in mind, if there is one angle for

which it may be prudent to consider using a more complex angle-bending function, it

would be the siloxane angle. Indeed, Grigoras and Lane themselves used a di�erent

angle functional for Si − O − Si (cubic rather than to the power of six). However, we

will stick with the harmonic angle-bending function in the �rst instance and will only

implement a more complex function if strictly necessary. Grigoras and Lane's value

of 149.5 deg compares well with an experimental value of 151.2 deg and more recent

theoretical work pointing to a value of 150.2 [402].

As was the case for the bond potentials, the form of the angle potential in the study

of Grigoras and Lane [395] includes an anharmonic term. More precisely, it has the

form

UB =
kθ
2

(θ − θ0)2(1 + k6(θ − θ0)4) (6.3)

where k6 is the force constant for the sixth-order anharmonic term. We present a

comparison of the harmonic part and the full anharmonic potential in Figure 6.2 for

the angle C − Si− C.

In Figure 6.2, it can be seen that the harmonic potential �ts well up to a deviation

of the equilibrium angle of about 10 degrees, where the energetic barrier is approximately

10 kJ/mol. Since this is a good deal larger than the scale of thermal �uctuations at

room temperature, this is most likely a reasonable approximation. As such, the �nal
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Figure 6.2: Comparison of the full anharmonic and only the harmonic component of
the potential for bending of the C − Si− C angle from Grigoras and Lane [395]

collection of parameters can be seen in Table 6.9. One point to note is that although

Grigoras and Lane provided an angle for C − Si − OC , they did not include a force

constant. We have therefore assumed that the force constant for C − Si − OH is an

acceptable substitute.

This concludes our survey of the bond-stretching and angle-bending intramolecular

parameters and we will now proceed to our own calculations for the �nal intramolecular

potential, namely dihedral torsion.

6.5 Dihedral Potentials

The work of Grigoras and Lane [395] did not include any dihedral potentials, so it was

left to us to calculate these in-house. The full list of necessary dihedrals can be seen

in Table 6.10. For the sake of simplicity, we have treated CH3 and CH2 as the same
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Table 6.9: Enumeration of the relevant equilibrium angles necessary for our organosilica
force �eld. Data taken from Grigoras and Lane [395]

Angle Value (deg) Force Constant (kJ/mol.rad2)
C − Si− C 112.0 656.2
Si− C − C 111.5 726.5
C − Si−OH 107.4 774.6
Si−O −H 115.5 257.8
OH − Si−OH 104.4 872.6
Si−O − Si 149.5 61.3
Si−O − C 124.8 298.1
C − Si−OC 111.0 774.6
OC − Si−OC 105.7 795.0

environment for the purposes of the dihedrals; the di�erence will likely be minimal and

this will appreciably decrease the number of necessary calculations. In the �rst part of

this section, we will explain our methodology. In the second half, we will present a case

study for the O − Si−O −H dihedral.

Table 6.10: Enumeration of the relevant dihedral potentials necessary for our organosil-
ica force �eld

Dihedral Molecule
H −O − Si− C CH3 − Si(CH3)2 −O −H
H −O − Si−OH H −O − Si(CH3)2 −OH
C − C − Si−OH CH3 − CH2 − Si(CH3CH2)2 −OH
C − C − Si− C CH3 − CH2 − SiCH3CH2OH − CH2CH3

C − C − C − Si From TraPPE
C − Si−O − Si CH3 − Si(CH3)2 −O − Si(CH3)3

C − Si−O − C CH3 − Si(CH3)2 −O − CH2CH3

C −O − Si−OC CH3 −O − Si(OCH3)2 −OCH3

C − C −O − Si CH3 − CH2 −O − Si(OCH2CH3)3

In an ideal situation, we would be able to recover the same energy for dihedral

torsion from our force �eld as from a QM calculation. Speci�cally, a DFT calculation

in our case. Mathematically, we can write this as

∆EDFT = ∆EFF = ∆EB + ∆Eθ + ∆ET + ∆ELJ + ∆EES (6.4)

where ∆E represents the energy barrier compared to the dihedral angle corresponding

to the energetic minimum and FF represents our classical force �eld. We can then
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rearrange for the dihedral energy

∆ET = ∆EDFT −∆EB −∆Eθ −∆ELJ −∆EES (6.5)

Subtracting these other interactions is important, since they can be of a higher mag-

nitude than the energetic barrier of the dihedral itself, thereby cloaking the actual

behaviour of the dihedral. We present an example of this from our work in Figure

6.3. This calculation represents the O − Si − O − H dihedral in dimethylsilanediol.

In the DFT calculation in Figure 6.3, the bonds and angles were held constant; we

can therefore state that ∆EB and ∆Eθ are always equal to zero. Additionally, the only

intermolecular interactions within the molecule involve hydroxyl hydrogen atoms. Since

in our force �eld hydroxyl hydrogens only have a point charge and no LJ parameters,

we can also say that ELJ = 0 for all dihedral angles and this is then also true for ∆ELJ .

Taking these considerations into account, Equation 6.5 becomes

∆ET = ∆EDFT −∆EES (6.6)

All three of the components in Equation 6.6 are shown in Figure 6.3. We can see how

the electrostatic interactions alone overwhelm the energy from the DFT dihedral scan.

As such, it can be seen that this changes the locations of the maximum and minimum

of the curve in comparison to those from the DFT energy alone. This demonstrates the

importance of taking the other force �eld components into account when attempting to

obtain the dihedral energy barrier.

However, there are also often multiple dihedral angles involved, hence the total

dihedral energy is actually the sum of all of them

∆ET =
∑
i=1

∆ET,i (6.7)

For all the dihedrals here, where Si is one of the central atoms, there will be three

dihedrals because silicon is tetrahedral, i.e. one branch will be rotating past the other

three. If these dihedrals are not of the same type, then the others will also need to

be subtracted o� �rst. For example, if we were to parametrise a molecule with two A
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Figure 6.3: Comparison of the magnitude of the relative torsional and electrostatic forces
at di�erent dihedral angles in the dihedral scan of O−Si−O−H in dimethylsilanediol

dihedrals as well as one of type B, then the value for a single dihedral A will be

∆ET,A =
∆ET −∆ET,B

2
(6.8)

Having explained our methodology, we will now move on to a case study. Our

case study focusses on two molecules, namely dimethylsilanediol (Si(CH3)2(OH)2) and

methylsilanetriol (SiCH3(OH)3). While these molecules are not present in our training

set, since both are solid at STP, they act as a continuum between trimethylsilanol,

which is in our training set, and silicic acid, which we want to be able to describe via

the transferability of our force �eld. Therefore, we want a dihedral that can describe

the torsional behaviour of both these molecules. Additionally, there are two sets of

parameters for this dihedral already available in the literature. These are summarised

in Table 6.11. The comparison of the e�ectiveness of the �tted dihedral function
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between two di�erent molecules (dimethylsilanediol and methylsilanetriol), as well as

against other two sets of dihedral parameters already existing in the literature, should

provide a rigorous test for our calculations.

Table 6.11: The Ryckaert-Bellemans potential for the O − Si − O − H dihedral from
the studies of Pereira et al. [161] and Jorge et al. [35]. N.B. The values for Pereira et
al. are converted from the functional form given in reference [161]. All values are given
in kJ/mol

Study kT,0 kT,1 kT,2 kT,3
Pereira et al. [161] 10.73 10.00 4.36 1.027
Jorge et al. [35] 14.8473 9.1554 -3.6233 2.0686

For the quantum calculations, the Gaussian09 software package was used. The

DFT calculations employed an aug-cc-pVTZ basis set and used the B3LYP exchange-

correlation functional. The scan of the dihedral consisted of 18 steps of 20 degrees

around the dihedral, i.e. one full revolution. All bonds and angles were frozen, i.e. were

not allowed to change after the initial optimisation. As mentioned above, we did this so

that we would not have to subtract o� these energies from the DFT energy. The methyl

hydrogen atoms were an exception; their positions were not �xed and were optimised.

The reason for this is that we intend to parametrise a united-atom force �eld, where

methyl groups are represented by one interaction centre. Therefore, by allowing the

positions of the methyl hydrogens to be optimised, we are able to take some of this

behaviour into account in the force �eld implicitly. The atom being rotated around

one of the Si− O bonds was a hydroxyl hydrogen. For subtracting the intermolecular

interactions (of which there were only electrostatic components in these two systems),

we used the CHELPG charges, which will be introduced in the next section, on the

atoms in trimethylsilanol as representative of the two silanols given here. See Section

6.6 and Table 6.14 for further information. For the dihedrals of Pereira et al. and

Jorge et al., we used the charges given in their papers [35,161], respectively.

In these molecules there is also a second dihedral type present, namely C−Si−O−H.

This was parametrised from trimethylsilanol (see �t in Figure 6.4), since this is a well-

behaved system; there is only one type of dihedral in this molecule (at least in our

united-atom representation - we are not interested in any dihedrals containing methyl
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hydrogens) and the three of them are arranged symmetrically. The same QM calculation

procedure was described above, with the exception that we used 36 steps of 10 degrees

instead of 18 20-degree ones. The values obtained for the Ryckaert-Bellemans dihedral

potential were (in kJ/mol): kT,0 = 0.87; kT,1 = 2.6; kT,2 = 0; kT,3 = −3.47. In the diol

there are two C −Si−O−H dihedrals and one O−Si−O−H, whereas the triol has

one C − Si−O −H and two O − Si−O −H dihedrals.
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Figure 6.4: Fit of the Ryckaert-Belleman dihedral function to the calculated C − Si−
O −H torsional barrier of trimethylsilanol

The dihedral parameters were then �tted so that the dihedral functional plus the

electrostatic interactions reproduced the curves from both the DFT calculations as well

as possible with the same parameters. The �ts for our parameters, as well as those from

Pereira et al. and Jorge et al., can be seen in Figures 6.5 and 6.6 for the diol and triol,

respectively. The values for the dihedral parameters that minimised the total squared

error for both the diol and triol were obtained via a Python script. The optimum values

were (in kJ/mol): kT,0 = 10.92; kT,1 = 8.41; kT,2 = 1.36; kT,3 = 4.35. The values for the
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total squared error for the diol and triol over all 19 points were 40 and 30 kJ2/mol2,

respectively.
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Figure 6.5: Comparison the O − Si − O − H dihedral parameters �tted in this work
against the result from a DFT dihedral scan of dimethylsilanediol and the parameters
from two other works, namely those of Jorge et al. [35] and Pereira et al. [161]

From Figure 6.5, it is clear that the parameters from this study provide the best

result. The study of Jorge et al. performs worst, not getting the shape of the curve

correct and having the maximum furthest from the DFT value. The dihedral of Pereira

et al. has about the same maximum as that of Jorge et al. but the shape of the

curve is much more accurate. However, this is to the point of exaggeration; the values

close to the minimum are too shallow, whereas the values near the maximum increase

too rapidly. Near the minimum and the maximum, the values obtained in this study

perform best. However, this is not surprising, since they were in part parametrised

against the target DFT energies for this molecule. The same is true for the triol results;

the values from this study are the most accurate, although none of the three results
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Figure 6.6: Comparison the O−Si−O−H dihedral parameters �tted in this work for
against the result from a DFT dihedral scan of methylsilanetriol and the parameters
from two other works, namely those of Jorge et al. [35] and Pereira et al. [161]

can capture the behaviour of the curve fully. The results of Jorge et al. capture

the behaviour of the maximum best, but are easily the worst for the minimum. The

shapes of the curve for this study and that of Pereira et al. are very similar, having

an unexpected local minimum between two local maxima, whereas the DFT calculation

only has one. However, the curve of Pereira et al. has a very sharp minimum too, i.e.

much sharper than that of the DFT calculation, so is probably the worst result. The

dihedral parameters from this study do the best job of describing the minimum, which

is the most important region. Altogether, the �ts from study, while far from being

perfect, do describe the dihedral in these two complicated molecules adequately and

demonstrate the e�cacy of the calculation and �tting procedure. The parameters for

the two dihedrals parametrised in this work are shown in Table 6.12. The raw data

for all the DFT calculations in this section can be found in Appendix A.
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Table 6.12: Summary of the Ryckaert-Bellemans parameters obtained for the dihedrals
studied in this work. All values are given in kJ/mol

Dihedral kT,0 kT,1 kT,2 kT,3
C − Si−O −H 0.87 2.60 0.00 -3.47
O − Si−O −H 10.92 8.41 1.36 4.35

Having now developed and validated a procedure for calculating the torsional pa-

rameters, thereby completing the intramolecular parameters, we can now move onto

obtaining parameters for the intermolecular interactions.

6.6 Charge Determination

The quantum calculations for the organosilica molecules were also carried out using

Gaussian09. The geometries of the molecules were optimised using an aug-TZ ba-

sis set and the B3LYP exchange-correlation functional in the IEFPCM CSM. For those

molecules whose dielectric constant was known (which was only the case for tetramethyl-

silane (7.17 F/m) and tetraethylsilanol (2.66 F/m)), a solvent of near-identical dielectric

constant was chosen as the continuum background. Due to the lack of organosilica sol-

vents available in Gaussian09, the solvent for the rest of the calculations was chosen to

be the most similar organic molecule and these are listed in Table 6.13.

Table 6.13: List of the molecules used as the solvent in the IEFPCM continuum solvation
model for the quantum-mechanical calculation of each organosilica molecule. ε and ε∞
represent the static and high-frequency dielectric constants of the solvent, respectively

Organosilica Molecule Continuum Molecule ε ε∞
Tetramethylsilane n-Nonane 1.9605 1.975149
Tetraethylsilane n-Nonane 1.9605 1.975149
Trimethylsilanol 2,6-Dimethyl pyridine 7.1735 2.235922
Triethylsilanol Pentanoic acid 2.6924 1.983872
Silicic Acid Water 78.3553 1.777849

Hexamethyldisiloxane Dibutyl ether 3.0473 1.957761
Tetramethylorthosilicate Diethyl ether 4.2400 1.829527
Tetraethylorthosilicate Diethyl ether 4.2400 1.829527
Trimethylethoxysilane Diisopropyl ether 3.3800 1.871150

Dimethyl,ethylethoxysilane Diisopropyl ether 3.3800 1.871150
Diethyl,methylethoxysilane Dibutyl ether 3.0473 1.957761

Triethylethoxysilane Dibutyl ether 3.0473 1.957761
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From these calculations CHELPG and DDEC charges were �tted. The results are

shown in Table 6.14. Since we intend to parametrise a united-atom force �eld for these

molecules, the charges for the atoms in alkane groups have been summed into an overall

charge located on the carbon atom. The molecules were selected in order to represent

as wide a range of organosilica molecules as possible. The chosen molecules encompass

silane, silanol, alkoxysilane and siloxane environments, as discussed previously.

In Table 6.14, several trends are readily apparent. First of all, the charges for

the DDEC �tting are signi�cantly larger; this is surprising since this trend was not

observed for methanol in Chapter 5. In some cases, the charges for the tetrahedral

silicon atom are 2-4 times larger than the equivalent CHELPG charges. This is most

likely due to the fact that the silicon atom is never close to the molecular surface; as

explained earlier, one of the motivations for the DDEC procedure was to parametrise

buried atoms more consistently. This can be clearly seen from the data. The last four

molecules in Table 6.14 constitute a series where the central silicon atom becomes

progressively more buried; the �rst molecule has three methyl groups in addition to its

ethoxy group, whereas the last has three ethyl groups. For the CHELPG charges, there

is a marked decay in the magnitude of the silicon charge as the number of ethyl groups

increases, while this e�ect is signi�cantly smaller for DDEC.

However, it is not only the buried atoms whose charges are larger. Looking at

the silanol molecules (tetramethyl-, tetraethyl- and silicic acid), which have exposed

hydroxyl groups, the charge on the hydroxyl oxygen is around 10�20% larger for DDEC

than CHELPG. Although the DDEC �tting procedure seems to result in point charges

that are more chemically consistent, they seem to be rather large. For example, they

are noticeably larger than those present in the INTERFACE force �eld [379] that deals

with solid surfaces, where one would expect that the point charges would be higher.

Since there is no clear consensus as to which �tting method is the most e�ective for

our purposes, the charges from both methods will be carried forward into the initial

parametrisation of our force �eld.
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Table 6.14: Point charges obtained using both the CHELPG (indicated by C in the
"�t" column) and DDEC (D) �tting procedures for 12 organosilica molecules. The
calculations were carried out using an aug-TZ basis set and the B3LYP functional in
Gaussian09. The IEFPCM continuum solvation model was applied to the calculations.
The molecule chosen for the continuum model for each organosilica molecule are listed
in Table 6.13

Molecule Fit qSi qCH3 - - - - -
Tetramethyl- C 0.888 -0.222 - - - - -

silane D 0.960 -0.240 - - - - -
Molecule Fit qSi qCH2 qCH3 - - - -
Tetraethyl- C 0.260 -0.0091 -0.0559 - - - -

silane D 0.975 -0.2875 0.04375 - - - -
Molecule Fit qSi qCH3 qO qH - - -

Tetramethyl- C 1.086 -0.224 -0.827 0.413 - - -
silanol D 1.451 -0.329 -0.908 0.444 - - -
Molecule Fit qSi qCH2 qCH3 qO qH - -
Tetraethyl- C 0.646 -0.110 0.001 -0.7157 0.3967 - -
silanol D 1.237 -0.333 0.0605 -0.849 0.4295 - -
Molecule Fit qSi qO qH - - - -
Silicic C 1.448 -0.7933 0.4313 - - - -
Acid D 2.10 -1.01 0.485 - - - -

Molecule Fit qSi qO qCH3 - - - -
Hexamethyl- C 1.056 -0.744 -0.228 - - - -
disiloxane D 1.458 -0.9150 -0.3335 - - - -
Molecule Fit qSi qO qCH3 - - - -

Tetramethyl- C 1.148 -0.477 0.190 - - - -
orthosilicate D 1.852 -0.719 0.256 - - - -
Molecule Fit qSi qO qCH2 qCH3 - - -
Tetraethyl- C 1.872 -0.534 0.312 -0.246 - - -
orthosilicate D 1.878 -0.758 0.326 -0.0375 - - -
Molecule Fit qSi qO qCH2−(O) qCH3−(O) qCH3 - -
Trimethyl- C 0.974 -0.629 0.332 -0.062 -0.205 - -
ethoxysilane D 1.390 -0.678 0.294 -0.046 -0.320 - -
Molecule Fit qSi qO qCH2−(O) qCH3−(O) qCH2 qCH3−(CH2) qCH3

Dimethyl,ethyl- C 0.831 -0.592 0.336 -0.0683 -0.126 -0.0085 -0.1861
ethoxysilane D 1.329 -0.664 0.2915 -0.0448 -0.332 0.0583 -0.319
Molecule Fit qSi qO qCH2−(O) qCH3−(O) qCH2 qCH3−(CH2) qCH3

Diethyl,methyl- C 0.6378 -0.567 0.332 -0.0712 -0.0304 -0.0515 -0.168
ethoxysilane D 1.258 -0.645 0.289 -0.0404 -0.3282 0.0519 -0.309
Molecule Fit qSi qO qCH2−(O) qCH3−(O) qCH2 qCH3 -
Triethyl- C 0.434 -0.482 0.323 -0.0746 -0.0414 -0.0254 -

ethoxysilane D 1.194 -0.638 0.287 -0.0432 -0.322 0.0554 -
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6.7 Fitting Lennard-Jones Parameters from Molecular Dy-

namics Simulations

Finally, we move on to the parametrisation of the LJ parameters. This was done by

manipulating the ε and σ parameters until the model matched the experimental density

(ρexp) and heat of vaporisation (∆Hvap,exp) for each target molecule. Practically, this

was done by creating one or multiple two-dimensional grids linking input parameters and

predicted properties. This was implemented in a Python script previously developed

by a colleague, Ms. Maria Cecilia Barrera.

The liquid-phase simulations were carried out in GROMACS (version 5.1.2) and

consisted of: 1) an energy minimisation step; 2) an equilibration step in the NVT

ensemble (0.1 ns); 3) an equilibration step in the NPT ensemble (0.1 ns); 4) a production

simulation in the NPT ensemble (10 ns). There were 200 organosilica molecules in each

simulation box. The model density (ρmodel) was taken from the GROMACS inbuilt

function "GMX energy" and was equal to the average density over all the frames in the

production simulation. The density of a given frame is equal to the total mass of the

molecules, which is constant in a non-reactive NPT simulation, divided by the volume of

the cubic simulation cell, which �uctuated. Additionally, the total energy of the liquid

phase was extracted, also via "GMX energy", and was simply the sum of all the potential

terms introduced above, i.e. bond-stretching, angle-bending, torsional, electrostatic and

LJ potentials, averaged over all frames of the trajectory. The Berendsen thermostat [87]

was used (time constant = 0.1 ps) to maintain a constant temperature of 298.15 K. For

the NPT simulations, an average pressure of 1.0 bar was maintained by the Parrinello-

Rahman barostat [94] (time constant = 2.0 ps). Long-range electrostatic interactions

were treated using the Particle-Mesh Ewald technique [64]. All the data in the trajectory

were saved every 10 ps. Dispersion corrections and cubic boxes with periodic boundary

conditions were also employed.

For the gas-phase simulations, an energy minimisation step and then a 50 ns simu-

lation in the NVT ensemble were carried out. There was one organosilica molecule in

each simulation. This is to represent an ideal gas; if there is only one molecule present
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in a su�ciently large box then there will be no intermolecular interactions, i.e. it will

be as close to an ideal gas as possible. From these simulations, only the energy term

was extracted. This was done in the same way as for the liquid-phase simulations. The

heat of vaporisation for the model (∆Hvap,model) was then calculated as

∆Hvap,model = Eliq − Evap +RT (6.9)

where Eliq and Evap are the total energies of the liquid- and gas-phase simulations,

respectively. The �rst molecule to be parametrised was tetramethylsilane (Si(CH3)4).

Initially, the CHELP charges (qSi = 0.888, see Table 6.14), the modi�ed TraPPE pa-

rameters [327,328] for the methyl groups (σCH3 = 0.379 nm, εCH3 = 0.833 kJ/mol) and

the bonded parameters from the previous sections were employed. The grid consisted

of: 0.55 ≤ σSi ≤ 0.70 nm with a spacing of 0.005 nm; 0.04 ≤ εSi ≤ 0.30 kJ/mol with

a spacing of 0.02 kJ/mol. The modi�ed TraPPE model for neopentane (the organic

analogue of tetramethylsilane) has LJ parameters of σC = 0.646 nm and εC = 0.042

nm [328], so this was an appropriate region of the parameter space to probe. The op-

timisation algorithm found an optimum at σSi = 0.585 nm and εSi = 0.16 nm. For

these values, ρmodel = 642.5 ± 0.8 kg/m3 (cf. ρexp = 641 kg/m3 in Table 6.1), while

∆Hvap,model = 25.7 ± 0.1 kJ/mol (cf. ∆Hvap,exp = 26.0 ± 0.6 kJ/mol in Table 6.1).

Here we can see that the model density is, taking into account statistical uncertainty,

slightly higher than the experimental density, while the model heat of vaporisation is

well within the experimental error of the experimental value. The same procedure was

also carried out with the DDEC charges and the optimum values for σSi and εSi were

0.59 nm and 0.1675 kJ/mol, respectively. The density for these values of σSi and εSi

was 641.4 ± 0.5 kg/m3, while the heat of vaporisation was 26.0 ± 0.1 kJ/mol.

Subsequently, we can move onto our second molecule, namely trimethylsilanol.

Trimethylsilanol substitutes one of tetramethylsilane's methyl groups for a hydroxyl

group and hence has the chemical formula Si(CH3)3OH. From Table 6.14, the

CHELPG charges for this molecule are: qSi = 1.086; qO = -0.827; qHO
= 0.413. Since

the hydroxyl hydrogen has only a point charge located on it and is not a LJ centre, the

only unknowns are σOH
and εOH

. Nevertheless, this parametrisation turned out to be
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more challenging than expected and we will demonstrate this with the aid of Figure

6.7. It should also be noted that we applied polarisation corrections for this molecule

since it is a polar molecule. We used the same corrections as in Chapter 4, but only up

to dipoles due to data for the quadrupoles being unavailable. The data needed for the

calculation were the gas-phase dipole (2.01 D [380]), the isotropic polarisability (10.4

3 [403]), the refractive index (1.3889 [380]), the static dielectric constant (7.17 [380])

and the liquid-phase density (814.1 kg/m3 [380]). From the input data, the correction

turned out to be +1.18 kJ/mol for the heat of vaporisation and therefore -1.18 kJ/mol

for the free energy of self-solvation.
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Figure 6.7: Graphical representation of all the di�erent combinations used for the
Lennard-Jones parameters of trimethylsilanol. Each point represents the error in the
density and heat of vaporisation of the model for a certain combination of Lennard-Jones
parameters for the hydroxyl oxygen

Initially, we used only the CHELPG charges for the parametrisation. However,

despite using increasingly extreme values of σOH
and εOH

, we were unable to �nd
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any combination thereof that could simultaneously reproduce the experimental density

and heat of vaporisation, as shown by the black circles in Figure 6.7. The values of

σOH
ranged from 0.20 to 0.34 nm, while those of εOH

went from 0.7 to 8.0 kJ/mol.

Considering that the TraPPE parameters are σOH
= 0.302 nm and εOH

= 0.773 kJ/mol

[374], the lower limit of σOH
= 0.20 nm and the higher limit of εOH

= 8.0 kJ/mol, in

particular, are extreme. The values in this region represent the subset of black circles in

the top right-hand corner of Figure 6.7. What the black points do show, however, is

that no combination of parameters for σOH
and εOH

can even come close to reproducing

ρexp and ∆Hvap,exp at the same time, since they all lie broadly along a single curve far

from the origin. Figure 6.7 therefore reveals that either our other potential parameters

are inaccurate or that our value for the LJ parameters for the central tetrahedral silicon

are not transferable from tetramethylsilane to trimethylsilanol.

The challenge is, therefore, not to �nd the parameter that will signi�cantly change

both density and heat of vaporisation, but rather the parameter upon which one prop-

erty depends much more strongly than the other. Our most reasonable estimates for

the σOH
and εOH

, i.e. those similar to the TraPPE parametrisation, produce values for

the heat of vaporisation that are not all too far from the experimental value. However,

the values for the density deviate signi�cantly, i.e. are approximately 50 kg/m3 too

low. This tells us that the main property of interest here is the density. As such, we

are looking for the potential that will have a much stronger e�ect on the density, a

structural property, than on the heat of vaporisation, an energetic one.

To try overcome this problem, other combinations of potentials were employed.

The remaining options are the electrostatic and intramolecular potentials. Since we

are looking for an increase in the density, we would expect that a higher value of

qOH
would be appropriate. This would increase the electrostatic contribution, making

this interaction between the molecules more attractive. The only di�erence between

trimethylsilanol and tetramethylsilane is the substitution of a methyl for an alcohol

group; this substitution signi�cantly increases the density from 650 to 810 kg/m3, i.e.

by 25%. Since the main di�erence that this makes to the molecule is to make it dipolar

and signi�cantly increase the Coulombic interaction, electrostatics are, most likely, the
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origin of the large increase in the density. Therefore, it is worth testing to see whether

our charges, and thereby the electrostatic part of the potential, are simply not large

enough to produce our desired density. However, as already stated, the root of this

problem is to �nd the parameter that signi�cantly in�uences the density but not the

heat of vaporisation. Bearing this in mind, it is less likely that electrostatics are the

origin of our �tting problem. The increase in the charges, and thereby in the level of

attraction between the molecules, will also increase the heat of vaporisation, since more

energy will need to be added to the system to prise them apart and create a gas. As

such, it would seem that the magnitude of our charges is not the fundamental reason

why our simulations of trimethylsilanol cannot match the experimental density.

To test this hypothesis, CHELPG (qOH
= -0.827) charges were replaced with DDEC

(qOH
= -0.908) charges, as well as with the charges from the works of Gomes et al. [243]

(qOH
= -0.799) and the INTERFACE force �eld [379] (qOH

= -0.660). The trimethyl-

silanol was then reparametrised with each of these new sets of charges for the same

range of LJ parameters (σOH
= [0.28,0.29,0.30], εOH

= [0.7,0.8,0.9,1.0]). They are rep-

resented by the red, green and blue data points, respectively. As expected, these new

parametrisations still fall along the same curve as the black points, i.e. the electrostat-

ics do not fundamentally change the shape of the curve, but rather only move the data

points along the curve. Therefore, the electrostatics are not the part of our system that

is stopping us from matching both the experimental density and heat of vaporisation

simultaneously.

Since we have already ruled out the in�uence of the LJ and coulombic parameters in

being able to shift us away from the general trend of the curve in Figure 6.7, this only

leaves us with the intramolecular parameters. The most basic way to test the e�ect of

the intramolecular parameters is to alter the bond length. Since it appears three times

in the molecule, the Si−C bond is the most obvious candidate for this test. We would

expect a decrease in the length of this bond to enact an increase on the density due to

the overall size of the molecule e�ectively being shrunk. This may pull the repulsive

part of the LJ potential closer to the surface of the molecule, thereby allowing molecules

to approach more closely to one another. However, it may also weaken the attractive
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part of the LJ potential; since these groups will now be closer to the central Si in the

molecule, they will also be further from other molecules. Since the attractive part of

the LJ potential also decays fairly rapidly, this could also result in a lowering of the

intermolecular attraction.

To test this, we implemented the Si − C bond length (0.1809 nm) that appears

within the INTERFACE force �eld but with the same force constant as used in the

other iterations. It should be stressed that this was more to test the in�uence of the in-

tramolecular parameters rather than because this bond length is physically sensible; the

INTERFACE force �eld was developed principally for solids. This is the reason why the

value is about 3.5% smaller than the experimental value of 0.1875 nm that we otherwise

use here. The CHELPG charges were used in this parametrisation. Since we are using

a di�erent bond length, it was also decided to reparametrise the LJ parameters for the

tetrahedral silicon atom from tetramethylsilane. This resulted in new LJ parameters

of σSi = 0.605 nm and εSi = 0.14 kJ/mol. This resulted in the yellow points in the

Figure 6.7. We can see that this fairly drastic change in one of the intramolecular

parameters produces only a very minor deviation away from the general trend of the

curve. Indeed, rather than the decreased bond length increasing the density of the �uid,

as was originally expected, there is an increase; this is probably due to the concomitant

increase in σSi.

Finally, having eliminated most of the other potential functions in the model, we look

at the transferability of the LJ parameters for the central silicon atom. Interestingly,

there is a parallel between our work and the work of Chen et al. [374], who developed

parameters for neopentane and tert-butyl alcohol, the alkane analogues of our molecules

in question. They also found that it was not possible to represent both these molecules

with the same LJ parameters for the central carbon atom and therefore scaled their

value of σ. More precisely, the σ for the tetrahedral carbon in neopentane was 0.64

nm, while this was reduced to 0.58 nm for tert-butyl alcohol. The e�ect of this is to

move the repulsive region closer to the surface of the molecule. This will also mean

that the minimum, i.e. the most attractive part of the potential, will also move closer

to the surface of the molecule, allowing them to pack more closely. Additionally, and
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importantly, this will not necessarily change the heat of vaporisation. Drawing the LJ

potential closer to the surface of the molecule will mean that the same intermolecular

potential can be achieved, but with a closer packing. As such, this would be seem to

be a promising avenue to explore.

If we apply the same ratio as Chen et al., namely 0.906 [374], then, from our value of

0.585 nm for tetramethylsilane, we end up with a value of 0.530 nm for trimethylsilanol.

Reparametrising with this value of σSi, but remaining with our previous value of εSi

(0.16 kJ/mol), we produce the brown points in Figure 6.7. From these results, it is

immediately clear that this approach is transferable from alkanes to organosilicates,

since we almost instantly end up with a curve that goes through the origin. As such,

we can see that our method for the parametrisation of our model has been successful

in maintaining the transferable nature of the TraPPE model inasmuch as this simple

scaling rule produces almost identical results. Additionally, this result provides an

indication that many of the trends seen in the parametrisation of organic molecules

may also hold true for their organosilica analogues.

Subsequently, using the scaled σSi value, the LJ parameters of the hydroxyl oxygen

in trimethylsilanol were optimised for both the charges from the CHELPG and DDEC

�tting schemes. These parametrisations, as well as that for the central silicon atom in

tetramethylsilane, are summarised in Table 6.15.

Table 6.15: Summary of the parametrisation of the models for tetramethylsilane (TMS)
and trimethylsilanol (TMSOL) for both CHELPG and DDEC charges. For a full list of
the organosilica charges, please see Table 6.14

Molecule Charges
Optimum

σSi (nm) εSi (kJ/mol) σOH
(nm) εOH

(kJ/mol)

TMS
CHELPG 0.58 0.16 - -
DDEC 0.59 0.1675 - -

TMSOL
CHELPG 0.53 0.16 0.305 1.05
DDEC 0.535 0.1675 0.318 1.00

Molecule Charges
ρ (kg/m3) ∆HV ap (kJ/mol)

Model Exp. Model Exp.

TMS
CHELPG 642.5 ± 0.8

641
25.7 ± 0.1

26.0
DDEC 641.4 ± 0.5 26.0 ± 0.1

TMSOL
CHELPG 814.3 ± 0.4

814.1
46.2 ± 0.1

45.6
DDEC 811.7 ± 0.4 46.0 ± 0.1
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Having now parametrised our models for tetramethylsilane and trimethylsilanol,

the last step of our procedure for these molecules is to validate our models against

experimental data. As mentioned earlier, our chosen property for validation is the

free energy of self-solvation. This was calculated using the Bennett Acceptance Ratio

(BAR) method [83] via the "gmx bar" module in GROMACS. The values of λ for the

decoupling were [0.0, 0.3, 0.6, 0.7, 0.8, 0.9, 1.0] and [0.00, 0.05, 0.10, 0.15, 0.20, 0.25,

0.30, 0.35, 0.40, 0.45, 0.50, 0.55, 0.60, 0.70, 0.80, 0.90, 1.00] for the electrostatic and

LJ potentials, respectively. Each simulation was run for 5.0 ns and the BAR analysis

began after 0.5 ns. All other details were the same as those used in the simulations

for calculating the density and heat of vaporisation. The results for the free energy of

self-solvation for the models of tetramethylsilane and trimethylsilanol can be found in

Table 6.16.

Table 6.16: Summary of the free energy results for tetramethylsilane (TMS) and
trimethylsilanol (TMSOL) for the models parametrised in this work for both CHELPG
and DDEC charges. For a full list of the charges, please see Table 6.14. LJ refers to
the Lennard-Jones interactions, ES to electrostatic, i.e. Coulombic interactions. Corr
and Exp refer to the polarisation correction and the experimental value, respectively

Molecule Charges ∆GLJ ∆GES ∆Gcorr ∆Gtotal ∆Gexp

TMS
CHELPG -15.52 ± 0.07 -0.190 ± 0.005 - -15.71 ± 0.08

-13.0
DDEC -15.8 ± 0.1 -0.28 ± 0.01 - -16.1 ± 0.1

TMSOL
CHELPG -13.7 ± 0.4 -9.7 ± 0.1

-1.138
-24.5 ± 0.5

-22.2
DDEC -12.7 ± 0.2 -10.2 ± 0.1 -24.0 ± 0.3

From Table 6.16, we can draw some important conclusions about our models. First

of all, considering the results for tetramethylsilane, we can see that the LJ interactions

dominate. This is expected because the molecule is bulky as well as being non-polar due

to symmetry and comparatively weakly charged. From our results, we can see that both

our models nevertheless overestimate the LJ interactions. This is apparent because the

electrostatic interactions are negligible, yet both models, i.e. those parametrised with

CHELPG and DDEC charges, still overestimate the self-solvation free energy by -2.7

and -3.1 kJ/mol, respectively. While this prediction is far from perfect, and indicates

that some re�nement of our models is required, it is nevertheless an encouraging result.

The results for trimethylsilanol are moderately better, the errors for the CHELPG and
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DDEC versions of the model being -2.3 and -1.8 kJ/mol, respectively. This means that

we still cannot de�nitively state which charge-�tting procedure is better; the CHELPG

charges perform better for tetramethylsilane, while the model �tted with DDEC charges

has a lower error for the free energy of self-solvation for trimethylsilanol. However, since

electrostatics only have a minor in�uence in the model of tetramethylsilane, it would

be logical to assign more weight to the performance of the model of trimethylsilanol

when determining which charge-�tting procedure should be preferred. In that case,

our recommendation would be to use the DDEC charges. Nevertheless, the di�erence is

minimal; indeed, the uncertainties of the two simulation values for the self-solvation free

energy of trimethylsilanol overlap. Therefore, we can state that both sets of charges

produce acceptable results. It would be interesting in further work to test whether

the performance of both charge-�tting methods is still comparable for even bulkier

molecules, for which DDEC is specialised.

Having validated our parameters, we now have all the necessary components to

propose a model for silicic acid by transferability. The parameters for this proposed

model are given in Table 6.17.

Table 6.17: Enumeration of the parameters for silicic acid from those developed in our
model. Where two options are listed, the value on the left-hand side is that parametrised
using CHELPG charges, whereas those from DDEC charges are on the right-hand side

Atom Type σ (nm) ε (kJ/mol) q (e)
Si 0.530 / 0.535 0.16 / 0.1675 +1.448 / +2.10
O 0.302 / 0.318 0.90 / 1.00 -0.7933/ -1.01
H 0.00 0.00 +0.4313 / +0.485

Bond r0 (nm) kB (kJ/mol.nm2)
Si−O 0.1653 381,300
O −H 0.0945 462,800
Angle θ0 (nm) kθ (kJ/mol.rad2)

Si−O −H 115.5 257.8
O − Si−O 104.4 872.6
Dihedral kT,0 (kJ/mol) kT,1 (kJ/mol) kT,2 (kJ/mol) kT,3 (kJ/mol)

H −O − Si−O 10.92 8.41 1.36 4.35
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6.8 Conclusions

In this chapter, a framework for the parametrisation of a force �eld has been proposed,

developed and validated for the organosilica precursors of mesoporous silica materials.

The �rst stage of this was to identify which classes of organosilicas were most important

for studying the self-assembly of mesoporous silica and for which reliable experimental

data were available. The chosen molecular classes were silanes, silanols, siloxanes and

alkoxysilanes. From our survey of the literature, data for a few molecules belonging to

each of these families were collated. These data were mainly comprised of values for the

liquid-phase density, heat of vaporisation and vapour pressure. Additionally, for each

of these molecules it was possible to locate data pertaining to the geometry of these

molecules, namely for bond stretching and angle bending.

During this part of the work, it was noted that there is a relative dearth of exper-

imental data available for organosilica molecules. Despite the intense interest in solid

silica materials and their properties, it would seem that this interest has not extended

to their (potential) precursors. A suggestion, from an experimental point of view, would

be to undertake a systematic study of liquid-phase properties of such molecules that

would be relevant for parametrising molecular models of them. Our suggestions for

these properties are the liquid-phase density, vapour pressure, heat of vaporisation, free

energy of self-solvation, di�usion coe�cients, dielectric constants and the magnitudes of

the liquid-phase dipoles. Were these properties to be available for a large training set of

organosilica molecules, they would form a solid basis for a wide-ranging and transferable

force �eld suitable for the study of the synthesis of mesoporous silica.

Following on from the literature survey, QM calculations were carried out in order

to ascertain parameters for the dihedrals and point charges for the molecules included

in our test set. The dihedrals proved to be the most di�cult part of the force �eld to

�t. The �tted parameters were shown to not be able to describe the full 360-degree

rotational energy with a high level of accuracy. However, the method in this work was

shown to be fairly accurate at the most important part of the torsional curve, namely

around the minimum. Additionally, the �t was shown to be a signi�cant improvement
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on other values of the dihedral parameters in the literature. Nevertheless, there is still

room for improvement in this part of the parametrisation.

The point charges were �tted to data from QM calculations using a continuum

solvation model. In this way, it was possible to achieve charges that, crucially, were more

representative of the liquid phase, where the synthesis of mesoporous silicas takes place,

than simply using vacuum calculations. As in Chapter 5, two di�erent charge-�tting

procedures were employed. The DDEC method produced charges that were higher

than CHELPG. Additionally, they were more consistent, with similar atoms having

approximately the same charge rather than experiencing strong deviations. However,

the DDEC charges are very large, higher even than some equivalent atoms in force �elds

of solids. Nevertheless, both parametrisations employing these charge-�tting procedures

produced reasonable results. The DDEC charges were shown to be slightly better and

would likely perform even better in bulkier molecules, for which DDEC was developed.

Finally, we used these insights to help us �t LJ parameters for two molecules (tetram-

ethylsilane and trimethylsilanol) related to silicic acid. We chose these molecules be-

cause, unlike silicic acid, they are stable in the liquid-phase and our goal was therefore

to parameterise a model for silicic acid via the transferability of our parameters. It was

possible to �t the LJ parameters so as to match the density and heat of vaporisation of

these molecules accurately. Subsequent validation showed that the �tted models were

able to match the free energy of self-solvation to within 10�20%, demonstrating the

e�cacy of our modelling approach. Another important result in this part of the work

was that we were able to establish the transferability of trends seen for models of organic

molecules to their organosilica analogues. This could be invaluable for solving problems

associated with future parametrisations of this molecular class.

Although we have therefore completed one of the principal objectives of this work,

namely to parametrise a model of silicic acid, our new model still requires more work

to validate its e�cacy. As such, our future work will consist of the following steps:

� Validate the transferability of our models of tetramethylsilane and trimethylsilanol

by testing how well they can predict the properties of their ethyl analogues

222



Chapter 6. Parametrisation of a Force Field for Silicates in the Liquid Phase

� Testing our model of silicic acid in aqueous solution by calculating its hydration

free energy

� Fit the LJ parameters for the siloxane- and alkoxide-oxygen atom types

To conclude, we believe that the work contained within this chapter demonstrates

the validity of our approach and that extending our model to a greater variety of

organosilica molecules will result in a useful tool for simulations of the synthesis of

mesoporous silica materials.
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Conclusions

Having surveyed the literature of computational studies of mesoporous silica synthesis

in Chapter 3, we identi�ed two areas that we believed constituted a hindrance to the

advancement of this �eld. The �rst of these was the fact that, despite the outcome of

the synthesis being strongly dependent on electronic phenomena, polarisation e�ects

were e�ectively ignored. The second conclusion that we drew was that the models re-

viewed in our discussion of mesoporous silica synthesis simulations tended to fall into

two categories: either they were extremely generic, and thereby lacking in any precise

correspondence to any real-world synthesis; or very specialised, making them suitable

only for a very limited range of applications. This lack of transferability means that it

is a relatively arduous task to introduce new organosilica molecules into simulations, in-

hibiting these models' ability to easily study the in situ functionalisation of mesoporous

silica. As a consequence of these assessments, it was decided that our objectives were

twofold:

� To investigate and thereby incorporate liquid-phase polarisation e�ects into force

�elds of silica synthesis as cheaply as possible

� With the insights gathered from carrying out our initial objective, to parametrise

a transferable force �eld for organosilica molecules

Our investigation of polarisation in the liquid phase was further subdivided into

two areas of interest. The �rst touched upon polarisation corrections for the energy,
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particularly the free energy, upon changes of phase; this was deemed important because

the properties of the material are strongly in�uenced by phase equilibria. This topic was

extensively dealt with in Chapter 4. Due to its role as by far the most common solvent

in mesoporous silica synthesis, as well as the abundance of theoretical data available

for it, our study focussed primarily on water. The second objective was to develop

a procedure for deriving point charges for molecular simulation models that had the

correct degree of polarisation. This was dealt with in Chapter 5.

In Chapter 4, we demonstrated that the currently accepted "gold standard" for

polarisation corrections, the Berendsen correction, is inaccurate for describing polari-

sation e�ects during phase changes. Furthermore, it was shown that it was not only

insu�cient, but even detrimental to a �xed-charge water model being able to simultane-

ously match the heat of vaporisation and free energy of self-solvation. This initial study

posited that the overall polarisation correction should be negative in order to cancel out

this discrepancy. Building on the work of Leontyev and Stuchebrukhov, who showed

that the relative success of the Berendsen correction was based upon cancellation of

error, rather than good physics, we showed that, by extending the polarisation correc-

tion from only dipoles up to quadrupoles, the posited overall negative correction was

obtained. This demonstrated that the inclusion of higher-order multipoles is necessary

for the correct mathematical treatment of polarisation. Subsequently, it was clearly

demonstrated that the use of average multipole moments, rather than the whole multi-

pole distribution, has a considerable e�ect on the overall value of the correction. Finally,

having integrated these new phenomena into the polarisation corrections, the resulting

value was shown to be very close to the corrective needed to unify the predictions of the

heat of vaporisation and free energy of self-solvation in a single �xed-charge model. We

believe that this is a convincing indicator of the validity and rigour of our approach.

Despite the success of our approach, it is not without its limitations. The �rst of

these is that a large amount of data need to be known a priori in order to calculate these

corrections. While this fact was not overly burdensome for water, due to its ubiquity,

this could be problematic for applying our calculations more generally to force-�eld

development. One way to circumvent this in future work could be to calculate these
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corrections for families of common molecules and search for trends that could be used

to generalise these e�ects. This has the potential to have a profound e�ect on the

parametrisation of new force �elds in two ways: 1) it would allow us to identify for

which molecules it is particularly necessary to include these corrections; 2) it would

allow these corrections to be estimated in a simple manner, thereby allowing them to

be included en masse for parametrisation of future force �elds. An obvious candidate

family for a future study in this direction would be alcohols.

Secondly, while our study has raised the level of sophistication of these corrections,

they are nevertheless still truncated forms of a longer series. While we have shown

the importance of including quadrupoles in our calculations, it would be necessary to

extend this even further, were we to de�nitively demonstrate that this is far enough

to capture the bulk of the phenomenon. For future work, a rigorous test of this would

be to calculate the individual corrections at the quantum-mechanical level of theory.

Since such a calculation would include every set of multipoles, if the corrections from

this method could be shown to be approximately the same as those from the quantum

calculation, then this would clearly demonstrate that the in�uence of multipoles above

quadrupoles is negligible for water.

Finally, our chosen continuum solvation model, the Born model, can hardly be con-

sidered "cutting-edge", and was instead chosen for mathematical simplicity. Since we

have clearly demonstrated that the distortion and electronic corrections are the crucial

properties of interest for calculating the missing polarisation contribution to the free

energy of solvation, an attractive future avenue would be to move from calculating these

properties by classical approximations to computing them via quantum-mechanical cal-

culations, i.e. the highest available level of theory. This would substantially reduce the

barriers to the implementation of these corrections because it would obviate the need for

the large volume of input data required to calculate them via classical approximations.

In Chapter 5, we �rst proposed a procedure for calculating liquid-phase point

charges. This procedure consisted of using molecular dynamics simulations to opti-

mise the liquid structure of a collection of molecules and then using coordinates from

frames corresponding to the average density as input for a single-point DFT calcu-
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lation. This process was then iterated in the hope that the resulting charges would

correspond to those of the liquid state. The results, however, demonstrated that the

charges obtained were poor and were much lower than would be expected for the real

liquid phase. This was shown to be true for both DDEC and REPEAT charges, with

both producing charges for methanol that were barely more polarised than their vacuum

equivalents. There are a few possible causes for the poor results. Firstly, a small basis

set (double-zeta without polarisation corrections) had to be used in order to facilitate

DFT calculations of a few thousand atoms. Secondly, standard DFT calculations do

not include hydrogen bonding and dispersion interactions. The lack of polarisation cor-

rections in the basis set and hydrogen bonding are probably the most important factors

here for water and methanol. The principal dilemma here is that a large quantity of

molecules are needed to represent the liquid phase in the quantum calculation, how-

ever this prohibits the optimisation of all these molecules with a suitably high level of

theory. One avenue that should be explored in future, in order to escape this bind, is

electrostatic embedding. This would replace all but one of the molecules with charges

and then optimise only the remaining one. If this were to be carried out for a large

number of snapshots, this could preclude the need for a large number of molecules.

Subsequently, a continuum solvation model approach was applied. In this part of

the project, two continuum solvation models (IEFPCM and SMD) and two charge-

�tting procedures (RESP and DDEC) were tested. Methanol was once more selected

as the test system. By using a sensitivity analysis, it was shown that charges calcu-

lated using the IEFPCM continuum solvation approach were superior to those obtained

via the SMD method. Indeed, the sensitivity analysis demonstrated that the charges

from either RESP or DDEC in combination with IEFPCM both lie near the degree of

polarisation (modelled as a scaling factor) that is optimal for a united-atom methanol

model. As such, we clearly demonstrated, at least for methanol, that IEFPCM is the

better of the two continuum solvation models for determining liquid-phase charges. The

obvious de�ciency here is that we only demonstrated this for methanol. While methanol

was a reasonable candidate, since we are interested in organosilica molecules, it would

nevertheless be instructive to test whether IEFPCM is generally superior for obtain-
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ing liquid-phase charges for a larger test set of molecules. If it could be demonstrated

that IEFPCM, or the MD/QM-with-electrostatic-embedding approach described above,

consistently produces charges that are the optimal set of point charges, i.e. correctly

take into account polarisation and electronic screening, then this would be a powerful

tool for the parametrisation of force �elds. It is often necessary to parametrise the

point charges as a free parameter, which greatly increases the amount of data required

for �tting. Obviating this would therefore facilitate the development of more accurate

liquid-phase force �elds. This would be especially useful when developing models for

chemical families where the quantity of available experimental data points for �tting is

low, such as in our case with organosilica.

In Chapter 6, we addressed our second objective, namely the parametrisation of

a generic, transferable model for organosilica molecules. The �rst step of this process

was to identify the data available in the literature against which we could parametrise

our model. From this initial stage, it was clear that there is a relative dearth of ex-

perimental data for organosilica. One recommendation we would therefore make for

the continuation of this work would be to experimentally measure more properties that

would aid the further parametrisation of this class of molecules. The properties that

we have identi�ed as potentially most useful for this project, due to their importance

in the synthesis of mesoporous silica materials, are the liquid-phase density, heat of va-

porisation, free energy of (self-)solvation, vapour pressure, di�usion constant, dielectric

constant and liquid-phase dipole.

We started the parametrisation by tracking down and evaluating the accuracy of

bond-stretching and angle-bending parameters available in the literature. The majority

of these were from a study by Grigoras and Lane in 1988. Due to the age of the calcula-

tions, the level of theory used was not especially high. However, we demonstrated that

they were nevertheless of good quality by cross-referencing them against more recent

quantum calculations employing a higher level of theory and experimental data. Next,

we calculated torsional parameters for our collection of test molecules and attempted

to demonstrate their transferability. This was met with mixed results; although our

parameters were shown to capture the behaviour of two dihedrals appropriately and to
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be an improvement over previous attempts, they demonstrated a non-negligible degree

of error. While this probably did not have a large impact on the parametrisation of

the molecules in this work, due to their relatively small size, this could nevertheless

be important when this approach is extended to larger precursor molecules, for which

dihedral torsion may be signi�cant. As such, this part of the parametrisation should be

reviewed and improved.

Finally, we parametrised Lennard-Jones parameters for the �rst two molecules in

our training set, namely tetramethylsilane and trimethylsilanol. One important con-

clusion that stemmed from this part of the work was that parametrisation trends seen

in the organic analogues of organosilicas are likely to be transferable. This was clearly

demonstrated from the fact that only by using an identical scaling factor for the σ-value

of the tetrahedral silicon to that of the central carbon atom in tertiary alcohols was it

possible to parametrise an accurate model for both the density and heat of vaporisa-

tion of trimethylsilanol. This insight will undoubtedly be useful for overcoming similar

problems with the parametrisation of other models in this chemical series. Validation

of these parameters was carried out by comparing their free energies of self-solvation to

the experimental values. This demonstrated the e�cacy of our parametrisation strat-

egy; we were able to match these values to within 2 kJ/mol. Considering the lack of

data available for the parametrisation, this is an excellent result. Nevertheless, this still

leaves room for improvement. Since the ultimate goal of this work would be to use this

model for studying the synthesis of porous silica materials and since the self-assembly

process relies on such a delicate balance of chemical and physical phenomena, it will

likely be necessary to match the free energy of self-solvation more accurately. One way

to do this could be to introduce another parameter, namely a scaling parameter for the

charges, and use this to �t the free energy of self-solvation as well. Although we demon-

strated that the point charges that we obtained from our �tting procedure were near

ideal for methanol, we do not know for certain that this also holds true for organosilicas.

Since the synthesis routes that we wish to explore are heavily determined by electrostat-

ics, it would de�nitely be worth exploring the e�cacy of our charge-�tting strategy for

organosilicas, in particular. The implementation of a scaling parameter for the charges,
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as was implemented in Chapter 5 for methanol, in the parametrisation would be an

e�ective way to achieve this. However, this would leave us without any data for the

validation procedure for the majority of our target molecules; this highlights once more

the importance of obtaining a larger and more varied set of experimental data points

in future work.

The ultimate test of our transferable force �eld will, however, be its ability to cor-

rectly predict the properties of organosilica molecules for which it has not been di-

rectly parametrised, something which we have not yet attempted. As a consequence

of parametrising the two aforementioned molecules, we have obtained all the necessary

parameters to propose a model for silicic acid, the key precursor for mesoporous silica

materials, via transferability, therefore completing one of the main objectives of this

work. Therefore, an appropriate next step would be to replicate studies of silicic acid

in solution and compare them with our new model. This would provide a stringent

benchmarking of the transferability of our model due to the complexity of silicic acid.

Were this to be successful, it would represent signi�cant progress towards opening up

simulations of the synthesis of mesoporous silica materials to a more generalist audience,

thereby facilitating the discovery of further novel materials in this class.

To conclude, in the �rst part of this work, signi�cant advances were made in our un-

derstanding and the implementation of polarisation corrections in molecular simulations.

It was demonstrated that the de facto method for calculating polarisation corrections,

the Berendsen correction, was �awed due to its neglect of a second correction of oppo-

site sign and of higher-order multipoles. The inclusion of these properties was shown to

explain and �x a systematic error in the parametrisation of �xed-charge water models,

opening the door to more accurate versions of such models. Subsequently, a �tting

strategy was developed for obtaining point charges that were shown to be optimal for

representing polarisation in liquid-phase molecular simulations. Finally, a parametri-

sation strategy employing the aforementioned insights was developed and validated for

a force �eld for the precursors of functionalised mesoporous silica materials. Further

development of this model has the potential to facilitate a wider range of computational

studies into mesoporous silica, thereby aiding the discovery of new materials for a broad
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range of technological applications.
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