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• All data that underpins this thesis 

• Companion App for Android, as .apk  

• .stl and .mp4 files where the reader cannot or does not wish to download 

and install the .apk. 

 

Using Augmented Reality 

This thesis contains several figures (primarily those within chapters 3 and 4) 

that can be interacted with using augmented reality. Many of the results in this 

work are derived from simulations, which change over time and selecting stills 

to tell this entire story in 2D is often challenging. Augmented reality can be 

useful to improve the clarity of temporal data, as well as the understanding of 

3D models.1 As a consequence, augmented reality is being increasingly used 

in a number of areas, including education and interactive posters are becoming 

more popular.2–7 The figures that can be viewed in this way will be 

accompanied by the following icon (Figure 1.1). 

 

Figure 1.1: The icon used within this work to indicate the figure can also be viewed using 
augmented reality. Icon made by Freepik from www.flaticon.com 

The augmented reality app has been created using Unity (2022.3.13f1, Unity 

Technologies) and Vuforia (10.18, PTC, Inc). These images consist of two 

parts – a static target image (these are the printed figures within this thesis) 

and the interactive overlay. LeanTouch (3.0.2, Carlos Wilkes) has also been 

used, to enable the reader to interact (i.e., scale, rotate) the 3D geometries of 

interest in this work.  

Installation of the mobile application 

The .apk file is for android phones or tablets running Android 8.0 – “Oreo” or 

newer. The device will need to be set up to allow .apk files that did not originate 

from the Google Play store to be installed and run.  

https://doi.org/10.15129/0c656eea-2d11-4e79-abed-d792195f90fc
https://www.flaticon.com/authors/freepik
http://www.flaticon.com/
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On installing the application, Android now prompts “Allow to take photos and 

record video” – the app requires access to the camera in order to ‘see’ and 

track the targets, without this permission the app will not function.  

Where the reader does not wish to (or is unable to) install the app, the 

interactive components of this thesis (with the exception of Figure 1.2 – as this 

exists only to confirm the app is correctly installed and functional on the device) 

are also available as .mp4 files. There are also a set of .stl files, these can be 

viewed and interacted with using the 3D model viewer installed on Windows 

10. The file name corresponds to the figure number given within the caption. 

 

 

Figure 1.2: If the app Is correctly installed and ambient lighting conditions are adequate, then 
the robot in this figure should wave.  

Troubleshooting 

The printouts from many modern laser printers will give images a glossy sheen. 

Under normal ambient lighting conditions, this doesn’t impact the reliability of 

the tracking.8 However, if the reader finds that the app doesn’t respond to a 

particular target image, then the lighting may well be the issue. 
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Abstract  
 

The formation of the protein (biomolecular) corona around nanoparticles is a 

phenomenon of high current interest in pharmaceutical sciences, as the 

composition of the protein corona is known to influence nanoparticle biological 

fate. The protein corona can be modified by many physicochemical 

parameters, including the presence of fluid shear, leading to differences in both 

thickness and composition when results from static in vitro and dynamic in vivo 

studies are compared. This thesis considers the protein corona that develops 

around the biologically compatible poly (lactic-co-glycolic) acid (PLGA) 

nanoparticles following coincubation with biological media (foetal bovine 

serum, human serum) before moving on to study the physiological forces 

experienced by these nanoparticles in vivo immediately following the 

introduction into the body via several clinically used vascular access devices.  

This work presents (for the first time) the use of resonant mass measurement 

to analyse protein corona formation around submicron polymeric nanoparticles 

and shows its use as an orthogonal method alongside particle tracking 

analysis. Computational fluid dynamics (CFD) has been used to study blood 

flow in vivo. Finally, the insights obtained here were then used as input 

parameters to guide the design and development of a 3D-printed microfluidic 

device capable of subjecting nanoparticles to physiologically relevant fluid 

shear. This device will give rise to a protein corona with a structure and 

composition more like that obtained in vivo without requiring animal-based pre-

clinical studies. 

In this work, it has been shown that there are statistically significant temporal, 

temperature and protein concentration effects on the composition of the 

protein corona around PLGA nanoparticles (0 vs 24hrs, p=<0.001, 25°C vs 

37°C p=0.02, 10% FBS vs 20% FBS, p=0.01). With reference to previously 

published work, a combined CFD-DEM methodology has successfully been 

developed to study fluid flow and nanoparticle behaviour in vivo. Furthermore, 

additional insights were developed using principal component analysis to 

identify key physical parameters that influence protein corona formation. 

Finally, these were used to successfully develop a microfluidic device that is 

compatible with the manufacturing limits of fused deposition modelling and 

capable of replicating the physiologically relevant forces identified previously. 

Further study of this phenomenon would enable the data-driven prediction of 

nanoparticle characteristics from protein corona composition and/or biological 

fate, enhancing the translational success of novel nanotherapeutics from lab 

bench to patient bedside
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“If you decide to follow me, I will take you to where I believe 

our knowledge has reached: up to the brink of that vast 

nocturnal and star-studded ocean of all that we still don’t 

know.” 

Carlo Rovelli, The Order of Time. 

 

 

 

Chapter 1  

Introduction 
 

1.1 Introduction 
The protein corona is a layer of proteins (or other biomolecules) that are known 

to spontaneously form around nanoparticles following co-incubation in 

biological fluids.9,10 This protein corona is believed to influence 

biocompatibility, pharmacokinetics, pharmacodynamics and consequently 

nanoparticle biological fate.11–16 However, the relationship between 

physicochemical properties and composition of the protein corona around 

polymeric nanoparticles is understudied, and the protein corona is thought of 

as a contributing factor to the challenges seen within pharmaceutical sciences 

for the translation of novel nanotherapeutics from lab bench to patient 

bedside.17–21 Furthermore, cell uptake studies are often undertaken under 

static conditions or in two dimensions (i.e., cells are grown in Petri dishes, and 

the absence of complex mechanical, chemical and biological cues means 

these techniques often poorly capture the complex 3D structures and 

behaviour seen in vivo).22,23 Where in vivo studies are used, these generally 

use rats or mice, and translational applicability of these studies is often 

lacking.24 Despite this, Doxil (a PEGylated liposomal form of doxorubicin) was 

one of the first nanotherapeutics to obtain clinical approval from the Food and 

Drug Administration (FDA) in 1995.25 Many other nanotherapeutics have since 

followed; more recently, two novel nanoparticle-based mRNA vaccines for 

SARS-COV-2 (COVID-19) have been developed and granted clinical 

approval.26–30  
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This work seeks further understanding of protein corona formation around 

poly(lactic-co-glycolic acid) (PLGA) nanoparticles following exposure to 

protein-rich media. Computational fluid dynamics (CFD) is used to create 

computational simulations providing further insight into fluid and nanoparticle 

behaviour in vivo before a microfluidic device is developed to subject PLGA 

nanoparticles to physiologically relevant fluid forces, enabling the influence of 

fluid shear on nanoparticles to be better explored. This thesis outlines (as far 

as the author is aware) the first use of resonant mass measurement for the in 

situ study of protein corona formation around submicron polymeric 

nanoparticles before extending this to be used as an orthogonal method 

alongside particle tracking analysis; the development of a coupled finite 

volume – Discrete element methodology to understand fluid and particle 

behaviour simultaneously through in silico simulations; followed by the design 

of a microfluidic device capable of subjecting nanoparticles to physiologically 

relevant shear rates, and consideration of the necessary attributes that 

influence the possibility for manufacturing this device by 3D printing.  

In this thesis, it will be shown that resonant mass measurement and particle 

tracking analysis are suitable high-resolution methods by which protein corona 

formation around polymeric nanoparticles can be followed. Further, these 

techniques can be used in an orthogonal fashion to overcome the issues 

known to plague single-technique analysis. A combined finite-volume – 

discrete-element methodology can be used to study fluid behaviour as well as 

particle aggregation and agglomeration in vivo, before these results are used 

as target values for the design and development of a novel microfluidic device 

capable of subjecting nanoparticles to physiologically relevant shear stresses 

– therefore replicating the modifications in protein corona size and composition 

that would be seen in vivo.  

Also, this work has the potential to alter how cell uptake studies are designed 

and undertaken – this work clearly shows the need for pre-screening of 

nanoparticles before any cell-based study to determine colloidal stability. 

Further, the microfluidic device would generate a protein corona around the 

nanoparticles consistent with their physiological composition, which may 

further alter apparent efficacy. Finally, these computational studies could 

easily be modified to match a specific patient, leading to advances in 

personalised and precision medicine and providing another pathway by which 

the aims of the 3Rs of biomedical research could be met.31 

1.2 A Brief Review of the Literature 
This section will give a very brief overview of the literature; a significantly more 

detailed review of the necessary concepts and relevant literature is provided 

at the beginning of each section of this thesis. 

The idea of a spontaneously forming protein or biomolecular corona around 

nanoparticles is not new – the phenomenon itself has been known since the 

1960s and given the name protein corona by Cedervall et al. in 2007.32,33 Since 

then, it has been found that this corona does not solely contain proteins; other 
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biomolecules are also found within, and current understanding suggests lipids 

may also play an important role in dictating eventual biological fate.34–36 The 

protein corona is traditionally represented as consisting of two parts: the hard 

(tightly bound) and soft (loosely bound) corona.37,38 They are often shown as 

two separate and distinct layers, but recent experimental work suggests this 

may not reflect reality.39,40 The nanoparticle-protein corona complex and its 

incubation medium often need to be separated to analyse the protein corona 

around nanoparticles. The tightly-bound hard corona usually stays mostly 

intact, but the soft corona is currently considered to be rather difficult to analyse 

and its isolation is the target of much current work.18,20,41 The concept of the 

absorbome was introduced in 2012 by Walkey and Chan.42 They presented a 

list of 125 proteins commonly found within the protein corona and developed 

on various types of nanoparticles.42 An analogous list of the proteins found 

within the soft corona is (as yet) unavailable. 

Several physicochemical characteristics of the “naked” nanoparticle (i.e., 

nanoparticle before contact with protein-containing fluids) are known to 

influence protein corona formation – mainly its thickness and composition 

(summarised in Table 2.1). The protein corona composition can be further 

influenced by various aspects of the biological system in which the 

nanoparticles are found.43–45 These parameters are termed the bio-nano 

interface by Mahmoudi and colleagues, and more recent studies have given 

rise to the idea of a personalised protein corona.16,43,44,46,47 Consequently, 

there are a near-infinite number of possible combinations of physical and 

biological factors that will influence the protein corona formed around a 

particular nanoparticle in vivo.48 Further, the abundance of a particular protein 

in plasma or another medium does not necessarily mean this is reflected in 

corona composition.37,49 It is unsurprising that accurate prediction of protein 

corona composition around nanoparticles is challenging. 

Being able to accurately predict protein corona composition, alongside 

knowledge of the contribution towards nanoparticle biological fate of each 

protein, would significantly impact the design and development of novel 

nanotherapeutics. As discussed previously, the ‘naked’ nanoparticle's identity 

and physicochemical attributes impact the protein corona's composition, and 

the composition of the protein corona influences nanoparticle biological fate. If 

it were possible to reverse engineer this process, i.e., have a desired target 

tissue, lifetime, etc., identify the necessary protein corona and consequently 

the exact ‘naked’ nanoparticle required to achieve this, this would trigger a 

paradigm shift within pharmaceutical sciences. 

This thesis does not consider the plethora of other clinically relevant 

nanoparticles and stops short of manufacturing the microfluidic device 

designed in Chapter 5; therefore, its utility for studying protein corona 

formation under dynamic conditions is not evaluated experimentally here. 

These limitations are a direct consequence of the COVID-19 pandemic on this 

project. 
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1.3 Mind the Gap 
The protein (biomolecular) corona is known to influence nanoparticle biological 

fate. As mentioned previously, accurate prediction of the composition of 

protein coronae from first principles is challenging. This issue is then further 

exacerbated by the fact attempting to remove nanoparticles from their co-

incubation fluid – to enable ex-situ analysis – further changes the protein 

corona; weakly bound proteins (soft corona) are often disturbed and then 

removed via the more commonly used nanoparticle recovery methods.17,18,20,42 

Therefore, new in situ analysis methods are of interest, particularly those that 

are not ensemble methods and are instead capable of high-resolution 

nanoparticle-by-nanoparticle analysis.17,50  

Due to these challenges in separating nanoparticles and co-incubation fluid, 

few studies have considered the protein corona around biologically compatible 

polymeric nanoparticles – magnetic nanoparticles are often favoured due to 

their ease of separation.11 Even fewer studies consider the influence of fluid 

shear in vivo as an explanation for the challenges in translation from pre-

clinical animal research to that in humans. Only a handful of such studies 

consider polymeric nanoparticles.51–55 Consequently, further work on fluid 

shear's role in determining protein corona composition on polymeric 

nanoparticles (and in particular PLGA) in vivo is required. Furthermore, this 

work would also contribute to increasing the available data on protein corona 

composition around nanoparticles and enable machine learning approaches 

to predict the composition from a set of known parameters. Wang et al. have 

previously shown that such an approach would be feasible.56 

Additionally, there have been several high-profile instances where results of 

clinical trials in animals and those in humans wildly diverge, and many studies 

show that animal pre-clinical testing is often a poor predictor of toxicity in 

human trials.24 Even though animal-based pre-clinical testing is a legal 

requirement for almost all regulatory bodies (as of December 2022, the FDA 

is now a notable exception), there is increasing pressure from consumers to 

move away from such testing and towards in silico or other methods (e.g., 

human-on-chip).57–60 However, such technologies are still in their infancy and 

not necessarily ready for clinical use. 

1.4 Aims and Objectives 
Several groups have made repeated calls in the literature to now move towards 

understanding protein corona formation when the nanoparticle formulation of 

interest is subject to flow.34,53,61 This thesis makes steps towards achieving this 

aim of developing a better understanding of protein corona formation under 

dynamic conditions. 

This thesis will show the development of a novel, high-resolution analytical 

method by which nanoparticles can be studied; computational fluid dynamics 

studies to understand the forces at work on PLGA nanoparticles in vivo; using 

microfluidics to subject the nanoparticles to physiologically relevant shear 
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rates and thus, this device could be used to accelerate the understanding of 

fluid shear in vivo on protein corona formation. 

1.5 Methodology 
To complete these objectives, this thesis presents a combination of 

experimental and theoretical work as well as an extensive literature review. 

PLGA nanoparticles (with and without PEGylation) are analysed at baseline, 

as well as following coincubation with protein-rich media (foetal bovine serum 

(FBS)) (Chapter 2). Resonant mass measurement and particle tracking 

analysis are used to understand protein corona effects on nanoparticle 

physicochemical characteristics as a function of time, temperature and protein 

concentration under static conditions. Chapter 3 and Chapter 4 outline the 

development of a coupled finite-volume-discrete element method for studying 

fluid and nanoparticle behaviour in vivo. These computational studies then give 

rise to the parameters that influence the development of the microfluidic device 

designed and presented here. Further CFD simulations then confirm these 

forces can be replicated within the device. An extensive literature review then 

considers the possibility and practicality of 3D-printing this device using a 

biocompatible polymer, which could later be used for on-chip cell culture.  

1.6 Main Findings 
The main findings of this thesis are that resonant mass measurement and 

particle tracking analysis are shown to be suitable analytical methods for the 

analysis of polymeric nanoparticle protein corona formation in protein-rich 

media, in contrast to dynamic light scattering. They are then further shown to 

be suited for orthogonal analysis, which overcomes the issues associated with 

single-technique analysis. 

A combined finite-volume – discrete element methodology is suitable for 

studying fluid behaviour and particle aggregation and can also be used to 

explore the forces present in vivo, where a series of vascular access devices 

(VADs) (e.g. peripherally inserted venous cannula) are of interest. Additional 

CFD simulations show that a microfluidic device can be designed to subject 

polymeric nanoparticles to physiologically relevant fluid shear. 

Finally, the literature review in Chapter 5 shows that this device theoretically 

could be 3D-printed using fused deposition modelling and the biocompatible 

polymer poly(lactic acid) in lieu of traditional soft lithographic techniques and 

manufacture using poly(dimethylsiloxane) (PDMS). Following further Principal 

Component Analysis (PCA), it is shown that the hydrodynamic environment of 

the devices accurately replicates that within the VADs studied earlier in this 

work. 

1.7 Thesis Overview 
Most of the research within this thesis was undertaken during the SARS-COV-

2 (COVID-19) pandemic; consequently, this thesis includes both practical 

laboratory work and computational studies. Due to the wide range of topics 

under discussion in this work, there is no stand-alone literature review chapter. 
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Instead, this thesis is split into three distinct sections and each section follows 

a traditional thesis structure – including a separate literature review.  

Part 1 (Chapter 2) of this thesis covers Nanomedicine, the protein corona and 

particle metrology. Part 2 (Chapter 3 & 4) considers computational fluid 

dynamics and the development of a combined CFD-DEM methodology for 

studying nanoparticle aggregation behaviour in vivo. Part 3 (Chapter 5) then 

covers the design and computational modelling of a microfluidic device and 

the consideration of pertinent factors for the 3D printing of the final device. The 

thesis is then drawn to a close (Chapter 6) with a discussion of the conclusions 

that can be drawn from the thesis as a whole, alongside potential areas 

suitable for further study, and consideration of how these results contribute to 

the strategic aims of both UK Research and Innovation (UKRI) and National 

Centre for the Replacement, Refinement and Reduction of Animals in 

Research (NC3R). 
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Chapter 2  

The Evaluation of Protein 

Corona Effects on PLGA 

Nanoparticle Size 

Distribution 
 

2.1 Introduction 
This chapter begins with an extensive review of the literature concerning 

nanomedicines and the spontaneous formation of a layer of biomolecules, 

known as the protein corona, following the introduction of nanoparticles into 

any biological fluid (e.g., blood, serum or plasma). This layer of biomolecules 

is known to impact nanoparticle biological fate and is a phenomenon of 

significant current interest. Once the concept of the protein corona has been 

introduced, the discussion then considers the impact of current in vitro and in 

vivo methods on the translation of promising novel nanotherapeutics from lab 

bench to clinical use.  

The aims and objectives of this chapter are: to develop and optimise the 

methodologies for the novel analytical technologies of particle tracking 

analysis and resonant mass measurement for evaluating protein corona 

effects on nanoparticle characteristics; for the first time, to present size 
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distribution analysis of polymeric nanoparticles following co-incubation with 

protein-rich media via resonant mass measurement; to establish equilibrium 

parameters for protein corona formation around poly(lactic-co-glycolic acid) 

(PLGA) nanoparticles, and understanding the impact of incubation duration 

and temperature, serum origin and PEGylation on protein corona formation 

and its physicochemical characteristics. 

The structure of this chapter following the literature review is then as follows: 

baseline analysis of particles in buffer conditions (phosphate-buffered saline 

(PBS)) to understand the impact of lyophilisation on particle size, 

polydispersity index and zeta potential; timepoint and titration studies to 

assess whether dynamic light scattering (DLS) is a suitable technique by which 

to follow protein corona formation in situ. Next, nanoparticles are co-incubated 

with protein-containing media to study protein corona formation and how 

physiochemical characteristics vary following exposure to biofluids. Particle 

tracking analysis (PTA) and resonant mass measurement (RMM) are used for 

the analysis of samples in PBS, foetal bovine serum (FBS), and human serum 

before discussing the new insights obtained regarding equilibrium parameters. 

The use of PTA and RMM as an orthogonal technique is discussed before 

conclusions, and further work brings this chapter to a close. 

2.2 Literature Review 
This is the first of three literature reviews in this thesis. As discussed 

previously, this thesis is split into three separate parts. The literature review in 

this part sets the scene for the entire thesis. It will begin with a broad 

introduction to nanomedicine, considering why nanomedicines are thought to 

be an improvement on other drug delivery methods, a brief overview of the 

most commonly used nanoparticles (inorganic, lipid, polymer) before the 

concept of the protein corona is introduced. Later, nanoparticle characteristics 

that impact protein corona formation in vivo are outlined in detail, before 

analytical methods suitable for measuring a range of physicochemical 

properties of the newly formed protein corona are considered. The final section 

of this literature review considers the difficulties in (lab) bench to clinical 

translation of novel nanotherapeutics, covering the challenges of predicting 

efficacy in vivo, as well as the role animal-based pre-clinical models have to 

play. To bring this literature review to a close, the limited current regulatory 

guidance for the evaluation of nanomedicines is reviewed. 

2.2.1  An Introduction to Nanomedicine 

Nanomedicine is the area of science which studies the application of 

nanotechnology to various clinical applications.37 These clinical applications 

include diagnostics, medical imaging, and therapeutics.62 The National 

Nanotechnology Initiative in the US defines nanotechnology as the study of 

materials and phenomena in the 1-100 nm size range.63 However, some 

believe this upper limit is somewhat arbitrary, and altered physical and 

biological properties of materials can be observed up to several hundred 

nanometres in size. Examples of this include: the plasmon-resonance of gold 

nanoshells up to 150 nm in size; the enhanced circulation time of liposomes 
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between 150-200 nm, and the increased accumulation and permeation in 

tumours of nanoparticles between 100 and 400 nm in diameter.64–66  

There is (as yet) no internationally agreed upon definition of what exactly is 

meant by nanomaterial and therefore nanomedicine,67,68 with several bodies 

(National Institute of Health, European Science Foundation and the European 

Technology Platform) all having their own slightly different working 

definitions.62,69 Surprisingly, the Food and Drug Administration (FDA) has no 

definition.68 This lack of an agreed-upon definition leads to issues with the 

regulation of these products and likely impairs their development (discussed 

further in section 2.2.9.2).68  

Many nanoparticle-based medicines now have clinical approval from various 

regulatory authorities around the world. In 2017, 50 nanoparticle-based 

therapeutics had clinical approval from the FDA.70 Of these, therapeutics 

based around nanocrystals, liposomes and polymers were the most 

common.70 By 2022, an additional 13 FDA-approved drugs have come to 

market (Figure 2.1).71 Much of this increase is in lipid-based or liposomal 

nanoparticles; driven primarily by work within oncology, but also via the two 

liposomal mRNA vaccines granted Emergency Use Authorisation in 2020 for 

the prevention of SARS-COV-2.28,29,72. 

 

Figure 2.1: Types of nanoparticles in therapeutics licensed for clinical use in 2017 and 2022.  
Data from 70,71 

The number of nanoparticles in clinical trials is on the rise.73 Between 2016 

and 2019, 15 new nanoparticle technologies entered clinical trials.27 Since 

2019, a further 35 have entered clinical trials; most of these are mRNA-based 

vaccines, clearly exploiting the success of the mRNA-based vaccines for 

SARS-COV-2.28  

The conversion of nanotherapeutics from clinical trial to clinical approval is low 

(6% for oncology-related nanotherapeutics and typically much lower for other 

indications, compared to other forms at 7.9%)74–76 which suggests 

understanding of nanoparticle biological fate and their behaviour in vivo is still 

incomplete. Cabral and colleagues have recently proposed several strategies 

to improve the clinical translation of nanoparticles, these include overcoming 
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the mismatch between pre-clinical animal models and humans (discussed 

further in section 2.2.9), as well as controlling pharmacokinetics of the 

nanoparticle and associated drug payload.77 

2.2.2 Nanomedicines as an Improved Drug Delivery Method 

Nanoparticles can be used to enable targeted delivery of drug payloads, 

leading to altered biodistribution and biological fate, an increased therapeutic 

index and evading multi-drug resistance. 

2.2.2.1 Altered Biodistribution 

The methods by which nanoparticles can alter biodistribution can be classified 

as active or passive targeting. Passive targeting usually exploits the enhanced 

permeation and retention effect.78 Active or ligand-mediated targeting 

decorates the nanoparticle with a range of ligands (e.g., nucleic acids, 

peptides, sugars or antibodies) to use molecular recognition to target the 

nanoparticle to a chosen cell type (Figure 2.2). 

 

Figure 2.2: A schematic to show the wide variety of ways in which a nanoparticle carrying a 
chemotherapeutic payload can be targeted towards the cell type of interest. This also shows 
some of the inherent vulnerabilities of tumours – the development of new angiogenic vessels 
and their poor lymphatic drainage. Reproduced with permission from 79. 

 Passive Targeting 

Passive drug targeting relies on one of the hallmarks of solid tumours – their 

rapid development of new blood vessels in a process known as angiogenesis. 

However, these new blood vessels are characteristically “leaky”, and are more 

permeable than capillaries elsewhere in the body.80 Additionally, solid tumours 

have poor lymphatic drainage which then enables nanoparticles to 

preferentially accumulate in tumours, leading to the higher intratumoral 

concentrations seen by Matsumura and Maeda, and termed the enhanced 

permeation and retention effect (EPR).78,80 This phenomenon was accepted 
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almost unequivocally by the community when originally hypothesised 81–83; 

however, work more recently questions this and evidence suggests most 

nanoparticle entry into solid tumours is not via gaps between endothelial cells 

as originally hypothesised, but through active transport mechanisms.84–88 

Comparing and contrasting these two hypotheses in the context of novel 

nanotherapeutics is outwith the scope of this thesis, but has been undertaken 

in a recent review by Ngyuen et al.88 

Passive targeting may also refer to the use of an inherent characteristic of the 

nanoparticle (e.g., charge) as a way to preferentially target cells.89 Simple 

electrostatics can then be used to bind cationic (positively-charged) liposomes; 

exploiting the overexpression of negatively-charged phospholipid headgroups 

on endothelial cells present in solid tumours.90,91 

Active (Ligand-Mediated) Targeting 

Active (ligand-mediated) targeting decorates the surface of the nanoparticle 

with a ligand; these ligands may be nucleic acids, peptides, sugars or 

antibodies.89,92 Molecular recognition then occurs between this ligand and cell 

surface targets, which may be proteins, sugars or lipids (i.e., all components 

of the cell surface membrane can be selected), enabling a chosen cell type to 

be targeted (Figure 2.2).73 Active targeting can be broadly classified into three 

types, these include: angiogenesis-associated targeting, targeting to 

uncontrolled cell proliferation markers and tumour cell targeting.89 

Angiogenesis-associated targeting is particularly desirable since it not only 

enables control over the size of the tumour, but also its metastatic ability.89 The 

main angiogenesis-associated targets that have been explored include, the 

vascular endothelial growth factor receptors (VEGFRs)93, αvβ3 integrins 94,95, 

matrix metalloproteinase receptors (MMPs)96, and vascular cell adhesion 

molecule-1 (VCAM-1).89 Additional advantages of this target include: the 

accessibility of the altered vasculature, therefore overcoming known issues 

with drug delivery into the centre of a solid tumour; the destruction of a small 

part of the vasculature causes death of a large part of the tumour; tumour type 

is unimportant, this method would work with any solid tumour, and finally, 

endothelial cells in the vasculature are unlikely to undergo phenotypic 

variation, so acquired drug resistance is only a minor concern.97  

Cell proliferation markers are a potentially useful target, because many are 

overexpressed by a variety of different tumour cell types. The most common 

of these include human epidermal receptors (HER), transferrin and folate 

receptors.89,92 Within the HER family, endothelial growth factor receptors 

(EGFR) and human epidermal receptor-2 (HER-2) are the most heavily 

researched receptors, as they are known to mediate an important cell growth 

and proliferation pathway.89,98–100  

In some types of cancer, the tumour cells themselves overexpress certain cell 

surface targets. The most well-known of these is the use of Herceptin to target 

breast cancer cells which overexpress HER-2.89 Cell type-specific targets also 

exist for lung (EGFR,101 Interleukin-22R1,102 and others), colorectal 
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(Endothelial protein C receptor,103 muscarinic receptors104) and prostate 

cancers.89,105  

Despite all of these possible methods by which to target unwanted cells, the 

rational design of nanomedicines that are capable of active targeting is not 

simple, as a variety of factors modify the efficacy of the system, including 

administration route and physiochemical properties of the nanoparticle. Finally 

on its journey through the bloodstream, the particle will acquire an outer shell 

of biomolecules known as the protein corona, which further modifies the final 

biological fate.73 The physicochemical properties of nanoparticles, the protein 

corona and its impact of biological fate of nanomedicines will be discussed in 

more detail in section 2.2.6. 

2.2.2.2 Modified Biological Fate 

Nanoparticles, by virtue of their small size, have altered biological fate in 

comparison to small-molecule drugs. They are able to cross cell membranes 

and enter organs that larger molecules cannot (e.g., blood-brain barrier).106,107 

Furthermore, they also develop a spontaneous coating of proteins (and other 

biomolecules, but these are not of interest here) known as the protein corona, 

on introduction into any biological fluid, which further modifies immune system 

response and organ distribution.49 These parameters can be altered by adding 

various coatings to the ‘naked’ nanoparticle, and these coatings as well as the 

idea of a protein corona is discussed in further detail in section 2.2.6. Non-

stealthed (i.e. uncoated) nanoparticles often reach increased concentrations 

where phagocytotic cell populations are high (e.g. liver). 

2.2.2.3 Increased Therapeutic Index 

The therapeutic index of a drug is frequently defined as a ratio between the 

highest exposure of the drug which does not result in toxicity and the exposure 

at which the desired effect occurs.108 This is often expressed as the 

mathematical equation (Equation 1). 

𝑇𝐼 =
𝑇𝐷50

𝐸𝐷50

(1) 

Equation 1: Calculation of therapeutic index. TI = Therapeutic Index, TD50 = toxic dose in 
50% of the population and ED50 is the effective dose in 50% of the population. 

It might be expected that a large therapeutic index is always the target, but this 

is not always the case. For example, both warfarin (an anti-coagulant) and 

various lithium salts (for the treatment of Bipolar Disorder) have very low 

therapeutic indices, on the other hand, the antibiotic penicillin has a large 

therapeutic index (Figure 2.3).108 Whether a narrow therapeutic index is 

acceptable depends on the illness that the new drug will treat, and the 

consequences of having no treatment at all.108 Therefore, the treatment of 

particularly lethal forms of cancer such as lymphoma, using drugs with a 

narrow therapeutic window is considered to be acceptable, but for a simple 

headache, this is not the case. 
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Figure 2.3: A comparison of the therapeutic indices of A) warfarin (an anticoagulant) and B) 
penicillin (a commonly used antibiotic). Plasma concentration (as a logarithmic scale) 
necessary to invoke the desired therapeutic response is shown in green, whilst the plasma 
concentration associated with unwanted adverse effects of the drug is shown in orange. 
From 108. 

The therapeutic index of a drug can be improved in two ways through using 

nanoparticles. Firstly, by increasing the amount of drug internalised into a 

given cell; simply increasing extracellular drug levels is usually ineffective to 

induce any effect. 89 As already discussed (section 2.2.2.1), there are many 

ways in which nanoparticles can be targeted to a cell type of interest. This 

targeting increases the percentage of any administered drug reaching the area 

or cell type of interest (0.01 % of a given dose are internalised for ångström-

sized particles, whilst for nanomedicines this increases to 1-5 %), so a smaller 

dose is required to obtain the same therapeutic effect.109,110 Secondly, 

because the drug that is administered is targeted and the dose used is lower, 

plasma levels of the drug also remain low, since much less of the drug enters 

the systemic circulation, consequently, lowering the incidence of undesirable 

side effects and therapeutic index increases.110 

2.2.2.4 Evading Multi-Drug Resistance 

Nanomedicines can be used to avoid multi-drug resistance in cancer (anti-

neoplastic resistance), where it is often responsible for the failure of 

chemotherapy in the treatment of breast, ovarian, lung and colorectal cancers, 

and also antimicrobial multidrug resistance (AMR).92,111,112 The ESKAPE group 

(Enterococcus faecium, Staphylococcus aureus, Klebsiella pneumoniae, 

Acinetobacter baumannii, Pseudomonas aeruginosa, and Enterobacter spp.) 

is a group of dangerous pathogens, which are particularly good at MDR.112 

Multidrug resistance occurs via three separate pathways: the inactivation of 

administered drugs; suppressing apoptosis (controlled cell death), and 

interfering with drug efflux.111  

Inactivation of Administered Drugs 

The tumour microenvironment is characterised by hypoxia and acidic pH.113 

This acidic pH then limits the cellular uptake of weakly basic drugs such as 

Doxorubicin.92 Not only does the tumour microenvironment inhibit cellular 

uptake of some chemotherapeutics, there are other pathways through which 

cancer cells can render inactive any drugs which do manage to achieve cellular 
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uptake. Cancer cells are known to be able to downregulate proteins involved 

in phosphorylation (e.g., as in acute myeloid leukaemia) as well as 

upregulating the activity of the glutathione-S-Transferrase family (GST). 

Downregulating phosphorylation proteins and enzymes in this pathway can 

render some chemotherapeutic drugs inactive.114 The GST family conjugate 

glutathione to xenobiotic substances, to make them more water-soluble and 

easier to remove from the cell and are additionally implicated in suppressing 

apoptosis.115 Yuan and colleagues have recently shown that copper 

nanoparticles enclosed in lipids are capable of binding GSH, and eventually 

causing cell death.116  

Suppressing Apoptosis 

Cells have two possible apoptosis pathways – one activated by cell death 

receptor signalling (extrinsic), and the other by intracellular signalling 

(intrinsic).117 Both pathways result in the eventual release of caspases.118 

Apoptosis can be supressed by a range of apoptotic pathway defects. In 

cancer cells, it is commonly the intrinsic signalling pathway, which detects 

stress and DNA damage within the cell that is faulty.117–119 As a consequence 

of the functional inactivation of p53 (a nuclear transcription factor), the cell 

cannot ‘sense’ DNA damage, and the cells continue to grow as apoptosis is 

not triggered, enabling DNA damage to be passed on to daughter cells.120,121 

Furthermore, some cancer cells may overexpress certain proteins which inhibit 

the function of caspases, providing another pathway by which apoptosis may 

be suppressed.118,122 Despite all these potential pathways by which apoptosis 

may be supressed in cancer cells, it is possible for nanoparticles to induce 

caspase-mediated apoptosis.123 

Overcoming Drug Efflux 

Cancer cells can move drugs across cellular membranes via efflux pumps. 

ATP-binding cassette (ABC) transporters use the hydrolysis of adenosine 

triphosphate (ATP) as their energy source to move substrates across cell 

membranes.124 Many different ABC transporters exist, and those most 

commonly implicated in multidrug resistance in cancer are the multidrug 

resistance protein 1 (MDR1, also known as P-glycoprotein or P-gp, also known 

as ABCC1.125,126 ABCB1 is another ABC transporter, and can bind to a variety 

of drugs including several classes of chemotherapeutic agents – 

topoisomerase inhibitors, microtubule-targeted drugs and tyrosine kinase 

inhibitors and it is usually this protein implicated in MDR in cancer cells.126  

There are two potential hypotheses which have previously been suggested as 

pathways by which nanoparticles can overcome drug efflux: the nanoparticle 

binds to the active site of the efflux pump and it is the nanoparticle which is 

then pumped out of the cell; or alternatively nanoparticle interferes with proton 

gradient within the cell, efflux pump now does not function and nothing is 

pumped out of the cell.127 
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2.2.3 Types of Nanomedicines 

Various nanostructures have been used to date, to generate novel 

nanomedicines including inorganic nanoparticles128, carbon nanotubes129, 

dendrimers130,131, self-assembling peptides132–134, liposomes135 and quantum 

dots136. In addition, DNA origamis137,138, nanomachines and nanorobots139–141 

have also been explored for therapeutic applications. A comprehensive review 

of these nanostructures, has been undertaken by Farjadian et al.142 

Only inorganic nanoparticles (gold, silver, iron), liposomes and polymer 

nanoparticles will be discussed in detail here, as these have clinical approval; 

the remainder are interesting but fall outside of the scope of this thesis.143 

2.2.3.1 Inorganic Nanoparticles 

Most common clinically used inorganic nanoparticles include gold and iron. 

They are employed for predominantly drug delivery and/or theragnostic 

applications (therapeutic and diagnostic functions contained within the same 

nanoparticle), because of their useful optical properties (in the case of gold 

nanoparticles) or magnetic properties.26 

Gold Nanoparticles 

Gold nanoparticles have been explored in the clinic for photothermal therapy 

and drug delivery.144,145 Several reports highlight the importance of gold 

nanoparticles for high-sensitivity analysis of various biomolecules in complex 

fluids for diagnostic applications e.g., within the rapid tests for SARS-COV-2 

(COVID-19).146,147 

Gold nanoparticles are easy to functionalise, and a wide range of functional 

groups (e.g. hydroxyl (OH), methyl (CH3) and various aromatic groups) have 

been explored.144,148 This is useful, because it enables the nanoparticles to be 

designed and tailored specifically for a particular function (e.g. decorated with 

specific ligands to target an overexpressed receptor).149 The size and shape 

of these gold nanoparticles is also known to have a significant impact on their 

behaviour and biological fate.150,151 A wide variety of different nanoparticle 

shapes have previously been synthesised; these include rods, stars and 

spherical nanoparticles.151–153 Their unique optical properties derived from 

plasmon resonance make gold nanoparticles attractive for theranostic 

applications.154,155 

Historically, a variety of synthetic methods have been used to generate gold 

nanoparticles.156,157 Modifications on these earliest methods have generally 

been introduced to increase the colloidal stability of the resulting nanoparticle 

suspensions – aggregation is a known issue with their formation, particularly 

as particle size increases.157,158 

Iron Nanoparticles 

For clinical applications, the most commonly used iron oxides are magnetite 

(Fe3O4) and maghemite (γ-Fe2O3).159,160 Iron oxide nanoparticles have been 

known to show toxicity both in vitro and in vivo.70,109 However, the toxicity of 

nanoparticles can be modified by the addition of coatings, these coatings are 
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generally polymers, such as poly(ethylene glycol) (PEG).109,161 The inherent 

toxicity of these iron nanoparticles could potentially be used instead of a drug 

payload.109  

A variety of clinical uses are known for iron nanoparticles, including targeted 

delivery of drugs or biomolecules (e.g., proteins and antibodies).162 Iron 

nanoparticles are also used clinically for the treatment of iron deficiency 

anaemia in some cases.163 Furthermore, their magnetic properties also make 

superparamagnetic iron oxide nanoparticles (SPIONs) useful as contrast 

agents for Magnetic Resonance Imaging (MRI), but also for the higher-

resolution novel imaging method of Magnetic Particle Imaging (MPI).164–167 

These magnetic properties also enable SPIONs to be used alongside an 

external magnetic field to induce hyperthermia in malignant cells.168–170 

There are many ways by which iron nanoparticles (and particularly SPIONs) 

can be manufactured.171 The most popular methods are coprecipitation 

methods in solution or microemulsion, or partial oxidation of ferrous hydroxide 

gels.171 Other methods are available.172 The major drawback of these 

nanoparticles is that they are prone to agglomeration as a consequence of 

their magnetic properties and are air sensitive.171   

2.2.3.2 Lipid-based Nanoparticles 

Liposomes and solid lipid nanoparticles are both forms of artificial vesicles with 

a spherical shape, and each is capable of carrying a drug payload in several 

different ways (e.g., inside the aqueous or solid core or conjugated to external 

phospholipids).70,173 

 

Figure 2.4: Liposomes and solid-lipid nanoparticles (SLNs) are both spherical forms of 
artificial lipid-based systems. Left: a simple liposome – phospholipid bilayer enclosing an 
aqueous core. Right: a solid-lipid nanoparticle – solid lipid core stabilised by surfactant and 
coated with an external layer of phospholipids. Figure created in Biorender. 

Liposomes 

Liposomes are small, artificial vesicles of spherical shape comprising of one 

or more phospholipid bilayers around an empty core, which range in size from 

thirty nanometres to several microns in diameter (Figure 2.4).70,174 Liposomes 

are frequently used clinically for the treatment of cancer, and liposomal 

doxorubicin formulations represent some of the earliest nanomedicines to 
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receive FDA approval.26 More recently, liposomal forms of amphotericin B 

have been developed, as well as two lipsome-based mRNA vaccines.29,72,175 

Their properties such as stimuli-responsiveness, size and eventual 

biocompatibility can be modified by changing lipid composition,176,177 surface 

charge178 and preparation method.179 An extensive list of potential liposomal 

formulation methods is reported in detail by Akbarzadeh and coworkers.179  

Solid Lipid Nanoparticles 

Solid lipid nanoparticles (SLNs) consist of a solid lipid core stabilised by 

surfactants, that are solid at ambient (25°C) and physiological temperature 

(37°C).180,181 A wide variety of lipids can be used for the solid core of these 

SLNs - triglycerides, fatty acids and steroids (e.g., cholesterol).182 The solid 

core is then coated with phospholipids (Figure 2.4), whose hydrophilic 

headgroups enable SLNs to be water soluble.180 Nanostructured lipid carriers 

(NLC’s) are often considered to be the “second-generation” of SLNs, but they 

will not be discussed here.181,183 SLNs have shown promise for the treatment 

of many different cancer types, but are yet to progress beyond pre-clinical 

models into human trials.94,184–187. Furthermore. they are known to be prone to 

‘burst release’ of their drug payload, and drug loading efficiency is also poor.188 

However, there are three ways by which a drug can be incorporated into an 

SLN, enabling control over drug release profile; i) through incorporating the 

drug into the solid solution, ii) by having a drug-free core, but a drug-enriched 

shell, iii) a drug-enriched core and drug-free shell.173 If the drug is incorporated 

into the shell, then immediate release is observed, whilst if it is mostly 

concentrated in the core, then sustained or delayed release is seen.189 Finally, 

unlike liposomes, even cationic SLNs have been seen to be well-tolerated in 

murine studies.190 Mukherjee et al. outline an extensive list of possible 

methods for forming SLNs.182 

2.2.3.3 Polymeric Nanoparticles 

In this section, the clinical uses, physical properties, and manufacturing 

methods of most used biodegradable polymeric nanoparticles are considered. 

These polymers (poly(lactic acid), poly(ε-caprolactone) and poly(lactic-co-

glycolic acid) all have similar degradation pathways and can undergo either 

chemical (acid-/base-catalysed hydrolysis, which is therefore influenced by 

environmental pH) or enzymatic hydrolysis. It has previously been reported 

that non-enzymatic hydrolysis is the dominant degradation pathway.191 

Polymeric nanoparticles and their starting polymers may be functionalized with 

the polymer poly(ethylene glycol) (PEG) and are generally termed PEGylated 

and non-PEGylated forms, depending on their stealthing status.192,193 The 

impact of PEGylation on protein corona formation and eventual nanoparticle 

biological fate will be discussed further in section 2.2.6.1. 
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Poly(lactic acid) 

PLA is a biodegradable polymer, whose monomers are the naturally occurring 

lactic acid. Lactic acid exists in two enantiomeric* forms, known as L-lactic acid 

and D-lactic acid.194 PLA nanoparticles are mainly used clinically where 

extended-release is desirable and have been trialled as vaccine 

adjuvants.193,195,196  

Both monomer molecular weight, as well as the choice of enantiomer/ ratio of  

L-PLA:D-PLA impacts the physical properties of the resulting polymer.194 

Increasing monomer molecular weight is known to slow degradation rate, as 

the polymer becomes more hydrophobic and hence absorbs less water.197 

Changing the enantiomer of lactic acid also modifies the crystallinity of the 

resulting polymer, where only L-lactic acid is used; the resulting polymer is 

crystalline, hydrophobic and subsequently takes a very long time to degrade; 

when only D-lactic acid is used, the resulting polymer is amorphous, and 

degrades much faster.198 Manufacture of PLA nanoparticles can be split into 

four different types – emulsion-based, precipitation-based, direct compositing 

methods (e.g. spray drying) and newer methods such as microfluidics.199 

Poly(ε-caprolactone) 

Poly(ε-caprolactone) (PCL) is a synthetic, biodegradable hydrophobic polymer 

whose backbone is made of polyester linkages, which degrades slowly (over 

3-4 years) in the presence of water.200–202 Like other biodegradable polymers, 

clinically relevant uses of both the bulk polymer and nanoparticulate 

formulations are known. The bulk polymer is commonly used within tissue 

engineering and implantable devices, as mechanical properties are favourable 

for these applications.191 PCL nanoparticles have been used as a drug delivery 

method and have frequently been trialled for treating brain tumours.200,203 PCL 

is a semi-crystalline polymer (generally 50% crystalline) with a melting point of 

60°C and a glass transition temperature (Tg) much lower than other 

biodegradable polymers of -60°C.204 A wide variety of methods can be used to 

manufacture PCL nanoparticles, including nanoprecipitation, emulsification/ 

solvent evaporation and double emulsion methods; however, the choice of 

manufacturing method has been shown to impact final nanoparticle size and 

polydispersity.200 

Poly(lactic-co-glycolic acid) 

The remainder of this review of polymeric nanoparticles will focus on 

poly(lactic-co-glycolic acid) (PLGA) nanoparticles as they are used in this 

thesis. PLGA is a copolymer consisting of the monomers lactic and glycolic 

acid. This polymer is probably one of the most widely researched and, 

subsequently, most used biocompatible and biodegradable polymers.205 As 

such, it is considered to be the gold standard for drug delivery systems, where 

controlled release of the drug payload is required.205 Clinical uses for both bulk 

and microparticulate PLGA are known. There are a variety of uses of bulk 

 
* Enantiomer – a pair of molecules that are mirror images of each other, but cannot be 
superimposed on top of each other e.g., your hands.  
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PLGA with clinical approval; these include dissolvable stitches and 

prosthetics.206,207 PLGA microparticles are used clinically as drug-delivery 

methods, such as Lupron Depot® for the treatment of advanced prostate 

cancer in men and endometriosis in women.208 Nanoparticles have been 

tested for the extended release of an extensive range of novel drug cargoes, 

but not all of these have progressed from proof-of-concept or pre-clinical 

studies.209,210 The relative proportions of lactic and glycolic acid and molecular 

weight of the monomers can be modified to tune the biodegradability and, 

therefore, lifetime of the overall polymer.70,211 As the proportion of lactic acid 

increases, the polymer becomes more hydrophobic and degrades more 

slowly; the lifetime of this polymer can be as long as several years, depending 

on the exact molecular weight of the monomers and their proportions.211,212 

50:50 PLGA (where equal amounts of both monomers are used) is known to 

have the shortest half-life in vivo, around 50-60 days, whilst 75:25 takes 

between four and five months to degrade.213 Many methods exist for the 

synthesis of PLGA nanoparticles.214 Most of these are based on the formation 

of various emulsions that may include electrospraying, nanoprecipitation and 

microfluidic methods.215–217 Microfluidic methods are capable of producing 

PLGA nanoparticles with a diameter <100 nm and a narrow size distribution 

(polydispersity index (PDI) <0.2).218,219  

Despite PLGA-based drug delivery methods being used in clinical practice, 

there are known experimental issues with utilising this polymer to develop 

novel nanomedicines.208,213,220 An ideal nanomedicine formulation has the 

following properties: high encapsulation efficiency, high drug loading capacity, 

sustained and complete release of drug cargo and retains structural 

integrity.213 However, meeting all of these parameters for PLGA-based 

nanomedicines is not always straightforward: to achieve target nanomedicine 

characteristics (e.g., drug loading and encapsulation efficiency) is dependent 

on the chosen drug, the lactic acid: glycolic acid ratio of the polymer, as well 

as a chosen manufacturing process.221 Drug loading is often impaired with 

PLGA nanoparticles. Pieper and Langer have previously reported a 

relationship between nanoparticle preparation technique, drug load and 

loading efficiency.222 The double emulsion technique was significantly worse 

in terms of loading efficiency.222 PLGA nanoparticles are also known to be 

prone to burst release of their drug cargo, but this is not unique to this polymer. 

Burst release refers to the rapid release into the bloodstream of surface 

adsorbed drug cargo, and it is often followed by a slower, more sustained 

period of drug release.223 The presence and identity of the drug payload is also 

known to impact drug release kinetics through its dissolution and diffusion 

behaviour.197,224 The physicochemical properties of the drug payload itself are 

also known to influence the precise drug release kinetics – it is suggested that 

both pH and drug solubility in water play an important role.197,224 Complete 

release of protein-based cargoes is known to be impaired.210,213 

Understanding the mechanism of drug release from PLGA-based systems is 

a complex process, and several mathematical models (e.g., chemical-

potential-gradient model) are in current use – although detailed discussion of 
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their mathematics is outside the scope of this thesis.224–226 The drug release 

kinetics of PLGA-based nanomedicines is intimately linked to the degradation 

of the polymer itself, but this is not the only parameter that influences drug 

release – polymer composition and its physiochemical characteristics, the drug 

payload and environmental factors all influence the eventual degradation rate 

of the polymer and therefore of drug release.197 There are three known ways 

in which polymers can erode – surface (heterogeneous) erosion, bulk 

(homogeneous) erosion as well as autocatalysis (Figure 2.5).197,205 PLGA 

undergoes hydrolysis in aqueous conditions, forming lactic and glycolic acids 

which are naturally occurring within the body, and are then metabolised via the 

Krebs cycle to give carbon dioxide and water.212 Consequently, very little 

toxicity is associated with these nanoparticles and degradation products.203 

 

Figure 2.5: A schematic to show the 3 common degradation pathways of polymeric 
nanomedicines.1. The initial drug-loaded nanoparticle device is introduced into the 
bloodstream. 2. Water penetration occurs – this process may be negligible for some 
polymers. 3. Polymer degradation begins, and drug payload begins to diffuse out of the 
polymer. Adapted from 198,205 

Environmental parameters such as pH and fluid flow will impact polymer 

degradation. Results suggest that PLGA will degrade faster in either acidic or 

basic conditions than neutral ones – this would agree with the known 

mechanisms of acid- and base-catalysed ester hydrolysis.227,228 Fluid flow has 

interestingly been demonstrated to slow the rate of polymer degradation; it has 

been suggested that the presence of fluid flow continually washes away acidic 

hydrolysis products and subsequently prevents (or at least reduces) 

autocatalysis.229 

2.2.4 The Protein Corona 

The idea of proteins being adsorbed onto the surface of nanoparticles was first 

suggested by Vroman in 1962, but calling this phenomenon a protein corona 

didn’t occur until 2007, when the term was introduced by Cedervall and 

colleagues.32,33  
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2.2.4.1 What is the Protein Corona? 

The protein corona is formed spontaneously when a ‘naked’ nanoparticle is 

introduced into any biological fluid.9,10,37 Despite its name, it is not composed 

entirely of proteins, and it is already known that other biomolecules - for 

example, lipids - can be found within the protein corona.34,35,39 These other 

biomolecules are, as yet, little understood, but current understanding suggests 

that lipids may be incredibly important for understanding nanoparticle 

biological fate.36,37,55 Current understanding considers the corona to have two 

layers, the hard and soft corona (Figure 2.6), but these may not necessarily 

be two separate and distinct layers in vivo.37,39,40 

 

Figure 2.6: The 'hard' and 'soft' corona that develops around PLGA and other polymeric 
nanoparticles following incubation in biological fluids. Despite their portrayal in the literature, 
the hard and soft corona are not necessarily considered to be two separate and distinct 
layers. Reproduced with permission from Ndumiso et al.,39 

The protein corona is known to significantly influence nanoparticles' eventual 

biological fate. The protein corona can mask any targeting moieties that may 

have been attached to the ‘naked’ nanoparticle to encourage the targeted 

uptake of nanoparticles, altering the biodistribution and pharmacokinetics of 

the drug payload.10–12,37 The adsorbed proteins in the protein corona are 

capable of acting as opsonins – effectively biological markers which ‘flag’ the 

nanoparticle-protein corona complex for uptake and eventual destruction by 

macrophages and other cells capable of phagocytosis, impacting the 

circulation time of the nanoparticle.13,230 This process of opsonisation can be 

controlled by coating the ‘naked’ nanoparticles with various stealth coatings, 

including poly(ethylene glycol), and this is discussed in more detail in Section 

2.2.6.1. Finally, the protein corona is known to impact particle aggregation and 

particle agglomeration at physiological temperatures; this aggregation alters 

subsequent drug release.15,231  

2.2.4.2 The Vroman Effect 

Through time-evolution studies, the proteins in the protein corona are known 

to be in constant flux, and this evolution is controlled by the ‘Vroman effect’.37 

According to the Vroman effect, any currently adsorbed protein can desorb 

from the nanoparticle and be replaced by another protein of high affinity; this 

results in protein concentration remaining constant, but the exact composition 
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of proteins in the corona may change significantly over time.37 However, some 

studies suggest that this effect may not be a wholly accurate description of 

what occurs during the development of the protein corona; Docter et al., were 

able to show that for a select group of polystyrene nanoparticles, the 

composition did not change qualitatively, only quantitively – contradicting the 

Vroman effect.232 Since then, a newer model of protein corona formation has 

been suggested, which has binding kinetics independent of the Vroman effect 

(Figure 2.7).232  

 

Figure 2.7: A schematic to compare the Vroman effect and the newer model proposed by 
Docter et al. to explain the formation of the protein corona and its compositional variation 
over time. New model (above): During the early phase, a complex corona is established. 
Over time the protein corona remains stable and shows quantitative, not qualitative changes 
in composition. Old model (below): A protein corona forms rapidly, comprised of low affinity, 
but highly abundant proteins. Over time, significant changes in composition occur, controlled 

by the Vroman effect. From 233. 

2.2.4.3 Hard Corona 

The hard corona is a tightly bound layer of proteins, which adheres strongly to 

the nanoparticle, with an exchange time on the order of hours.37 The hard 

corona is considered to make up most of the protein corona.37 When 

nanoparticles are incubated in human serum, the hard corona is known to 

frequently contain a small subset of proteins, including albumin, 

Immunoglobulin G (IgG) and fibrinogen, despite the complexity of human 

plasma.129 This subset of proteins is not necessarily the most physiologically 

abundant proteins but rather the ones with the highest affinity.  
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Proteins in the hard corona are known to undergo a significant degree of 

conformational change on binding.37 Since the protein corona is comprised of 

tightly bound, high-affinity proteins, this part of the corona is considered fairly 

stable - if the biological environment of the nanoparticle does not change.9 

However, even the slightest change in incubation media will cause changes in 

the hard corona, making analysis difficult.9,234 Binding affinities of individual 

proteins to a given nanoparticle can be determined experimentally by several 

methods.235 Broadly speaking, the kinetics of the formation of the hard corona 

have been determined that the binding constant Kon (adsorption) is much 

greater than Koff (desorption) and as such the proteins are tightly bound.37 The 

general consensus in the literature is that the protein corona that forms around 

nanoparticles during in vitro studies is not necessarily representative of that 

which forms in vivo.37,41 Firstly, many studies do not consider the impact of 

fluid flow on the composition of the protein corona – indeed, only a handful of 

such studies exist,51,53,54,61,236 and most of these do not use polymeric 

nanoparticles.52 Some in vivo studies suggest that the hard corona is 

enhanced in apolipoproteins – particularly apolipoprotein E. Still, caution must 

be taken with these assumptions since they are derived from murine 

studies.237 The specific challenges associated with using preclinical animal 

models will be discussed further in section 2.2.9.1. 

2.2.4.4 Soft Corona 

The soft corona is an external layer of proteins that interacts weakly with the 

hard corona, and the proteins involved in the soft corona are more loosely 

bound.37,38 They have a much shorter residence time and adsorb and desorb 

much faster (on the order of minutes) than proteins in the hard corona.20,37 The 

soft corona is also believed to form only a small proportion of the protein 

corona, and these proteins undergo low conformational change on binding.1  

Computational studies have suggested that the soft corona is not a uniformly 

distributed sphere around the hard corona but is more a loosely defined layer 

associated with the nanoparticle.238 As previously stated, the soft corona is 

formed of proteins which have only a loose association with the hard corona, 

and as such, it takes very little to dislodge the soft corona from the 

nanoparticle-protein corona complex; therefore, isolation and analysis are 

difficult. The soft corona is only accessible by in situ methods (i.e., those that 

do not require a separation step from the biological fluid).20 Only recently, have 

suitable ex situ techniques been developed.18,20,41 As a consequence, the 

identity of the proteins within the soft corona and their role in determining the 

biological fate of any nanoparticle is very much unknown.11,233 Where the soft 

corona has been studied from an analytical perspective, the impact of the soft 

corona on cellular uptake is somewhat inconclusive.20,238 Since the proteins 

that make up the soft corona are only weakly associated with the hard corona 

through protein-protein interactions, it is not surprising that the binding 

constants for adsorption and desorption are expected to be approximately 

similar.1 
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2.2.5 Understanding the Dynamics of Protein Corona Formation 

The formation of a protein corona can be separated into two stages: i) bare 

nanoparticle enters the bloodstream and initial corona formed, and ii) initial 

corona begins to evolve due to competition between proteins.235 The formation 

of the hard corona is difficult to understand through experimental methods 

because of its speed, whilst the soft corona is challenging to isolate 

experimentally, and consequently, its composition and influence on 

nanoparticle biological fate is mostly unknown.20,235,239 

In silico or mathematical models can provide unique insight into aspects of 

protein corona formation that are too complex or difficult to determine via 

experimental methods.240 These mathematical models can also be used as a 

starting point from which experiments can be designed or evaluated.235,240 At 

first, in silico modelling was popularised as a way to understand protein folding 

and protein-protein interactions, but has since been expanded to also model 

the adsorption of proteins onto bio- and nanomaterials.42 Understanding how 

the protein corona changes over time is fundamental to being able to predict 

the biological fate of these nanoparticles, and therefore, to their future clinical 

applications.241 

Dell’Orco et al., and several other groups have used similar methods to 

develop a mathematical model of protein corona formation in a ternary 

system.240,242,243 They have developed a model for the “metastable” 

spontaneous initial formation of the protein corona, as well as the stable 

equilibrium state of a nanoparticle introduced into a ternary system (human 

serum albumin, high density lipoprotein (HDL) and fibrinogen).240,242,243 

Dell’Orco et al., developed the model first in 2010, but Sahneh and colleagues 

later extended to analytically describe the two equilibrium points in protein 

corona formation and simplified the model to create a “reduced complexity” 

form that runs much faster.240,242 A version of this model including partial 

differential equations (PDEs) to study the influence of protein diffusivity as it 

tends to infinity has also been developed by Skakauskas and Katauskis.243 

Detailed discussion of the models is outside the scope of this thesis. 

There are three ways in which the protein corona can be modelled 

computationally. These methods encompass both quantum mechanical 

methods as well as molecular dynamics (Figure 2.8). Quantum mechanical 

methods are highly accurate, but are too computationally demanding to be 

used for the modelling of protein adsorption.42 On the other hand, molecular 

dynamics methods are less accurate, but are far less computationally 

demanding. All-atom and coarse-grained simulations can be combined to 

create multiscale simulations of protein adsorption.42 The validity of the results 

obtained from computational studies depends on i) accurate modelling of the 

interactions in the system, ii) the water molecules and ions in the simulation 

being properly described and iii) sufficient sampling is carried out.42 
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Figure 2.8: Illustrates the relationship between the computational methods currently used to 
model protein adsorption. Adapted from 235 

Vilaseca et al., have shown that the Vroman effect can be understood 

computationally via molecular dynamics simulations.244 Like other work 

discussed here, this also considers a ternary protein model (albumin, IgG and 

fibrinogen). Again, a coarse-grain simulation is used, since an all-atom 

simulation was simply too computationally demanding at the time to model 

much more than a few hundreds of nanoseconds.244 It is now a decade since 

this work was published and it is likely still too computationally demanding to 

model protein corona formation in this way.  

Vilanova et al. have undertaken a combined computational and experimental 

approach to better understand the dynamics of protein corona formation.235 It 

is not unusual to carry out computational work in this way, (i.e., to validate the 

results from models against experimental observations)†.42,129,235 Experimental 

work used a three-component model plasma containing human serum 

albumin, transferrin and human fibrinogen, alongside silica nanoparticles.235 

Firstly, the affinities of each individual protein for the ‘naked’ silica 

nanoparticles was measured using Differential centrifugal sedimentation 

(DCS) and Microscale Thermophoresis (MST); the affinities were probed both 

in and out of solution.235 These protein affinities, and other previously known 

parameters were used to define a coarse-grained model, which can mimic the 

adsorption of proteins for up to 10 seconds.235 Theoretical predictions about 

the kinetics were then tested experimentally using fluorescence correlation 

spectroscopy (FCS), and the predictions about the relative abundances of 

proteins were determined experimentally using gel electrophoresis. 

 
† This approach is often referred to as being a posteriori.  

Computational 
Methods

Quantum 
Mechanics
(electrons)

Molecular 
Dynamics
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(atoms)
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methods

(groups of atoms)
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More recently, the application of machine learning to nanoparticles, protein 

corona formation and prediction of nanoparticle biological fate in vivo has been 

considered by some groups, and termed nanoinformatics.56,245–247 The 

application of machine learning has been prompted by the explosion in the 

volume of published data concerning nanoparticles and nanomedicines.248 A 

wide range of different machine learning algorithms have been used, and have 

been reviewed in detail by Lavanya and Sasipriya.248 Maojo et al., have 

previously suggested that useful applications of nanoinformatics can be 

classified in to three groups: imaging, modelling and data mining.246 However, 

they note that one of the major difficulties with this work is the often poor quality 

of available data.246 Lazarovits et al., have been able to develop a supervised 

neural network that can interpret the temporal evolution of the protein corona 

and predicts nanoparticle biological fate by determining circulation half-life, 

and accumulation in both the spleen and liver.245 Wang and colleagues, using 

a k-nearest neighbour network developed a structure-activity database for a 

library of gold nanoparticles, and predicted biological fate for a set of 

computationally designed nanoparticles and confirmed these results via 

experimental methods.56 

2.2.6 Nanoparticle Characteristics That Impact Protein Corona 

Formation 

The characteristics (i.e., protein composition, corona thickness) of the 

spontaneously formed protein corona around nanoparticles in biological fluids 

is determined by a wide variety of factors (Figure 2.9).43 These factors do not 

play an independent role on the resulting protein corona, but rather are 

interdependent.48 

The properties of the biological fluid which nanoparticles are incubated in (e.g., 

origin, temperature, concentration) are also known to influence the resulting 

protein corona, but these parameters are less well studied.43,249,250  
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Figure 2.9: A variety of parameters will affect the protein corona formed on nanoparticle 
surfaces.These properties include the identity of the naked nanoparticle, its shape, size, and 
any surface modifications that may have been made. Reprinted with permission from 
Domingues et al., ACS Nano 2022, 16 (7), 9994–10041. Copyright 2022 American Chemical 
Society. 

2.2.6.1 Physiochemical Characteristics 

The physicochemical characteristics of nanoparticles and their impact on 

protein corona formation is well understood and the influence of each 

characteristic is summarised in Table 2.1. 
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Table 2.1: A summary of nanoparticle physicochemical parameters documented to date and their effect on the developing protein corona.  

Nanoparticle characteristic Effect on protein corona References 

Size/ surface area Size and surface area are inversely proportional, for a fixed mass or volume of nanoparticles. Increasing 
surface area (decreasing size) increases amount of protein adsorbed to the nanoparticle surface, and 
increases protein binding affinity, which influences composition. 

35,251 

Shape Increased surface curvature leads to a thicker protein corona on spherical nanoparticles compared to flat 
surfaces (e.g., nanorods). Increasing surface curvature decreases protein-protein interactions and fewer 
binding sites are available. Altering surface morphology (making the surface more curved) has also been 
shown to influence the secondary and tertiary structure of some proteins and encourage protein unfolding, 
leading to modified biological fate and immunological response. 

252–254 

Degree of aggregation/ 
agglomeration 

Nanoparticle agglomeration (aggregation) affects particle size. The formation of a protein corona is also 
known to impact the colloidal stability of the nanoparticles, but the precise effect of protein corona formation 
on a specific nanoparticle is unclear. Situations where both an increase in colloidal stability and decreasing 
stability have been reported in the literature. Where stability increases, this is suggested to occur through 
steric stabilization i.e., formation of a protein corona prevents nanoparticles contacting each other. 

255–258 

Chemical identity of ‘naked’ 
nanoparticle 

The composition of the protein corona can be considered unique to each material. 37 

Crystalline structure Changing the degree of crystallinity of polymeric nanoparticles via heating modifies composition of the protein 
corona. 

259 

Surface coating (e.g., stealth 
coatings – PEG) 

Adding PEG radically alters the composition of the protein corona - significantly fewer of the proteins most 
closely implicated in the immune response (opsonins) are identified. The specific conformation of PEG may 
also alter the amount of protein that binds – a mushroom conformation of PEG will allow more protein to bind 
than a brush formation. Other stealthing agents, including ionic liquids have been studied. 

11,260,261 

Functional groups and targeting 
ligands (e.g., antibodies) 

Amine functionalized nanoparticles seen to adsorb a greater number of proteins and a greater number of 
complement proteins. Functionalization can increase nanoparticle aggregation. 

262,263 

Surface charge (zeta-potential), 
Charge density 

Negatively charged nanoparticles bind more proteins with a pI>5.5, and the reverse is true for positively 
charged nanoparticles. Some of the most abundant proteins (e.g., albumin) seem have binding affinities 
independent of surface charge. Increasing charge density increased total amount of adsorbed protein, with 
little effect on composition. 

49,264,265 

Hydrophilicity 
/hydrophobicity 

Hydrophobicity affects both amount of protein adsorption and the composition of the protein corona. The 
protein corona of hydrophobic nanoparticles often contains more albumin than hydrophilic nanoparticles. 
Hydrophobic nanoparticles also tend to denature proteins to a greater extent than hydrophilic or neutral 
nanoparticles. Enhanced adsorption of proteins on hydrophobic nanoparticles also increases rate of 
opsonization and subsequent clearance. 

49,266 
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Impact of the Protein Corona on Drug Release 

Protein corona formation can subsequently alter drug release from 

nanoparticles. The rate of drug release is often much slower, and potentially, 

the entire drug payload is not released.15 Furthermore, the protein corona will 

affect particle agglomeration, which then has an additional effect on the drug 

release profile. Drug release from agglomerates will occur at a different rate 

compared to individual nanoparticles, altering bioavailability.267  

2.2.6.2 Biological Characteristics 

It is not only the physicochemical characteristics of the nanoparticle that 

influences the formation of the protein corona around nanoparticles. The 

choice of biological medium, its concentration and any change in that medium, 

as well as incubation time and temperature, are capable of encouraging 

significant change in either density or composition of the protein 

corona.42,249,250,268 It can also further be influenced by the manufacturing 

method of the nanoparticles as well as how nanoparticles are isolated from 

biological fluids following protein corona formation.269–271 

Biological Medium 

The choice of the biological medium affects not only the identities of the 

proteins present within the medium, but also the composition of the resultant 

protein corona. Several human-derived biological media have been studied in 

depth (human plasma, human serum, tumour interstitial fluid), to understand 

their composition and ascertain their impact on nanoparticle protein corona 

formation.272–274 Nanoparticles incubated in plasma have been shown to 

adsorb more fibrinogen and those incubated in serum tend to adsorb more 

complement factors.42 Whole blood has also been considered as an incubation 

medium, but blood plasma and serum are more commonly used in such 

studies.274 

Blood plasma contains all components of whole blood, except for platelets, red 

and white blood cells. It contains several thousand different proteins, and the 

abundance of any given protein in human plasma is not necessarily reflected 

in the protein corona.37,49 However, a subset of commonly found proteins in 

the hard corona has been identified (Table 2.2).273 Walkey and Chan have 

presented a list of 125 proteins which are commonly found within the protein 

corona which develop on various types of nanoparticles, that they term the 

‘adsorbome’.42 They proposed that the protein corona is complex and no 

universal protein corona exists for all nanoparticles.42 A common set of 

proteins commonly found within the soft corona is as yet unknown, but work to 

experimentally isolate and analyse the soft corona is ongoing.18,20 Studies 

have also shown that the chosen anticoagulant for human plasma collection, 

influences final protein corona composition.274,275  
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Table 2.2: Top five most abundant proteins found in human plasma. From Leeman et al. 273  

Protein Relative abundance 
(%) 

Typical concentration 
ranges (mg mL-1) 

Isoelectric point 
(PI) 

Serum albumin 50-60 35-50 4.7 

Immunoglobulin 
G (IgG) 

- 10 [273] 6.6-7.2 

Fibrinogen - 2-4  5.8 

Alpha-2-
macroglobulin 

3-5 [276] ~ 3 5.0-5.2 [276] 

Immunoglobulin 
M (IgM) 

- 1 4.5-6.5 [277] 

In comparison to blood plasma, human serum has all coagulation factors 

removed.42 The total protein concentration of human plasma and/or serum has 

been determined to be 60-80 mg mL-1, and most of this is human serum 

albumin (50-60%), followed by immunoglobulins, of which immunoglobulin G 

(IgG) is the most abundant (~10 mg/mL).273 Work by Ndumiso et al. with 

unmodified PVA-stabilised PLGA and PCL nanoparticles suggests that human 

serum has a comparatively lower binding affinity for PLGA nanoparticles, in 

comparison to PCL, and develops a much less complex corona.39 The hard 

corona isolated from PLGA nanoparticles in this work is entirely composed of 

albumin.39 This low protein binding affinity to PLGA may help explain the 

known biocompatibility of this polymer. These findings are very different to 

those obtained in Partikel et al., but these differences are likely to be due to 

the significant changes in nanoparticle size (~400 nm vs 200 nm), zeta 

potential (-18 mV vs -40 mV), as well as experimental set up and subsequent 

human serum concentrations.250 

Tumour interstitial fluid has also been studied and its composition in a variety 

of tumour types has been determined.272 Tumour interstitial fluid (TIF) is the 

fluid which surrounds a tumour.272 There are several known methods by which 

this fluid may be drained, and it is believed that it’s composition may hold 

fundamental insights into tumour behaviour and progression.272 Furthermore, 

the overexpression of some proteins within the interstitial fluid has enabled the 

development of nanoparticle-enabled serological tests for cancer.278 More 

recently, its impact on protein corona formation and composition has been 

determined.51 Braun and colleagues have previously reported that interstitial 

fluid encourages particle aggregation, as well as a significant change in protein 

corona composition – in their synthetic interstitial fluid, the authors saw 

significant protein loss. They believe the lack of protein within their interstitial 

fluid drives a concentration gradient which encourages protein dissociation.51 

Incubation Time 

Incubation time is known to influence the quantity of protein in the protein 

corona, but not its composition.232 Barrán-Berdón et al. have previously shown 

that the protein corona is constantly evolving for up to an hour after first contact 

with a biological fluid.268 Consequently, most protein corona studies incubate 

nanoparticles with the medium of interest for at least one hour – after which it 

is assumed that an equilibrium state is reached.35. 
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Impact of Changes in Incubation Medium on Protein Corona Composition 

If the incubation medium does not change, the composition of the protein 

corona is known to be stable, once an equilibrium state is reached. Where 

changes in these parameters occur, then differences in the protein corona can 

be detected. Here, the impact of: changing biological fluid origin; protein 

concentration; incubation temperature and the role of shear stress, methods 

of manufacture and isolation from incubation fluid following protein corona 

formation will be discussed. 

Origin of Incubation Medium  

Most studies investigating protein corona formation on nanoparticles have 

been performed using foetal bovine serum (FBS) as the incubation 

medium.250,279 Unsurprisingly, these in vitro studies often differ from results 

obtained in vivo, making clinical translation of promising nanoparticles difficult 

(discussed further in section 2.2.8.2). There are some similarities between the 

protein coronae that develop around nanoparticles irrespective of biological 

fluid origin (bovine vs human) e.g. the corona will primarily be composed of 

albumin.275 However, there are also significant differences in the identities of 

the proteins detected within the corona, and little in the way of overlap between 

foetal bovine and human serum (summarised in Figure 2.10).  

 

Figure 2.10: A comparison of the proteins identified via proteomics analysis in the protein 
corona which develops around PLGA nanoparticles in FBS and human serum. Only the 
proteins which were detected in all 3 runs have been included here. A much more consistent 
and complex protein corona develops when nanoparticles are incubated in human serum 
compared to FBS. Adapted from 250. 

Furthermore, work has also studied the evolution of the protein corona as the 

nanoparticle completes its journey through the body. The protein corona that 

develops around a nanoparticle when incubated in bronchoaveolar lavage fluid 

(BALF), is unsurprisingly different to that when incubated in whole 
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blood/plasma/serum, including pulmonary surfactant associated proteins.280 

But as the corona evolves to reflect changing biological environment, some 

proteins from the initial corona that developed whilst surrounded by pulmonary 

surfactant still remain on the surface. This ‘fingerprint’ can then be used to 

determine the relative organ biodistribution of nanoparticles.49,234,281 

Protein Concentration 

It has been shown that the concentration of the medium in which protein 

corona studies are performed also influences certain properties of the protein 

corona. Partikel et al. showed that altering the amount of either human serum 

albumin or FBS will alter corona composition and thickness.250 For the corona 

which develops during incubation in FBS, the composition remains fairly static 

irrespective of protein concentration and possibly suggests a threshold value 

beyond which increasing FBS concentration has limited effect, whilst for the 

protein corona that results from incubation in human serum is clearly 

dominated by albumin, but its composition becomes more complex as serum 

concentration increases.250 

Incubation Temperature 

Incubation temperature also modifies the protein corona. Mahmoudi et al. have 

demonstrated, using dextran coated SPIONs, that not only does incubation 

temperature affect the degree of protein coverage i.e. how complete is the 

protein corona, but it also influences the composition of the corona.249 As 

temperature rises, the composition of the protein corona changes and begins 

to comprise of ever increasing numbers of positively-charged proteins.249  

Shear Stress 

Shear stress is beginning to be understood as a physiological parameter that 

may explain the difficulty in pre-clinical to clinical translation as seen and 

discussed previously.52–54 What makes these studies different to the static 

conditions more routinely employed in protein corona studies, is that the 

nanoparticles are continually exposed to a fresh supply of incubation fluid and 

therefore of biomolecules.51 Furthermore, the soft corona is comprised of only 

loosely-bound proteins, depending on the magnitude of the shear forces, these 

loosely-bound proteins could be removed, altering protein corona composition 

and therefore biological fate.282 Pozzi et al., show that not only do the identity 

of the proteins present within the corona vary depending on the presence of 

flow, but dynamic incubation conditions result in decreased levels of 

complement proteins.53 These decreased levels of complement proteins then 

impact immune system response to these nanoparticles, possibly increasing 

their biological compatibility and circulation time. Braun et al., showed that fluid 

shear also leads to greater amounts of protein being detected within the protein 

corona.51 

Manufacturing Method 

Previous work within the literature has suggested that manufacturing method 

may also influence the composition of the protein corona, however, this work 

considers microparticles, which are far larger than the nanoparticles studied 
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later in this chapter, so the results from Lück and colleagues may only be 

partially applicable.259 They found spray dried PLGA microparticles developed 

a protein corona that was enriched in apolipoproteins; this was not the case 

for those formed by an water-in-oil double-emulsion method.  

Isolation Method From Incubation Fluid Following Protein Corona Formation 

The precise method by which nanoparticles are isolated from incubation fluid 

following protein corona formation is known to affect the analysis of the protein 

corona itself. A common protein precipitation method – using trichloroacetic 

acid in acetone is known to selectively remove albumin.271 This is a protein 

that is frequently found in high-abundance. The influence of washing 

procedures, as well as a comparison of centrifugation parameters has been 

discussed in depth by Docter et al.283 Despite this, no best practice 

methodology has - as yet - been implemented for the isolation of nanoparticles. 

Currently, the “best” isolation method (particularly for isolating liposomes) is 

somewhat controversial.284,285 

2.2.6.3 Summary 

In this and prior sections of the literature review, it has been shown that a wide 

variety of nanoparticles have clinical use, and an even greater range of 

physicochemical and biological factors will impact on the protein corona 

formed around them. It is known that the protein corona formed in vitro and 

that which forms in vivo differs significantly, but few studies have currently 

been undertaken to truly understand the impact of fluid flow on the size and 

composition of the protein corona.51–55 Furthermore, only a handful of studies 

have been undertaken using polymeric nanoparticles to probe the impact of 

physicochemical parameters on the final protein corona that forms, and where 

they do exist, most of these use model polystyrene nanoparticles which find 

little in the way of clinical use.11 

2.2.7  Analysis of the Protein Corona 

Protein corona studies usually begin with the analysis of the ‘naked’ 

nanoparticle, prior to incubation in any biological medium. The parameters of 

interest in this context frequently include particle size, polydispersity and zeta 

potential (Table 2.3).143  

Table 2.3: Analytical methods used to characterise ‘naked’ nanoparticles. † will give much 
smaller sizes than DLS and PTA as this technique does not measure particle size in solution.  

Nanoparticle parameter Analytical methods 

Size Dynamic light scattering (DLS), particle tracking 
analysis (PTA), transmission electron microscopy 

(TEM)†, resonant mass measurement (RMM) 

Shape Transmission electron microscopy 

Zeta Potential Electrophoretic Light Scattering, measured using the 
Zetasizer 

Particle concentration Resonant mass measurement, particle tracking 
analysis 

The structure and composition of the protein corona can be measured in many 

different ways, depending upon the parameter(s) of interest (Table 2.4).42,286 
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The protein corona can be isolated and analysed either in situ, which gives the 

most relevant information, but the techniques which allow this are few in 

number and hence fewer parameters can be analysed, or ex situ which allows 

more parameters to be probed, but the process of isolation is known to disturb 

the composition of the protein corona.42  

Table 2.4: A summary of the analytical methods commonly used to measure various 
parameters of a protein corona. From 42,287,288 Bold font highlights in situ analytical methods. 

Corona parameter Analytical Methods 

Thickness Dynamic Light Scattering (DLS), Differential 
centrifugal sedimentation (DCS), Size Exclusion 
Chromatography (SEC), Transmission Electron 

Microscopy (TEM) 

Density Colorimetric protein assays (e.g. Bradford Assay) 

Identity and quantity of proteins Poly(acrylamide) Gel Electrophoresis (PAGE), 
Liquid Chromatography tandem mass spectrometry 

(LC-MS/MS) 

Conformation of bound proteins  Circular Dichroism (CD), fluorescence quenching, 
computational simulation, Fourier-transform 

infrared spectroscopy (FTIR)  
Binding affinity Size Exclusion Chromatography (SEC), Surface 

Plasmon Resonance (SPR), Isothermal Titration 
Calorimetry (ITC).  

Where ex situ techniques are chosen for analysis, the nanoparticles must first 

be isolated from the incubation medium. There are a wide range of isolation 

techniques that are currently used, each with its own relative merits. The most 

widely used method is to incubate nanoparticles in biological media, that are 

then recovered via centrifugation and ultrafiltration, followed by extensive 

washing to remove unbound proteins.37 However, the many cycles of washing 

and centrifugation can lead to modifications in the protein corona.9 Washing 

modifies the biological medium surrounding the nanoparticle; therefore, 

altering the composition of the protein corona, and centrifugation removes any 

weakly bound proteins i.e., soft corona. Ultrafiltration and size exclusion 

chromatography may also be used as an isolation method and this is 

considered to disturb the protein corona to a lesser extent. However, due to 

ease of use and availability, centrifugation is still commonly used.42  

Following isolation from the incubation medium, the individual proteins within 

the protein corona can be quantified and identified.42 This is done using high 

temperatures, high salt concentrations, detergents or enzymes to denature the 

proteins; the proteins can then be separated by gel electrophoresis and 

identified by mass spectrometry.42 A variety of other analytical techniques are 

also used to obtain more information about the protein corona,289 but only the 

most frequently used: SDS-PAGE and Western Blotting (immunoblotting), 

liquid chromatography tandem mass spectrometry (LC-MS/MS), isothermal 

titration calorimetry, size exclusion chromatography, dynamic light scattering 

and the novel analytical techniques particle tracking analysis and resonant 

mass measurement are discussed in detail below.  
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2.2.7.1 SDS-PAGE and Western Blotting 

Immunoblotting occurs in 6 stages, i) extraction and quantification of protein 

sample, ii) resolving the protein sample using SDS-PAGE, iii) transferring the 

separated proteins to a membrane, iv) blocking non-specific binding sites on 

the membrane, v) addition of antibodies, and vi) detection.290  

Sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE) is an 

analytical method capable of separating a complex mixture of proteins by their 

molecular weight. SDS-PAGE is a particularly popular technique as it is quick 

and cheap to run.287 In SDS-PAGE the proteins first need to be denatured and 

negatively charged. This is accomplished by simply boiling them with a 

reducing agent such as Dithiothreitol (DTT) or 2-mercaptoethanol, and an 

anionic surfactant like sodium dodecyl sulfate (SDS).287 Treating the proteins 

with SDS causes them to repel each other and therefore detach from the 

surface of the nanoparticle.287 The proteins can then be loaded onto a 

polyacrylamide gel, and separated according to their electrophoretic mobility - 

their electrophoretic mobility is related to the size of the protein.287 Used 

alongside Western Blotting, it is possible to detect very small (<1 ng) amounts 

of a particular protein.14 The exact lower limits of detection depend on the stain 

that is used. The most common of these is Coomassie Blue (despite its lower 

detection limit of ~5 ng),291 but chemiluminescent stains exist, which enable 

the identification of as little as a few attograms (10-18 g) of protein.292 

Western Blotting gives a semi-quantitative method to analyse proteins. Once 

the proteins have been separated on the polyacrylamide gel, they can then be 

transferred to either a PVDF (poly(vinylidene difluoride)) or nitrocellulose 

membrane.293 After transferring the proteins to the membrane, the membrane 

is then commonly blocked with 5% skimmed milk in TBST (a mixture of tris-

buffered saline (TBS) and Polysorbate 20, also known as Tween 20), to 

prevent non-specific binding of the antibody that is added next.293 The primary 

antibody is chosen to bind to one specific protein of interest; the secondary 

antibody often has a chemiluminescent component attached (e.g., horseradish 

peroxidase) and the bound secondary antibody is then detected by developing 

photographic film.293 

SDS-PAGE and Western Blotting have frequently been used to study the 

composition of the nanoparticle protein corona (Figure 2.11).283 Once gel 

electrophoresis has been completed, each protein within the protein corona 

corresponds to a band within the gel. Known proteins can then be identified 

purely through their molecular weight following cross-reference to a protein 

ladder.283 For example, albumin has a characteristic, frequently very intense, 

band at ~ 66 kDa.250,274 Gel electrophoresis will also permit qualitative analysis 

of protein coronae, as compositional changes between them correspond to a 

differing pattern of protein bands in the gel. The identification of a singular 

unknown protein can be done via Western Blotting (immunoblotting) if a 

suitable primary and secondary antibody is chosen, but for the identification of 

many unknown proteins, then mass spectrometry is necessary.  
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Figure 2.11: A schematic to illustrate the method used by Docter et al. to analyse the protein 
corona around polystyrene and silica nanoparticles. For both methods, the nanoparticles 
undergo three rounds of washing and centrifugation, final analytical process varies 
depending on the number of unknown proteins that need identification. Reproduced with 
permission from Springer Nature. From 283. 

2.2.7.2 LC-MS/MS 

Liquid chromatography tandem mass spectrometry (LC-MS/MS) is a powerful 

analytical technique, that can detect and identify the components of complex 

mixtures and is frequently used to undertake proteomics analysis (Figure 

2.11).294 LC-MS/MS relies on coupling mass spectrometers together in series, 

to analyse complex mixtures.294 Liquid chromatography is first used to 

separate the components of the complex mixture, before they are passed to 

the first of two mass spectrometers for ionisation, producing precursor ions 

(Figure 2.12).294 Between the first and second mass spectrometers is a series 

of mass filters, with a collision cell between them.294 It is in this collision cell 

where the precursor ions are ionised for a second time, producing ‘product 

ions’, and it is these product ions which suggest the identity of the original 

analyte.294  
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Figure 2.12: A schematic to illustrate the stages of LC/MS-MS analysis. The sample is first 
passed through liquid chromatography for analysis before being passed through two mass 
spectrometers where precursor and then product ions are produced. Figure created using 
Biorender.com 

There are a variety of advantages that LC-MS/MS has over other analytical 

methods these include: superior selectivity, the ability to multiplex to identify 

and quantify several analytes simultaneously, as well as being less reliant on 

the quality of the liquid chromatographic separation.294 Tandem mass 

spectrometry has superior selectivity of analytes compared to other methods, 

as it identifies each compound by a minimum of two different properties – the 

masses of their precursor and product ions.294 If this is further coupled to liquid 

chromatography, then retention time by LC is also used to identify the 

analyte.294 

Tandem mass spectrometry and LC-MS/MS have both been used during the 

workflow to analyse the protein corona that develops around 

nanoparticles.250,283 Mass spectrometry is particularly useful for the 

simultaneous detection and identification of unknown proteins within the 

corona, as both the precursor and product ions can be used for identification 

(Figure 2.12). Following fragmentation, the resulting pattern of ions can then 

be cross referenced to one or more databases, to identify the original proteins 

within the sample.295 A protein is generally considered to be present in the 

protein corona if there is 95% confidence over its identity.39 This process tends 

to be more successful when the nanoparticles have been incubated in 

biological fluid of human origin, as these databases are more complete, but 

the same process is often successful with some fluids of bovine or murine 

origin (e.g. FBS). However, Ashkarran and colleagues note that interlaboratory 

consistency of LC-MS/MS for proteomics analysis is lacking, and therefore 

highlights the urgent need for a standardised and widely adopted workflow for 

protein corona analysis.296 

2.2.7.3 Isothermal Titration Calorimetry 

Isothermal Titration Calorimetry (ITC) is a useful analytical method if 

thermodynamic data of protein binding is required. The data that can be 

obtained from ITC includes: binding affinity, binding stoichiometry and enthalpy 

changes which occur during protein binding.33,287 ITC works by titrating one 

reactant (usually the ligand) into another reactant under isothermal conditions 
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and measuring the temperature change that occurs after each addition of 

reactant.297 More additions of reactant are performed until the temperature in 

the cell does not change i.e., the target is saturated and no further ligand will 

bind.297 The isotherm is then fitted to a mathematical equation and the 

thermodynamic parameters of the reaction can then be obtained. Detailed 

discussion of the mathematics involved in the fitting and subsequent analysis 

is out of scope for this review.298,299 From the isotherm produced by ITC: 

enthalpy (ΔH), entropy (ΔS), heat capacity (Cp), binding affinity (Kd) and Gibbs 

free energy (ΔG) can all be derived.297,299 Kd, ΔH and binding stoichiometry (n) 

are all simple to obtain from the binding isotherm. The remainder of these 

parameters can then be determined by rearranging the following equations 

(Equation 2).39 

∆𝐺 = −𝑅𝑇𝑙𝑛𝐾𝑑 = ∆𝐻 − 𝑇∆𝑆 (2) 

Equation 2: Calculating thermodynamic parameters from Isothermal Titration Calorimetry. 
Where R= universal gas constant (8.314 J K-1 mol-1), T= absolute temperature (in Kelvin). 

2.2.7.4 Size Exclusion Chromatography 

Size exclusion chromatography is a chromatographic method that separates 

particles based on their hydrodynamic volume.300 The sample is dissolved into 

a suitable solvent, before being injected into a column packed with a stationary 

phase, which contains pores of a defined size.300 Molecules that are too large 

for the pores of the stationary phase elute rapidly from the column, whilst those 

which are small enough to fit inside the pores take much longer to elute.300 

Size exclusion chromatography is a popular analytical method, because of its 

speed.300 However, SEC has been known to cause solubilisation of large 

aggregates due to dilution effects, and larger particles are trapped within the 

column and consequently often not characterised by this method.301,302 Further 

disadvantages include that only a very limited size range can be explored with 

this method, therefore samples require pre-filtration.301 Finally, the results from 

SEC are only accurate if confirmed by another, orthogonal method.303 

SEC finds itself used within protein corona studies as a method to separate 

the nanoparticle-protein corona complex from unbound proteins, as a 

replacement for the centrifugation and repeated washing steps shown above 

(Figure 2.11), and then is often followed by membrane ultrafiltration to isolate 

nanoparticles and their protein corona.55,237  

2.2.7.5 Dynamic Light Scattering (DLS) 

Dynamic light scattering (DLS) is an ensemble technique which relies on 

backscattered light at 173°. Dynamic light scattering uses monochromatic light, 

shone into the sample. When this incident light has its path blocked by a 

particle, then it is scattered in all directions.304 The intensity fluctuations of this 

scattered light can be measured, and used to determine the diffusion 

coefficient of the object causing the scattering. Hydrodynamic radius of the 

particle can then be calculated via the Stokes-Einstein equation (Equation 3).  
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𝐷𝑇 =
𝐾𝐵𝑇

6𝜋𝜂𝑅ℎ
(3) 

Equation 3: Stokes-Einstein equation for calculating hydrodynamic radii of particles via 
dynamic light scattering. Where DT = diffusion coefficient, KB = Boltzmann constant, T = 

absolute temperature (in Kelvin), η = viscosity of the solvent and Rh = hydrodynamic radius. 

As an in situ analysis method, it is particularly easy to use and requires little 

prior sample preparation. Dynamic light scattering has frequently been used 

within the literature to measure the size distribution of ‘naked’ nanoparticles 

before incubation with protein-containing media, but also to probe the changes 

in particle size distribution following treatment and subsequent protein corona 

formation.17,250,305 Where DLS is used for the latter, the nanoparticles have 

frequently been recovered from serum before analysis. One of the major 

disadvantages of DLS, however, is that this is an ensemble method, so the 

results that are obtained can easily be skewed by the presence of a small 

amount of aggregates, or (as in this thesis) by excess unbound protein.306,307 

Furthermore, where so-called single large angle scattering-DLS is used, 

nanoparticle aggregates cannot be accurately sized or are subject to 

significant errors.306 

2.2.7.6 Novel Analytical Techniques 

Here, the newer and less-used analytical techniques of particle tracking 

analysis (PTA) and Resonant Mass Measurement (RMM) are introduced.  

Particle Tracking Analysis 

Particle tracking analysis, similar to DLS, relies on incident light passing 

through the sample and being scattered by particles undergoing Brownian 

motion (Figure 2.13). However, unlike DLS, this is not an ensemble method 

and can analyse each individual particle that is present within the sample, so 

results are less likely to be biased by the presence of agglomerates. The 

system does this by recording video footage as the particles pass by the 

detector.308 This footage is subsequently used to detect the centre of each 

particle, perform frame-by-frame tracking and calculate the particle trajectory, 

which is later used to determine the diffusion coefficient.308 Next, since sample 

temperature and solvent viscosity are known, the Stokes-Einstein equation 

(Equation 3) can be rearranged to give the hydrodynamic radius of each 

nanoparticle seen within the footage. 
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Figure 2.13: A schematic to show how particle tracking analysis (PTA) works. Light is shone 
through the sample and once the light hits a particle in solution, it is scattered. This light 
scattering is then detected. From 308 

Resonant Mass Measurement 

Resonant mass measurement contains a microfluidic chip (Figure 2.14), 

containing a resonating cantilever, which resonates at a specific frequency  

(f ).309 For each particle passing through the sensor, the resonator’s mass and 

resonance frequency momentarily increase, and the system measures the 

change in resonant frequency (Δf ). The change in resonant frequency is then 

used to calculate the buoyant mass (MB) of the particle passing over the 

resonating cantilever (Equation 4).309 Once buoyant mass is known, both the 

‘dry’ mass (M) of the particle and its diameter (D) can be calculated.309 Further 

information regarding the underlying physical principles of resonant mass 

measurement is discussed by Nejadnik and Jiskoot.310 
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Figure 2.14: A representation of the Micro-Electro-Mechanical System (MEMS) sensor of the 
RMM system used in this work. Sample enters through the sample inlet port (top right), filling 
the bypass channel, before being pushed by the pressure differential across the chip over 
the resonator (centre) and exits the MEMS sensor via the sample waste port (bottom right) 
From 309 

𝑀𝐵 = 
∆𝑓

𝑆
   

𝑀 =
𝑀𝐵

(
1 − 𝜌𝑓

𝜌𝑝
)

(4)
 

𝐷 = (
6𝑀

(𝜋𝜌𝑝)
)

1
3

  

Equation 4: Calculating Buoyant mass, dry mass, and particle diameter via resonant mass 
measurement. Where MB = buoyant mass, Δf = change in resonant frequency, S = sensitivity 
of the resonator, M = ‘dry’ mass, ρp and ρf = densities of the particle and of the surrounding 
fluid respectively.309 

The advantage of using RMM and PTA for the analysis of nanoparticles is that 

both techniques require minimal sample preparation (i.e. nanoparticle recovery 

from serum), and can handle samples with a wide range of particle number 

concentrations (RMM target concentration for nano sensor: 2x108 particles/ 

mL, PTA: 1x106 – 1x109 particles/ mL).308,309 PTA can report particle size and 

number distribution, and sample concentration (particles/mL).308 RMM 

provides particle diameter, (and of a sample, its distribution), particle mass, 

volume and surface area, particle density and sample concentration 

(particles/mL).309 Both techniques can provide an insight into temporal effects 

of treatment with protein-containing media and their subsequent impact on 

nanoparticle physicochemical characteristics. 
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Figure 2.15: A comparison of the limits of detection of DLS, PTA and RMM as three 
orthogonal analytical techniques and their corresponding dynamic ranges. Particle size 
ranges shown are dependent on instrument settings and material characteristics of 
nanoparticles being measured. The size range in which serum proteins – as either 
monomers or larger aggregates - are found, is also shown. 

Figure 2.15 shows the working range of RMM, PTA and DLS. There is a 

significant overlap between the size range in which the serum proteins can be 

found, and the lower end of the working range of both PTA and DLS. Less 

overlap occurs between the signal for proteins (< 10 nm) and RMM (> 100 nm). 

Unlike DLS, PTA is not an ensemble method, and the user can ‘help’ the 

software better differentiate between objects of interest (PLGA/PLGA-PEG 

nanoparticles with the newly developed protein corona) and bulk unbound 

serum protein, by altering a selection of camera settings during acquisition of 

the video footage and subsequent analysis.311 Both the camera level and 

detection limit can be altered; altering the camera level (how close is the 

camera to the sample) before the acquisition of the video footage does enable 

the detection of smaller particles, as less scattered light is then required for the 

particle to be ‘seen’ by the camera, but it also has the ability to alter the 

apparent concentration of the sample, as more background ‘noise’ is also 

detected and considered to be particles of interest.311 Increasing the detection 
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limit (amount of scattered light necessary for the nanoparticle to be ‘seen’) of 

the system then has the reverse effect.  

In the final sections of this literature review, the in vitro and in vivo factors that 

hinder the clinical translation from promising candidate on the lab bench, 

through pre-clinical studies to clinical approval will be discussed. 

2.2.8 Bench to Clinic Translation: Predicting the Efficacy of 

Nanomedicines in Vivo 

There are a range of factors which hinder the accurate prediction of the efficacy 

of novel nanomedicines in vivo. These factors can broadly be categorised as 

physicochemical, biological and cell-related parameters.  

2.2.8.1 Physicochemical Parameters 

The physicochemical parameters of the nanoparticle that influence protein 

corona formation and therefore biological fate have already been discussed in 

detail in section 2.2.6.1. Here, the impact of manufacturing processes and 

analytical methodologies used for nanomedicine evaluation are considered.  

Impact of Manufacturing Processes on Nanoparticle Attributes 

Manufacturing processes are known to influence certain characteristics of the 

naked nanoparticles. These parameters include: size distribution and it’s 

reproducibility and colloidal stability of the naked nanoparticle.43,110 

Furthermore, drug delivery platforms that require time-consuming or 

technically complex synthetic routes are often difficult to manufacture at 

scale.110 

One of the key quality attributes for a novel nanomedicine is the existence of 

a manufacturing method that enables the nanoparticles to be made at scale, 

and the product to be consistently high-quality and lack significant batch-to-

batch variation over a range of key attributes (e.g., size distribution).110,312 

Luxenhofer has previously reviewed the known batch-to-batch variation in a 

range of polymers, and considers whether this natural variation needs not to 

be quashed, but rather embraced instead.312 There are a wide range of 

possible manufacturing methods by which PLGA nanoparticles can be formed, 

and emulsion-based methods are generally the most popular as a 

consequence of their simplicity, but are not generally amenable to industrial-

scale manufacture.313 Scale-up causes various formulation parameters (e.g., 

stirring rate) to change, and these have been shown to influence the 

physicochemical properties of the resulting nanoparticles.314 

The stability of the PLGA nanoparticles is another factor impairing their 

translation to the clinic, however, clinical uses of PLGA microparticles are 

known, therefore it must be possible for these issues to be overcome, however 

these are typically intramuscular formulations.315 Colloidal stability is dictated 

primarily by surface charge.316 As discussed previously, some formulations of 

PLGA begin to degrade in an aqueous environment within 15 days, this gives 

the drug formulation an incredibly short shelf-life. Methods such as freeze-

drying have been used previously to extend the shelf-life of these 
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nanoparticles, but they are still moisture-sensitive and may not enable the 

nanoparticles to be stored indefinitely.317  

Analytical Methodologies for Nanomedicine Evaluation 

Cytotoxicity of nanoparticles is modified by protein corona formation.37 

However, in vitro toxicity assays were not developed for use with 

nanoparticles, and their results may not be valid for reflecting the in vivo 

toxicity. Furthermore, known issues with interlaboratory consistency 

concerning analysis of nanoparticles is also discussed here. 

The two most commonly used toxicity assays are MTS and Comet assays.43 

Both of these were developed in the 1980’s, and were never designed to be 

applied to the study of nanoparticle toxicity.318,319 Consequently, it is not 

surprising that known interactions between some types of nanoparticles and 

these cell proliferation assays (and a wide range of others) occur, leading to 

false negative/ false positive results.320,321 Furthermore, Ong et al., highlights 

that where these assays are used to determine nanoparticle toxicity, the 

researchers overwhelmingly seem unaware of the potential for interactions 

between the nanoparticles under study and their chosen assay.322 This likely 

explains the apparent difficulty in reproduction of toxicological results within 

the literature, impairing clinical translation. Previous studies have considered 

the adaptations that may need to be made to common toxicological assays to 

account for interference by nanoparticles.323 

One of the biggest issues with interlaboratory consistency of nanoparticle 

analysis and subsequently nanomedicine development, is that there is 

currently no set list of analyses that need to be carried out, nor is there 

consensus over what data must be reported for cell or animal based studies 

used to understand the toxicity and biological effect of these novel drugs.324 

Furthermore, it was not until 2018 before the first attempts were made by Faria 

and co-workers to introduce a framework for reporting data within this space. 

These guidelines are now known as the MIRIBEL (Minimum Information 

Reporting In Bio–nano Experimental Literature) guidelines.325 A year later, 

Chetwynd and colleagues built upon MIRIBEL to introduce MINBE (Minimum 

Information about Nanomaterial Biocorona Experiments).326,327 MINBE 

consists of two parts: a checklist of considerations for experimental design and 

a framework for reporting data in published literature, to give the minimum data 

necessary to accurately replicate the experimental work. Repeated calls have 

been made within the literature to increase compliance with these reporting 

frameworks, but uptake has been slow.43 Also, the lack of standardised, 

internationally agreed upon methodologies for analysis further contributes to 

the lack of interlaboratory consistency (between two or more laboratories).328 

Montoro Bustos et al., have additionally previously shown that intralaboratory 

consistency (i.e., between workers within the same lab) is greater than 

interlaboratory consistency.328 Work has been undertaken to develop 

standardised methodologies for a variety of analytical methods, including PTA, 

RMM and DLS.329–334 
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2.2.8.2 Biological Parameters 

Protein corona formation is known to dictate biological activity of the 

nanoparticle, and in vitro performance can differ significantly from in vivo 

behaviour.286 Here, the influence of coincubation in plasma vs serum, the 

concept of a personalised protein corona and interindividual variation is 

examined.  

Plasma vs Serum 

Isolated plasma and human serum are often used as model biological media 

instead of human blood.42 However, neither is a true replica; plasma is 

enzymatically inactive and human serum does not contain coagulation 

factors.42 The differences between them and their effect on the composition of 

the developing protein corona have been discussed previously in section 

2.2.6.2. In this section, the use of animal plasma and serum on the 

development of a protein corona and its impact on immunological response in 

vivo will be considered.  

Solorio-Rodriguez et al. have studied the differences in the composition of the 

protein corona after incubation in either human or murine (mouse) plasma.335 

What this paper does not explicitly mention, is the origin of the human plasma. 

We are told that they are volunteer donors, but no information is given 

regarding their age, sex or ethnicity. Considering that the murine plasma used 

is from male mice, the assumption can be made that these human donors are 

likely to also be male. They found 316 identified proteins are common to both 

the murine and human plasma-derived protein coronae, but when the most 

abundant proteins are considered, few are common between them.335 The 

most commonly identified proteins in each corona are summarised in Table 

2.5.  

Table 2.5: A summary of the most common proteins identified in the protein corona by 
Solorio-Rodriguez et al. From 335. There is little overlap between the most abundant proteins 
in human plasma and murine plasma. 

Human plasma Percentage 
abundance 

(%) 

Murine plasma Percentage 
abundance 

(%) 

Albumin 10.00 Albumin 10.00 

Immunoglobulins 7.00 serine protease inhibitor A3K 5.88 

actin cytoplasmic 1 3.46 serotransferrin 5.29 

haemoglobin subunit beta 1.56 alpha-1-antitrypsin 1–2 3.55 

serotransferrin, 1.44 haemoglobin subunit beta 3.00 

ficolin-3 1.38 fibrinogen gamma chain 2.65 

complement C3 1.30 Fibrinogen beta chain 2.56 

apolipoprotein A-1 1.29   

These results also highlight an important explanation for why nanomedicines 

may appear biologically compatible in animal models, but fail in human trials. 

Immunoglobulins and complement factors are found in such low abundance in 

the murine model, that immunological responses may well be unseen in mice, 

and then become apparent in human trials.335 
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Personalised Protein Corona 

The concept of a personalised protein corona was introduced in 2014 by 

Hajipour and colleagues.46 It was already known that the concentration and 

conformation of proteins in human plasma can be modified in various 

pathological states (e.g., cancer, obesity, type 2 diabetes).336–338 Therefore, it 

was hypothesised by the authors that this should also lead to alterations in the 

composition and conformation of identified proteins within the protein corona. 

In comparison to protein coronae from assumed healthy controls of both 

sexes, this hypothesis was confirmed.46 This idea of the altered protein corona 

within pathological states has since been exploited to enable the development 

of nanoparticle-enabled blood tests to detect early-stage cancers.278,339  

Further work has shown that age, sex and ethnicity are also capable of 

influencing the composition of the developing protein corona.38,46,47,340 A more 

recent review from Liu et al., outlines a far greater list of physiological, 

pathological and lifestyle factors that may alter protein corona composition, 

and suggests that it is the protein corona that needs to be carefully designed, 

rather than the ‘naked’ nanoparticle.341 

Interindividual Variation 

There is a wide range of work within the literature on interindividual variability 

as it pertains to the response to a given drug.342–348 This work often focuses 

on interindividual variation in cytochrome levels (e.g., CYP450; as one of the 

most important enzymes for drug metabolism).346,348 Work has also been done 

to consider the seasonal and circadian variation in several cytokines – as it 

pertains to the increase in symptoms for inflammatory autoimmune conditions 

such as rheumatoid arthritis and interindividual variation with the immune 

system.349 

2.2.8.3 Cell-related Parameters 

These cell-related parameters are some of the least studied parameters for 

predicting nanoparticle biological fate and efficacy in vivo.43,350 These 

parameters include: cell type, cell sex, passage number, cell cycle position, 

whether the cell has undergone the epithelial-mesenchymal transition (EMT) 

and briefly considering the impact of static cell culture methods. 

Cell Type 

Varying cell type can lead to differing responses to the same nanoparticle.351 

There are a range of ways cells can internalise nanoparticles (e.g., 

phagocytosis, caveolae- and clathrin-mediated endocytosis), but not all of 

these pathways are available for every cell type – hepatocytes, for example, 

cannot internalise nanoparticles via caveolae-mediated endocytosis; caveolin-

1 is poorly expressed in this cell type.350 Response to nanoparticle uptake 

depends on cell size (and therefore cell cycle position).43  
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Cell Sex  

The influence of sex‡ on cell behaviour is well known.352,353 So too is the impact 

of sex in clinical studies.354,355 The influence of cell sex is now considered such 

an influential parameter in predicting clinical efficacy, that the use of both sexes 

for in vivo experiments is now mandatory in pre-clinical research for several 

funding bodies including the National Institute of Health (NIH) in the US, as 

well as UK Research and Innovation (UKRI) in the United Kingdom.356,357 

However, it is only recently that studies to understand sex differences in the 

physiological response to nanoparticles have been undertaken, and where 

these studies exist, most of these are murine studies on metal 

nanoparticles.358–361 A single study considers the impact of sex-based 

differences on the effects of polymeric nanoparticles.362 The sex-linked 

physiological differences and their impact on nanoparticles in vivo has been 

reviewed by several groups.363,364 

Passage Number 

Passage number may have an impact on cell responses to nanoparticle 

uptake, but this is often not recorded.43 Some cell lines i.e., immortalised cell 

lines can be passaged indefinitely, however most non-cancer cells cannot, and 

there is a limit of 50 doublings (Hayflick limit) beyond which, the cells enter a 

state known as replicative senescence, where they stop growing.365,366 

Overpassaged cells are likely to lead to experimental results that cannot be 

replicated, as the more times the cells are passaged, the more likely it is that 

their behaviour begins to diverge from that of the original cell line.43,367 

Cell Cycle Position 

The role of cell cycle position on nanoparticle uptake has previously been 

controversial.368–370 Rees and co-workers have shown that nanoparticle 

uptake is increased when cells are in the G2 stage of the cell cycle, clarifying 

why nanoparticle uptake is usually seen to be heterogenous within a 

sample.371 The nanoparticles themselves can also interfere with the cell cycle 

and potentially induce apoptosis.372  

EMT Transition 

The epithelial-mesenchymal transition (EMT) is particularly important when the 

efficacy of novel nanoparticles as chemotherapeutics is considered. EMT is a 

key step in malignant cells becoming capable of undergoing metastasis.23,43 

Malignant cells have unique properties whilst in this state, and it is often difficult 

to encourage tumour cells to undergo this transition in static 2D culture 

methods.23,43 

Static Cell Culture Methods 

Conventional cell culture methods are problematic. They are easy and cheap 

to perform, but static culture methods lack the complex mechanical, chemical 

and biological cues necessary to encourage cells to adopt their complex in vivo 

 
‡ Sex refers to biological attributes of humans and animals, including physical features, 
chromosomes, gene expression, hormones, and anatomy The terms sex and gender might 
be used interchangeably, but they do have different meanings.  
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structures.22 The issues associated with 2D cell culture methods will be 

discussed in further detail in the literature review for Part Three of this thesis. 

2.2.9 Pre-clinical Models: Do They Translate to in vivo Fate in 

Humans? 

Pre-clinical testing is an important stage of drug development. Here, potential 

drug candidates are screened for toxicity, pharmacokinetics and 

pharmacodynamics, and efficacy via a range of animal models.373 Animal-

based pre-clinical testing is still mandatory for most regulatory bodies prior to 

the beginning of human trials. Rodent and non-rodent trials are required, 

irrespective of where the trials take place, the so-called “The two species 

requirement”.57–59 However, work is ongoing to consider whether single-

species testing would be possible.374 

2.2.9.1 Pre-clinical Models 

A wide-range of pre-clinical models are in use. The use of zebrafish, mouse 

and non-human primate models for both immunological and tumour-bearing 

models are considered. An extensive study evaluating the immunological 

differences between human, mouse and several non-human primates has 

been undertaken by Bjornson-Hooper et al.373 In the UK, as a consequence of 

the Animals (Scientific Procedures) Act 1986, Zebrafish embryos are 

considered a “non-protected species”, as long as they are not modified and 

then permitted to reach the final one-third of gestation; mice and non-human 

primates are considered protected species.375 

Zebrafish 

Zebrafish (Danio rerio) are a popular tropical fish, and have in recent years 

become an important animal model for understanding the function of the 

immune system. They were first used by Streisinger et al. in 1981 to study 

neuronal development.376 Since then, a variety of studies have used zebrafish 

to study everything from innate immune system response, to the development 

of Alzheimer’s Disease.377–379 

The immune system response of zebrafish, is remarkably similar to responses 

observed in mammals or in cell culture.377,380 Zebrafish are particularly useful 

models for studying immune system response to acute and chronic infection 

and novel nanoparticles, because adaptive immunity doesn’t occur until 

between week three and week six post-fertilisation.377,381 It is this gap which 

makes zebrafish such an attractive model, because it is possible to thoroughly 

probe the innate immune system response, without complication of the T- cell 

and B-cell responses of adaptive immunity. Furthermore, their offspring are 

transparent, which provides opportunities for real-time visualisation of the 

immune response which is impossible in other animal models.377 Adult 

zebrafish also possess a variety of useful properties including: small size, 

relatively rapid life cycle, ease of breeding, and a growing list of molecular tools 

for the study of infectious diseases.381   

Using immunodeficient zebrafish, Yan et al. were able to engraft several 

different types of cancer cells into these zebrafish, and then, because of the 
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larvae being transparent, observe the behaviour of the cancer cells.379 Liu and 

Leach have reviewed the use of genetically modified zebrafish for the 

development of cancer models.382 A wide variety of such models have been 

used previously; they have been used to understand the role of p53, a tumour 

supressing protein in the development of cancers, but also to obtain further 

information on the development of skin and pancreatic cancers, as well as 

identify new genes responsible for the growth of more aggressive forms of 

malignant melanoma.382,383 Surprisingly, the tumours grown in these animals 

are histologically very similar to the analogous tumours that grow in humans. 

Mouse (murine) Models 

Mouse models are frequently used to test the efficacy and immunological 

response of novel drugs in humans, but the translation of these results from 

murine studies often falls short due to differences in the immune system of 

both species.324,384–387 Consequently, “humanised mice” have been developed 

to address this shortcoming. These mice are immunodeficient by nature, and 

may have been engrafted with a humanised immune system (as is of interest 

here), or other human genes, cells or tissues.388 

As discussed previously, the translational applicability of murine studies is 

often lacking. One such issue is due to the differences in the composition of 

the protein corona (section 2.2.8.2). Further issues with murine studies have 

been outlined at length by Mestas and Hughes as well as Zschaler et al.384,385 

The differences between the immune system in mouse and human include: far 

more lymphocytes found in mice, human expression of IgG receptors that mice 

do not and differences in T-cell development and regulation.384 Adaptive and 

innate immunity also vary.384,385 As a consequence of the poor translational 

applicability of murine studies regarding immune system response to novel 

drugs, humanised mouse models have been developed. Humanised mice 

were initially developed in 1988, following the discovery of a spontaneous 

mutation in a commonly-used strain of laboratory mice.389,390 They are often 

used to study antiretroviral drugs and the development of Human 

Immunodeficiency virus (HIV).391 These humanised mice show some 

similarities to the human immune system e.g. certain types of T-cells.390 

A range of tumour-bearing mouse models have been used to study 

oncogenesis and the efficacy of novel chemotherapeutics. These include 

Xenograft models (where human tissues are transplanted into 

immunodeficient mice) and spontaneous oncogenesis models. Two distinct 

types of xenograft models have been developed with immunodeficient mice. 

They may either be mice inoculated with human-derived cancer cell lines (cell-

derived xenograft (CDX)), or patient-derived samples of tumours are implanted 

into the mice (patient-derived xenograft (PDX) models.392,393 One 

disadvantage of these xenograft models is that they all use immunodeficient 

mice, limiting their translational applicability.393 PDX models are useful, and 

many studies show their translational value in successfully identifying clinically 

effective novel drugs in humans.394,395 However, Jackson and Thomas note 

that these models certainly are not perfect, are often biased towards more 



Chapter 2: The Evaluation of Protein Corona Effects on PLGA Nanoparticle Size 
Distribution 

51 

aggressive tumours as these are easier to propagate and ethical concerns 

exist – pain relief may not be given due to fears of this confounding results and 

few studies have assessed objective markers of pain in mice.396–398 They make 

calls for non-animal experiments using human tissue to come into common 

practice.396 It is also possible to study tumour growth and other aspects of their 

behaviour in spontaneous oncogenesis models.392 These models involve the 

transplantation of healthy human cells that have tumour suppression genes 

switched off, or oncogenes overexpressed. They recapitulate the change in 

human cells from normal to pathological states.392 Finally, humanised mice 

with human immune systems can also be used for investigating various forms 

of cancers, an extensive overview is given by Tian et al.392 Further issues with 

the use of murine models for cancers is that young mice are frequently used, 

these poorly mimic the older, obese human population who frequently develop 

cancers.399,400 

Non-human Primates 

Non-human primates (NHPs) refer to the animals of the order Primates, e.g. 

great apes and monkeys, but not humans (Table 2.6). They are also some of 

the most controversial animal models used in biomedical research; the 

controversy frequently stems from their similarity to ourselves.401 Some have 

suggested that NHPs should not be used at all for clinical studies, because of 

the small, but significant biological differences that exist, and instead such 

studies should be carried out on small groups of humans.402 This seems 

rational, but is forbidden by the Nuremberg Code§, which defines a set of 

ethical principles for human experimentation.403   

Experiments on great apes have been de facto banned within the United 

Kingdom since 1997, as the Home Office simply do not grant project licenses 

for such work. They have been legally banned in EU member states since 

2013, although a loophole does exist that would permit such work in the 

extreme scenario of a novel disease being discovered where no other animal 

model, or alternative method would be a suitable human mimic.404 

  

 
§ The Nuremberg Code states the following “… 3. The experiment should be so designed 
and based on the results of animal experimentation and a knowledge of the natural history of 
the disease or other problem under study, that the anticipated results will justify the 
performance of the experiment.” 
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Table 2.6: A summary of non-human primate species that have historically been used for 
biomedical research in the United Kingdom. Adapted from 401 

Great Apes 

Chimpanzees  
Not since 1986 

 
Bonobos 

Gorillas 

Orangutans 

Old World Monkeys 

Macaques  

Baboons  Not since 1998 

Prosimians 

Lemurs Not since 1991 

New World Monkeys 

Marmosets  
Tamarins 

Capuchins 

Squirrel Monkeys 

Non-human primates are the closest related animals, so it would be expected 

that the immune system is likely to be the most like that in humans. This 

closeness between NHPs and humans means there is greater validity for the 

application of these results to humans, than can be obtained with other pre-

clinical models e.g. mice.402 The immune system of the Rhesus macaque is 

well-studied and frequently used for immunology studies, but it is the adaptive 

rather than innate immunity that is better understood.405,406 Many of the viruses 

known to infect humans also infect NHPs, and it is for this reason that they are 

often useful animal models, particularly for the development of vaccines.406 

However, they are not perfect replicas for the human immune system. 

Genome-wide sequencing has previously highlighted three changes, which 

likely explain why humans are much more susceptible to HIV/AIDS compared 

to other primates.407 On the other hand, there are many respiratory infections 

that primates are more susceptible to than humans.408 

For tumour-bearing models, the most common hosts are chimpanzees, 

baboons, gorillas, macaques, squirrel monkeys and marmosets.409 It has been 

shown previously that every human cancer gene has an orthologue in 

NHPs.410 For as yet unknown reasons, NHPs in captivity have surprisingly low 

levels of spontaneous cancers, and for this reason have been less useful as 

tumour models.411,412 

Summary 

If these animal-based pre-clinical models are so poor at predicting the efficacy 

of novel nanotherapeutics in humans, what should be done? Moreno and 

Pearson have previously suggested the following steps need to be taken to 

help prevent the attrition of drugs through the drug development pipeline: i) 

better pre-clinical drug development to identify the least toxic and most 

efficacious drugs, this could be done through identification of relevant tumour 

targets, and genotyping to identify the population in which the drug is likely to 

be most effective (discussed further in section Error! Reference source not 

found.); ii) better pre-clinical models need to be developed. The current models 
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show poor correlation between performance in the model and efficacy in phase 

II trials. New models would better capitulate the important parameters of 

tumour biology and their microenvironment, more successfully than current 

models, microfluidic or “lab-on-a-chip” devices could be used to accomplish 

this objective and is discussed further in Section Error! Reference source not 

found., iii) finally Moreno and Pearson also highlight ways in which trial design 

could be modified, so that the least successful drug(s) could be dropped from 

the trial at a much earlier stage.413  

In addition to the very questionable validity of pre-clinical models and the 

impact this has on clinical trials – significant injury or death of human 

participants and discovering the drug has no effect, or an entirely different 

effect in humans compared to those observed in preclinical models. There has 

also been the introduction of the “3 R’s of animal research”.31,414 These were 

first proposed by Russell and Burch in 1959. The aims of the 3R’s are: to 

replace the use of animals in research; reduce the number of animals used 

within clinical trials, and refine techniques to minimise pain, suffering and 

distress of the animals which cannot be replaced.31 Significant progress on the 

implementation of the 3R’s has been made. The European Pharmacopeia is 

taking significant steps towards having completely phased out the rabbit 

pyrogen test by 2026,415 the FDA (Food and Drug Administration) 

Modernization Act 2.0, signed late December 2022, no longer mandates the 

use of animal-based pre-clinical studies,416 The National Centre for the 

Replacement, Refinement and Reduction of Animals in Research (NC3R’s) in 

the UK, will no longer fund any project looking at reducing animal use nor those 

investigating refinement of current techniques.  

2.2.9.2 Regulatory Guidance on Nanomedicine Evaluation 

One of the biggest challenges in pre-clinical to clinical translation is the lack of 

specific published regulations for nanomedicines. Currently none exist.13,45,68 

There are however national and international efforts ongoing in an attempt to 

rectify this.13 As a consequence of having no regulatory framework for 

nanomedicines, it may be that in one country they are considered medicines, 

in another a medical device and thus have differing standards they must meet 

before being granted clinical approval.68 Unsurprisingly, novel nanomedicines 

are considered slightly differently by both the FDA and European Medicines 

Agency (EMA). A more detailed discussion of the issues with regulatory 

guidance for nanomedicines has been undertaken by several groups.68,417 

FDA 

The FDA currently has no specific regulatory framework for nanomedicines.418 

They have, however published a draft guidance document on the use of 

nanotechnology in medicinal products.419 

The Food and Drug Administration regulate drugs and other medical devices 

under two distinct and separate statutes of US Law. These are the Food, Drug 

and Cosmetics Act (FDCA) which handles chemically-synthesised drugs and 

medical devices and the Public Health Service Act (PHSA) which deals with 
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biologically derived medicinal products.418 These classifications are 

particularly problematic for novel nanomedicines, as it is possible for them to 

come under both statutes. Therefore, they are reviewed by the FDAs Office of 

Combination Products and then assessed by the nanoparticle’s primary mode 

of action, whether that is as a drug, a biologic or as a device.420 

EMA 

In comparison to the FDA, the European Medicines Agency has published 

comparatively more regulatory guidance regarding nanomedicines, in the form 

of “reflection papers”.421–424 They have also began to consider how regulatory 

frameworks would handle a new generation of nanomedicine, but also how to 

regulate the introduction of so called “nanosimilars”.425 

  



Chapter 2: The Evaluation of Protein Corona Effects on PLGA Nanoparticle Size 
Distribution 

55 

2.3 Chapter Aims and Objectives 
In this chapter, in situ characterisation methods will be used to understand the 

impact of protein corona formation on PLGA and PLGA-PEG nanoparticles. 

Previous studies have shown that ex situ characterisation results in the loss of 

the loosely-bound ‘soft corona’ around nanoparticles, and protein corona 

formation is known to have a significant influence on nanoparticle biological 

fate.17–21 

This aim will be achieved by completing the following objectives:  

1. Optimise protocols and methodology for evaluating protein corona 

effects on nanoparticle physiochemical properties via RMM and PTA. 

Protocols will be developed and optimised to evaluate the use of RMM and 

PTA for the in situ measurement of protein corona effects on nanoparticle size 

under conditions where protein concentrations are biologically relevant (e.g. 

cell culture studies where media is supplemented with 10% FBS).  

2. Establish incubation durations in serum and their impact on 

PLGA/PLGA-PEG characteristics as measured by RMM, DLS and PTA.  

A series of timepoint experiments will be performed using PLGA/PLGA-PEG 

nanoparticles to understand the influence of incubation time, temperature, 

serum origin and impact of PEGylation on protein corona formation around 

PLGA nanoparticles. The physicochemical characteristics will be analysed via 

RMM, PTA and DLS (as appropriate). 
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2.4 Materials and Methods 

2.4.1  Materials 

Human serum [H4522] was purchased from Sigma Aldrich (Gillingham, UK), 

foetal bovine serum was purchased from Thermo Fisher (Invitrogen). Both 

were centrifuged to remove any insoluble particles or large agglomerates. 

Bradford assays were used to determine total protein concentration of Human 

serum (~70 mg mL-1) and FBS (33 mg mL-1). Phosphate-buffered saline (PBS) 

was purchased from Sigma Aldrich and used as per manufacturer’s 

instructions. Bradford Assay kit [23246] and stock BSA [23209] were 

purchased from Thermo Fisher and used as per manufacturer’s instructions. 

100 nm PLGA and PLGA-PEG nanoparticles were purchased from Nanovex 

(Asturias, Spain), and lyophilized in-house before long-term storage at -80°C. 

2.4.2 Methods 

2.4.2.1 Lyophilisation of PLGA and PLGA-PEG Nanoparticles 

PLGA and PLGA-PEG nanoparticles were lyophilised in-house by Dr Zahra 

Rattray. No further experimental details are available.  

2.4.2.2 Preparation of Stock Solutions and Samples 

On the day of experiments, nanoparticles were removed from -80°C storage 

and allowed to reach ambient temperature. 1 mg of 100 nm PLGA 

nanoparticles were resuspended at a concentration of 1 mg mL-1 in ultrapure 

water and sonicated for 60 seconds. The nanoparticle solution was aliquoted 

and further diluted to give a final concentration of 0.1 mg mL-1. These were 

then frozen at -20 °C for long term storage. Defrosted aliquots were kept at 5 

°C for up to 5 days, before being discarded. Stock solutions of serum (FBS or 

human serum) were prepared by diluting serum with ultrapure water to obtain 

necessary concentrations (20, 40, 80 % v/v FBS, and 1, 10 % v/v human 

serum). Such solutions were then stored at 5 °C for up to 5 days, before being 

discarded. 

Each sample was prepared, to give a final nanoparticle concentration of 0.01 

mg mL-1. Samples were incubated between 0 and 24 hours (0, 2, 4, 24 hours), 

in temperature-controlled rooms at either ambient (25 °C) or physiological 

(37 °C), with gentle end-over-end rotation provided by a tube rotator, to 

prevent sedimentation effects on protein corona formation. Following 

incubation, samples were placed on ice, and analysed immediately. 

2.4.2.3 Quantification of Protein Concentration in Serum via Bradford 

Assay 

Total protein concentration of the sera used in this work was quantified via 

Bradford assay, this is an adaptation of the method given by the 

manufacturer.426 These assays were performed by Miss Merrit Rothe.  

A suitably sized aliquot of Bradford reagent was prepared and permitted to 

warm to ambient temperature for 30 minutes before the assay was undertaken. 

Bovine serum albumin (BSA) standards were prepared in the same buffer as 

the unknown samples, following the guidelines given in Table 2.7.  



Chapter 2: The Evaluation of Protein Corona Effects on PLGA Nanoparticle Size 
Distribution 

57 

Table 2.7: Composition of each sample included in the Bradford Assay 

Sample Volume of diluent 
(μL) 

Volume (μL) and 
source of BSA 

Final concentration 
(μg mL-1) 

A 0 300 of stock 2000 

B 325 325 of stock 1000 

C 325 325 of sample B 500 

D 325 325 of sample C 250 

E 325 325 of sample D 125 

F 325 325 of sample E 62.5 

G 400 0 0 i.e. Blank 

10 μL of sample/known standard was pipetted into each well of a 96 well plate. 

Each sample and known standard was measured in triplicate. 300 μL of 

Bradford reagent was introduced into each well. Plates were incubated for up 

to 5 minutes. Absorbance was measured at 600 nm.  

Data Analysis 

Absorbance of the blank (Sample G) was removed from all readings. A protein 

standard curve (concentration of known standard vs. absorbance at 600nm) is 

plotted for each plate. Protein standard curve can then be used to determine 

protein concentrations of unknown samples (Appendix D).  

2.4.2.4 Particle Tracking Analysis 

PTA measurements were performed using an NTA system (NS300, Malvern 

Panalytical, Malvern, UK), fitted with a 488 nm laser. Using a syringe driver, 

where flow rate was set to 50 (arbitrary units), a 1 mL syringe was used to load 

the samples into the system. Three captures each of 60 seconds duration were 

obtained and averaged for each sample. Camera settings were manually 

chosen to keep them constant for each set of samples – changing camera 

level and/or detection limit has previously been shown by Gross et al. to alter 

apparent nanoparticle size.311 The camera settings are shown in Table 2.8. 

Table 2.8: Camera setting for Particle Tracking Analysis 

Protein source Camera Level  Detection limit 

1x PBS 14 3 

FBS 11 13 

Human Serum 5 15 

Detection limits were chosen such than < 5 ‘false particles’ per frame were 

identified. These are instances where background noise has been erroneously 

tracked as particles.427 Between samples, the system was flushed with PBS 

buffer to remove residual particles and to prevent cross-contamination 

between samples.  

2.4.2.5 Dynamic Light Scattering 

Dynamic light scattering measurements were performed using a Zetasizer 

Nano-ZS (Malvern Panalytical, Worcestershire, UK) equipped with a 633 nm 

He-Ne laser. All measurements were performed in triplicate and samples were 

dispersed in ultrapure water and measured at ambient temperature (25 ℃) 
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using the non-invasive backscatter (173°) setting, to rule out particle 

agglomeration following lyophilisation and storage.  

This system was additionally used with electrophoretic mobility scattering to 

measure zeta-potential. In this case, samples were suspended in ultrapure 

water and transferred to a folded capillary cell [DTS1070] for analysis. 

2.4.2.6 Resonant Mass Measurement 

Resonant mass measurement was undertaken using the Archimedes system 

(Malvern Panalytical Malvern, Worcestershire, UK), fitted with a nano sensor. 

Detection limit of the system was set at 0.01 Hz; corresponding to a lower 

particle size limit of 136 nm. Prior to analysis, the system was calibrated using 

508 nm polystyrene latex particles (Malvern Panalytical) and 100% Deuterium 

oxide (D2O) (Sigma Aldrich) for bulk sensitivity calibrations. For samples 

containing FBS, the density of the medium was determined using a value of 

1.2 mg mL-1 for FBS and 0.998 mg mL-1 for water, such that 10% FBS has a 

density of 1.02 mg mL-1. The negative buoyancy setting and density of PLGA 

(1.30 g cm-3) was used for all measurements. As with the method reported by 

Krueger et al., the system was considered to be clean if Milli-Q water could be 

run through the system for 5 minutes with fewer than five particles being 

detected.333 All samples were measured in triplicate. Analysis was performed 

using V1.21 of the Archimedes software. 

2.4.2.7 Statistical Analysis 

Statistical analysis was performed using Origin 2019b. Three-way ANOVA or 

paired t-tests were used as appropriate to explore the relationship between 

nanoparticle attributes (e.g., size, dry mass) and incubation parameters. A P 

< 0.05 was considered statistically significant. R2 values reported for 

experiments where the limits of RMM were considered.  
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2.5 Results and Discussion 
Particle size is well-recognised as a key characteristic which impacts 

nanoparticle-biological interactions and subsequent biological fate.49,428 

Therefore, understanding colloidal stability of nanoparticles following 

dispersion in protein-containing media is a important step in the design and 

process development of novel nanotherapeutics.  

This section begins with baseline characterisation of 100 nm PLGA/PLGA-

PEG nanoparticles following in-house lyophilization for long-term storage. 

Experiments were performed to first assess whether DLS is suitable for 

analysis of nanoparticle suspensions in protein-rich media, before using the 

newer and higher-resolution particle metrology techniques of particle tracking 

analysis (PTA) and resonant mass measurement (RMM). Finally, RMM and 

PTA were used to study the possibility of orthogonal methods for assessing 

protein corona effects on nanoparticle size distributions.  

2.5.1 Baseline Analysis of Nanoparticles 

The PLGA and PLGA-PEG nanoparticles used within this work were 

characterised before incubation with protein-containing media (FBS and 

human serum). Table 2.9 summarises the characteristics of the PLGA and 

PLGA-PEG nanoparticles used, as determined by the manufacturer. Mean 

particle size and polydispersity index were measured via DLS, whilst zeta 

potential was measured by M3-PALS (Mixed Measurement Mode Phase 

Analysis). 

Table 2.9: A summary of characteristics of PLGA and PLGA-PEG nanoparticles before 
modification. These values are obtained directly from the manufacturer (Nanovex) and errors 
were not provided. 

Nanoparticle 
identity 

Mean particle size 
(nm) 

Polydispersity 
Index (PDI) 

Zeta potential 
(mV) 

PLGA 106.7 0.039 -31.2 

PLGA-PEG 103.5 0.110 -30.0 

However, these nanoparticles were received suspended in ultrapure water. 

This is problematic, as PLGA nanoparticles can undergo degradation via 

several pathways, including hydrolysis, and therefore are only suitable for 

storage in this state for short time periods (< 60 days).317,429 To enable long-

term storage, these nanoparticles were subject to lyophilisation (also known 

as freeze-drying or cryodessication) and changes in particle size and other 

physicochemical characteristics are known to be possible.429 Consequently, 

in-house analysis via DLS, NTA and RMM was performed to determine particle 

size, polydispersity index and zeta potential following lyophilisation.  
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Table 2.10: Baseline characterisation of 100nm PLGA and PLGA-PEG nanoparticles (0.01 
mg mL-1 in ultrapure water, n = 3) following lyophilization to enable long-term storage. Mean 
particle size, PDI and Zeta potential were measured by DLS, PTA and RMM. Errors are 
given as standard deviation.  

Nanoparticle 
identity 

Particle size (nm) Polydispersity index 
(PDI) 

Zeta 
potential 

(mV) 

Z-ave 
size 

(DLS) 

RMM PTA  DLS RMM DLS 

PLGA 135 ± 
3.6 

121 ± 
5.1 

106 ± 
35.6 

0.05 ± 
0.03 

0.056 ± 
0.003 

-21.8 ± 2.0 

PLGA-PEG 140 ± 
0.9 

120 ± 
1.2 

108 ± 
26.7 

0.08 ± 
0.02 

0.066± 
0.0011 

-15.4 ± 1.2 

In comparison to the characteristics reported in Table 2.9, the process of 

lyophilisation alters nanoparticle physiochemical characteristics. Comparing Z-

average particle size as measured via DLS pre- and post- lyophilisation, 

changes in particle size are seen for both PLGA and PLGA-PEG (106.7 to 135 

nm) and (103.5 to 140 nm) respectively. Even though changes in nanoparticle 

size are observed, size ratio (ratio of particle size pre- and post-lyophilisation) 

does not diverge from 1, suggesting lyophilisation was successful and 

nanoparticles have not been subjected to stresses that would encourage 

aggregation. The polydispersity index of these samples is comparatively less 

impacted by lyophilisation and remains < 0.1 in each case, indicative of 

monodisperse samples, which further suggests successful lyophilisation. Zeta 

potential as measured via electrophoretic light scattering is also altered by the 

process of lyophilisation, decreasing by approximately 10 mV in each case, 

but even following lyophilisation, both samples are moderately negatively 

charged. It is suggested that the change in zeta potential is an effect of the 

interaction between cryoprotectant (sucrose) used during the process and the 

nanoparticle surface.429 The change in zeta potential may influence both 

formation and exact composition of the protein corona.265,430 

The analytical techniques used here and later on in this chapter include DLS, 

RMM and PTA. These techniques have been chosen for a number of reasons: 

all three techniques are capable of nanoparticle analysis in situ so require no 

separation of the nanoparticles from their incubation medium, making them 

much easier to use; DLS is a commonly-used particle sizing technique, so it 

was considered to be sensible to use this – at least for baseline analysis where 

the nanoparticles were suspended in non-protein containing media; PTA is a 

much newer technique capable of high-resolution, particle-by-particle analysis, 

whilst RMM is not an optical method, but is capable of high-resolution analysis. 

These three techniques rely on two different physical principles for their 

analysis. Both DLS and PTA rely on light scattering as particles move due to 

Brownian motion. Particle size (hydrodynamic particle radius) in both cases is 

defined by Stokes-Einstein equation (Equation 3), and therefore can be 

directly compared. On the other hand, RMM does not rely on light scattering, 

but instead on the change in resonant frequency of the resonator within the 
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MEMS chip within the device. It does not give hydrodynamic particle radius, 

instead gives buoyant mass which is a measure of the difference between the 

particle density and that of the carrier fluid. If it is assumed the object causing 

the change in resonant frequency is spherical, then particle diameter can be 

calculated. Therefore these techniques can be used in an orthogonal fashion. 

Reasonable agreement can be seen between the particle sizes reported via 

DLS, RMM and PTA (Table 2.10). The larger particle size as reported via RMM 

compared to DLS and/or PTA is expected. The lower detection limit of RMM 

(~135 nm) is higher than that of DLS and PTA and consequently, this would 

be expected to increase apparent particle size, since the smallest particles 

cannot be seen via RMM. Furthermore, polydispersity index as measured via 

DLS and RMM agree within error in each case. In summary, all three 

techniques used here (DLS, RMM and PTA) are suitable for baseline 

characterisation; however, this is not the case once the polymeric 

nanoparticles have been co-incubated with protein-containing media. 

2.5.2 Dynamic Light Scattering 

Dynamic light scattering is a popular analytical technique frequently used for 

the size analysis of nanoparticle suspensions. Much of its popularity comes 

from its simplicity and lack of necessary sample preparation i.e. it permits 

analysis in situ.  

2.5.2.1 Timepoint Experiment 

For this set of experiments, only PLGA nanoparticles (final concentration 0.01 

mg mL-1 co-incubated in 10 % or 20 % FBS (3.3 mg mL-1 and 6.6 mg mL-1 

protein respectively - determined by Bradford assay, see Appendix D) were 

used. These experiments were performed to assess whether DLS could be 

used to probe changes in z-average particle size as a function of incubation 

time and temperature. Z-average particle size, peak 1 and peak 2 data via DLS 

can be found for this data set and those in 10% FBS at 37 °C and 25 °C in 

Appendix A. 
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Figure 2.16: Intensity size distribution for 100 nm PLGA nanoparticles in 20 % FBS, at 37 °C 
with incubation times between 0 and 2 hours. 100% FBS used as control. DLS did not 
resolve any changes in particle size.  Each coloured trace represents a single repeat. All 
samples were measured in triplicate.  

Using DLS, it was not possible to resolve two clear peaks corresponding to 

FBS and PLGA nanoparticles (Figure 2.16). It was also not possible to resolve 

two clear peaks where the incubation medium contains 10 % FBS (e.g. cell 

culture experiments) (Appendix A). Therefore, it was also not possible to 

detect changes in particle size because of protein corona formation. These 

observations are consistent with those previous assessments in the literature 

in which DLS analysis of the protein corona is performed.431 It is suggested 

that the ensemble nature of particle size distribution determination via DLS, 

detects the most abundant component within the sample (i.e., FBS) and is 

therefore unable to resolve the presence of 100 nm PLGA nanoparticle 

occurring at a much lower abundance.431   

Resolution of clear peaks corresponding to FBS and PLGA was challenging, 

even under conditions where these peaks should be clear and easily resolved. 

Therefore, titration experiments were undertaken to see if clear peaks could 

be resolved when the incubation medium contains a lower concentration of 

protein.  

2.5.2.2 Titration Experiment 

These experiments were conducted to determine a concentration of FBS 

where both PLGA nanoparticles and protein peaks could be resolved. PLGA 
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nanoparticles were incubated in varying concentrations of FBS (0.02 %-100 

%), corresponding to 0.006 mg mL-1 - 33 mg mL-1 protein respectively. 

 

 

Figure 2.17: Intensity distributions for the incubation of PLGA nanoparticles in varying 
concentrations of foetal bovine serum (FBS). 100% FBS used as control. The concentration 
at which both components were able to be resolved via DLS significantly differs to 
physiologically-relevant values. Only 0.1 %, 1 %, 10 % and neat FBS are shown (n= 3), the 
remainder of this data set can be found in Appendix B. Peaks corresponding to FBS and 
100 nm nanoparticles have been highlighted to show the approximate necessary 
concentration at which both components can be seen. 

The intensity-based size distributions (Figure 2.17), show that to observe a 

clear and well resolved peak for PLGA nanoparticles, a 0.1 % concentration of 

FBS is required. These values are outside physiological parameter ranges and 

therefore do not represent biologically-relevant conditions for in vitro 

assessment of protein corona formation. A similar experiment was performed 

in which PLGA nanoparticles were incubated in human serum, and the same 

results were obtained i.e. that the target sample protein concentrations needed 

to resolve both protein and nanoparticle peaks are significantly lower than 

physiological values (Appendix C). The data obtained from performing 

experiments at such low serum concentrations would not be physiologically 

relevant and of limited use in terms of mimicking in vivo relevant conditions.  

Both sets of experiments undertaken here show that the low resolution of DLS 

limits it’s use as a technique for the measurement of protein corona effects on 

nanoparticle size distributions in situ where physiologically-relevant levels of 

protein (e.g. cell culture studies) are used. Therefore, higher-resolution 

‘particle-by-particle’ analysis are required. Consequently, further analysis will 
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be undertaken using both particle tracking analysis and resonant mass 

measurement.  

2.5.3 Particle Tracking Analysis 

Particle tracking analysis was used to measure the variation of PLGA and 

PLGA-PEG nanoparticle physicochemical characteristics following incubation 

with serum as a function of incubation time, temperature, protein source and 

its concentration. The incubation time beyond which nanoparticle size remains 

constant (equilibrium conditions) was also determined.  

Samples were firstly incubated in phosphate buffered saline to determine the 

impact of incubation time, temperature and nanoparticle identity, but also to 

assess the impact of gentle end-over-end rotation on PLGA nanoparticle 

aggregation. If significant aggregation had been seen over short time points, 

then it could be determined that the nanoparticles were subject to too much 

shear under these conditions, this was not observed. Later PLGA and PLGA-

PEG nanoparticles were incubated with 10 % and 20 % FBS (3.3 and 6.6 mg 

mL-1 protein respectively), as well as 1 % human serum (0.7 mg mL-1). A higher 

concentration (10 %) of human serum (~ 7 mg mL-1) was attempted for a single 

sample, but was unsuccessful and not explored further.  

2.5.3.1 Control Samples in PBS 

PLGA and PLGA-PEG nanoparticles were incubated in phosphate buffered 

saline (PBS) for between 0 and 24hrs. These samples were used as controls 

(relative to serum-treated samples) to assess whether nanoparticle size 

changes, when incubated at ambient and physiological temperature, and 

exposed to a medium lacking protein (i.e. buffer conditions).  

At 0 hours, the distribution is unimodal, with a mean particle diameter 116 -124 

nm, for all four samples (Figure 2.18). By 24 hours, a multimodal distribution 

is observed, with a corresponding reduction in particle number concentration.** 

This suggests the presence of particle agglomerates within the samples. 

These effects are more pronounced under physiologically-relevant 

temperature (37 °C) conditions. 

As PBS contains no proteins, the size change cannot be due to developing a 

protein corona. Therefore, what these results show is the expected solution-

phase behaviour of polymeric (or indeed any) nanoparticle, and the effect of 

the end-over-end rotation (implemented during incubation to reduce 

sedimentation of nanoparticles), on particle size distribution.432 Nanoparticles 

are known to aggregate in solution, as a way of lowering their surface free 

energy, and in a solid-liquid colloid the solid particles will not stay suspended 

in solution indefinitely.433 It is then the formation of aggregates which leads to 

 
** This is an interdisciplinary project and as such, is likely to be of interest to researchers from 
a number of different fields. From a Chemistry and (Chemical) Engineering perspective, 
concentration typically refers to molar concentration, or otherwise mass per volume e.g., g L- 1. 
For Pharmacy, however, concentration is often particle number per volume e.g., particles/mL. 
For the avoidance of ambiguity, where particle number per volume is used, this will be referred 
to as particle number concentration. 
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the decrease in particle number concentration seen here, and in all other 

samples studied in this work (Figure 2.19). 

 

Figure 2.18: The effect of incubation time, temperature and particle identity on particle 
agglomeration in PBS, as determined via particle tracking analysis. These graphs show a 
significant decrease in particle number concentration with incubation time. Three-way 
ANOVA was used to determine statistically significant (P < 0.05) incubation parameters. No 
statistically significant parameters were found.  

 

Figure 2.19: An illustration to explain the impact of particle aggregation on particle number 
concentration and why this falls dramatically as incubation time increases. Each square 
contains 20 particles. Left hand square represents the sample at time 0 hours, right hand 
square after 24 hours.  
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2.5.3.2 Samples in FBS 

PLGA and PLGA-PEG samples were incubated in 10 % and 20 % FBS,  

~3.3 mg mL-1 and 6.6 mg mL-1 protein content, respectively to evaluate 

temporal effects of PLGA nanoparticle treatment with serum, and subsequent 

effects on nanoparticle characteristics (size and particle number 

concentration).  

 

Figure 2.20: The effect of incubation time, temperature and FBS concentration on PLGA 
nanoparticle size distributions measured by PTA (n=3). The number concentration of PLGA 
nanoparticles decreases significantly with incubation time. A three-way ANOVA was used to 
identify statistically significant (P < 0.05) incubation parameters The results obtained are as 
follows: incubation time (0 vs 24 hours) (p=0.12), incubation temperature (25°C vs 37°C) 
(p=0.654) and protein concentration (10% vs 20% FBS) (p= 0.013). 

Figure 2.20 shows how the particle size distribution of PLGA nanoparticles 

changes as a function of time, incubation temperature and FBS concentration. 

There is comparatively little change in the samples between 0 and 24 hours 

where incubation temperature is 25°C, but as with the samples in PBS (Figure 

2.18), the formation of larger agglomerates can be seen. Where the incubation 

temperature is 37°C, a greater decrease in particle number concentration, 

particularly at 150 nm can be seen; this implies the formation of larger 

aggregates in these samples. These findings (i.e. particle agglomeration and 

increase in particle size following protein corona formation) are consistent with 

previous reports in the literature.260,433  
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Figure 2.21: The effect of incubation time, temperature, and concentration of protein on 
particle agglomeration of PLGA-PEG in FBS as measured by PTA (n=3). Particle number 
concentration corresponding to PLGA nanoparticles decreases significantly with incubation 
time and as a function of FBS concentration. A three-way ANOVA was used to identify 
statistically significant (P < 0.05) incubation parameters. The results obtained are as follows 
incubation time (0 vs 24 hours) (p=0.61), incubation temperature (25°C vs 37°C) (p = 
<0.001) and protein concentration (10% vs 20% FBS) (p= 0.002). Via paired t-test, there was 
no statistically significant difference between PLGA and PLGA-PEG found (p = 0.49). 

Figure 2.21 shows how the particle size distribution of PLGA-PEG changes 

as a function of time, incubation temperature and FBS concentration. There is 

comparatively minor change in the samples at 10% FBS (~3.3 mg mL-1 protein 

content) between 0 and 24 hours at an ambient incubation temperature (25°C), 

but the formation of larger agglomerates can be seen. A more pronounced 

effect on particle number concentration is seen when the particles were 

incubated at the highest FBS concentration (~6.6 mg mL-1 protein content) and 

at physiological temperature.  

When samples of PLGA and PLGA-PEG in comparable incubation conditions 

are compared, it can be seen than PEGylation impairs the formation of 

nanoparticle aggregates, as would be expected, since the largest aggregates 

in the PLGA-PEG samples are smaller than those where the PEGylation is 

absent. The remainder of this data set for both PLGA and PLGA-PEG 

nanoparticles can be found in Appendix F. 
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2.5.3.3 Samples in Human Serum  

Since this work considers the in situ analysis of nanoparticles in protein-rich 

media, and how serum origin influences protein corona composition, samples 

were also co-incubated in human serum and analysed via PTA. Human serum 

is the fluid that remains once clotting factors have been removed from human 

plasma.434 A single sample of 100 nm PLGA nanoparticles was attempted in 

(10 % v/v) human serum (~7 mg mL-1) (Figure 2.22). The excess, unbound 

protein (here human serum) as well as the nanoparticles themselves both 

scatter light, making it challenging for the operator to differentiate between the 

two and determine the necessary camera settings required for successful 

analysis. As a consequence, these conditions were not attempted further. 

Later work from other groups has since shown that these coincubation 

conditions may have successfully been explored if the fluorescence mode had 

been used alongside fluorescently-labelled PLGA/ PLGA-PEG 

nanoparticles.435 

 

Figure 2.22: In situ analysis of nanoparticles in protein-rich media via PTA is problematic. A 
single snapshot of 100 nm PLGA nanoparticles in 10 % human serum - note the significant 
difficulty in identifying PLGA nanoparticles from unbound protein. For this reason, these 
conditions were not studied further. 

Despite the difficulties reported with samples co-incubated in 10 % human 

serum, a set of samples were successfully analysed following coincubation in 

1 % human serum (0.7 mg mL-1) for between 0 – 2 hours (Figure 2.23). 
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Figure 2.23: The effect of incubation time on PLGA and PLGA-PEG size distributions 
following co-incubation with 1 % v/v human serum at 37 °C as measured by PTA (n=3). 
Statistically significant (P < 0.05) incubation parameters were not found via paired t-test. 

Both treated PLGA and PLGA-PEG nanoparticles show a clear decrease in 

particle number concentration with time, and an increase in particle size 

accompanied with a broadening of size distribution. D50 for both samples 

control - 133.2 nm, PLGA - 112.9 nm, PLGA-PEG - 117.7 nm. Largest particle 

size: control - 255 nm, PLGA - 353 nm, PLGA-PEG - 407 nm.  

Particles in the 300-400 nm size range emerged for both PLGA and PLGA-

PEG nanoparticles following treatment, which suggests that PEGylation does 

not completely prevent particle agglomeration resulting from the formation of 

a protein corona. At 1 % human serum (0.7 mg mL-1 protein content), these 

protein concentrations are significantly lower than physiological values (60-80 

mg mL-1 protein content), so the insights gained here may not be accurate 

representations of the biological environment these nanoparticles would 

experience in vivo.  

2.5.3.4 Equilibrium Parameters Determined via PTA 

For samples incubated in protein-containing media, we can show via PTA that 

particle size remains constant after two hours, and this would agree with much 

of the previous work in the literature concerning the formation of nanoparticle 

protein corona.240,242 Apparent particle size does appear to fall once incubation 

duration reaches 24 hours, but this is likely to be related to the impact of 

incubation duration on nanoparticle aggregation and the subsequent fall in the 

number of discrete PLGA particles present in the sample (Figure 2.19), and 

particle diameter is then skewed in these samples by the presence of excess, 

unbound protein. These results then suggest that nanoparticle behaviour in 

serum is subject to a two-stage process. The results at 25 °C are subject to 

only protein adsorption (and therefore protein corona formation), whilst those 

samples incubated a physiological temperature undergo not only protein 

corona formation, but also the formation of larger particle aggregates. 

2.5.3.5 Limitations of this Method 

One significant limitation of PTA is that like DLS, it also relies on light scattering 

because of the Brownian motion of particles. This technique is higher-

resolution and less prone to the errors in particle size measurement introduced 
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by the presence of excess unbound protein in samples, but its utility is limited 

for turbid samples, where background noise is high. 

Furthermore, PTA often disregards true particles in error – relies heavily on 

the experience and expertise of the user to accurately identify suitable camera 

settings (e.g. threshold values). This limitation becomes more significant when 

samples are suspended in protein-heavy solutions and/or are turbid and 

therefore PTA is more likely to underestimate sample concentration, limiting 

the utility of this technique for in situ analysis of samples treated at 

physiologically relevant protein concentrations. Therefore, these observations 

have informed the rationale for considering the utility of RMM within this work.  

2.5.4 Resonant Mass Measurement 

In earlier sections, findings from the application of DLS and PTA to the 

characterization of PLGA and PLGA-PEG nanoparticles treated with serum 

were presented. DLS was unable to resolve PLGA nanoparticles from bulk 

protein within the solution. Due to the optical principles of PTA, neat serum 

conditions could not be used to assess protein corona formation effects on 

nanoparticle characteristics. Therefore, RMM, a technique using buoyant 

mass measurement, was used as an orthogonal approach, as this technique 

relies on a non-optical method and therefore should theoretically be 

compatible with protein-heavy and potentially turbid samples.  

For the first time, the application of RMM in profiling the impact of protein 

corona formation on PLGA nanoparticle physiochemical characteristics is 

presented. Since this is a novel application for this particle metrology 

technique, the experimental limits of the technique will first be determined, 

before presenting physicochemical analysis analogous to that previously 

reported for PTA.  

2.5.4.1 Determining the Experimental Limits of RMM for Nanoparticle 

Physicochemical Characteristics.  

As RMM is a novel technique for the analysis of nanoparticle protein coronae, 

and little work exploring this currently exists within the literature, this section 

begins by finding the experimental limits of this technique. First, is there a 

relationship between nanoparticle concentration in mg mL-1 and that measured 

via RMM, and secondly does increasing nanoparticle concentration impact 

apparent particle size? Later, the consequences of increasing protein 

concentration in the coincubation fluid is also assessed. 

Relationship Between Sample Concentration and Particle Number 

Concentration Determined by RMM 

Figure 2.24 shows a linear relationship between nanoparticle concentration in 

mg mL-1 and particle number concentration (particles mL-1) measured via 

RMM. As concentration of the prepared sample in mg mL-1 increases by a 

factor of 10, so too does number concentration, in particles mL-1. It is known 

that to afford the high-resolution analysis of this technique, particle number 

concentration is limited to ~ 108 particles mL-1. For the PLGA nanoparticles in 

this work, 0.1 mg mL-1 is approaching this limit, and therefore where more 
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concentrated solutions are used, particles do not pass through the resonator 

alone. At the other extreme, the most dilute samples that can be analysed via 

RMM is then controlled by analysis time – the more dilute the sample, the 

longer it will take to reach the 300 particle limit beyond which the size 

distribution is considered reliable.436 Here, analysis time was limited to < 15 

minutes for each sample, limiting concentration to ~ 0.01 mg mL-1.  

 

Figure 2.24: Relationship between concentration of PLGA (mg mL-1) vs particle number 
concentration reported via RMM n= 3. Errors are given ± standard deviation.. R2 = 0.99 

Relationship Between Sample Concentration and Apparent Particle Size 

Figure 2.25 shows increasing particle concentration in mg mL-1 has an impact 

on apparent particle size of the samples under test. It is also noted that 

coincidence (how frequently do two or more particles pass over the resonator 

simultaneously) rises as concentration increases, irrespective of particle size 

(Table 2.11). This is then known to impact apparent particle size, in line with 

previous work.436 However, a detailed understanding of why coincidence 

impacts particle size is, as yet, unknown. 

Table 2.11: A comparison of sample concentration, particle diameter and coincidence. PLGA 
nanoparticles suspended in ultrapure water, n=3. Errors given as standard deviation. †† 

Concentration 
(mg mL-1) 

Mean Particle Diameter (nm) Coincidence (%) 

100 nm 200 nm 100 nm 200 nm 

0.01 146.0 ± 12 365.7 ± 4.0 23.3 ± 1.2 1.0 ± 0 

0.1 161.3 ± 12 374.7 ± 2.1 30.0 ± 1.0 11.7 ± 1.2 

1 191.5 ± 27 480.0 ± 1.0 33.0 ± 0 28.0 ± 0 

 
†† These results are unfortunately complicated further by the introduction of another user, 
and therefore slightly altered system set up. 
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The manufacturer advises that sample coincidence <10 % is required for 

reliable particle size distributions. Here, a number of samples are seen to have 

coincidence values >10%, potentially leading to unreliable particle size 

distributions and therefore unreliable average particle diameter. 

 

Figure 2.25: Increasing nanoparticle concentration affects mean particle size. Samples are 
PLGA suspended in ultrapure water (n=3) Errors are given ± standard deviation. R2 = 0.51.  

Furthermore, the point sensitivity of the sensor in use, and therefore limit of 

detection (LOD) – the smallest sized particles that can be detected drifts during 

this study (not shown), which may explain some degree of the increase in 

particle size as the samples become more concentrated. This drift in LOD then 

impacts apparent particle size of the samples, since the smallest particles now 

cannot be seen and as such average particle size is biased by the absence of 

these smallest particles. 

Relationship between Protein Concentration in Coincubation Fluid and 

Nanoparticle Size 

Since RMM is not an optical method, and is also capable of the analysis of 

mixed samples (i.e. particles of both positive and negative densities), it was of 

interest to see how this particular particle metrology technique handles protein-

rich carrier fluids. Samples using 200 nm PLGA nanoparticles were prepared 

as previously described, but alternatively were suspended in much higher 
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levels of FBS – up to 80 % FBS (~26.4 mg mL-1 protein concentration). We 

also see that the coincidence (the frequency with which two or more particles 

pass through the resonator simultaneously) of these samples rise as protein 

concentration of the incubation medium is increased (Table 2.12). 

Manufacturer advises coincidence < 10 % to obtain accurate size distributions.  

Table 2.12: A comparison of incubation medium and average coincidence values. 0.01 mg 
mL-1 200 nm PLGA nanoparticles n=3, errors given as standard deviation. 

Incubation medium Coincidence (%) 

PBS 10.7 ± 2.1 

10 % FBS 23.0 ± 1.0 

40 % FBS 25.6 ± 1.5 

80 % FBS ‡‡ 38.3 ± 1.5 

Increasing protein concentration of incubation medium leads to an increase in 

formation of the larger > 300 nm aggregates (Figure 2.26). This agrees with 

previously reported studies.437 Furthermore, it suggests the impact of 

incubation in protein-rich media does not equally impact the entire population, 

as there are still significant numbers of ~ 200 nm nanoparticles present in the 

sample, even despite incubation in 40 % FBS for 24 hours. It would be 

expected that the impact of the increased protein content in the medium would 

be most pronounced with these samples.  

Following the studies by which the analytical limits of this technique had been 

explored, samples were prepared as previously described and analysis of 

these samples was also performed using RMM.  

  

 
‡‡ This sample is not shown in Figure 2.26. This sample was only incubated at 25 °C.  
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Figure 2.26: 0.01 mg mL-1 200 nm PLGA nanoparticles co-incubated in PBS, 10% and 40% 
FBS, 37 °C, 24 hours, n=3 and errors are given as standard deviation. A) Particle size 
distribution as obtained via RMM. B) Box plot to better enable the comparison of 
nanoparticle size as a function of protein content in incubation medium, suggests protein 
content impacting the population unequally. 
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2.5.4.2 Samples in FBS 

PLGA and PLGA-PEG samples were incubated in 10% and 20% FBS (~3.3 

mg mL-1 and 6.6 mg mL-1 protein content, respectively) to evaluate temporal 

effects of PLGA nanoparticle treatment with serum, and subsequent effects on 

nanoparticle characteristics (size and particle number concentration).  

 

Figure 2.27: The effect of incubation time, temperature and FBS concentration on PLGA 
nanoparticle size distributions measured by RMM. (n=3). The number concentration of PLGA 
nanoparticles decreases significantly with incubation time. A three-way ANOVA was used to 
identify statistically significant (P < 0.05) incubation parameters. The results obtained are as 
follows: incubation time (0 vs 24 hours) (p= < 0.001), incubation temperature (25°C vs 37°C) 
(p=0.02) and protein concentration (10% vs 20% FBS) (p= 0.01). 

Control samples in PBS are unimodal (average diameter: 137 nm, 121 nm at 

25 °C and 37 °C respectively)§§. A clear shift in both nanoparticle size 

distribution and number concentration can be seen following incubation in 

FBS, and this impact particularly on nanoparticle size distribution is strongest 

with the sample incubated in 20 % FBS at 37 °C (Figure 2.27). The samples 

co-incubated in 20 % FBS develop much larger aggregates than those in less 

concentrated solutions of FBS.  

 
§§ LOD set lower for 37 °C sample, hence lower apparent average diameter. 
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Figure 2.28: The effect of incubation time, temperature and FBS concentration on PLGA-
PEG nanoparticle size distributions measured by RMM. (n=3). The number concentration of 
PLGA-PEG nanoparticles decreases significantly with incubation time. A three-way ANOVA 
was used to identify statistically significant (P < 0.05) incubation parameters. The results 
obtained are as follows: incubation time (0 vs 24 hours) (p= <0.0001), incubation 
temperature (25°C vs 37°C) (p= <0.0001) and protein concentration (10% vs 20% FBS) (p= 
0.011). 

Control samples in PBS are unimodal (average diameter:150 nm, 121 nm at 

25 and 37 °C respectively).Following 24 hours of incubation in protein-

containing media, the impact of incubation parameters are less clear to 

observe with these samples using PLGA-PEG nanoparticles (Figure 2.28). 

However, for the samples at 37 °C, a clear decrease in particle number 

concentration and shift in size distribution can be seen, which is again 

indicative of nanoparticle aggregation behaviour. For the samples in 20 % 

FBS, there is also a difference in the size of the largest aggregates that can 

be seen.  

When the impact of these incubation parameters is compared between PLGA 

and PLGA-PEG nanoparticles, PEG-ylation does not completely prevent the 

formation of a protein corona, and therefore subsequent nanoparticle 

aggregation, as larger aggregates are still observed in these samples. 

However, these aggregates are smaller (243 nm) than those where the 

PEGylation is absent (250 nm). The remainder of the data set for both PLGA 

and PLGA-PEG nanoparticles can be found in Appendix I. 
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2.5.4.3 Dry Mass  

As discussed previously (Equation 4), resonant mass measurement can also 

determine the “dry mass” of a particle when both buoyant mass (wet mass) 

and the density of the carrier fluid are known. In this context, dry mass is the 

mass of the particle, minus any mass from adsorbed carrier fluid.309 RMM will 

only calculate this value, when a single object (single particle or aggregate of 

particles) passes over the resonator at any given time; where multiple objects 

do this simultaneously, these particles are considered coincident and are not 

analysed. 

 

Figure 2.29: The impact of incubation time on mean particle dry mass relative to control. 
PLGA and PLGA-PEG nanoparticles treated in 10% FBS (n=3). Errors are given as standard 
deviation.* represents P<0.05, **< 0.01, ***<P0.001 and *** P<0.0001 as determined by 
paired t-test. The same analysis has been undertaken for samples incubated in 20 % FBS 
and similar results are seen (Appendix K). 

Samples were prepared as previously described and Figure 2.29 shows 

changes in mean particle dry mass following incubation with media containing 

10% FBS for various incubation durations (2 – 24 hours). The mean particle 

dry masses in each case are normalised against those for the corresponding 

nanoparticle coincubated in PBS, as such the values for both control samples 

are 1. Here, smaller increases in mean particle mass are seen on comparison 

between control samples (in PBS) and those incubated in FBS for 2 hours, 

(PLGA 2.5-fold increase, PLGA-PEG 1.3-fold increase relative to control) than 

is seen when comparing control samples with those incubated with FBS 
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between 4 (PLGA 1.3-fold increase, PLGA-PEG 5.1-fold increase relative to 

control) and 24 hours (PLGA 9.7-fold increase, PLGA-PEG 12.5-fold increase 

relative to control). If these changes in mean particle dry mass were indicative 

of aggregate and/or agglomeration formation, then mean particle dry mass 

(relative to control) would be expected to be at least a 2.0-fold change, 

indicating that two particles had formed a single aggregate that RMM has 

successfully analysed. This has not been seen at the earlier timepoints, thus, 

these results suggest that two different processes are at play. The smaller 

increases in mean particle dry mass that are seen at shorter durations (< 4 

hours) are most likely to be suggestive of protein adsorption on the 

nanoparticle surface, as protein adsorption (and therefore protein corona 

formation) is an instantaneous process and these changes in mass are smaller 

for PLGA-PEG than PLGA.438 It is already known that PEGylation has some 

ability to delay the process of protein adsorption (and therefore protein corona 

formation) around polymeric nanoparticles.225,260 Protein corona formation is 

likely to then influence nanoparticle behaviour at subsequent timepoints, as 

this is known to impact a wide range of nanoparticle physicochemical 

characteristics including zeta potential.438 Where the larger changes in mean 

particle dry mass (greater than individual particle mass) are observed within 

this study (timepoints of 4 hours or greater), these results are then suggestive 

of nanoparticle agglomeration, where many nanoparticles stick together. 

These results additionally show, that the extent of protein-particle and particle-

particle interactions is not identical across a sample, which may have 

consequences for later nanoparticle aggregation following exposure to protein-

rich media and/or depot formation in target organs in vivo. 

2.5.4.4 Limitations of This Method 

One of the most significant limitations of this technique is its novelty. It has not 

necessarily been well adopted in the literature for analysis of sub-micron sized 

particles, and to the best of our knowledge, this is the only RMM set up within 

Scotland, therefore obtaining interlaboratory consistency is challenging. We 

have also seen issues of intra-laboratory consistency (i.e., the impact of 

changing to a much more experienced user on the LOD of the system, and 

therefore on the data obtained). As yet, no standardised methodology has 

been developed via NCL or EU-NCL.427,439 Where interlaboratory 

standardisation studies have been attempted within the literature, these 

studies have frequently focussed on much larger particles (i.e. > 1 μm).334,440 

Also, accurate evaluation of protein corona formation around PLGA(-PEG) 

particles below 100 nm diameter is likely to be difficult with the current set-up 

for the Archimedes system (LOD 0.01 Hz = 125-136 nm, depending on the 

point sensitivity of the sensor in use). At the other end of the size scale, it is 

advised that particles >1 μm are not analysed with the nano sensor.309  

2.5.5 Orthogonal Analysis of PLGA and PLGA-PEG Samples via PTA 

and RMM 

As discussed previously, none of the analytical techniques on offer provide a 

perfect method by which to study the physicochemical characteristics of 
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polymeric nanoparticles in vitro. Each technique has its own set of limitations; 

however, if we use two or more techniques to characterise the same sample – 

or technical replicates of a sample, some of these limitations can be overcome. 

Where this multi-technique methodology is used, and the techniques chosen 

rely on different fundamental physical principles, the analysis is considered 

‘orthogonal’. Such orthogonal analyses are now required in the development 

of novel biotherapeutics, to facilitate FDA and/or EMA approval.441–443 

Here, data obtained via RMM and PTA will be analysed simultaneously. 

Particle diameter and calculated sample concentration of control samples or 

those in ultrapure water will both be discussed here, before showing the 

promise this technique has for samples where protein corona formation is of 

interest, before summarising the limitations of this novel orthogonal method.  

 

Figure 2.30: Baseline characterisation of 0.01 mg mL-1 PLGA/PLGA-PEG nanoparticles 
suspended in ultrapure water, n= 3 and errors given as standard deviation. N.B. detection 
limit is much lower for RMM in comparison to PTA. 

In Figure 2.30, it can be seen that mean particle diameter is much smaller for 

PLGA and PLGA-PEG nanoparticles via PTA (106, 108 nm respectively), in 

comparison to RMM (120, 121 nm), despite these samples being technical 

replicates of each other. These results would arise from the differences in 

detection limit between the two techniques. The detection limit for RMM is 

higher than PTA (125 nm vs ~50 nm) and therefore the particle size distribution 

for this technique is likely to be biased upwards, since the smaller particles that 
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only PTA can see, are not included when average diameter is calculated. 

Additionally, Figure 2.30 also shows that errors are much larger for PTA. It is 

suggested these differences in the size of the error arises from the differences 

in the underlying physical principles of these techniques – PTA is an optical 

technique which depends on light scattering, whilst RMM is not.  

 

Figure 2.31: Sample particle number concentrations vary as a function of incubation time 
and analytical method. Sample at t0 is PLGA/PLGA-PEG nanoparticles suspended in 
ultrapure water as control. Samples at 2, 4, and 24 hrs are incubated in 10 % FBS. In each 
case n= 3, and errors are given as standard deviation.  

From Figure 2.31, it can be noted that there are differences in particle number 

concentration when measured via PTA and RMM, again despite these 

samples being technical replicates of each other. It is suggested that these 

differences arise from the thresholding procedure implemented via PTA, which 

removed some true particles – considering them to be background protein and 

therefore not of interest. These particles were then not included when particle 

number concentration was calculated. This effect becomes significant when 

protein-rich biofluids are used as the incubation medium. 

When the data obtained via both RMM and PTA is considered 

simultaneously, this disparity in particle number concentration when analysis 

method is varied, is also seen in Figure 2.32. 
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Figure 2.32: A comparison of PLGA and PLGA-PEG nanoparticle size distributions 
measured by RMM and PTA (n=3). Incubation time and temperature are 24 hours at 37°C 
for each sample. On visual inspection, good agreement in size distribution irrespective of 
methodology used, but clear differences in  particle number concentration between methods. 
A one-sample t- test was used for each plot to confirm that sample means were not 
statistically different between methods. 

However, if the particle size distribution is considered, then good agreement is 

seen between methods – PTA can see much smaller particles < 100 nm, that 

the current RMM set up cannot identify. Despite these differences, PTA and 

RMM can be said to cross-validate each other, as the results obtained for 

particle number concentration agree within error, and any variation in average 

particle size between analysis methods was not considered to be statistically 

significant (Appendix L). 

2.5.5.1 Limitations of This Method 

One limitation of this method is the analyte particle concentrations that can be 

studied using these techniques. To enable the single particle resolution 

afforded by these techniques, maximum PLGA nanoparticle concentration 

needs to be ~< 1x108 particles mL-1. The particle concentration limit for both 

these techniques are dependent on nanomaterial composition (e.g., density 

for RMM) and optical (i.e., refractive index for PTA) properties of the analyte. 

Furthermore, using PTA and RMM orthogonally will not permit the resolution 

of nanoparticle protein corona formation at t= 0, in a solution which contains 

proteins. Protein corona formation is a spontaneous process, which occurs too 

rapidly to be seen by either technique. Our understanding of these earliest 

moments of corona formation rely on computational modelling, rather than 

experimental results.235,240,242,268 
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2.6 Conclusions  
In this chapter, the particle metrology techniques of dynamic light scattering, 

particle tracking analysis and resonant mass measurement were introduced. 

Experiments were undertaken to assess the utility of dynamic light scattering 

for the in situ analysis of nanoparticle size distribution effects following protein 

corona formation. These experiments showed that two clearly resolved peaks 

were not seen unless a protein concentration of 0.03 mg mL-1 (0.1% FBS) was 

used. This is well below the physiologically relevant protein concentrations of 

77 mg mL-1 for human serum and also below the 3.3 mg mL-1 where cell culture 

media is supplemented with 10% FBS. This is in line with previous results.431 

Hence, it was decided that this technique would not be pursued further, since 

the results obtained would neither be useful for elucidating the phenomenon 

of protein corona formation around PLGA nanoparticles in vivo, nor would it 

lead to further understanding of PC formation in commonly performed 

nanoparticle-cell uptake studies.  

The higher-resolution techniques of particle tracking analysis and resonant 

mass measurement were then used for evaluating protein corona effects on 

nanoparticle physiochemical characteristics. This was firstly done by 

developing a methodology by which RMM could be used to undertake such 

studies, as this is the first time this technique has been applied to study protein 

corona formation effects on polymeric nanoparticles. Next, these higher-

resolution particle metrology methods were individually applied to study 

physiochemical changes following protein corona formation under ambient (25 

°C) and physiological temperatures (37 °C), as a function of incubation 

duration and serum concentration and origin. Findings show, that protein 

concentration has an impact on nanoparticle physiochemical properties over 

time. PLGA nanoparticle agglomeration occurs much more slowly when buffer 

conditions (PBS) or lower levels of FBS (10 %) are used as the incubation 

medium. Since physiological concentrations of proteins are significantly in 

excess of this, it would be sensible to suggest that changes in nanoparticle 

size will be much more rapid than those reported here, and are consistent with 

previously reported studies in which medium and protein concentration-

dependent effects have been observed for the formation of protein coronae 

around nanoparticles.35,237,444 Finally, dry mass changes were used to probe 

the origins of nanoparticle size change as a function of time. This study shows 

that initially, nanoparticle size change is related to the spontaneous formation 

of the protein corona (i.e. adsorption of proteins to the nanoparticle surface). 

At later timepoints (i.e. 24 hours), these surface-adsorbed proteins increase 

the likelihood for particle-particle agglomeration and aggregate formation.  

Finally, RMM and PTA were considered as an orthogonal method for the sizing 

and study of sub-micron particles in situ, and results show that despite 

differences in absolute values, that there is good agreement between both 

methods. 

The results in this chapter show, that methods relying on optical principles (i.e. 

PTA and DLS) are prone to background noise contributions from the 
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incubation media (unbound protein). This effect is more pronounced with DLS, 

since it is an ensemble method and size measurements are dependent on the 

intensity of scattered light. This introduces the potential for biasing effects of 

co-incubation with protein towards larger agglomerates or detecting dominant 

species within the sample (i.e. protein contained within the incubation 

medium), and therefore slight changes in particle size are particularly difficult 

to determine. This work has also developed a novel methodology by which 

orthogonal analysis of protein corona formation around nanoparticles can be 

studied in situ, without the need of recovery methods, which are known to 

contribute to variations in the protein corona through the removal of the more 

loosely bound ‘soft corona’, and changes in the medium in which the 

nanoparticles are suspended.234 Moreover, the use of orthogonal analysis 

overcomes the issues associated with single measurement techniques and 

therefore increases the range of potential analytical methods for the analysis 

of increasingly complex biotherapeutics, including nanoparticles. 
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A. Dynamic Light Scattering - Timepoint Experiment  
 

 

Volume distribution 100 nm PLGA nanoparticles in 20% FBS, at 37°C with incubation times 
between 0 and 2 hours. Any changes in particle size were not resolved by DLS. Each 
coloured trace represents a single repeat. All samples were measured in triplicate. 
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Intensity distribution 100 nm PLGA nanoparticles in 10% FBS, at 37°C with incubation times 
between 0 and 2 hours. Each coloured trace represents one repeat, samples measured in 
triplicate. 

 

Volume distribution 100 nm PLGA nanoparticles in 10% FBS, at 37°C with incubation times 
between 0 and 2 hours. Each coloured trace represents one repeat, samples measured in 
triplicate. 
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Intensity distribution 100 nm PLGA nanoparticles in 20% FBS, at 25°C with incubation times 
between 0 and 2 hours. Each coloured trace represents one repeat, all samples measured in 
triplicate. 

 

Volume distribution 100 nm PLGA nanoparticles in 20% FBS, at 25°C with incubation times 
between 0 and 2 hours. Each coloured trace represents one repeat, all samples measured in 
triplicate. 
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Intensity distribution 100 nm PLGA nanoparticles in 10% FBS, at 25°C with incubation times 
between 0 and 2 hours. Each coloured trace represents one repeat, all samples measured in 
triplicate. 

 

Volume distribution 100 nm PLGA nanoparticles in 10% FBS, at 25°C with incubation times 
between 0 and 2 hours. Each coloured trace represents one repeat, all samples measured in 
triplicate.  
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Z-average, peak 1 and peak 2 data for timepoint experiments with 100 nm PLGA 
nanoparticles and 10/20% FBS. Each sample has been measured in triplicate. 
  

Sample Name Z-Ave/ nm PDI Peak 1 / nm Peak 2 / nm 

100% FBS 1 15.99 0.445 52.98 9.31 

100% FBS 2 15.82 0.441 55.86 10.27 

100% FBS 3 15.88 0.445 54.58 9.687 

0mins 10% FBS 1 18.46 0.48 68.97 10.4 

0mins 10% FBS 2 18.25 0.478 61.01 9.795 

0mins 10% FBS 3 18.16 0.479 11.45 75.4 

0mins 20% FBS 1 21.12 0.558 101.8 10.95 

0mins 20% FBS 2 21.69 0.507 133.3 12.45 

0mins 20% FBS 3 22.17 0.516 136.1 11.02 

30mins 10% FBS 25c 1 18.41 0.488 74.94 10.87 

30mins 10% FBS 25c 2 17.62 0.464 58.13 9.561 

30mins 10% FBS 25c 3 17.83 0.474 53.38 9.324 

30mins 20% FBS 25c 1 16.51 0.478 10.57 63.53 

30mins 20% FBS 25c 2 16.71 0.437 12.62 73.19 

30mins 20% FBS 25c 3 16.28 0.466 10.49 58.09 

30mins 10% FBS 37c 1 17.57 0.465 63.53 9.991 

30mins 10% FBS 37c 2 17.68 0.466 63.38 10.17 

30mins 10% FBS 37c 3 18.14 0.483 57.04 9.294 

30mins 20% FBS 37c 1 17.57 0.531 53.83 9.391 

30mins 20% FBS 37c 2 17.46 0.527 65.1 10.15 

30mins 20% FBS 37c 3 17.7 0.537 41.03 8.958 

120mins 10% FBS 25c 1 17.75 0.462 60.54 10.37 

120mins 10% FBS 25c 2 17.02 0.498 68.61 10.41 

120mins 10% FBS 25c 3 17.43 0.458 53.18 9.374 

120mins 10% FBS 37c 1 17.51 0.463 164.5 10.73 

120mins 10% FBS 37c 2 16.75 0.495 61.53 9.755 

120mins 10% FBS 37c 3 17.01 0.504 11.22 79.23 

120mins 20% FBS 25c 1 17.36 0.443 11.92 66.89 

120mins 20% FBS 25c 2 16.91 0.441 48.98 9.368 

120mins 20% FBS 25c 3 16.38 0.477 10.6 60.01 

120mins 20% FBS 37c 1 15.62 0.449 10.36 54.92 

120mins 20% FBS 37c 2 15.66 0.449 10.44 59.88 

120mins 20% FBS 37c 3 15.67 0.448 10.64 56.86 
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B. DLS Titration Experiment – Foetal Bovine Serum 
 

 

Volume distributions for the incubation of PLGA nanoparticles in varying concentrations of 
foetal bovine serum (FBS). The concentration at which both components were able to be 
resolved significantly differs to physiologically-relevant values. Only 0.1%, 1%, 10% and neat 
FBS are shown (n=3).  
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Intensity distributions for the incubation of PLGA nanoparticles in varying concentrations of 
foetal bovine serum (FBS). Concentration necessary to see both components is significantly 
different to physiological values. Each coloured trace represents one repeat, all samples 
measured in triplicate. 

 

Volume distributions for the incubation of PLGA nanoparticles in varying concentrations of 
foetal bovine serum (FBS). Each coloured trace represents one repeat, all samples 
measured in triplicate. 
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Z-average, peak 1 and peak 2 values for 100nm PLGA titration experiments with decreasing 
amounts of FBS. All samples have been measured in triplicate. 

Sample Name Z-Ave/ nm PDI Peak 1/ nm Peak 2/ nm 

100% FBS 1 15.99 0.445 52.98 9.31 

100% FBS 2 15.82 0.441 55.86 10.27 

100% FBS 3 15.88 0.445 54.58 9.687 

100nm PLGA in 10% FBS 1 18.46 0.48 68.97 10.4 

100nm PLGA in 10% FBS 2 18.25 0.478 61.01 9.795 

100nm PLGA in 10% FBS 3 18.16 0.479 11.45 75.4 

100nm PLGA in 20% FBS 1 21.12 0.558 101.8 10.95 

100nm PLGA in 20% FBS 2 21.69 0.507 133.3 12.45 

100nm PLGA in 20% FBS 3 22.17 0.516 136.1 11.02 

100nm PLGA in 2% FBS 1 21.95 0.673 130.7 9.412 

100nm PLGA in 2% FBS 2 22.75 0.529 112 10.63 

100nm PLGA in 2% FBS 3 23.05 0.532 133.1 11.64 

100nm PLGA in 1% FBS 1 31.96 0.716 150.8 9.298 

100nm PLGA in 1% FBS 2 28.72 0.881 238.7 37.9 

100nm PLGA in 1% FBS 3 29.36 0.897 222.8 31.53 

100nm PLGA in 0.2% FBS 1 94.99 0.699 165.4 10.8 

100nm PLGA in 0.2% FBS 2 109.1 0.396 148.1 11.81 

100nm PLGA in 0.2% FBS 3 93.09 0.528 146.3 11.13 

100nm PLGA in 0.1% FBS 1 116 0.579 155.2 11.98 

100nm PLGA in 0.1% FBS 2 139.3 0.384 188 17.38 

100nm PLGA in 0.1% FBS 3 114.1 0.489 174.8 12.79 

100nm PLGA in 0.02% FBS 1 235.4 1 198.3 0 

100nm PLGA in 0.02% FBS 2 224.8 1 189.9 0 

100nm PLGA in 0.02% FBS 3 218.7 1 187.4 0 
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C. DLS Titration Experiment - Human Serum 

 

Intensity distributions for the incubation of PLGA nanoparticles in varying concentrations of 
human serum; concentration necessary to see both components is significantly different to 
physiological values. Each coloured trace represents one repeat, all samples measured in 
triplicate. 
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Volume distributions for the incubation of PLGA nanoparticles in varying concentrations of 
human serum; concentration necessary to see both components is significantly different to 
physiological values. Each coloured trace represents one repeat, all samples measured in 
triplicate.  
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Z-average, peak 1 and peak 2 data for titration experiments between 100nm PLGA 
nanoparticles and human serum. All samples measured in triplicate. 

Sample Name Z-Ave / nm Peak 1 / nm Peak 2 / nm 

neat human serum 1 284.4 630.5 155.8 

neat human serum 2 259.2 336.8 1719 

neat human serum 3 263 773.5 173.6 

100nm PLGA in 20% human serum 1 150.6 312.4 40.22 

100nm PLGA in 20% human serum 2 178.1 413.6 81.25 

100nm PLGA in 20% human serum 3 138.5 333.3 47.38 

100nm PLGA in 10% human serum 1 171.7 290.8 1579 

100nm PLGA in 10% human serum 2 159.9 616.4 138.3 

100nm PLGA in 10% human serum 3 158 428.1 104.8 

100nm PLGA in 2% human serum 1 183.8 358.3 43.81 

100nm PLGA in 2% human serum 2 175 463.5 78.93 

100nm PLGA in 2% human serum 3 160.9 670.2 121.1 

100nm PLGA in 1% human serum 1 203.9 275.7 39.54 

100nm PLGA in 1% human serum 2 194 325.4 5231 

100nm PLGA in 1% human serum 3 195.8 349.5 83.2 

100nm PLGA in 0.2% human serum 1 237.1 233.8 0 

100nm PLGA in 0.2% human serum 2 224.6 228.8 0 

100nm PLGA in 0.2% human serum 3 219.1 223.8 0 

100nm PLGA in 0.1% human serum 1 373.6 386.1 0 

100nm PLGA in 0.1% human serum 2 362.9 386.5 0 

100nm PLGA in 0.1% human serum 3 362.8 381.7 0 
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D. Protein Content of Serum via Bradford Assay.  
 

 

Average protein content (FBS) = ~33 mg mL-1 

Average protein content (Human serum) = 77 mg mL-1 

 

Calculations shown overleaf.  
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BSA Standard Measurement 

  

BSA Standard  
mg/ml 

Absorbance 
600nm 

 Average  Subtraction of blank 

 BSA Standard  
mg/ml 

Absorbance 
600nm 

 BSA Standard  
mg/ml 

Absorbance 
600nm   

0 0.5056  0 0.5042  0 0.0000 

0 0.5030  0.0625 0.5621  0.0625 0.0579 

0 0.5040  0.125 0.6266  0.125 0.1224 

0.0625 0.5666  0.25 0.7302  0.25 0.2259 

0.0625 0.5697  0.5 0.9051  0.5 0.4009 

0.0625 0.5500  1 1.0850  1 0.5808 

0.125 0.6407       

0.125 0.6197       

0.125 0.6194       

0.25 0.7352       

0.25 0.7336       

0.25 0.7218       

0.5 0.8976       

0.5 0.8984       

0.5 0.9193       

1 1.1247       

1 1.0337       

1 1.0967       
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FBS Measurement 

  Average  Subtraction of blank  Calculated concentration 

Dilution 
Absorbance 

600nm 

 

Dilution 
Absorbance 

600nm 

 

Dilution 
Absorbance 

600nm 

 

Dilution 
concentration 

mg/ml    

1 in 50 0.8398  1 in 50 0.90061667  1 in 50 0.39638  1 in 50 30.41 

1 in 50 0.9143  1 in 100 0.81312563  1 in 100 0.30889  1 in 100 45.70 

1 in 50 0.9477          

           

1 in 100 0.7818          

1 in 100 0.8326          

1 in 100 0.8250          

           

           
 

Human serum 
Measurement 

      Calculated concentration 

 Average  Subtraction of blank  

Dilution 
concentration 

mg/ml 

Dilution 
Absorbance 

600nm 

 

Dilution 
Absorbance 

600nm 

 

Dilution 
Absorbance 

600nm 

 

   1 in 100 61.18 

1 in 100 0.8425  1 in 100 0.90266711  1 in 100 0.39843  1 in 200 93.44 

1 in 100 0.9474  1 in 200 0.81902598  1 in 200 0.31479    

1 in 100 0.9181          

           

1 in 200 0.8345          

1 in 200 0.7924          

1 in 200 0.8302          
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E. Particle Tracking Analysis - Control Samples in 

PBS 
 

 

The effect of incubation time, temperature on particle agglomeration of PLGA and PLGA-
PEG in PBS, measured by particle tracking analysis. Each sample was measured in 
triplicate.  
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F. Particle Tracking Analysis - Samples in FBS 
 

 

The effect of incubation time, temperature, and concentration of protein on particle 
agglomeration of PLGA in FBS. It can clearly be seen from these graphs that as incubation 
time increases, that concentration of particles decreases significantly. 

 



 

101 

 

 

The effect of incubation time, temperature, and concentration of protein on particle 
agglomeration of PLGA-PEG in FBS. It can clearly be seen from these graphs that as 
incubation time increases, that concentration of particles decreases significantly. 

 

  



 

102 

Particle Count 

 

 

The effect of incubation time, temperature, nanoparticle identity and concentration of protein 
on particle agglomeration. It can clearly be seen from these graphs that as incubation time 
increases, that concentration of particles decreases significantly. 
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Sample ID Particles per frame Total 
Frames 

Total particles in 
sample 

Concentration 
(particles/mL) 

Sample 
volume 

Conversion 
factor 

PLGA_PBS_25c 59.2 1498 88681.6 7.12E+08 1.25E-04 8028.72 

PLGA_PBS_37c 57.9 1498 86734.2 6.28E+08 1.38E-04 7240.51 

PLGA_20FBS_25c_24h 17.1 1498 25615.8 3.96E+08 6.47E-05 15459.21 

PLGA_20FBS_37c_24h 18.9 1498 28312.2 3.14E+08 9.02E-05 11090.63 

PLGA_10FBS_25c_24h 16.3 1498 24417.4 2.51E+08 9.73E-05 10279.55 

PLGA_10FBS_37c_24h 18.9 1498 28312.2 2.87E+08 9.86E-05 10136.97 

              

PEG_PBS_25c 29.2 1498 43741.6 3.10E+08 1.41E-04 7087.08 

PEG_PBS_37c 26 1498 38948 2.75E+08 1.42E-04 7060.70 

PEG_20FBS_25c_24h 26.4 1498 39547.2 5.45E+08 7.26E-05 13781.00 

PEG_20FBS_37c_24h 20.9 1498 31308.2 3.96E+08 7.91E-05 12648.44 

PEG_10FBS_25c_24h 24.8 1498 37150.4 4.72E+08 7.87E-05 12705.11 

PEG_10FBS_37c_24h 6 1498 8988 1.12E+08 8.03E-05 12461.06 
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G. Particle Tracking Analysis – Samples in Human 

Serum 

 

The effect of incubation time on PLGA and PLGA-PEG agglomeration and particle number 
concentration in 1 % human serum at 37°C, measured via particle tracking analysis. Each 
sample is measured in triplicate. 
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H. Particle Tracking Analysis – Statistical Analysis 
 

Samples in PBS 

 

 

 

 

Samples in FBS 

PLGA 
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PLGA-PEG 

 

Samples in human serum 

t-test 

 

Two-way ANOVA also used for these samples and no statistically significant 

incubation parameters were found.  
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I. Resonant Mass Measurement – Samples in FBS  
 

PLGA 

 

The effect of incubation time, temperature and FBS concentration on PLGA nanoparticle size 
distributions measured by RMM. (n=3). The concentration of PLGA nanoparticles decreases 
with incubation time. 
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PLGA-PEG 

 

The effect of incubation time, temperature and FBS concentration on PLGA-PEG 
nanoparticle size distributions measured by RMM. (n=3). The concentration of PLGA-PEG 
nanoparticles decreases with incubation time. 
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J. Resonant Mass Measurement – Statistical Analysis 
Samples in FBS 

PLGA 

 

 

PLGA-PEG 
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K. Resonant Mass Measurement – Dry Mass  
 

 

The impact of incubation time on mean particle dry mass relative to control (nanoparticles 
suspended in PBS). PLGA and PLGA-PEG nanoparticles treated in 20% FBS (n=3). No 
samples were analysed for PLGA nanoparticles in 20% FBS following 2 hours of 
coincubation. Errors are given as standard deviation. 
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10% FBS, 37°C 

 

PLGA Particle dry mass Fold-change in mass  

Incubation time 
(hours) Average particle dry mass (g) 

Average 
particle dry 

mass (g) 
Fold-change in mass 

relative to control 
Average fold-

change Error 

CONTROL 1.22E-15 1.21E-15 1.26E-15 1.23E-15 0.99 0.98 1.02 1.00 0.01 

2 3.49E-15 2.72E-15 3.13E-15 3.11E-15 2.84 2.21 2.55 2.53 0.18 

4 1.6E-15 1.62E-15 1.55E-15 1.59E-15 1.30 1.32 1.26 1.29 0.02 

24 7.7E-15 1.27E-14 1.55E-14 1.20E-14 6.26 10.30 12.60 9.72 1.85 

          
 

          

PLGA-PEG Particle dry mass Fold-change in mass  

Incubation time 
(hours) Average particle dry mass (g) 

Average 
particle dry 

mass (g) 
Fold-change in mass 

relative to control 
Average fold-

change Error 

CONTROL 1.2E-15 1.23E-15 1.24E-15 1.22E-15 0.98 1.01 1.01 1.00 0.01 

2 1.6E-15 1.62E-15 1.55E-15 1.59E-15 1.31 1.32 1.27 1.30 0.02 

4 9.5E-15 4.87E-15 4.25E-15 6.21E-15 7.77 3.98 3.47 5.08 1.36 

24 1.48E-14 1.88E-14 1.24E-14 1.53E-14 12.10 15.34 10.14 12.53 1.52 
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20% FBS, 37°C 

 

PLGA Particle dry mass Fold-change in mass  

Incubation time 
(hours) Average particle dry mass (g) 

Average 
particle 

dry mass 
(g) 

Fold-change in mass relative 
to control 

Average fold-
change Error 

CONTROL 1.22E-15 1.21E-15 1.26E-15 1.23E-15 0.99 0.98 1.02 1.00 0.01 

2     0.00 0.00 0.00 0.00 0.00 

4 3.17E-15 2.97E-15 4.46E-15 3.53E-15 2.57 2.42 3.62 2.87 0.38 

24 8.98E-15 3.5E-15 4.85E-15 5.77E-15 7.29 2.84 3.94 4.69 1.34 

          
 

          

PLGA-PEG Particle dry mass Fold-change in mass  

Incubation time 
(hours) Average particle dry mass (g) 

Average 
particle 

dry mass 
(g) 

Fold-change in mass relative 
to control 

Average fold-
change Error 

CONTROL 1.2E-15 1.23E-15 1.24E-15 1.22E-15 0.98 1.01 1.01 1.00 0.01 

2 9.56E-15 5.76E-15 5.61E-15 6.98E-15 7.82 4.71 4.58 5.70 1.06 

4 5.95E-15 6.47E-15 6.79E-15 6.40E-15 4.86 5.29 5.55 5.23 0.20 

24 2.66E-14 5.18E-15 4.51E-15 1.21E-14 21.77 4.23 3.69 9.90 5.94 
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L. Orthogonal Analysis 
 

Control in PBS 

 

A comparison of PLGA and PLGA-PEG nanoparticle size distributions measured by RMM 
and PTA (n=3). Each sample has been coincubated in PBS. On visual inspection, generally 
good agreement in size distribution irrespective of methodology used, but clear differences in 
sample concentration between methods. 
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Samples in FBS 

 
A comparison of PLGA and PLGA-PEG nanoparticle size distributions measured by RMM 
and PTA (n=3). Incubation time and temperature are 24 hours at 25°C for each sample. On 
visual inspection, generally good agreement in size distribution irrespective of methodology 
used, but clear differences in sample concentration between methods. 
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A comparison of PLGA and PLGA-PEG nanoparticle size distributions measured by RMM 
and PTA (n=3). Incubation time and temperature are 4 hours at 37°C for each sample. On 
visual inspection, generally good agreement in size distribution irrespective of methodology 
used, but clear differences in sample concentration between methods. 

 

 

 



 

116 

 

A comparison of PLGA and PLGA-PEG nanoparticle size distributions measured by RMM 
and PTA (n=3). Incubation time and temperature are 4 hours at 25°C for each sample. 
PLGA-PEG in 20% FBS is missing. On visual inspection, generally good agreement in size 
distribution irrespective of methodology used, but clear differences in sample concentration 
between methods. 
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A comparison of PLGA and PLGA-PEG nanoparticle size distributions measured by RMM 
and PTA (n=3). Incubation time and temperature are 2 hours at 37°C for each sample. PLGA 
in 20% FBS is missing. On visual inspection, generally good agreement in size distribution 
irrespective of methodology used, but clear differences in sample concentration between 
methods. 
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A comparison of PLGA and PLGA-PEG nanoparticle size distributions measured by RMM 
and PTA (n=3). Incubation time and temperature are 2 hours at 25°C for each sample. On 
visual inspection, generally good agreement in size distribution irrespective of methodology 
used, but clear differences in sample concentration between methods. 
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M. Orthogonal Analysis – Statistics 
 

PLGA, 20% FBS, 37°C 

 

 

PLGA-PEG, 20% FBS, 37°C 

 

 

PLGA, 10% FBS, 37°C 
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PLGA-PEG, 10% FBS, 37°C 
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Chapter 3  

Developing a Combined 

Computational Fluid 

Dynamics and Discrete 

Element Method Approach to 

Model Nanoparticle 

Behaviour in vivo. 
 

3.1 Introduction 
In Chapter 2, an extensive literature review of the current knowledge on a 

selection of nanoparticles as well as the phenomenon known as the protein (or 

biomolecular) corona was presented. Experimental studies were then 

undertaken to analyse poly(lactic-co-glycolic acid) nanoparticles at baseline 

and following coincubation in protein-rich media; develop, optimise and 

present for the first time a methodology suitable for the analysis of sub-micron 

nanoparticles using Particle Tracking Analysis and Resonant Mass 

Measurement as stand-alone and orthogonal techniques and finally, to 
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understand the influence of time, temperature and protein origin and 

concentration on protein corona formation under “static” conditions.  

In this section of the thesis, fluid and particle behaviour in vivo will be studied 

using in silico models. These models will enable physiologically relevant 

parameters to be derived and then later used in Chapter 5 for the development 

of a microfluidic device. In this chapter, a combined Computational Fluid 

Dynamics (CFD) and Discrete Element Method approach will be developed to 

model fluid and nanoparticle behaviour in vivo. The methodology developed 

here will be benchmarked against two previously published papers by Tan et 

al., and Barber et al.445,446 

This chapter begins with a literature review introducing the relevant anatomy 

and physiology for this section of the thesis, the vascular access devices 

studied in Chapter 4 are also introduced here. The literature review then 

introduces a more detailed discussion of the impact of fluid flow on 

nanoparticles. Finally, computational fluid dynamics is introduced – including 

Discrete Element Method and Finite Volume method, before a rationale for the 

selection of a coupled finite volume-discrete element method is provided. Next, 

the chapter outlines the iterative process by which this model was developed, 

before validation against two previously published papers and CFD best 

practice was performed. Finally, the consequences for the quality by digital 

design paradigm for novel nanotherapeutics is considered before limitations of 

the model, conclusions and further work bring this chapter to a close.  

3.2 Literature Review 
This is the second of three literature reviews in this thesis. The literature review 

here introduces the necessary concepts for Part 2 of the thesis (i.e., this and 

the following chapter). This literature review begins with an introduction of 

human anatomy and physiology. These concepts include: the vascular tree; 

what role the blood vessels play in maintaining homeostasis and what happens 

when they are faulty; introducing some of the most common venous access 

devices that are in clinical use, before discussing Virchow’s triad as an 

explanation for the failure of vascular access devices (VADs) in vivo and the 

formation of venous thrombosis. The discussion then considers in greater 

detail, the impact of fluid flow on nanoparticles. Finally computational fluid 

dynamics (CFD) is introduced. A selection of common methods and 

applications are discussed, before justification for the selected methodologies 

in this work is given. A brief introduction to haemodynamics can be found in 

Appendix A.  

3.2.1 Understanding Human Anatomy and Physiology 

Human physiology is the study of how the human body works, and anatomy 

concerns its structure.447 These two components are almost inseparable, for it 

is only possible for the human body to function in the way that it does, because 

of the way it is structured.447 Primarily, the body wishes to maintain 

homeostasis, where physiological parameters remain within a pre-defined 

range. This is only possible because of a wide range of hormones that act on 
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various tissues and organs. Transporting these from one place to another is 

via blood flow, making the blood vessels and the other components of the 

circulatory system (e.g., heart) one of the most important organ systems within 

the body.447  

3.2.1.1 The Vascular Tree 

The vascular tree refers to the continually branching pattern of blood vessels 

as they decrease in size. Blood vessels can be classified into five separate 

groups, these are: arteries, arterioles, capillaries, venules, and veins. Arteries 

and arterioles are the largest of these in the ‘arterial tree’ and are often 

described as bifurcating vessels as they branch off into smaller arteries and 

arterioles before becoming capillaries and the capillary beds. Venules and 

veins are conversely described as being converging vessels which increase in 

size to return blood to the heart.448  

Arteries can further be classified into elastic and muscular arteries.448 The 

elastic arteries are the larger of the two, with internal diameters between 1-2.5 

cm in size. These elastic arteries are frequently those found closest to the heart 

(e.g. the aorta), as their high composition of elastic connective tissues enables 

them to maintain a relatively constant pressure, despite the peristaltic pumping 

motion of the heart.449  The higher muscle content in the muscular arteries (e.g. 

femoral or cardiac arteries) – internal diameter 0.3 mm -1 cm –  improves their 

ability to alter blood pressure and therefore rate of blood flow.449 Arterioles are 

the smallest type of artery, with an internal diameter of 0.01 mm, and these 

arterioles control blood flow into capillaries.448 Capillaries are the smallest 

blood vessels in the human body, with vessel walls comprised of only a single 

endothelial cell and often only a few microns in diameter.450 These capillaries 

then form networks of capillaries known as capillary beds. Capillary beds are 

networks of capillaries that supply blood flow to organs, supplying oxygen and 

removing metabolic waste.448 Veins and venules have much thinner walls than 

arteries since they return low pressure blood to the heart. The largest veins 

the body have an internal diameter comparable to that of the elastic arteries (~ 

2 cm).451 Venules are commonly only 8-10 micron in diameter and come 

together to form veins.448 

3.2.1.2 Composition of Human Blood Vessels 

When viewed as a tubular cross-section, blood vessels are composed of three 

distinct layers, known as the tunica intima, tunica media and adventitia (or 

tunica externa) respectively (Figure 3.1).  
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Figure 3.1: A tubular cross-section of a muscular artery. Note the presence of elastic 
laminae. Created using BioRender.com. 

Each of these three layers contribute to the structure and mechanical 

properties of blood vessels. The tunica intima is the innermost layer of a blood 

vessel; it is a thin layer of endothelial cells attached to a network of collagen 

known as the basement membrane, which functions as a barrier between 

blood flow and extravascular tissues.452 The tunica media provides much of 

the contractile ability of blood vessels, due to its concentric layers of smooth 

muscle cells embedded in a extracellular matrix of collagen and elastin.452 

These properties are much more apparent in arteries, where greater pulsatile 

flow is observed, than in arterioles and capillary beds. Finally, the adventitia is 

the outermost layer and was historically believed to be responsible for much 

of the structural integrity of blood vessels, since as it is composed of fibroblasts 

in a collagen-based matrix, alongside bundles of collagen running in the 

direction of the blood vessel’s major axis (i.e. along its length).452,453 In most 

arteries, these three layers are separated from each other by elastin laminae, 

but these laminae are not present in smaller blood vessels, where they 

innervate non-expandable tissues (e.g. the brain).452 

3.2.1.3 Physiological Role of Blood Vessels 

As discussed previously, blood vessels are fundamentally important for the 

delivery of oxygenated blood to organs and tissues and the removal of 

metabolic waste, but they also play a significant role in maintaining 

homeostasis in terms of blood pressure and therefore of blood flow rate in 
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vessels, as these two parameters are considered proportional to each other 

(discussed further in section 3.7.1.1). This role of controlling blood pressure 

and therefore rate of fluid flow is attributed primarily to arterioles, which are 

innervated by the autonomic nervous system, and their composition includes 

layers of collagen.454 Consequently, both autonomic nervous system 

dysfunction and/or connective tissue disorders can be implicated in a variety 

of circulatory disorders including Postural Orthostatic Tachycardia Syndrome 

(POTS) and Raynaud’s Phenomenon.454  

3.2.1.4 Anatomy of the Upper Limb 

The anatomy of the upper limb (hand, wrist, forearm, upper arm) is far more 

complex than is examined here. Only the vascular system is in scope for this 

work (Figure 3.2), and the bones, muscles and nerves are not dealt with here. 

 

Figure 3.2: Veins in the upper limb. Created with BioRender.com 

The axillary and cephalic veins are two separate branches of the subclavian 

vein. The axillary vein branches further at the level of the first rib to become 

the basilic and brachial vein, before continuing down the upper arm. At the 

anterior cubital fossa, (the interior of the elbow), the median cubital vein is 

found. The median cubital vein is a branch which connects the basilic and 

cephalic veins. This is also a common site for venepuncture as this is a 

superficial vein, found close to the skin. The basilic and cephalic veins continue 

down the forearm, and at the wrist become the palmar venous arch and later, 

the digital veins of the fingers. 

Defining Position 

In this section, standard anatomical position and its associated terminology is 

introduced. This nomenclature is used primarily in Chapter 4. Standard 
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anatomical position, which for humans is standing upright, facing with the feet 

pointing forward, the palms of the hands facing forward, and the thumbs 

pointed laterally (away from the body) (Figure 3.3).455 

 

Figure 3.3: Standard anatomical position. Created with BioRender.com 

When the terms left or right are used, these refer to the left and right sides of 

the individual or bone being studied, rather than the perspective of the 

viewer.455 A range of anatomical planes of reference are used, as well as a set 

of directional terms – the full set are not defined here (Table 3.1). 

  



 

128 

Table 3.1: Anatomical planes of reference and directional terms. From 455 

Planes of 
reference 

Sagittal A plane through the body from front to back that 
divides the body into left and right halves; also called 
midsagittal, median, or midline. Not shown in Figure 

3.3 

Coronal A plane at right angles to the sagittal plane that 
divides the body into front and back halves; also 

called frontal 

Transverse A plane through the body perpendicular to the 
sagittal and frontal planes; also called horizontal 

Directional terms 

Medial Toward the midline of the body 

Lateral Away from the midline of the body 

Proximal Closest to an articular point; nearest the axial 
skeleton 

Distal Farthest from an articular point; away from the axial 
skeleton 

Cranial Up, or toward the head; also called superior 

Caudial Down, or away from the head; also called inferior 

 

3.2.2 Vascular Access Devices 

Vascular access device (VAD) refers to any device used to obtain venous 

access (e.g. a cannula) and can be categorised into peripherally (outside of 

the chest or abdomen) or centrally inserted devices (Figure 3.4).7 The 

peripheral vascular system refers to all blood vessels that exist within the body, 

outside of the chest and abdomen.8 These peripheral veins are some of the 

most common entry routes for intravenous (IV) delivery of fluids or therapeutic 

molecules.9 



Chapter 3: Developing a Combined Computational Fluid Dynamics and Discrete 
Element Method Approach to Model Nanoparticle Behaviour in vivo 

129 

 

Figure 3.4: Many different vascular access devices are in common clinical use. This figure 
shows the usual entry locations of the venous access devices (VADs) studied in this work. 
PICC – peripherally inserted central catheter, PIVC – peripherally inserted venous cannula. 
Created with BioRender.com 

3.2.2.1 Peripherally Inserted Venous Cannula (PIVC) 

A peripherally inserted venous cannula is inserted into a vein in the arm or 

hand (frequently either the inside of the elbow (median cubital vein); the wrist 

(cephalic or basilic veins) or the back of the hand (metacarpal or dorsal arch), 

due to their ease of access and, compared to other sites, lack of impairment 

on patient mobility, although these can also be inserted into several veins in 

the feet.456 The cannula consists of a stainless-steel needle (trocar) of varying 

length and internal diameter, and a colour-coded plastic cap to enable rapid, 

accurate identification and selection of an appropriately-sized cannula, 

depending on entry point, therapeutic use and required flow rate.457 These 

colours are set by an ISO standard, and therefore standardised across 

manufacturers (Table 3.2).  
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Table 3.2: Colour-coding for identification of hypodermic needles as given by ISO 
6009:2016.  

Colour Size (G) External Diameter 
(mm) 

Flow rate (ml/min-1) 

Yellow 24 0.7 20 

Blue 22 0.9 36 

Pink 20 1.1 60 

Green 18 1.3 90 

Grey 16 1.8 180 

Orange 14 2.1 240 

However, peripheral entry may not always be desirable. PIVC often do not 

remain patent (functional) for extended periods of time, despite frequent 

flushing and the most used sites are often subject to significant movement 

which tends to encourage the cannula to fail. The PIVC then needs to be 

resited. VAD choice can further be influenced by the behaviour of the drug 

being administered (e.g. propensity towards causing extravasation, where the 

therapeutic agent leaks into surrounding tissues, whether it is a known 

vesicant or irritant)458 and the quality of venous access in the patient, 

particularly when IV access has previously been frequently required, or if long-

term access is likely to be clinically necessary (e.g. IV chemotherapy).459,460 In 

this case, two types of central venous catheter may be used, known as PICC 

or Hickman lines.460 

3.2.2.2 Peripherally Inserted Central Catheter (PICC) 

A Peripherally inserted central catheter (PICC) is a thin flexible tube that is 

inserted into a vein in the upper arm - the right basilic vein is often the vein of 

choice due to its size, ease of access and simplicity of its route to the intended 

destination - and then guided through the circulatory system into the superior 

vena cava (SVC), directly above the heart.460 Since the tip of the catheter ends 

in a much larger vein than a PIVC, this method of IV entry is accommodating 

of much higher flow rates, and a PICC is considered to be patent much longer 

than a PIVC.460  

3.2.2.3 Hickman Line (Skin-tunnelled Central Venous Catheter) 

Hickman lines or skin-tunnelled central venous catheters are large bore 

silicone lines often with multiple lumen, which enables different fluids to be 

given simultaneously.460 These skin-tunnelled lines are inserted directly into 

the jugular or subclavian vein and then advanced such that the tip of the 

catheter again ends in the SVC. The exit point for these lines is often on the 

chest wall (skin tunnelling not shown in Figure 3.4). 

3.2.2.4 Summary 

In summary, it has been shown that there are many similarities between the 

VADs considered here (Table 3.3). There are additional forms of gaining 

central venous access, such as implantable ports, but these are outside the 

scope of this project and therefore will not be discussed here. 
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Table 3.3: A comparison of vascular access devices of interest in this work. 

Vascular access device External diameter (mm) Flow rate (ml/ min-1) 

PIVC 0.7-2.1 20-240 

PICC  1.7 mm 20 

CVC 3.3 Up to 300 

 

3.2.2.5 Virchow’s Triad as an Explanation of VAD Failure 

Virchow’s Triad refers to the 3 broad parameters known to influence the 

formation of venous thrombosis (Figure 3.5). These three parameters are: 

endothelial damage; haemodynamic changes in blood flow (e.g., stasis), and 

hypercoagulability of blood components. Each of these three parameters can 

feasibly be studied via in silico models through studying wall shear stress, 

residence time and aggregation behaviour. Virchow’s triad is often used as an 

explanation of the factors that influence VAD failure.461  

 

Figure 3.5: A schematic to show the factors implicated in Virchow’s triad. Reproduced with 
permission from Springer Nature. From 462 

Mechanism of Venous Thrombosis 

The formation of a blood clot (thrombus) is the final stage following a cascade 

of processes. This cascade begins with endothelial damage, where the cell 

membrane bursts, releasing haemoglobin into blood plasma. It is not the 
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release of haemoglobin itself that encourages the activation of platelets in vivo, 

but the release of a co-occurring enzyme, Adenosine diphosphate (ADP).463 

Activated platelets then excrete thrombin, which recruits other circulating 

platelets and eventually leads to thrombus (blood clot) formation.464,465 A 

detailed discussion of the platelet aggregation cascade, and the interplay 

between platelet behaviour, the complement system and coagulation cascade 

are outwith the scope of this thesis.466,467 

3.2.2.6 Impact of Fluid Flow on Nanoparticles 

As discussed in the previous chapter, fluid flow (and therefore shear stress) 

has an impact on nanoparticle behaviour in vivo. These impacts include 

altering nanoparticle localisation468–470, influencing cellular uptake471–473 and 

contributing to particle deformation. Shear stress has also previously been 

investigated as a trigger for drug release. Further, some work has previously 

studied particle aggregation of polymeric nanoparticles under flow – but these 

studies primarily use polystyrene nanoparticles which find little clinical use. 

Clinical applicability and necessity of these studies is shown in work on 

monoclonal antibodies under flow, by Willis and colleagues.474 

Nanoparticle Localisation 

The influence of fluid flow on nanoparticle localisation has previously been 

studied, particularly to understand margination of nanoparticles within blood 

vessels – for uptake through the vascular endothelium is necessary for the 

eventual therapeutic effect of drug-carrying nanoparticles.470 

Stephanou notes that the commonly-chosen mathematical model (as a 

Newtonian fluid) for many simulations of whole blood is far too simplistic and 

much of the fluid behaviour is subsequently lost.469 In this paper, they do 

introduce a new mathematical model for the behaviour of blood at the 

nanoscale (in this work termed a nanofluid), which would be particularly useful 

for studies considering drug-loaded nanoparticles in capillaries (and capillary 

beds), however this was derived in MATLAB and is yet to be implemented into 

CFD software.469 

Müller and colleagues have undertaken in silico studies in two and three-

dimensions and their results show that larger particles are more likely to 

undergo margination than smaller particles i.e., that micron sized particles 

perform better than sub-micron, but also that solid, rigid particles are more 

successful than soft, deformable particles.470 

Gomez-Garcia et al., studied the process of margination (and later cellular 

uptake) using a combination of in vivo zebrafish studies, in vitro studies with 

human cells and computational fluid dynamics.468 They have determined that 

short-term (<24 hour) studies in vitro study margination only, and are not long 

enough to encourage the shear-dependent phenotypic variation in cells that 

influence cellular uptake of nanoparticles.468 They show nanoparticle 

localisation is inverse to shear stress, and highest accumulation of 

nanoparticles occur where fluid flow is disturbed in some way.468 Later, in vitro 



Chapter 3: Developing a Combined Computational Fluid Dynamics and Discrete 
Element Method Approach to Model Nanoparticle Behaviour in vivo 

133 

studies show that shear-induced phenotypic variation encourages 

nanoparticle uptake.  

Cellular Uptake of Nanoparticles 

Samuel and colleagues have previously used a commercially available 

microfluidic chip to determine the parameters that control nanoparticle 

uptake.471 Like Gomez-Garcia, phenotypic variation induced by the application 

of shear stress is observed, and they further report that some shear stress is 

necessary for nanoparticle uptake into vascular endothelium.471 However, they 

also show that increasing shear stress leads to decreasing particle uptake in 

untreated cells. 

Fede et al., use a homemade microfluidic device to undertake much the same 

study as Samuel et al., only this time it is gold nanoparticles that are the 

nanoparticle of interest.472 Microfluidic devices and CFD modelling is again 

used by Zukerman et al., to study functionalised polystyrene nanoparticles, 

whilst Freese and colleagues consider the influence of cyclic stretch and 

pulsatile flow on uptake of silica nanoparticles.473,475 

Deformation of Particles 

Fluid flow and subsequent shear rates have also previously been shown to 

encourage deformation of particles.476,477 Buxton shows that fluid shear is 

capable of deforming polymer nanoparticles, both stretching and/or squeezing 

them, which potentially leads to the expression of any encapsulated liquid. 

Park and co-workers designed a range of novel polymeric microparticles and 

subjected them to fluid shear.477 They found that the greater the void region 

within the shape, the more deformable these microparticles.477 

Shear-triggered Drug Release 

Since fluid flow can encourage deformation of particles, as well as alter 

polymer degradation, it is unsurprising that this behaviour has been exploited 

for shear-triggered drug release.478,479  

Klein et al., as well as Beard et al., have previously reported shear-induced 

drug release for both liposomes as well as nanoparticle aggregates, with 

higher shear rates encouraging significantly higher rates of drug release.480,481 

The Wyss Institute have then developed this technology further, for shear 

triggered release of clot busting drugs and/or chemotherapeutics.482 

Polymeric Particle Aggregation under Flow 

Aggregation behaviour of polymeric nanoparticles under flow has also 

previously been studied. The stability of PLGA and PLGA-PEG nanoparticles 

in electrolyte solutions has previously been determined by Saha and 

colleagues.483 They show low concentrations of electrolytes are sufficient to 

rapidly encourage aggregation of PLGA nanoparticles, but that PEGylation is 

significantly robust to prevent electrolyte-triggered aggregation.483 Bannon et 

al., undertook a similar study using Nanoparticle Tracking Analysis, this time 

using polystyrene nanoparticles in whole plasma, and again show that 

aggregation behaviour depends on electrolyte concentration and 
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nanoparticles are less likely to undergo aggregation in these more 

physiologically relevant conditions if they are PEGylated.435 These results 

likely have implications for the behaviour of PLGA nanoparticles in vivo. 

Finally, it has been shown previously, that similar studies considering the 

impact of flow on aggregation behaviour are also useful for monoclonal 

antibody-based biologics (e.g. Adalimumab), under the Quality by Design 

(QbD) paradigm of drug development.474 

3.2.3 Introduction to Computational Fluid Dynamics 

Computational fluid dynamics (CFD) has become a more effective tool, as 

computers themselves have become more powerful. It is now possible to 

computationally model situations that would take much longer via experimental 

means, or would be impossible to do in this way.484 Computational fluid 

dynamics is a numerical method that relies on computers to solve partial 

differential equations (PDEs), that describe the Navier-Stokes equations for 

compressible and incompressible flows.485 CFD calculations usually take a 

system to be studied and express it as a series of conditions that describe the 

geometry of interest, the physical properties of the fluid to be studied and a set 

of both boundary conditions (e.g. no-slip as described in Section 3.7.1.2) and 

initial conditions (e.g. fluid velocity).485  

CFD can be used in any context where the movement of fluid flow is of interest, 

and these applications span from aeronautics and modelling air flow (a 

plethora of such studies appeared during the ongoing COVID-19 pandemic, to 

provide an evidence base for the social distancing and other guidelines 

implemented by most governments)486–489, to combustion490 and biological 

applications such as modelling blood flow within arteries.491–493 However, CFD 

is certainly not perfect, and care must be taken with interpreting the results 

obtained from these methods. There are several well-known sources of error 

inherent in these calculations including: discretisation error – which is intrinsic 

to all numerical methods, and the potential that the real-world behaviour of the 

system is of a complexity such that it cannot be perfectly described by current 

scientific theories.485  

3.2.3.1 Discrete Element Method 

The discrete element method is a numerical method which predicts the 

mechanics (i.e., motion, velocity) of individual particles and was first proposed 

by Cundall in 1979, but the actual physical basis of this method is much 

older.494–496 The physics which underpins this method mostly concerns the 

velocity, current position and motion of particles.496 DEM considers the forces 

exerted by neighbouring particles or boundaries via a contact model, applies 

Newton’s second law*** to calculate particle velocity and particle rotation, then 

the new position of the particle is calculated.496 Furthermore, this method relies 

on the assumption that the particles in this problem are spherical, as these are 

 
*** Newton’s Second Law F= ma 
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the easiest shapes to model mathematically, and are less computationally 

demanding as the orientation of the particle does not need to be considered.496 

Justification for Selecting this Method 

Key advantages of this technique include its ability to give much more detailed 

information regarding the flow and movement of granular materials than would 

otherwise be possible using experimental methods, since the movement of 

individual particles can be followed.496 With this numerical method, particles 

can be modelled as either hard spheres, where the particles are rigid and 

contact is instantaneous, like snooker balls, or can be modelled as soft spheres 

where particle-particle contact is lasting and multiple contacts between 

particles are possible.496 It is for this reason that DEM can be used to model 

the formation of aggregates and agglomerates of nanoparticulate matter.497,498 

However, there are significant disadvantages inherent to this method. DEM is 

computationally demanding, which then limits the number of particles that can 

be modelled and/or limits the complexity of the system under investigation.499 

Additionally, this method alone is not capable of modelling particle-fluid 

interactions and requires the use of another method.500,501 

3.2.3.2 Finite Volume Method 

The physics which underpins time and space-dependant phenomena are often 

described by partial differential equations (PDEs) that are too complex to be 

solved analytically. Therefore, numerical methods like FVM are used to 

simplify, generate less complex (often integral forms of the original differential 

equation) and solve these to give approximate solutions.502 Consequently, the 

outputs from these analyses are only ever approximate and the variation 

between reality and the solutions provided via FVM will depend on the exact 

input parameters, the discretization method and any approximations invoked 

to simplify the problem at hand. 

The history of the finite volume method can be traced back to the early 1970’s, 

when a new method to simplify PDEs where a non-rectangular geometry is 

involved, which the Finite Difference Method finds problematic, was introduced 

by McDonald in 1971.503  

The finite volume method is underpinned by Gauss’ divergence theorem - it is 

effectively integration by parts in three dimensions. Gauss’ theorem states that 

any change in a closed volume can be calculated by first solving the equation 

for a small volume and then summing this over the entire quantity. This enables 

us to swap between surface (2D) integrals and volume integrals in 3-

dimensions, often simplifying the calculations that need to be solved. 

Justification of Selecting this Method 

The finite volume method is one of the most popular CFD methods, and 

several commercially available CFD solvers use this method.502 Its popularity 

arises from the fact FVM, unlike other methods, does not require the shapes 

of the cells to be consistent across the entire geometry. It is possible to adapt 

them (e.g. make them smaller and therefore obtain a higher resolution) at 

locations of interest.502 This method is also considered to be robust, and can 
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handle solutions which contain discontinuities, if a suitable mesh is chosen.502 

Furthermore, it has also been shown to be significantly more computationally 

efficient than the Finite Element Method (FEM).504 However, this method has 

known difficulties with modelling granular materials, due to the lack of reliable 

constitutive laws which underpin the analysis.499 Therefore, we have chosen 

not to apply either DEM or FVM alone. 

3.2.3.3 A Coupled Finite Volume-Discrete Element Method Approach for 

Modelling Nanoparticles in Biological Fluids 

It is becoming increasingly common to apply several CFD methods 

simultaneously to model ever more complex systems.505–507 As discussed 

previously, the finite volume method uses a continuum approach to model the 

carrier fluid, and does this well, but models particulate matter poorly. In 

contrast, DEM models particulate matter well, but cannot model particle-fluid 

interactions.500,501 Clearly, neither technique alone adequately models the 

conditions we wish to study. However, if these two techniques are used 

together, then each technique can be employed to model only the components 

that they model well. This approach is termed coupled CFD-DEM and is 

commonly used for computational modelling of particulate suspensions.505,508–

510 The CFD and DEM can be coupled in one or both directions.505,510 Here, 

because particulate volume is comparatively low, only one-way coupling of 

CFD to DEM is needed, as fluid flow impacts behaviour of the particulate 

matter, but the reverse is not also true.  

3.2.3.4 Other CFD Methods Not Used Within This Work 

The discrete element, finite element and finite volume methods are not the only 

CFD methodologies that could have been applied to this work. Here, the 

Lattice Boltzmann, Large Eddy Simulation (LES) and population balance 

methods will be studied, and their advantages, disadvantages and common 

applications outlined.  

Lattice Boltzmann Method 

The Lattice Boltzmann method is derived from two different models of Lattice 

Gas automata, separately pioneered by Hardy, Pomeau and de Pazzis as well 

as Frisch, Hasslacher and Pomeau.511–513 The models differ by the shapes of 

their lattices. More recent developments enable this method to be used to 

model particle-laden flows.514,515 

Lattice Boltzmann methods can be very rapid ways of solving the Navier-

Stokes equation for incompressible flows, and are compatible with parallel 

computing.515 However, the biggest disadvantage of this technique is that the 

lattice must remain uniform over the entire domain; areas of higher mesh 

density are not possible.515  

Large Eddy Simulation 

Large Eddy simulation (LES) is a mathematical model in CFD for modelling 

turbulence in fluid flows, initially proposed in 1963 by Smagorinsky for the 

modelling of atmospheric air currents.516 
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These simulations are efficient at modelling turbulent flows, at the expense of 

solving the Navier-Stokes equations at the smallest length scales and 

therefore near-wall effects cannot be resolved using this method.517 

Population Balance Methods 

Population balance methods split a polydisperse group of particles into size 

groups and then solves the necessary equations for each group.518 They are 

particularly useful for the simulation of polydisperse particulate flows.519 

3.2.3.5 Introducing Pathlines, Streaklines and Streamlines 

Path-, streak- and streamlines are all useful ways of visualising the movement 

of fluids or particles and will be used later in this thesis.520 For steady flow, 

streamlines, pathlines and streaklines all coincide.520 

Pathline 

A pathline is mathematically defined as the path traced by a single particle 

during a specified period. For steady flow, the pathline of every particle will be 

the same. 

Streaklines 

Streaklines are the output of a continuous stream of particles. For unsteady 

flow, these may not be the same as pathlines.520 

Streamlines 

Streamlines always run parallel to the velocity vector at a given moment in 

time.520 These are a way of visualising fluid flow.  

3.2.3.6 CFD Studies of Biomedical Devices 

As outlined previously, CFD is a numerical methodology through which the 

movement and behaviour of fluid flows can be simulated in silico. In recent 

years, there has been a significant increase in the use of CFD for biomedical 

applications.521 This has been used for a wide range of applications including 

to evaluate novel drug delivery platforms (as attempted in this thesis), through 

to the more commonly seen uses of cardiovascular studies to understand 

blood flow in vessels and organs (e.g. placenta522), enable surgical planning, 

and the development of new biomedical devices.521,523 

In biomedical CFD research, the two largest areas of study are cardiovascular 

flows i.e. blood flow within vessels and organs, and the design and 

development of new biomedical devices.521 Here, a selection of papers 

covering CFD studies of vascular access devices and/or blood flow in vivo will 

be discussed. The three vascular access devices of interest in this work are 

PIVC, PICC and CVCs.524,525 Piper et al., were particularly interested in 

studying the mechanistic parameters that influence the failure of peripherally 

inserted cannulae.524 They studied a range of parameters including PIVC size 

in relation to that of the vessel, insertion angle, flow rate and also of tip position 

in reference to the endothelium of the inner wall. This work shows that, wall 

shear stress and damage to blood cells (haemolysis) can be influenced by flow 

rate and to a lesser extent, insertion angle of the PIVC itself.524 They go on to 

suggest that it may be clinically sensible to propose maximum infusion rates 
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for PIVC to limit damage to the endothelium and thrombus formation (and later 

VAD failure).524 Nifong and McDevitt studied the ratio between catheter 

external diameter and vessel size.525 Like Piper and colleagues, they also 

show that increasing occlusion of the blood vessel, leads to a decrease in 

blood velocity, and that this decrease is statistically significant (p< 0.0001).525 

A large body of work also exists studying arteriovenous fistulae; these are 

(usually) surgically created connections between arteries and veins.526. Of 

particular interest is the study of haemodynamics to understand the underlying 

pathophysiology when this is unsuccessful.527 As well as the haemodynamic 

behaviour of several types of haemodialysis catheters. Many studies consider 

the size, shape and orientation of lumen on the sides of these catheters, to 

enhance blood flow without excessively increasing fluid shear.528–530 

3.2.3.7 CFD Workflow 

In the work presented here, this combined approach permits the behaviour of 

nanoparticles in vivo (e.g., aggregation and agglomeration) to be modelled, 

alongside understanding the behaviour of the carrier fluid (blood). The 

physiological process under study is the introduction of 100 nm PLGA 

nanoparticles into the human bloodstream, as if these were drug-carrying 

chemotherapeutics. Like DEM or FVM alone, the combined approach uses 

much the same workflow. This is to define the geometry of the problem, define 

a geometric mesh, set boundary conditions (e.g. no-slip condition at the wall), 

set initial conditions (e.g. pressure), running the calculations and then post-

processing of this data to enable visualisation (Figure 3.6). 

 

Figure 3.6: A summary of the workflow implemented in STARCCM+ for the simulations 
discussed in this work. 
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3.3 Chapter Aims and Objectives 
It is already known that fluid flow in vivo has a significant impact on protein 

corona formation, but few studies have considered how this occurs and the 

consequences of this.52 Where studies have been undertaken, these often use 

polystyrene nanoparticles, which find little clinical use.52 Here, the impact of 

blood flow on PLGA nanoparticles will be modelled, which are in widespread 

clinical use because of the well-known safety profile and known 

biocompatibility of this particular polymer - both lactic and glycolic acids are 

naturally occurring within the human body.203,212 Furthermore, experimental 

methods of modelling haemodynamics, whereby in vivo studies have been 

performed, have revealed that it is difficult to accurately measure wall shear 

stress within 0.2 micron (200 nm) of the vessel wall.531 This may not sound 

problematic if larger blood vessels (e.g., arteries and the aorta) are considered, 

but this limitation is significant when capillaries and capillary beds are the blood 

vessels of interest.  

The aim of this work is to study the aggregation and agglomeration behaviour 

of PLGA nanoparticles on exposure to physiologically relevant fluid flow 

patterns and shear rates. Earlier work shows that nanoparticles are known to 

undergo aggregation once exposed to biological fluids to reduce surface free 

energy.532,533 If these clusters of nanoparticles become too large, then their 

efficacy as a method by which chemotherapeutics can be administered in vivo 

may be affected, as there is also a size limit to the enhanced retention and 

permeation effect for tumour cells. 

This aim will be achieved by completing the following objectives: 

1. Undertake a literature review to gather necessary physiological 

parameters (e.g., vessel length, diameter). The result of this is reported 

in Appendix C.  

The literature review will be undertaken using the search 

functionality provided by Web of Science, and the resulting data 

compiled into a spreadsheet for ease of access.  

2. Develop a suitable workflow and methodology for studying this 

behaviour using STARCCM+, a commercially available CFD solver.  

This will be done by first using simplified geometries to undertake 

mesh independence studies to assess whether the volume 

meshes deliver results that balance both accuracy and 

computational demand. Then these parameters will be used to 

replicate two previously published studies of increasing 

complexity to confirm that the model does function correctly, the 

methodology is robust, and the results obtained are accurate. 

3. Using the data collected in #1, and methodology developed in #2, 

create scaled models where only Finite Volume Method is used to 

model fluid flow. 
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An iterative approach to the development of the models will be 

used due to their complexity. Such approaches facilitate 

troubleshooting the software and/or the simulation itself.  

4. Extend previously created models to use a coupled CFD-DEM 

approach to model both fluid flow and nanoparticle aggregation and 

agglomeration behaviour.  

The models produced in #3 will be extended by the addition of 

the Discrete Element Method to the physics continuum within the 

model, this will allow nanoparticle behaviour to be studied.  

By the end of this work, a coupled CFD-DEM approach will have been 

developed that permit both fluid and nanoparticulate behaviour to be studied. 

The robustness of the methodology and accuracy of the results will be 

assessed by comparison to previously published studies (Tan et al., Barber et 

al.).445,446 This methodology will then be used in Chapter 4 to understand fluid 

shear on PLGA nanoparticles in vivo – as if they were administered via one of 

the vascular access devices discussed earlier. 
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3.4 Materials and Methods  
The computational models presented in this chapter were simulated using 

STARCCM+ (Siemens PLM, Version 2021.2.1), a commercially available CFD 

solver.  

As this model is complex, it was decided that an iterative approach was to be 

used, where the model would only be extended and made more complex once 

the earlier iteration had successfully been completed. Initially, a wholly-CFD 

model was developed, which represented only the geometry of the situation at 

hand and the behaviour of blood flow. Later, the model was extended using 

DEM and nanoparticulate behaviour studied using a Lagrangian multiphase 

model, which enables coupling between CFD and DEM.  

3.4.1 Input Geometry 

Input geometries were created in Solidworks 2019 (Dassault Systémes/ 

Solidworks Corporation), before being imported into STARCCM+. For initial 

testing, a singular cylindrical capillary with dimensions 50 x 2500 μm was 

created. A more complex bifurcation geometry, previously published by Tan et 

al. was also created.445 This was a symmetrical bifurcation with inlet diameter 

20 μm and outlet diameter 10 μm. Finally, a symmetric, asymmetric and T-

junction geometries were created, mimicking those geometries studied by 

Barber et al.446 The iterative development of the geometry as the problem 

becomes more complex, is detailed in Appendix A. 

3.4.2 Mesh Development 

A mesh convergence study was performed on the initial volume mesh of the 

singular capillary to refine it. A polyhedral mesh was used, as this allows faster 

convergence of the result compared to a comparable tetrahedral mesh.58 

Prism layer mesher was employed to increase the resolution at the walls of the 

blood vessels; a comparatively high number of prism layers were used to 

adequately resolve the viscous behaviour of the fluid phase. Mesh size was 

decreased to affect an increase in the number of cells in the geometry with 

each repeat. Next, these meshing parameters were applied to a more complex 

geometry, previously published by Tan et al., as it was necessary to determine 

whether the mesh required further refinement at bifurcations.56 Consequently, 

these refined parameters were used to create the geometric mesh for all 

geometries studied in this work, as this mesh balances both accuracy of the 

result with computational demand (Table 3.4). 
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Table 3.4: Final meshing parameters used to create the volume mesh following mesh 
convergence studies. 

Group Mesher 

Surface mesher Surface remesher 

Core volume mesher Polyhedral mesher 

Optional volume mesher Generalised cylinder mesher 

Optional boundary layer mesher Prism layer mesher 

Refining the mesh 

Base size 2.0 x10-5 m 

Number of prism layers 6 

Prism layer stretching 1.5 

Prism layer total thickness 33.33 (relative to base) 

Refining the bifurcations 

Base size 1.5x10-6 m 

Number of prism layers 6 

Prism layer stretching 1.5 

Prism layer total thickness 33.33 (relative to base) 

 

3.4.3 Defining Boundaries 

Once the mesh of the geometry had been rendered, inlets, outlets and walls 

were defined to set the boundaries of the problem.534 

Table 3.5: Boundary conditions implemented in STAR CCM+. Boundary type is described in 
the STARCCM+ jargon.535 Note: The boundary conditions for solid phase are not 
implemented in the wholly CFD model. 

Physical Boundary Phase Boundary Type 

Inlet Liquid Inlet 

Solid Phase impermeable 

Outlet Liquid Pressure outlet 

Solid Phase impermeable 

Wall Liquid Wall “no-slip” 

Solid wall 

 

3.4.4 Physics Continua and Input Parameters 

Physics models are predetermined ways of describing spatial orientation of the 

volume mesh, defining whether the solution is steady or transient in nature, as 

well as describing the composition and behaviour of fluid flow within the 

simulation. Some optional models consider the effects of certain forces such 

as gravity, others impact the way the solvers function and therefore can be 

selected in order to refine the accuracy of the solution and/or aid its 

convergence.  

Since the Reynolds number for this capillary model is 0.005, fluid flow is 

considered under the laminar regime. The physics models selected in 

STARCCM+ for the initial capillary geometry are summarised below (Table 

3.6).  
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Table 3.6: Physics models selected in STARCCM+ for the initial model of a singular 
capillary. They are described in the STARCCM+ terminology.  

Group box Physics model 

Space Three dimensional 

Time Steady 

Material Liquid 

Flow Segregated flow 
Gradients (selected automatically) 

Equation of state Constant density 

Viscous regime Laminar 

These selected physics models mean that the equations for the conservation 

of mass, energy and momentum were sequentially solved (Equation 5-7). 

STARCCM+ has the capacity to use a number of techniques to model fluids, 

including Volume of Fluid (VOF) and single phase, The VOF form of the 

equations are given here, even though this methodology is not used within this 

work. It is, however, facile to transition between VOF and single phase. In the 

volume of fluid method, epsilon (ε), can take any value between 0 (cell is 

completely empty of fluid) and 1 (cell is completely full of fluid). In the single 

phase method, epsilon can only equal 1.  

𝜕(𝜌𝑓 𝜀𝑓)

𝜕𝑡
+ ∇. (𝜌𝑓𝜀𝑓�⃗� ) = 0 (5) 

Equation 5: Conservation of mass. Where ρf = fluid density, εf = volume fraction of the fluid in 

the cell t= time and �⃗�  = average velocity of the fluid phase.  

𝜕(𝜌𝑓 𝜀𝑓𝐶𝑝,𝑓𝑇𝑓)

𝜕𝑡
+ ∇. [�⃗� 𝜌𝑓 𝜀𝑓𝐶𝑝,𝑓𝑇𝑓] = ∇. (𝜀𝑓𝑘𝑓∇𝑇𝑓) + 𝐸𝑓 (6) 

Equation 6: Conservation of energy. Where Cp,f is the specific heat capacity of the fluid, Tf is 

the temperature of the fluid, kf is the thermal conductivity of the fluid, Ef = net rate of heat 
transfer.  

𝜕(𝜌𝑓 𝜀𝑓)

𝜕𝑡
+ ∇. (𝜌𝑓𝜀𝑓𝑢𝑢⃗⃗ ⃗⃗  ) = −

1

𝜌
∇𝜌 − ∇. 𝜏 𝑓 + 𝜌𝑓𝜀𝑓𝑔 − 𝐹 (7) 

Equation 7: Navier-Stokes equation for conservation of momentum. Where τf is the fluid 

phase stress tensor, g is gravity and F is the volumetric mean of all the forces acting on the 
particle from the surrounding fluid. 

The input parameters for this initial model are summarised in Table 3.7. 

Carreau-Yasuda fluid model implemented here to accurately capture the 

pseudoplastic behaviour of whole blood. 536 Typically, these simulations would 

be simplified by assuming that blood behaves as a Newtonian fluid. 
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Table 3.7: Input parameters for the initial capillary model. These material properties are used 
throughout this study.  

 Units Ref 

Material properties  
(liquid, whole blood) 

Density (ρ) 1050 kg m-3 

536 

 Zero shear viscosity (η0) 0.056 Pa s 

 Infinite shear viscosity (η∞) 0.0035 Pa s 

 Relaxation time (λ) 3.313 s 

 Power constant (n) 0.3568 - 

 Yasuda exponent (a) 2.0 - 

Initial conditions Velocity (ν) 5x10-5 m s-1  

 

3.4.5 Dimensional Scaling 

Dimensional scaling was used in these models for several reasons. These 

simulations seek to understand the aggregation and agglomeration of drug-

loaded nanoparticles, such as chemotherapeutics e.g., doxorubicin. When 

dosed by bodyweight, a standard dose of doxorubicin for a 70kg person would 

be not more than 168 mg of doxorubicin; assuming a particle diameter between 

100-200 nm, this corresponds to significantly more than a million particles.537–

539 Attempting to model this number of particles is far too computationally 

demanding.  

Secondly, there are a subset of differential equations, known as Stiff 

equations. These equations are those for which an explicit method of obtaining 

a solution does not work, and the timesteps necessary to solve such equations 

using an implicit method are unacceptably small, limiting the physical time that 

can be reasonably modelled.62 However, these problems can be overcome if 

the model is scaled in some way (Table 3.8). The behaviour of the 

nanoparticles can be understood when far fewer particles are modelled within 

the system, and parameters can be changed to increase the timestep used to 

solve these stiff equations. It has previously been shown that if certain 

parameters are maintained as constant values, then other parameters may be 

scaled by factor k, which is the ratio between original and scaled particle 

diameter.540–542 In depth derivations of necessary dimensionless parameters 

e.g., Reynolds number via Buckingham Pi theorem is given in Appendix C. 

Other input parameters for the scaled model can be found in Appendix C. 

Table 3.8: A comparison of original and scaled model parameters. Parameters in bold font 
are those which must be kept constant. 

Parameter Original Scaled model Units 

Number of particles 9.88x1017 1000 - 

Scaling factor 1 10 - 

Particle diameter (dp) 1x10-7 1x10-6 m 

Particle density (ρp) 1300 1062 kg m3 

Liquid density 1050 1050 kg m-3 

Liquid viscosity 0.0035 0.0035 m2 s-1 

Liquid velocity 5.00x10-4 5x10-5 m s-1 

Reynolds number 0.001 0.001 - 

Diameter-to-length ratio 50 50 - 
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3.4.6 Setting Stopping Criteria 

Before the simulation can be run, conditions under which the simulation is 

stopped must be set, otherwise the simulation would run indefinitely. Where 

simulations are considered steady, then the stopping criteria is simply the 

number of iterations of the calculation the simulation must complete. For our 

simulations, they are considered complete after 1000 iterations. Where 

simulations are considered transient in nature (e.g., implicit unsteady solvers 

are employed), then stopping criteria may become more complex. In these 

cases, the simulations consider the number of both inner (substeps) and outer 

iterations that have been calculated, and the physical time that has been 

covered.  

3.4.7 Coupling CFD and DEM 

Once the wholly CFD model had been successfully set up and simulations 

completed, the model was then further modified to additionally use DEM to 

enable the behaviour of nanoparticles to be accurately modelled. Therefore, 

physics continua were changed and the Lagrangian multiphase, Discrete 

Element Model and multiphase interaction models were selected (Table 3.9).  

Table 3.9: Modified physics continuua for the coupled CFD-DEM model. 

 

3.4.7.1 Defining the Solid Phase 

Next, physics models and material properties of the nanoparticulate matter 

were defined (Table 3.10). The optional models of Residence Time and 

Passive Scalars have been implemented in this work to allow the collisions 

between nanoparticles to be studied. The passive scalars can be considered 

as tracer dyes within the simulation. They play no role in modifying the physics 

but enable parameters like residence time to be found. Using the methodology 

of Usune et al., Young’s modulus has been set to 1/1000 of the known 

literature value (2.43 GPa), such that a larger timestep may be employed in 

the simulation and a shorter physical time is possible. 543,544 This study reports 

that no significant effect on aggregation behaviour is observed by employing 

this modification.544 Poisson’s ratio for PLGA chosen as 0.4 due to lack of 

available data.†††  

 
††† Poisson’s ratio can be found for other polymers. Are typically between 0.3 and 0.5. 

Group box Physics model 

Space Three dimensional 

Time Implicit unsteady 

Material Liquid 

Flow Segregated flow 
Gradients (selected automatically) 

Equation of state Constant density 

Viscous regime Laminar 

Optional models Lagrangian multiphase 
Discrete element model (DEM) 

Multiphase interactions (selected 
automatically) 
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Table 3.10: Input parameters to define the solid phase of the coupled CFD-DEM model. 

Group box Physics model 

Particle type DEM particles 
Pressure gradient force (selected 

automatically) 

Particle shape Spherical particles 

Material Solid 

Equation of state Constant density 

Optional Models Residence Time 
Passive Scalar 

Input parameters – Lagrangian phase 

Solid (PLGA) – material 
properties 

 Ref 

Density 1062 kg m3  

Poisson’s ratio 0.4  

Young’s modulus 2.43 Pa‡‡‡ 543,544 

Wall – material properties Density 1300 kg m3 545 

Poisson’s ratio 0.49 545 

Young’s modulus 910 Pa 544,545 

 

3.4.7.2 Defining the Sources of DEM Particles 

The sources of DEM particles (e.g., PIVC) were defined within the model by 

creating injectors. The injector defines position, direction, and the rate by which 

the particles are introduced into the continuous (fluid) phase.535 Implementing 

the skin function alters the frequency with which the software runs contact 

detection between particles. With the skin function in use, contact detection is 

only ran if the particle has moved a distance greater than or equal to that of 

the skin thickness. This theoretically should make the simulation less 

computationally intensive, as contact detection will be invoked less frequently. 

Table 3.11: Using injectors. The input parameters given here are calculated in Appendix C. 

Properties Values 

Lagrangian phase PLGA Nanoparticle 

Type Surface injector 

Inputs Inlet 

Input parameters 

Retain injected particles Enabled 

Random injection Enabled 

Particle diameter 1x10-6 m 

Velocity 8x103 m s-1 

Skin 1x10-7 m 

 

3.4.7.3 Multiphase Interactions 

Multiphase interactions are, as the name suggests, interactions between two 

or more phases within the simulation. Here, multiphase interactions were 

 
‡‡‡ 1/1000 of 2.43 GPa is not 2.43 Pa. This value should be 2.43 kPa, but has been 
incorrectly implemented in the model. 
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created to model nanoparticle-nanoparticle interactions, as well as 

nanoparticle-wall interactions and are summarised in Table 3.12. 

Table 3.12: Defining multiphase interactions for the CFD-DEM model. * Applied to 
nanoparticle-nanoparticle interactions only. 

Group box Physics model 

Phase interaction topology DEM Phase Topology 

DEM Contact model Hertz-Mindlin 
Rolling resistance (selected automatically) 

Optional models Artificial viscosity 
Linear cohesion 
Parallel bonds * 

Passive Scalar Transfer * 

 

Hertz-Mindlin contact model chosen since it is the standard model within DEM 

to model interactions between particles.535 The Hertz-Mindlin model calculates 

the normal repulsive force Fnr, and these interactions between particles are 

considered to be elastic.497,546
  Rolling resistance model takes into account the 

impact of rotation on these interactions.547 Artificial viscosity model chosen to 

help prevent two possible outcomes from occurring.535 These outcomes are 

the model overpredicting particle overlap between colliding particles, which 

then results in either inaccurate results; and physically impossible results e.g. 

particles pass through walls. Linear cohesion model chosen to improve 

modelling of intermolecular attraction forces (Van der Waals forces) between 

particle surfaces, enabling nanoparticle aggregation and agglomeration to be 

shown.548 Multiplication model blending factor F in the linear cohesion model 

is set to 1.5 by default to mimic Johnson-Kendall-Roberts (JKR) model 

(Equation 8).  

𝐹cohesion = 𝑅𝑚𝑖𝑛𝑊π𝐹 (8) 

Equation 8: Johnson-Kendall Roberts model where Rmin =  minimal radius of the surfaces in 

contact, W = work of cohesion F = multiplication model blending factor. 1.5 for JKR model. 2 
for DMT model. 

This is one of two models available to simulate Van der Waals forces 

(intermolecular attraction).535 The difference between them is the size of the 

area where this  force is in effect. JKR model needs direct contact between 

particles, whilst Derjaguin, Muller, and Toporov model (DMT) operates over a 

larger area. The JKR model is implemented by default in STARCCM+.535 The 

frictional coefficients between nanoparticle-nanoparticle and nanoparticle-wall 

interactions are assumed as 0.1 because of the lack of available data.544 

Implementing parallel bonds for nanoparticle-nanoparticle interactions allows 

the formation of aggregates and larger agglomerates from colliding particles 

following their injection into the geometry to be studied. Applying passive 

scalar transfer in this simulation enables parameters like residence time of 

particles to be determined. 
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3.4.7.4 Selecting the Timestep for an Implicit Unsteady Method. 

Implicit solutions are those which calculate the solution at the current time, and 

at a future timepoint. Therefore, they are more computationally demanding 

than explicit methods; however, they are considered both more stable and 

more accurate, if the equation at hand is considered “stiff” (Section 0).549 

Introducing and Using the Courant Number 

The Courant number is a unitless value which enables the necessary time step 

of a simulation to be calculated as a function of mesh size and flow velocity 

(Equation 9). It is known to be linked to Courant-Friedrichs-Lewy (CFL) 

stability condition.550 

𝐶 =
𝑈∆𝑡

∆ℎ
 (9)   

Equation 9: Calculating Courant number. Where U = flow velocity, Δt = time step of the 

simulation, Δh = size of mesh cell 

The exact choice of timestep matters for two reasons. One: for the stability of 

the discretisation scheme and the second because of the physical meaning of 

the timestep. Ideally, a timestep should be selected such that courant number 

remains less than one, and therefore, the information does not travel further 

than a single cell within that time (Figure 3.7). If the selected timestep is too 

large, the information (in this case, the distance a nanoparticle travels) moves 

too far in each time step and potentially leads to the simulation calculating 

results that are inaccurate, or otherwise physically impossible.  

Time integration schemes must obey CFL conditions. If CFL > 1 then the 

simulation is likely unstable, may fail to converge and produce results which 

are inaccurate or worse, do not represent a physical possibility. Implicit 

schemes, like implicit unsteady time regime used here, are intrinsically stable 

and so are less dependent on the CFL condition being strictly followed.  

 

Figure 3.7: The Courant-Friedrichs-Lewy stability condition determines the stability of a 
computational simulation. Where CFL > 1, the nanoparticle skips mesh cells during the 
duration of a timestep and is more likely to fail to converge and/or produce results that are 
not permitted by currently known physics. Where CFL < 1, the nanoparticle visits each cell in 
turn, and the simulation is likely to converge and give physically probable results.  
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In terms of the physics of interest, the timestep must be selected such that all 

the physics of interest can be resolved. Any parameter that changes faster 

than the chosen timestep will not be represented within the simulation.  

Particle Response Time 

The particle response time gives the time required for the particle to reach 63% 

of free-stream velocity.551 Where τp is much less than 1, then the particle will 

move approximately with the fluid.  

𝜏𝑝 =
𝜌𝑝 𝑑𝑝

2

18𝜇𝑓

(10) 

Equation 10: Calculating particle response time. Where ρp is particle density, dp is diameter 

of the particle and μf  is fluid velocity. 

For the scaled nanoparticles in this work, τp is shown to be 7.38x10-9 s, and 

therefore, the particle will move approximately with the same velocity as the 

fluid.  

Maximum Allowable Timestep for Fluid – Courant Number 

Rearranging Equation 9 to give the following (Equation 11) enables the 

maximum allowable timestep for the fluid phase to be calculated.  

∆𝑡𝑓 =
𝐶∆ℎ

𝑈𝑓

(11) 

Equation 11: Calculating maximum allowable timestep of the fluid phase as a function of 
Courant number, fluid velocity and mesh density. Where C is courant number, Δh is mesh 

density and Uf is fluid velocity. 

For the mesh density determined earlier for the bifurcations within the more 

complex geometries (1.5x10-6 m), the maximum possible timestep for the fluid 

phase is then 1.31x10-4 s. 

Maximum Allowable Timestep for Particle – Rayleigh Criteria 

Thus, from Equation 12, χ is then 0.94. Poisson’s ratio of 0.4 chosen due to 

lack of available data for PLGA. 

𝜒 = 0.1631𝑣 + 0.8766 (12) 

Equation 12: Calculating 𝜒 as a function of Poisson’s ratio (𝑣).  

Using Equation 13, the maximum allowable timestep for the particulate phase 

is 1.98x10-9 s. 

Δ tp =
π Rp

χ
 √

ρ

G
(13) 

Equation 13: Rayleigh criteria for calculating critical timestep. Where Rp = radius ρ = density, 

G = shear modulus.  

The chosen timestep for the simulation will be somewhere between that for the 

solid (1.98x10-9 s) and the fluid phase (1.31x10-4 s). It also must be smaller 

than the particle response time calculated previously (7.38x10-9 s).552 The 
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numbers obtained here are unsurprising and are broadly in agreement with 

those expected by Norouzi and co-workers.552 Therefore, the timestep 

selected for this simulation is 7x10-9 seconds.  

Stopping criteria change once implicit unsteady regime is selected. Implicit 

unsteady regime necessary to enable CFD-DEM coupling, as these are 

transient solutions. Once this alteration in simulation setup is performed, the 

stopping criteria then change from a simple number of iterations of the 

calculation – c.f. steady time regime, to a set of stopping criteria that are much 

more complex; relying on the physical time that is simulated and/or number of 

iterations of the calculation. 

3.5 Results and Discussion 
Since the creation of these models arises from an iterative method, where the 

model was extended or otherwise changed following each successful set of 

calculations, the results and the discussion of these will occur simultaneously.  

Firstly, it will be shown how both meshing parameters and results from this in 

silico study have been validated through mesh independence studies and by 

comparison with known experimental data. It will be followed by discussion of 

the CFD model, and the behaviour of the carrier fluid, before considering the 

other information gained by coupling CFD and DEM on the behaviour of 

nanoparticulate matter in vivo. Finally, the inherent limitations of this model 

which occur through the assumptions used and/or the CFD solver itself will be 

discussed, as well as develop an understanding of what these results imply in 

terms of applying Quality by Design to the development of novel 

nanotherapeutics. 

3.5.1 Mesh Independence Study 

To assess the extent to which the results of the simulation depend on the mesh 

itself, a mesh independence study was carried out using the initial geometry 

replicating a singular capillary. This study enables a mesh density to be found, 

that strikes a balance between accuracy and the resolution of the resulting 

data, and computational demand. Maximum centreline velocity of the capillary 

has previously been calculated as 1.00 x10-4 m s-1 (Appendix B). For the sake 

of speed and ease of set up, this mesh independence study uses water as the 

carrier fluid.  

Residuals measure how much the equation changes between iterations. For a 

steady-state simulation, the calculation is considered to have successfully 

converged once residuals fall below 1 x10-4.  
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Table 3.13: Results obtained from mesh independence study. 

Number of cells Maximum velocity (m s-1) Residuals 

7872 1.00 x10-4 6.44 x10-5 

10220 9.98 x10-5 1.63 x10-5 

16512 9.99 x10-5 1.48 x10-6 

40638 1.00 x10-4 8.63 x10-8 

76500 9.99 x10-5 1.03 x10-3 

97812 9.93 x10-5 2.58 x10-6 

98098 1.00 x10-4 7.52 x10-7 

98670 9.94 x10-5 2.31 x10-6 

735852 9.66 x10-5 1.20 x10-5 

The results of this mesh independence study (Table 3.13, Figure 3.8) show 

that as mesh density increases, the results obtained from the simulation begin 

to converge on the expected (i.e. calculated) value. Once the mesh contains 

more than 98,000 cells, there is minor change seen in the values obtained for 

maximum velocity of the fluid, despite a significant increase in mesh density 

(from ~98,000 to >700,000 cells). It is also noted in this figure that the densest 

mesh gives a maximum velocity much lower than even the coarsest mesh 

assessed in this study. 

 

Figure 3.8: Mesh independence studies enable the least dense (and therefore 
computationally least intense) mesh to be chosen that does not compromise the accuracy of 
the result. Results of mesh convergence study from the original capillary geometry are 
shown. The mesh containing ~98,000 cells is the coarsest mesh that gives independent 
results. Error bars ±1% of the value used to help identify where mesh-independence occurs.  

This was an unexpected result, but can easily be rationalised. Steady time 

regimes are much more reliant on the CFL condition being obeyed, whilst the 
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implicit unsteady regime used in the more complex simulations is 

comparatively more robust. Consequently, where this densest mesh is used, 

each cell is 2x10-6 m. The timestep size and input velocity then give a Courant 

number >1. Here, the CFL condition is not obeyed, and the simulation is 

unstable, leading to these unexpected results. 

In this case, it has been decided that the mesh containing ~ 98,000 cells is the 

first one that gives independent results, because the result obtained for 

maximum velocity changes little, despite significant increases in mesh density. 

This gives a base size of 4.0 x10-5 m for the mesh itself. This mesh is likely to 

be adequate for much of the more complex geometries employed later in this 

study. It does look like a coarser mesh with a base size of 8.0 x10-5 m would 

also be suitable, however a mesh this coarse struggles to accurately resolve 

both the shape of the cylindrical capillary and of the more complex bifurcation 

geometry used later.  

3.5.1.1 Assessing Generated Mesh Quality 

The quality of the generated mesh can be assessed by looking at cell quality, 

skewness angle of the cells themselves and the degree to which the volume 

of one cell differs from its neighbours.  

Cell Quality 

Cell quality is a measure of how uniform are the cells that make up the mesh 

(Table 3.14). A perfect cell has a cell quality of 1.0. Ideally, the bulk of the cells 

within the mesh should have a cell quality rating of 0.5 or more.535 Bad cells 

are those where quality is less than 1.0x10-5.535 Such cell quality values 

suggest that the cells within the mesh vary significantly in size, shape and 

volume. All cells in this mesh have a cell quality of 1.0.  

Table 3.14: Cell quality measures the uniformity of a simulated mesh. Cell quality for the 
simple capillary model used within this chapter. All cells are seen to have a cell quality of 1.0.  

Cell quality Number of cells 

≤ 0.50 0 

≤ 0.60 0 

≤ 0.70 0 

≤ 0.80 0 

≤ 0.90 0 

≤ 0.95 0 

≤ 1.00 98098 

 

Skewness Angle 

Skewness angle measures the angle between a face normal and the vector 

that connects the centre of two neighbouring cells.535 This shows whether the 

cells on either side are formed such that diffusion of quantities is possible 

without the quantities becoming unbounded.535 A perfectly orthogonal mesh 

will have a skewness angle of 0°. Bad cells are those with a skewness angle 

greater than 85°, and skewness angles > 90° generally lead to issues with 

solution convergence.535 As can be seen from Table 3.15, there is almost no 

skewness within the mesh which captures the fluid volume.  
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Table 3.15: Maximum skewness angles detected for each of the geometry parts in the 
original capillary geometry.  

Volume Change 

Volume change describes the ratio of a cells volume compared to that of its 

largest neighbour (Table 3.16).535 A value of 1 is a good cell, as this shows 

that the cell concerned has a volume equal to or larger than that of its 

neighbours.535 Cells where the volume change is < 0.01 are considered bad 

cells – large increases in volume from one cell to another may lead to 

inaccuracies in results and instability in the solvers.535  

Table 3.16: Volume change of cells within a mesh is a proxy measure of the accuracy of the 
results it will generate. All cells within this mesh have a volume change > 0.01.  

Volume change Number of cells 

<0.01 0 

<0.1 0 

<1 98098 

Based on this mesh independence study, a base size of 2.0 x10-5 m was 

selected. The volume mesh generated was then further evaluated in terms of 

its quality, cell skewness and volume change. The mesh was found to be 

suitable for further analysis in each case.  

3.5.2 An Additional Mesh Independence Study 

Since the capillary geometry study does not consider the impact of bifurcations 

and any refinement of the mesh that these may require, a second mesh 

independence study was conducted, using an incrementally more complex 

geometry (Figure 3.9).  

Geometry part Maximum skewness angle (°) 

Inlet 5.310 

Outlet 5.310 

Fluid  0.599 
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Figure 3.9: The more complex geometry used for the second mesh independence study. 
This is a 10x scaled version of the geometry originally published by Tan et al. Fillet is 

highlighted in orange.  

Here, only the mesh density of the fillet (highlighted in orange) was modified, 

since this is where more complex flow patterns are expected to occur within 

this geometry. Previous work within fluid dynamics has shown that bifurcations 

or other sudden changes in width or shape of pipe geometry can lead to areas 

of recirculation of flow.553 

Table 3.17: Results obtained from mesh independence study, only the meshing density of 
the fillet is altered in this case. Residuals given as the continuity for each calculation.  

Number of cells Maximum velocity (m s-1) Residuals 

30627 5.00 x10-4 2.66 x10-7 

31904 4.98 x10-4 4.60 x10-7 

32183 4.96 x10-4 3.95 x10-7 

32212 4.96 x10-4 3.54 x10-7 

34659 4.95 x10-4 2.92 x10-7 

36251 4.96 x10-4 3.26 x10-7 
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Figure 3.10: Mesh independence studies enable the least dense (and therefore 
computationally least intense) mesh to be chosen that does not compromise the accuracy of 
the result. Results of mesh convergence study from the more complex Tan geometry are 
shown. Increasing cell number arises from increasing numbers of cells within the fillet area 
defined previously. The mesh containing ~31,000 cells is the coarsest mesh that gives 
independent results. Error bars ±1% of the value used to help identify where mesh-
independence occurs.  

The results of this second mesh independence study (Table 3.17) shows that 

maximum fluid velocity is independent of mesh density once the geometry 

contains ~31,000 cells. This corresponds to a base size of the mesh of 1.5 

x10-6 m within the fillet area highlighted previously. Furthermore, it is known 

from earlier work, that the size of mesh cells must not be smaller than the size 

of nanoparticles used here.552 As a consequence, for the refinement of the fillet 

area, the meshing density must not lead to a cell size < 1.0 x10-6 m.  

In conclusion, these mesh independence studies show that the mesh needs 

refining at bifurcations to accurately resolve fluid velocity, since the mesh 

density that leads to the results being independent of the mesh in this case is 

greater than that used for the bulk of the geometry (2.0 x10-5 m). The 

assessment of the quality of this mesh can be found in Appendix C. 

3.5.3 Validation of Model and Methodology Against Published Studies. 

To validate the computational model created within this work, calculations 

were conducted to compare results obtained from this in silico study and two 

other previously published studies. 
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3.5.3.1 Tan et al. 

The geometry previously reported by Tan et al. was used; this consists of one 

main vessel and two symmetric daughter vessels of smaller diameter. A 

horizontal cross section of this geometry is shown (Figure 3.11). Calculation 

set up was broadly as previously described for the coupled CFD-DEM model 

(Section 3.4.7). However, boundary conditions for the solid phase were set as 

open at the ends of the daughter vessels, which permits nanoparticles to exit 

the geometry to more closely mimic the published methodology. 200 particles 

of a size suitable to represent 100 nm PLGA particles were injected into the 

geometry. Calculations also show that nanoparticles will travel the entire length 

of the geometry in 1 second. The simulation has been set to model a time 

period slightly in excess of this (1.05 s), to accommodate “lazy” nanoparticles, 

which may take longer to exit the geometry.  

There are differences between the work published by Tan and colleagues and 

the work undertaken here. Firstly, it is difficult to determine the precise method 

by which their calculations were performed, however, this is not an issue, since 

it is likely there are many ways by which this simulation could be performed. In 

this work, the calculations used a coupled CFD-DEM method. Furthermore, 

the published work also lacks details about both nanoparticle identity, but also 

that of the carrier fluid within the system. The assumption is made that the fluid 

is an incompressible Newtonian fluid. Here, PLGA nanoparticles of a size 

suitable to mimic 100 nm nanoparticles are used and the carrier fluid is blood 

plasma, modelled using the 5-parameter Carreau-Yasuda model, which allows 

a full description of the pseudoplastic behaviour of plasma to be included within 

the simulation. These alterations have the potential to lead to subtle 

differences between the two models. It would be expected that there would be 

variation between the models with respect to behaviour of both fluid and 

particle, and therefore of nanoparticle aggregation and agglomeration. As 

such, identical results between both models are not expected.  
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Figure 3.11: A representation of the 10x scaled version of the geometry used in this work.445 
Dimensions are given in micrometres.  

Due to the complexity of the model, this has again been developed with an 

iterative approach. Initially, the model was studied purely as a CFD model, so 

fluid behaviour could be understood, before the model was made more 

complex by coupling between CFD-DEM to enable particle behaviour to be 

studied, and finally nanoparticle-wall interactions were added into the model to 

more closely mimic the study performed by Tan and colleagues. To visualise 

the results more easily, a planar slice of the geometry in the y-plane is 

presented in each case.  

Fluid-only Model 

Initially, just the fluid behaviour was of interest in this geometry. Streamlines 

were used to elucidate how the fluid moves within this geometry (Figure 

3.12).Fluid flow enters via the inlet (far left of the geometry), flows in the x-

direction and exits through one of the two available outlets via the daughter 

vessels. In the scalar scene (B), the no-slip boundary condition (and therefore 

zero fluid velocity) at the walls can also be seen. Finally, the cross-sections 

selected here, show the development of complex secondary flow fields as the 

slice being considered is closer to the bifurcation in the geometry. This mirrors 

the results obtained by Guha and colleagues on studying fluid flow within 

symmetric branching networks in vivo.553 
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Figure 3.12: Fluid velocity changes as a function of vessel length. A) Plane section in Y-
direction. Fluid enters from the inlet (far left) and exits through one of two outlets within the 
geometry. B) Fluid velocity increases as a function of vessel length. C) 3 arbitrarily chosen 
planar sections in the x-direction are shown. Shape changes along the X direction – vessel 
tapers slightly. Fluid flow becomes more complex as it travels further down the larger mother 
vessel. 
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Finally, this model can also be used to study the wall shear stress within the 

geometry (Figure 3.13). It can be shown that in the larger “mother” vessel, the 

wall shear stress is ~0.7 Pa, and is ~ 1.4 Pa at the fillet area445 This paper 

gives wall shear rates of 200 s-1 and 400 s-1 at the bifurcation (analogous to 

the fillet area highlighted previously), which convert to 0.7 Pa and 1.4 Pa if the 

fluid is assumed to be blood plasma. This also provides more evidence to the 

assertions made previously, that dimensional scaling has been successfully 

applied – the models are dynamically similar.  

 

 

Figure 3.13: Wall shear stress agrees well with that expected from the original Tan et al. 
geometry. The similarity between the two models provides more evidence that dimensional 
scaling has successfully been applied to this larger scale model, since the forces within the 
models are considered dynamically similar.  

Fluid and Particle Model 

Once particles have been added to the model, and the simulation run, it is clear 

to see that the bulk of the nanoparticles injected into the geometry are attracted 

to the slowest moving areas at the bifurcation (Figure 3.14), or at the walls of 

the geometry. This is not dissimilar to those results published by Tan and 

colleagues, or those available within the area of vascular biology more widely, 

where low and/or oscillating wall shear stress has been previously implicated 

in the earliest stages of atherosclerosis.554,555  
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Figure 3.14: Particle density is highest where fluid velocity is low. Image shows nanoparticle 
position at the end of the simulation. 

Complete Model  

Wall interactions were added to this final version of the model to make it more 

closely replicate the results from the original Tan paper. Wall interactions are, 

as their name suggests interactions between the particles within the simulation 

and the boundaries of the geometry. Here, the same results as those given in 

the Tan paper are reported. Firstly, nanoparticle distribution will be discussed, 

before assessing impact of shear rate on nanoparticle binding. Finally, the 

utility of this model to understand the formation of nanoparticle aggregates and 

agglomerates in vivo will be considered. 

It can be shown that nanoparticle binding density decreases at the bifurcation 

as wall shear stress and shear rate increase (Figure 3.15). This is 

unsurprising, as increasing fluid velocity reduces the probability that a collision 

between nanoparticle and vessel wall will result in bonding.445 By applying the 

parallel bonds model, it is also possible to study nanoparticle aggregation 

behaviour (Figure 3.16). In this context nanoparticles, aggregates and 

agglomerates are defined as follows: nanoparticles are the primary particles in 

the nanoscale size range; aggregates are chemically bonded clusters of 

nanoparticles typically 200-300 nm in size and agglomerates are larger 

structures formed by groups of aggregates, which are held together by weaker 

forces e.g., Van der Waals.497  
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Figure 3.15: Nanoparticle density around the bifurcation decreases as shear rate and fluid 
velocity increase. Shear rate at bifurcation for each image is as follows: A) 400 s-1 B) 800 s-1 
C) 1600 s-1 D) 2000 s-1. Images show nanoparticle position at the end of the simulation. 

 

 

Figure 3.16: Nanoparticle aggregation behaviour can be studied with this model. A) Wall 
shear 400 s-1 at bifurcation. B) Wall shear stress 2000 s-1 at bifurcation. Images show 
nanoparticle position at the end of the simulation.  

For both images (Figure 3.16), a mixture of both individual nanoparticles and 

larger clusters can be seen. The aggregates are largest where fluid velocity is 

lower. However, in B, where wall shear at the bifurcation is 2000 s-1, additional 

distinct clusters can be seen. The clusters in this second case are significantly 

smaller in terms of the number of nanoparticles they contain, which further 
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suggests that the large aggregate in A is likely to be considered an 

agglomerate. The weaker forces which hold this agglomerate together are 

disrupted as fluid velocity increases.  

3.5.3.2 Barber et al. 

In this section, the developed methodology will be used to replicate the 

previously published study by Barber and colleagues. This paper considers 

partitioning of red blood cells (RBCs) into daughter vessels. A symmetric 

bifurcation (similar in shape and size to the Tan paper considered earlier) is 

used as a control geometry. Benchmarking against this paper enables fluid 

behaviour (as streamlines) and particle streaklines to be assessed. 

Streamlines, streaklines and pathlines can be defined as follows. Streamlines 

are a way of visualising fluid flow. Streaklines are the output of a continuous 

stream of particles, whilst pathlines track the movement of a single particle. 

Pathlines are not shown here but are defined for the sake of completeness. 

For unsteady flow, pathlines and streaklines may differ. For steady flow, 

streamlines, streaklines and pathlines all coincide.  

3 geometries are used within this paper: two bifurcations – symmetric and 

asymmetric and a T-junction. (Figure 3.17). In each case these are 10x 

models, and like the models studied previously, areas where fluid flow is likely 

to be more complex will be meshed at a higher density. Further details in 

Appendix A 
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Figure 3.17: A summary of the three geometries explored within Barber et al. A) symmetric 
bifurcation - daughter vessels 40 μm diameter. B) Asymmetric bifurcation - daughter vessels 

72.7 and 50.4 μm. C) T-junction - daughter vessels 40 μm in diameter.  
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In this section each model will be discussed separately, first considering the 

behaviour of the fluid before considering the behaviour of the nanoparticles 

introduced into the model. Streamlines are obtained for each geometry by 

generating a 1x12 matrix giving 10 streamlines originating at the inlet of the 

mother vessel. The streaklines are then generated by using 4 injectors evenly 

spaced across the inlet of the mother vessel to introduce particles into the 

geometry. Using an even number of injectors and therefore obtaining an even 

number of streaklines (and streamlines) for each geometry makes any 

preference for one specific daughter vessel much easier to identify in the 

figures which follow.  

Symmetric Bifurcation  

As stated previously, the symmetric bifurcation has one mother vessel of larger 

diameter and two equally sized daughter branches. This symmetric bifurcation 

is used as the control geometry in this study. Streak and streamlines (Figure 

3.18, Figure 3.19) clearly show that there is no preference for either daughter 

branch, and injected particles will be partitioned equally between both 

daughter vessels. When the streaklines are considered more closely, the 

particles injected closest to the centre of the mother vessel, where fluid velocity 

is highest, will reach the outlets of this geometry fastest. This is, perhaps, 

easier to see if Figure 3.19 is viewed using augmented reality. These results 

closely match those previously reported by Barber and colleagues.  

 

Figure 3.18: Symmetric bifurcation from Barber et al. No preference for either daughter 
vessel is seen via the streamlines used to visualise fluid behaviour in this geometry. This is 
as expected from previously published studies. 
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Figure 3.19: Symmetric bifurcation from Barber et al. Streaklines show no preference for 
either daughter branch and confirms the results obtained from the streamlines of fluid 

behaviour.  

Asymmetric Bifurcation 

The asymmetric bifurcation has a similar geometry to the symmetric bifurcation 

presented earlier; however, the daughter vessels are of two different diameters 

(72.7 and 50.4 μm respectively). This asymmetry in the diameter and therefore 

fluid velocity then leads to an uneven partitioning of streamlines and particles 

between the two daughter vessels within this geometry (Figure 3.20, Figure 

3.21).  

 

Figure 3.20: Asymmetric bifurcation from Barber et al. A clear preference for the larger of the 
two daughter vessels is observed. 
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Figure 3.21: Asymmetric bifurcation from Barber et al. Streaklines show a clear preference 

for the larger of the two daughter branches.  

The particle streaklines shown in Figure 3.21 make clear just how much slower 

fluid velocity is in the narrower daughter vessel – the slower the particles move, 

the closer together they appear. In this work, the particles are small relative to 

the overall geometry and the flow field, thus, they deviate little from the 

streamlines shown previously. The impact of the asymmetry in vessel diameter 

is then explained as fluid always follows the path of least resistance – the 

pressure drop between the geometry inlet and each outlet are slightly different 

to each other, despite the outlet boundary conditions being identical (pressure 

drop 19.71 Pa for the wider branch and 19.87 Pa for the narrower branch). 

T-junction 

The final geometry under study in this work is a T-junction. Like the symmetric 

bifurcation studied earlier, both daughter vessels are of the same diameter, 

and therefore, it would be expected that streamlines and therefore particle 

streaklines will partition themselves equally between both daughter vessels. 

These results are shown in Figure 3.22,Figure 3.23. Again, like the symmetric 

bifurcation, stream and streaklines are equally partitioned between both 

daughter branches and no preference for a particular branch is observed.  
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Figure 3.22: Streamlines showing fluid behaviour in the T-junction geometry. No preference 
for either daughter branch is observed, comparable to the results obtained for the symmetric 
bifurcation shown earlier. 

 

 

Figure 3.23: Streaklines for particle behaviour in the T-junction geometry. No preference for 

either daughter vessel is observed.  

If this geometry is compared with the symmetric bifurcation presented earlier, 

there is no significant difference in fluid or particle behaviour as a function of 

angle between the daughter branches (45° vs 90°). These results agree with 

those previously published within the literature.446 

Summary 

In summary, the results obtained using the combined CFD-DEM methodology 

developed in this chapter and the geometries reported previously by Barber et 

al., it can be shown that for the symmetric bifurcation there is no preference 

for either daughter vessel – unsurprising as both vessels are identical in shape 

and size, and this geometry is therefore used as a control within the study. The 

asymmetric bifurcation where the daughter branches are of differing diameters 

shows very different results. Here, there is a clear preference for one daughter 

vessel over the other, and it is the smaller vessel which preferentially attracts 

the particles injected into the geometry. The T-junction geometry shows no 

preference for either daughter vessel – the same as the control geometry 
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(symmetric bifurcation). This geometry is particularly useful, as it reveals useful 

insights into the robustness of the methodology; it makes clear that the 

methodology is capable of handling extremes in geometry (90° angle between 

daughter vessels). Therefore, it can be shown that this methodology is robust, 

unaffected by the angle between daughter vessels and can study both fluid 

and particle behaviour simultaneously. This is then the rationale for applying 

this combined CFD-DEM methodology in the following chapter to 

understanding the behaviour of drug-loaded nanoparticles in vivo following 

intravenous administration. 

3.5.3.3 What Do These Results Mean for Quality by (Digital) Design? 

Quality by design (QbD) is a pharmaceutical development methodology, which 

first begins by considering key parameters of the final drug product. These 

parameters include safety, efficacy dosage form and the route by which the 

final drug will be given.556,557 International harmonisation of these guidelines is 

ongoing.558 The development of in silico models, such as those developed in 

this work play a fundamental role in QbD as it enables novel 

(nano)therapeutics to “fail faster and fail cheaper”, i.e., unsuccessful 

candidates are identified well before expensive stage I clinical trials 

commence. Additionally, in silico models have previously been used for 

various pharmacokinetic studies and could potentially be used for studying the 

efficacy of novel drugs in so-called “special populations” e.g., paediatrics.559 

3.5.3.4 Limitations of the Model 

The models developed here are not perfect replicas of reality. There are many 

limitations which have been identified for this model. They concern the 

computational method that has been chosen (CFD-DEM); the assumptions 

implemented within the model to simplify it and simplify the calculations which 

need to be performed during the simulation, and finally limitations that are 

introduced through the chosen CFD solver.  

Limitations from Methodology 

Two well studied limitations exist for coupled CFD-DEM models, these are: the 

physical time that can be studied and the size of the problem that can be 

modelled.75  

The physical time of the model is limited in two ways, by the stability conditions 

imposed on the solid phase (i.e., particles) and the stability conditions imposed 

on the fluid phase. As discussed previously (Section 3.4.7.4), these stability 

conditions then apply limits on the size of the timestep used within the 

simulation; the smaller the timestep as determined by the Courant number and 

Rayleigh criteria, the shorter the physical time that can be modelled.  

CFD-DEM models are well-known to be computationally demanding and 

therefore the size of the problem is also limited. Limits exist on both the total 

number of particles that the simulation can handle (generally fewer than 105) 

and also a limit to the size of the geometry concerned and/or density of the 

mesh, as there is a maximum total number of cells that are currently possible 

within these types of simulations.75 To some extent, these limitations can be 



Chapter 3: Developing a Combined Computational Fluid Dynamics and Discrete 
Element Method Approach to Model Nanoparticle Behaviour in vivo 

169 

overcome by running the simulation in parallel (i.e. on several processors 

simultaneously), but a point still exists where the computational demand of the 

simulation will exceed available computational resources. 

Limitations Arising from Assumptions Used Within the Model 

Several assumptions have been applied to these models. This model assumes 

the vessel walls are smooth. Owen and colleagues have previously shown that 

this assumption is not true in vivo, and that surface roughness affects fluid 

haemodynamics.79 Also, these models do not consider the Fåhræus-Lindqvist 

effect. This effect describes the apparent change (decrease) in fluid viscosity 

of blood as vessel diameter decreases. 

Limitations from the Software 

Furthermore, additional limitations are introduced into this model by the CFD 

solver that has been chosen. A known limitation of the STAR-CCM+ software, 

is that it is not able to model so-called multiphase fluids. In the context of this 

study, this means that the computational simulation functions as if the PLGA 

nanoparticles were being introduced in a plasma-like carrier fluid. This does 

not reflect reality, where drug-loaded nanoparticles are frequently suspended 

in 0.9 % saline or 5 % glucose solutions.80 These solutions have viscosities 

that are different to that of blood plasma, and thus fluid behaviour may vary 

from that seen within these models.81,82 Recently published work suggests that 

this limitation of the model could be overcome with a coupled multiphase flow 

and DEM approach.79 

3.6 Conclusions 
A combined Finite Volume-Discrete Element Method has been developed for 

use with STARCCM+, a commercially available CFD-solver. The law of 

dynamic similarity and Buckingham Pi theorem have both been applied to 

create larger-than-life models of the geometries of interest.  

First, a literature review was performed to gather necessary physiological 

parameters (e.g. vessel length, diameter.) as well as input parameters for 

simulations and properties of the VADs that will be studied in Chapter 5. This 

work is summarised in Appendix E.  

Next, preliminary calculations using the data found for a generic capillary 

vessel were completed. Mesh independence studies were performed to 

balance accuracy of the results with computational demand of the simulations, 

and quantitative analysis of the generated volume mesh in terms of its quality, 

cell skewness and volume change was undertaken. The meshes were found 

to be suitable for further analysis in each case.  

It was confirmed that the methodology functions correctly and is robust to 

changes in input geometry by running simulations which replicate previously 

published studies (Tan et al. and Barber et al.). Simulations were constructed 

and undertaken in an iterative manner due to their complexity. Fluid velocity, 

fluid shear and nanoparticle aggregation are the parameters of interest here, 

but streamlines, streaklines and pathlines have also been studied. The results 
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of these studies show that fluid and particle behaviour is not a function of angle 

between daughter vessels but does depend on vessel diameter – particles and 

streamlines preferentially choose the narrower of the two vessels, where such 

choice exists, otherwise they will be partitioned equally between both daughter 

vessels. Furthermore, these studies also show that the CFD-DEM 

methodology developed in this chapter is robust and can be adapted to any 

chosen geometry of interest. This developed methodology enables behaviour 

of the fluid and nanoparticle aggregation and agglomeration to be studied at 

will and can be modified to include any desired particle shape or size.  

These in silico studies are useful when considering the nascent Quality by 

(digital) Design approach that is now beginning to find application within the 

development of novel pharmaceuticals, as these models would enable 

unsuccessful candidates to be identified well in advance of clinical trials. 

Finally, limitations of this study which arise from the methodology, model and 

chosen software have been discussed in detail. 
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A.  A Brief Introduction to Haemodynamics 

Haemodynamics is, in its simplest form, the study of blood flow and blood 

pressure within the human body.560 A complete discussion of this topic is well 

outside the scope of this thesis and therefore only the basics of 

haemodynamics necessary to contextualise the computational calculations 

discussed later, will be introduced here.  

3.7.1.1 Ohm’s and Poiseuille’s Law 

Blood flow is a function of pressure difference and resistance (Equation 14) 

and can be calculated using a modification of Ohm’s law.560 

𝑄 =
∆𝑝

𝑅
 (14) 

Equation 14: A modification of Ohm’s law gives volume flow rate (Q) as a function of 

pressure difference and resistance. Where Δp = change in pressure and R= resistance of 
blood vessel 

Poiseuille’s law enables us to calculate Δp, the pressure differential between 

two ends of a pipe (in this context, a blood vessel), that results purely from 

the viscosity of the fluid; where the fluid is incompressible (i.e. not a gas), 

Newtonian and under a laminar flow regime (Equation 15). Equations 

Equation 14 and 15 when used together also show that resistance is 

sensitive to change in blood vessel diameter. 

Δ𝑝 =
8𝜇𝐿𝑄

𝜋𝑅4
 (15) 

Equation 15: Poiseuille's law. Where μ = dynamic viscosity, L = length of pipe, Q = volumetric 

flow rate R = pipe radius. 

Poiseuille’s law has 4 important underlying assumptions. These are: viscosity 

of the fluid is constant; the tube is both cylindrical and rigid, length of tube is 

much greater than its diameter and flow is steady, non-pulsatile and non-

turbulent. Many of these assumptions are violated when Poiseuille’s law is 

applied to physiological blood flow.560 In these cases, extended forms of 

Poiseuille’s law can be used, such as the Darcy-Weisbach equation.560  

3.7.1.2 Introducing Shear Stress, Shear Rate and Velocity Profiles 

Shear stress, shear rate and the velocity profile of the fluid concerned are all 

intimately related to each other. In the circulation, blood flow is influenced by 

shear stress forces that occur at the walls of blood vessels; shear rate then 

considers how quickly these forces change between the wall and a point 

directly next to it and these factors then alter the velocity profile.531  

Shear Stress, Shear Rate and the No-slip Boundary Condition 

Shear stress is the force applied to a unit area that is created when a tangential 

force is applied to a surface (e.g., blood flow against endothelium) (Equation 

16). In other words, this is the force that the fluid applies to the surface and 

vice versa. In haemodynamics, this is often referred to as wall shear stress 

(WSS).  
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𝜏 =
𝐹

𝐴
 (16) 

Equation 16: Shear stress (τ) is a function of force (F) applied to an area (A) 

Wall shear stress has undergone significant study, as emerging evidence 

suggests that areas of blood vessels where WSS is low, or is oscillatory, are 

susceptible to the formation of atherosclerosis.561,562 

Wall shear rate (WSR) then refers to how quickly the velocity of the fluid 

changes between a point on the vessel wall (where the velocity is zero, this is 

the source of the no-slip boundary condition commonly used in computational 

fluid dynamics) and a point directly next to it. WSR is measured in reciprocal 

seconds (s-1) and is given by the equation below (Equation 17). 

𝛾 =
4𝑄

𝜋𝑅3
(17) 

Equation 17: Wall shear rate (γ) is a function of volumetric flow rate and pipe radius where Q 

= flow rate and R = pipe radius 

Simply, the no-slip boundary condition states that at a solid boundary, the fluid 

will have a velocity of zero.563 The physical justification for this: that at a 

surface, adhesive (sticking) forces are greater than cohesive forces, therefore, 

for a viscous fluid, the velocity at a surface is zero, and therefore these 

particles do not move (slip).563 In computational fluid dynamics, this boundary 

condition is the most commonly used version, as it accurately models what 

happens in most real-world situations, rather than it being an approximation to 

make the calculations less computationally demanding.564 

Relationship between Flow Rate, Reynolds Number, Shear Stress and 

Velocity Profile 

Reynolds number (Re) of a fluid depends on flow rate, vessel diameter and 

several properties inherent to the fluid itself (Equation 18). When the fluid 

concerned is blood, the viscosity of blood at 37 °C is 0.0035 Pa s, the density 

is approximately 1060 kg m3; the velocity of blood is then in m s-1 and the 

diameter of the blood vessel in metres, such that the Reynolds number is then 

a dimensionless quantity.560  

𝑅𝑒 =
𝜌𝐷𝑣

𝜂
(18) 

Equation 18: Reynolds number where ρ the density of the fluid, D the diameter of the pipe, ν 

is the velocity of the fluid and η is fluid viscosity.  

This equation dictates whether the fluid flow is considered laminar i.e., the fluid 

moves in layers with no mixing between them, or in a turbulent fashion, where 

fluid from adjacent layers becomes mixed. For a cylindrical pipe, the commonly 

accepted critical Reynolds numbers are such, that if Re is lower than ~2300, 

the fluid regime is considered laminar, and > 4000 the fluid is considered 

turbulent in nature. Between these numbers is a so-called “transition 

regime”.565  
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Figure 3.24: Reynolds number dictates fluid behaviour. In the vector image laminar flow 
(above) and turbulent flow (below) for a Newtonian fluid (water) flowing the positive x 
direction through a blood vessel 0.3 mm in diameter, as shown in the STAR CCM+ software. 
In the laminar regime, the no-slip boundary condition can clearly be seen.  

The Reynolds number for the blood flow within a particular blood vessel varies 

depending on exact blood vessel under consideration; furthermore, the critical 

number where the transition from laminar to turbulent flow occurs will also vary 

and this is strongly influenced by the morphology of the blood vessel 

concerned. Narrowed (stenotic) or branched arteries will often encounter 

turbulent flow even at usual physiological blood velocity.560 The Reynolds 

equation shows to a simple approximation that laminar flow is difficult to 

maintain where flow rate and therefore blood velocity is high.560 Physiologic 

blood flow in arteries has been found by Saqr et al. to be turbulent, even when 

it is not associated with pathological changes within the artery itself.566 In the 

microcirculation, because of the decrease in both blood velocity and vessel 

diameter, the blood flow tends to be laminar.560  

As discussed previously, shear stress and shear rate are proportional to each 

other, and the constant of proportionality is then the viscosity of the fluid 

concerned. Shear rate being the rate of change of the velocity by which one 

layer of fluid passes over another, therefore shear rate and velocity profiles 

must also be mathematically related.567 The speed of a fluid in a cylindrical 

pipe is not constant. At the walls, velocity of the fluid is zero, and the velocity 

of the fluid is greatest in the centre. Velocity profiles are therefore a graphical 

method to show the variation in fluid velocity as a function of distance from the 

wall.531 Under a laminar flow regime, these velocity profiles are often parabolic, 

and are flattened in a turbulent regime (Figure 3.25). 
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Figure 3.25: Shear rate and therefore fluid velocity affects the velocity profile of a fluid. 
Velocity profiles for a Newtonian fluid under a) laminar and b) a turbulent flow regime.  

Entrance Lengths and “Fully Developed Flow” 

The entrance length can be understood as the distance a fluid travels after 

entering a pipe (or any other enclosed space) before its flow is “fully 

developed”.568 When a fluid first enters a pipe, velocity is constant across the 

fluid.  

As it continues further into the pipe, the impact of friction at the pipe walls 

begins to make its presence felt and fluid velocity begins to vary as a function 

of distance from the wall.569 Fully developed flow is then when the velocity 

profile is no longer changing, and is usually parabolic in nature for a laminar 

regime (Figure 3.25).570,571 The distance over which this continual change in 

velocity profile occurs, can be calculated in a laminar or turbulent flow regime.  

𝐿𝑒(𝑙𝑎𝑚𝑖𝑛𝑎𝑟) = 0.05𝑅𝑒𝐷 (19) 

𝐿𝑒(𝑡𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑡) = 4.4𝐷(𝑅𝑒)
1
6 

Equation 19: Entrance length as a function of pipe diameter and Reynolds number. Where Re 

is the Reynolds number and D is diameter of the pipe. 

The entrance lengths are greater in a laminar than in a turbulent flow regime, 

due to power term present in the calculation for turbulent flow, but detailed 

discussion of this is outside the scope of this report.  

Understanding the nature of the fluid regime tells us how to proceed with 

calculations of fluid behaviour. If entrance length is much greater than the 

length of the blood vessel of interest, blood flow is never considered to be fully 

developed and this impacts on the calculations run later.  
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B. Input Geometries 

This appendix details the development of each input geometry.  

 

Cylindrical capillary geometry 

Dimensions  

Inlet/ Outlet: 50 μm 

Length: 2500 μm 

Geometry 

 

Mesh 
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Simple bifurcation – Tan et al.   

Dimensions 

Inlet 20 μm 

Outlet 10 μm 

Length 100 μm 

Geometry 

 

Mesh 
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Barber et al 

Dimensions 

The dimensions of these figures are summarised in the table below.  

 

Parameter  Symmetric  Asymmetric  T-junction  

Q0  8 μm2s-1  8 μm2s-1  8 μm2s-1  

Q1  2 μm2s-1  6.60 μm2s-1  2 μm2s-1  

Q2  2 μm2s-1  3.17 μm2s-1  2 μm2s-1  

W0       (mother 
vessel)  

8 μm  8 μm  8 μm  

W1      (daughter 
vessel)  

4 μm  7.27 μm  4 μm  

W2      (daughter 
vessel)  

4 μm  5.04 μm  4 μm  

Lv0  20 μm  20 μm  15 μm  

Lv1     (daughter 
vessel)  

20 μm  20 μm  20 μm  

Lv2      (daughter 
vessel)  

20 μm  20 μm  20 μm  

β1  (π/4) 45°  (π/4) 45°  (π/2) 90°  

β2  (π/4) 45°  (π/4) 45°  0°  

r0  3 μm  3 μm  3 μm  

r1  3 μm  3 μm  3 μm  

r2  3 μm  3 μm  3 μm  

 

Symmetric 
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Asymmetric 
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T-junction 
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C. Assessment of Generated Mesh Quality 

Tan et al., geometry 

The quality of this generated mesh can be assessed in a quantitative fashion 

by looking at cell quality, skewness angle of the cells themselves and the 

degree by which the volume of one cell differs from its neighbours. Despite it 

being the fillet region that was of most interest within the mesh independence 

study, the quality of the entire mesh will be considered here.  

Cell Quality 

All cells within this volume mesh have a cell quality > 0.5. Therefore, it can be 

said that the mesh is of a sufficient quality to give accurate results (Table 3.18).  

Table 3.18: Cell quality measures the uniformity of a simulated mesh. Cell quality for the Tan 
geometry used within this chapter. All cells are seen to have a cell quality of 1.0.  

Cell quality Number of cells 

≤ 0.50 0 

≤ 0.60 0 

≤ 0.70 0 

≤ 0.80 0 

≤ 0.90 0 

≤ 0.95 0 

≤ 1.00 31904 

 

Skewness Angle 

In this case, the skewness angles of each part within the geometry are 

significantly higher than those in the initial capillary geometry, but none of 

these skewness angles are considered ‘bad’, nor do they (nor would they be 

expected to) lead to issues with convergence of the results for this more 

complex geometry (Table 3.19). 

Table 3.19: Maximum skewness angles for each geometry part within the more complex Tan 
et al. geometry. 

Geometry part Maximum skewness angle (°) 

Inlet 49.02 

Outlet 1 73.90 

Outlet 2 56.98 

Fluid 9.79 

Fillet 9.48 

 

Volume Change 

All cells have a volume change > 0.01 (Table 3.20). This suggests the results 

from this mesh will be accurate and the solver should be stable.  
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Table 3.20: Volume change of cells within a mesh is a proxy measure of the accuracy of the 
results it will generate. All cells within this mesh have a volume change > 0.01.  

Volume change Number of cells 

<0.01 0 

<0.1 2744 

<1 29160 
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D. Dimensional scaling and Buckingham Pi 

theorem 

This section introduces the role of dimensional scaling and dynamic similarity, 

as well as applying Buckingham Pi theorem to find the parameters which must 

be held constant to afford geometric, dynamic and kinematic similarity in the 

resulting scaled models.  

Larger-than-life models are created in this work, since this affects the speed 

by which the calculations will be completed, but also enables improved spatial 

resolution of fluid behaviour. Buckingham Pi theorem is the process by which 

the non-dimensional parameters for this model can be found.  

Law of dynamic similarity and its application 

The law of dynamic similarity is a phenomenon where geometrically similar 

models (i.e., different size, but same shape), with the same boundary 

conditions and dimensionless constants (e.g., Reynolds number) will have 

identical fluid flows. The rationale for why Reynolds number must be held 

constant will be discussed later. 

It can be shown that each of these three components are true for the scaled 

models that we are creating in this work.  

Geometric similarity – same shape 

It had been decided to create a 10x model, so vessel length and diameter were 

already known. It is common to see up to 8x models within the literature.572,573 

Scaling both by a factor of 10 means length-to-diameter ratio remains constant 

and therefore the model can be considered geometrically similar.  

Dynamic similarity – same forces 

It is already known that the carrier fluid for the scaled model will be the 

incompressible non-Newtonian fluid that is blood plasma. Fluid density (ρ) and 

dynamic viscosity (μ) were already known. Therefore, only inlet velocity is 

unknown. To obtain dynamic similarity in the model, Reynolds number must 

be equal to that of the original geometry i.e., physiological values.  

𝑅𝑒 =
𝜌 𝑈𝑓𝐷

𝜇
 

This can be rearranged as follows to give Uf as a function of Reynolds 

number, fluid density, vessel diameter and dynamic viscosity.  

𝑈𝑓 =
𝑅𝑒𝜇

𝜌𝐷
 

Dimensional analysis confirms the equation has been correctly rearranged, 

as Uf still has units of m s -1. 
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Kinematic similarity – forces act in the same direction 

Kinematic similarity is defined in fluid dynamics as the velocities of the fluid in 

both models being in the same direction and differing by a scale factor. 

Calculating maximum centreline velocity of both models shows kinematic 

similarity holds in this case. Calculating maximum centreline velocity in a 

straight pipe is given by the equation below. 

𝑈𝑚𝑎𝑥 = 2𝑥𝑈𝑓 

Applying the law of dynamic similarity 

Applying the law of dynamic similarity enables the creation of models which 

differ from their size in real life, it is for this reason that it is frequently applied 

in other areas of engineering. and is particularly common within 

mechanics.574,575 It has been introduced more recently in biomedical 

engineering, and often used where in vivo fluid dynamics are of interest.576 

These larger-than-life models have much improved spatial resolution of wall 

shear stress and fluid velocity, as they are not impacted by cardiac motion or 

respiration.573,577 Therefore, it is then possible to measure fluid dynamics 

parameters in vessels that were previously too small to obtain satisfactory 

resolution.  

Scaling non-Newtonian fluids 

Applying dynamic scaling to non-Newtonian fluids such as blood has 

previously been studied.572 In these cases, blood is often considered either as 

a 5-parameter Carreau-Yasuda fluid or is mimicked using the Sisko model.578 

During the creation of scaled vascular models, and CFD vascular studies in 

general, it is usual for researchers to neglect the shear-thinning behaviour of 

blood and instead mimic the carrier fluid as a Newtonian fluid (i.e., water).  

Identifying necessary dimensionless constants 

Buckingham Pi theorem is the process by which the appropriate non-

dimensional parameters for a problem can be identified.579,580 

The theorem uses the following definitions580:  

n = the number of independent variables relevant to the problem 

j = the number of independent dimensions found within the variables 

j’ = the maximum reduction possible in terms of the number of variables that 

must be considered simultaneously. 

k = the number of independent Π terms that can be identified to describe the 

problem. k = n-j 
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Step 1: Identify variables involved in the problem 

These variables are D, L ρ,u and μ 

Step 2: Assign dimensions (MLTθ) to each of these variables.  

 

Step 3. Calculating Pi products 

In the first instance, assume j=j’.  

From the dimensional analysis above, j’=3 (M,L and T). Therefore j=3.  

The total number of independent Π terms is then k = 5-3 = 2.  

Two independent Π terms will be found for this problem.  

Step 4: Creating Pi products 

We know from the above step that 2 independent Π terms will be found.  

Π1 =
𝜌𝑢𝐷

𝜇
= 𝑅𝑒 

The first independent term is the dimensionless value also known as 

Reynolds number.  

The second is then:  

Π2 =
𝐿

𝐷
 

Which is known as length-to-diameter ratio.  

Pulling it all together – input parameters for capillary model  

From this discussion above of the law of dimensional similarity and 

Buckingham Pi theorem, the necessary input parameters for the initial 

generic capillary geometry used in this work are given below (Table 3.21).  

Table 3.21: Input parameters for scaled capillary model. 

Parameter Physiological values Scaled model 

Length (L) 2.50 x10-4 m 2.50x10-3 m 

Diameter (D) 5.00x10-6 m 5.00x10-5 m 

Inlet velocity (Uf) 5.00x10-4 m s-1 5.00x10-5 m s-1 

Maximum centreline velocity (Umax) 1.00x10-3 m s-1 1.00x10-4 m s-1 

Fluid density (ρf) 1060 kg m3 1060 kg m3 

Dynamic viscosity (μ) 0.0035 kg m-1 s-1 0.0035 kg m-1 s-1 

Length to diameter ratio (L/D) 50 50 

Reynolds number (Re) 0.001 0.001 

Variable Dimensions 

Diameter L 

Length L 

Density ML-3 

Velocity LT-1 

Dynamic viscosity ML-1T-1 
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E. Literature Review  

 

Author (Date) Vascular site 
(Organ) 

Diameter 
(µm) 

Shear 
stress (τ 

Pa) 

Blood 
Flow 

(µl/min), 
Mean and 
Standard 
Deviation 

Comments Methodology Reference/ URL 

Gilmore 
(2005) 

Retina Arterioles 111.6  9.4 (SD 
2.5) 

This study 
measured 

the impact of 
oxygenation 
and hypoxia 
on arteriole 
parameters. 

Canon laser blood 
flowmeter 
(Doppler).. 

doi.org/10.1152/ajpheart.01037.2004 

Hammes 
(2016) 

Cephalic arch 2900 0.23-0.3 
Pa 

ND 22 patients 
all with 

advanced 
renal failure 

& are on 
dialysis. 

Parameters 
captured 
here are 

those taken 
"at mapping" 

i.e pre-AV 
fistual 

formation 

BFV measured by 
doppler 

ultrasound. 
Venogram used to 
measure how big 

the vein is. 

DOI:10.1371/journal.pone.015287 

Klarhöfer 
(2001) 

Aorta 10,000    Measured using 
MRI 

 
finger (artery) 800-1800 ND 3000-

26,000 
  

Carotid artery  1.1-1.3pa   
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Reneman 
(2008) 

Brachial artery  0.4-0.5Pa  Suggests 
Poiseuille’s 

law does not 
hold in vivo 

 10.1007/s11517-008-0330-2 
Femoral artery  0.3-0.5 

Pa 
  

Seymour 
(2019) 

Abdominal aorta 7,700 0.19 876,000 

See table S1 
from this 

paper 
Varies. 

 

femoral artery 3,900 0.39 271,800 

brachial artery 2,070 0.73 78,900 

internal carotid 2,240 2.17 256,800 

anterior cerebral 1,220 4.09 70,200 

basilar 1,930 1.81 148,800 

common carotid 3,290 1.19 485,400 

vertebral 1,700 1.71 87,000 

external carotid 2,080 1.55 163,200 

Suzuki 
(2020) 

brachial artery 3720±450   Subjects for 
non-smoking 
cohort are all 

men.  

Measured using 
doppler 

ultrasound. 
Doppler beam 

angle 60 degrees. 

https://doi.org/10.14814/phy2.14369 

Doriot (2000) Coronary artery 2600-5000 0.68 Pa 
(SEM 
0.027) 

19400-
123200 

 Intravascular flow 
wire + 

angiography to 
enable 3D 

reconstruction of 
arteries 

doi:10.1097/00019501-200009000 

Fung et al 
(1971) 

Intestinal 
mesentary 

(capilliary bed) 

   The average 
length of a 
capillary is 
about 200-
250 micron. 

  

Nasr (2012) Radial artery 
(Arm) 

male: 2690 
female: 
2430 

  Cadavers. 
Almost equal 
split between 
male/ female 

Dissection. 
Measurements 

taken using 
vernier calipers 
and measuring 

strip 

 

https://doi.org/10.14814/phy2.14369
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Spivack 
(2012) 

cephalic vein    Mean size 
decreases 
as distance 

from 
antecubital 

fossa 
(elbow) 

increases.  

ultrasound 10.1016/j.ultrasmedbio.2011.11.008 

Great 
saphernous vein 

   

Planken 
(2005) 

cephalic vein (at 
wrist) 

1800    ultrasound 10.1093/ndt/gfi340 

Irfan (2016) 

cephalic vein (at 
wrist) 

2800 (SD 
1000) 

    10.1155/2016/8096473 

cephalic vein (at 
elbow) 

3100 (SD 
900) 

    

Mahler 
(2011) 

basilic vein (at 
elbow) 

5100 (SD 
1300) 

   ultrasound 10.1186/1865-1380-4-53 

Tenenbein 
(2006) 

Internal jugular 
vein (left) 

11200    

ultrasound 

Tenenbein, PK MD, FRCPC*; Godhke, B 
MD§; Britz, GW MD, MPH†; Sekhar, LN 
MD†; Lam, AM MD, FRCPC* † Internal 
Jugular Vein Diameter on Ultrasound 

Predicts Jugular Bulb Dominance, 
Journal of Neurosurgical Anesthesiology: 
October 2006 - Volume 18 - Issue 4 - p 

304 

Internal jugular 
vein (right) 

14800    

Zhu et al 
(2015) 

Subclavian vein 9200    Ultrasonography 10.1016/j.jss.2015.02.063 

Nazarin and 
Fosager 
(1995) 

Brachiocephalic 
vein 

    Colour doppler 
sonography 

10.1148/radiographics.15.6.8577962 

Nadesan 
(2019) 

SVC 2cm     10.1002/ca.23351 

Shima (1996) Median cubital 
vein 

1.8mm    Japanese 
cadavers.  

https://pubmed.ncbi.nlm.nih.gov/8938512/ 

https://doi.org/10.1016/j.ultrasmedbio.2011.11.008
https://doi.org/10.1093/ndt/gfi340
https://dx.doi.org/10.1155%2F2016%2F8096473
https://dx.doi.org/10.1186%2F1865-1380-4-53
https://doi.org/10.1016/j.jss.2015.02.063
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Size External 

diameter 
(mm) 

Internal 
diameter 

(mm) 

Trocar 
length 
(mm) 

Maximum 
flow rate 
ml/min 

Reference 

Peripherally inserted 
venous cannula 

18G 1.3 0.9 32/45 90 https://www.terumo-europe.com/en-
emea/products/surflo%E2%84%A2-i-v-catheter 20G 1.1 0.8 32 60 

22G 0.85 0.6 25 35 

  
Size Lumen Length (cm) External 

Diameter 
(mm) 

Internal 
diameter 

(mm) 

Maximum 
flow rate 
ml/min 

Reference 

Peripherally inserted 
central catheter 

5F Single  1.667 0.9  https://www.bd.com/en-us/products-and-
solutions/products/product-

page.9195118#specifications 

5F Dual  1.667 0.9, 0.9  https://www.bd.com/en-us/products-and-
solutions/products/product-

page.1295108d#specifications 

5F Treble  1.667 0.9,0.7,0.7  https://www.bd.com/en-us/products-and-
solutions/products/product-

page.1395108qd#specifications 

Central Venous Catheter 9.6F Single 90 3.1 
  

https://www.bd.com/en-us/products-and-
solutions/products/product-

page.0600560#specifications 

10F Triple 97 3.3 1.5,0.8,0.8  https://www.bd.com/en-us/products-and-
solutions/products/product-

page.0606560#specifications 



190 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter 4  

CFD-DEM Models of 

Clinically Relevant Venous 

Access Devices 
 

4.1 Introduction 
As discussed at the end of the previous chapter, the CFD-DEM methodology 

developed there will now be used to study the fluid and particle behaviour 

within three commonly used vascular access devices (VADs). These VADs 

are: a 20G peripherally inserted venous cannula (PIVC); a 10F peripherally 

inserted central catheter (PICC) and a 9.6F single lumen and the slightly larger 

10F triple lumen Hickman line or central venous catheter (CVC). 

In this chapter, several objectives will be established to enable the aim of this 

chapter to be met. These objective include: initially to develop CFD-only 

simulations where the VAD is considered firstly as an obstruction to blood flow 

before the simulations are further developed to infuse either 0.9% saline or 5% 

glucose down a single lumen of the device, this will enable fluid behaviour to 

be studied in detail, as well as to ascertain the influence of the carrier fluid on 

overall fluid velocity, residence time and wall shear stress. Once these 

simulations have been developed, it is then going to be possible to make these 

more complex by reintroducing the CFD-DEM approach developed in the 
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previous chapter. Here, nanoparticle behaviour and particle-related 

parameters (e.g., particle shear stress) can now be determined via in silico 

studies. Particle shear stress is believed to be one of the key parameters to 

influence the physiochemical characteristics of the protein corona that 

develops in vivo, however few studies have so far considered the impact of 

fluid shear rate and particle shear stress on protein corona formation, and 

fewer still consider the protein corona around biocompatible polymeric 

nanoparticles. Finally, Principal Component analysis, as well as hierarchical 

clustering are implemented to simplify the data set, enabling key parameters 

for the development of the microfluidic device to be identified. 

There is no literature review in this chapter, the literature review has been 

interwoven into that at the start of Part 2 of this thesis. In this chapter, the three 

VADs as detailed previously are studied. For each VAD, the structure is as 

follows, initially a mesh independence study is undertaken to determine the 

density of the mesh for both the blood vessel as well as VAD itself, that is 

necessary to balance result accuracy with computational demand. The quality 

of the resulting mesh is then analysed with the same methodology as the 

previous chapter. This is then followed by considering the VAD purely as an 

obstruction to blood flow in the vein. The simulation is then made more 

complex once multicomponent fluids are introduced and the VAD is now used 

for the infusion of fluid. Finally, the CFD-DEM methodology is implemented 

and now nanoparticle behaviour under flow can be studied. Once the 

simulations for this chapter are complete, two forms of unsupervised machine 

learning are implemented to simplify the data set, and enable further insights 

to be drawn from the data. The results of this chapter – summarised in Section 

4.4.4 – will then be used as input data for the design and development of a 

microfluidic device in Chapter 5. 
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4.2 Chapter Aims and Objectives 
By the end of this chapter, a coupled CFD-DEM approach will have been used 

to study three different ways by which drug-loaded nanoparticles can be 

administered intravenously (i.e., peripherally inserted venous cannula, 

Hickman and PICC lines). Once these models are complete, it will be possible 

to change the size and shape of nanoparticles that are introduced, to study 

any chosen nanoparticle. These studies can then be used to identify 

nanoparticles at risk of excessive aggregation and thus inform the design of 

novel nanotherapeutics. 

This chapters aim will be achieved by completing the following objectives: 

1. Create CFD-only models of the 3 VADs of interest for this chapter.  

Initially, only the fluid behaviour in the geometry – with the VAD acting as an 

obstruction is of interest. Later, the complexity of the simulation will be further 

increased by introducing 0.9% saline into the simulation via the VAD under 

study. 

2. Extend the models to use CFD-DEM, and therefore model fluid and 

nanoparticle behaviour simultaneously.  

Once the impact of the VAD itself, and the impact of introducing 0.9% saline 

into the simulation has been studied, models will use CFD-DEM to model the 

impact of introducing 100 nm PLGA nanoparticles into the simulation. 

3. Understanding the influence of several modifications on fluid 

behaviour and velocity e.g., catheter tip shape, infusion fluid. 

Lancet tip and lab tip needles will be studied using the PIVC model. 0.9% 

saline and 5% glucose are fluids with quite different viscosities; simulations will 

be performed to study their impact on fluid behaviour.  

4. Develop an understanding of what these results mean in terms of the 

clinical use of VADs.  

These results will be analysed for meaning in the context of Virchow’s Triad 

and to begin to understand why ultrasound-guided IV insertion is known to be 

more prone to thrombosis, compared to “landmark-guided” methods.  
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4.3 Materials and Methods 
The computational models presented in this chapter were simulated using 

STARCCM+ (Siemens PLM, Version 2022.1.1), a commercially available CFD 

solver. This is a more recent version of the software than that used with the 

models and benchmarking studies presented in the previous chapter. Only 

where physics models or other settings within the simulation set up diverge 

from those used previously will be discussed. Otherwise, much of the 

methodology developed in the previous chapter broadly still holds, and is 

duplicated in a brief format for the sake of completeness. 

As this model is complex, it was decided that an iterative approach was to be 

used, where the model would only be extended and made more complex once 

the earlier iteration had successfully been completed. Initially, a wholly-CFD 

model was developed, which represented only the geometry of the situation at 

hand and the behaviour of blood flow. Later, the model was extended using 

DEM and nanoparticulate behaviour studied using a Lagrangian multiphase 

model, which enables coupling between CFD and DEM.  

4.3.1 Input Geometries 

Input geometries were created in Solidworks 2021 (Dassault Systemes/ 

Solidworks Corporation), before being imported into STARCCM+. Further 

details for each input geometry (PIVC, PICC, Hickman line) in this chapter 

can be found in Appendix A.  

4.3.2 Mesh Development 

Mesh convergence studies were used to confirm that the meshing parameters 

were appropriate to create a mesh of sufficient quality for further analysis. Cell 

quality, skewness angle of the cells themselves and the degree by which the 

volume of one cell differs from its neighbours was assessed. The vascular 

access device was meshed in each case with a denser mesh than the blood 

vessel. These mesh parameters are summarised in Table 4.1-Table 4.3. 
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Table 4.1: Final meshing parameters used to create the volume mesh following mesh 
convergence studies – PIVC model. 

Group Mesher 

Surface mesher Surface remesher 

Core volume mesher Polyhedral mesher 

Optional boundary layer mesher Prism layer mesher 

Refining the mesh 

Base size 2.0 x10-4 m 

Number of prism layers 6 

Prism layer stretching 1.5 

Prism layer total thickness 33.33 (relative to base) 

Refining the VAD 

Base size 1.0x10-4 m 

Number of prism layers 6 

Prism layer stretching 1.5 

Prism layer total thickness 33.33 (relative to base) 

 

Table 4.2: Final meshing parameters used to create the volume mesh following mesh 
convergence studies – PICC line model. 

Group Mesher 

Surface mesher Surface remesher 

Core volume mesher Polyhedral mesher 

Optional volume mesher Generalised cylinder mesher 

Optional boundary layer mesher Prism layer mesher 

Refining the mesh 

Base size 3.0 x10-4 m 

Number of prism layers 6 

Prism layer stretching 1.5 

Prism layer total thickness 33.33 (relative to base) 

Refining the VAD 

Base size 1.5x10-4 m 

Number of prism layers 6 

Prism layer stretching 1.5 

Prism layer total thickness 33.33 (relative to base) 

 

Table 4.3: Final meshing parameters used to create the volume mesh following mesh 
convergence studies – Hickman line model. 

Group Mesher 

Surface mesher Surface remesher 

Core volume mesher Polyhedral mesher 

Optional volume mesher Generalised cylinder mesher 

Optional boundary layer mesher Prism layer mesher 

Refining the mesh 

Base size 3.0 x10-4 m 

Number of prism layers 6 

Prism layer stretching 1.5 

Prism layer total thickness 33.33 (relative to base) 

Refining the VAD 

Base size 1.5x10-4 m 

Number of prism layers 6 

Prism layer stretching 1.5 

Prism layer total thickness 33.33 (relative to base) 
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4.3.3 Defining Boundaries 

Once the mesh of the geometry had been rendered, inlets, outlets and walls 

were defined to set the boundaries of the problem.534 

Table 4.4: Boundary conditions implemented in STAR CCM+. Boundary type is described in 
the STARCCM+ jargon 535 Note: The boundary conditions for solid phase are not 
implemented in the wholly CFD model. 

Physical Boundary Phase Boundary type 

Inlet Liquid Inlet 

Solid Phase impermeable 

Outlet Liquid Pressure outlet 

Solid Phase impermeable 

Wall Liquid Wall “no-slip” 

Solid wall 

 

4.3.4 Physics Continua and Input Parameters 

Physics models are predetermined ways of describing spatial orientation of the 

volume mesh, defining whether the solution is steady or transient in nature, as 

well as describing the composition and behaviour of fluid flow within the 

simulation. Some optional models consider the effects of certain forces such 

as gravity, others impact the way the solvers function and therefore can be 

selected to refine the accuracy of the solution and/or aid its convergence.  

4.3.4.1 Modelling VADs as an Obstruction in Blood Flow 

Table 4.5 summarises the physics models employed in the wholly CFD model, 

where fluid behaviour is known to be within the laminar regime, and the only 

source of fluid is in the blood vessel i.e. the vascular access device is 

considered only as an obstruction to blood flow. 

Table 4.5: Physics models selected in STARCCM+ where fluid behaviour is in the laminar 
regime.They are described in the STARCCM+ terminology.  

Group box Physics model 

Space Three dimensional 

Time Steady 

Material Liquid 

Flow Coupled flow 
Gradients (selected automatically) 

Equation of state Constant density 

Viscous regime Laminar 

Optional Models Gravity 
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The input parameters for the fluid phases used in this section are summarised 

in Table 4.6.  

Table 4.6: Input parameters for the fluid phase, where the VAD is considered as only an 
obstruction to blood flow.  

 Units Ref 

Material properties (liquid, whole blood) 

 Density (ρ) 1050 kg m-3 524 
 Dynamic viscosity (η) 2.78 Pa s 

Initial conditions 

Median Cubital Vein – 
inlet 

Velocity (ν) 0.11 m s-1 581,582 

Left brachiocephalic 
vein  

Velocity (ν) 0.48 m s-1 

583 
Right brachiocephalic 

vein 
Velocity (ν) 0.84 m s-1 

 

4.3.4.2 Modelling Multicomponent Fluids 

Multicomponent fluids can be modelled using STARCCM+. In these 

simulations, this is used to model 0.9% saline or 5% glucose being infused into 

the system via the vascular access device. The simulations are set up as 

described by Piper and colleagues, this paper also influences the choice of 

turbulence model used within this work.524 For the simulations where the fluid 

introduced via VAD is within the laminar regime, set-up stops after the viscous 

regime has been selected (Table 4.7). For the saline flush (300 mL min-1), 

Mentor’s Shear Stress Transport (SST) k-omega turbulence model is used in 

this case (and any other simulations known not to be in the laminar regime (i.e. 

Re > 2300)).524 The SST model combines both k-omega and k-epsilon 

turbulence models, such that k-omega is used at the wall and k-epsilon used 

for free stream turbulence.584 
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Table 4.7: Physics models selected in STARCCM+ to model multiphase fluids. Turbulent 
viscous regime chosen to model the 300mL min-1 infusion, otherwise, laminar is used.  

Group box Physics model 

Space Three dimensional 

Time Steady 

Material Multi-component liquid 

Reaction regime Non-reacting 

Flow Coupled flow 
Coupled species (selected automatically) 

Gradients (selected automatically) 

Equation of state Constant Density 

Viscous Regime Laminar / Turbulent 
Reynolds-Averaged Navier-Stokes 

(selected automatically) 

Reynolds-Averaged Turbulence k-omega Turbulence 
All y+ wall treatment (selected 

automatically) 
Wall Distance (selected automatically) 

SST (Menter) k-omega (selected 
automatically) 

Optional Models Gravity 
Passive Scalar 

Next, the fluid phases (blood, 0.9% saline and 5% glucose) are defined (Table 

4.8) – fluid density and viscosity are given in Table 4.9. 

Table 4.8: Defining the fluid phases. 

Group box Physics model 

Flow Laminar 

Material Liquid 

Equation of state Constant density 

Optional models Passive scalar 
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Table 4.9: Input parameters and initial conditions for modelling multicomponent fluids.  

 Units Ref 

Material properties (liquid, 0.9% m/v saline, 25°C) 

 Density (ρ) 1004.59 kg m-3 585 

 Viscosity (η) 0.00102 Pa s 586 

Material properties (liquid, 5% m/v glucose, 20°C) 

 Density (ρ) 1017.50 kg m-3 587 

 Viscosity (η) 0.00114 Pa s 588 

Initial conditions 

PIVC (10 mL min-1) Velocity (ν) 0.584 m s-1  

PIVC (30 mL min-1) Velocity (ν) 1.75 m s-1  

PIVC (60 mL min-1) Velocity (ν) 3.50 m s-1  

Saline flush (300 mL min-1)  Velocity (ν) 17.50 m s-1  

PICC Line Single lumen (150 mL hr-1) Velocity (ν) 0.08 m s-1  

PICC Line Single lumen (300 mL hr-1) Velocity (ν) 0.16 m s-1  

PICC Line Single lumen (600 mL hr-1) Velocity (ν) 0.33 m s-1  

PICC Line Single lumen (1185 mL hr-1) Velocity (ν) 0.65 m s-1  

PICC Line Dual lumen (150 mL hr-1) Velocity (ν) 0.07 m s-1  

PICC Line Dual lumen (300 mL hr-1) Velocity (ν) 0.13 m s-1  

PICC Line Dual lumen (400 mL hr-1) Velocity (ν) 0.18 m s-1  

PICC Line Dual lumen (547 mL hr-1) Velocity (ν) 0.24 m s-1  

PICC Line Treble lumen (100 mL hr-1) Velocity (ν) 0.31 m s-1  

PICC Line Treble lumen (150 mL hr-1) Velocity (ν) 0.46 m s-1  

PICC Line Treble lumen (250 mL hr-1) Velocity (ν) 0.76 m s-1  

PICC Line Treble lumen (280 mL hr-1) Velocity (ν) 0.85 m s-1  

CVC Single lumen (50 mL min-1) Velocity (ν) 0.11 m s-1  

CVC Single lumen (100 mL min-1) Velocity (ν) 0.22 m s-1  

CVC Single lumen (150 mL min-1) Velocity (ν) 0.33 m s-1  

CVC Single lumen (200 mL min-1) Velocity (ν) 0.44 m s-1  

CVC Treble lumen (17 mL min-1) Velocity (ν) 0.57 m s-1  

CVC Treble lumen (15 mL min-1) Velocity (ν) 0.49 m s-1  

CVC Treble lumen (7 mL min-1) Velocity (ν) 0.23 m s-1  

CVC Treble lumen (5 mL min-1) Velocity (ν) 0.16 m s-1  

 

4.3.4.3 Tracking Fluid Residence Time 

To track fluid residence time, the physics continua were modified to change 

the time regime to implicit unsteady, and Lagrangian multiphase model was 

also enabled to allow the introduction of Lagrangian particles into the system 

(Table 4.10). These Lagrangian particles were labelled as Residence Time 

and are massless, therefore behave like a tracer dye being introduced into the 

system. The particles are then monitored until they leave the domain.  

Table 4.10: Modified parameters for the introduction of Lagrangian particles into the 
simulation to track fluid residence time. 

Group box Physics model 

Particle type Massless particles 

Optional Models Residence Time 

Injectors are then defined to randomly introduce these particles (Table 4.11). 

Following the first timestep, particle flow rate was reduced to 0 – otherwise the 

simulation continues to introduce particles and the calculation progressively 

becomes increasingly computationally demanding. Altering the point inclusion 
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property from 1 to 0.1 additionally seems to help reduce the number of particles 

introduced into the system. 

Table 4.11: Defining injectors for Lagrangian particles 

Properties Values 

Lagrangian phase Residence Time 

Type Part injector 

Inputs Needle Inlet, Blood Inlet 

Input parameters 

Retain injected parcels Enabled 

Point Inclusion Probability 0.1 

Particle flow rate 1000 /s 

 

4.3.5 Coupling CFD and DEM 

Once the wholly CFD model had been successfully set up and simulations 

completed, the model was then further modified to additionally use DEM to 

enable the behaviour of nanoparticles to be accurately modelled. 

4.3.5.1 Modified Physics Continua 

Therefore, physics continua were changed and the implicit unsteady time 

regime, Lagrangian multiphase and Discrete Element Model were selected 

(Table 4.12).  

Table 4.12: Modified physics continua for the coupled CFD-DEM model. † if the wholly CFD 
model is in the turbulent regime, then this, and the other physics models outlined previously 
are used. 

 

4.3.5.2 Defining the Lagrangian Phase 

Next, physics models and material properties of the nanoparticulate matter 

were defined (Table 4.13). 

  

Group box Physics model 

Space Three dimensional 

Time Implicit unsteady 

Material Multi-component liquid 

Reaction regime Non-reacting 

Flow Coupled flow 
Coupled species (selected automatically) 

Gradients (selected automatically) 

Viscous regime Laminar 

Optional models Lagrangian multiphase 
Discrete element model 



 

200 

Table 4.13: Input parameters to define the solid phase of the coupled CFD-DEM model. For 
the stainless steel trocar used for the PIVC, the default settings within STARCCM+ are used. 

Group box Physics model 

Particle type DEM particles 
Pressure gradient force (selected 

automatically) 

Particle shape Spherical particles 

Material Solid 

Equation of state Constant density 

Optional particle forces Drag force 

Optional Models Two-way Coupling 

Input Parameters – Lagrangian Phase 

Solid (PLGA) – material 
properties 

 Ref 

Density 1062 kg m3  

Poisson’s ratio 0.4  

Young’s modulus 2.43 Pa 543,544 

Blood vessel – material 
properties 

Density 1300 kg m3 545 

Poisson’s ratio 0.49 545 

Young’s modulus 910 Pa 544,545 

Needle – Material properties Density 8055.0 kg m3  

 Poisson’s ratio 0.285  

 Young’s modulus 1.93 x1011 Pa  

Polyurethane Density 1480 kg m3 589 

 Poisson’s ratio 0.4  

 Young’s modulus 7.6x106 Pa 590 

 

4.3.5.3 Multiphase Interactions 

Multiphase interactions are interactions between two or more phases. Here, 

the interactions can be classified as being between two liquid phases, or 

between two solid phases.  

Defining Interactions Between the Liquid Phases 

Interactions between blood and 0.9 % saline or 5 % glucose are managed 

automatically by STARCCM+.  

Defining Interactions Between the Solid Phases 

Interactions are defined between nanoparticles, and the nanoparticle-blood 

vessel and nanoparticle-VAD interaction are also defined. 

Table 4.14: Defining multiphase interactions for solid phase in the CFD-DEM model. * 
applies to nanoparticle-nanoparticle interaction only.  

Group box Physics model 

Phase interaction topology DEM Phase Topology 

DEM Contact model Hertz-Mindlin 
Rolling resistance (selected automatically) 

Optional models Artificial viscosity 
Linear cohesion 
Parallel bonds*  

Passive Scalar Transfer* 
Particle-Wall link model  
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Next, blood vessel inlet is set using the composite method to be 100% blood, 

the VAD inlet is set to be either 100% saline or 100% glucose.  

Defining the Sources of Particles 

Finally, the source of nanoparticles is defined by using injectors. A plane is 

defined 0.1cm from the outlet of the VAD and this is used to both introduce the 

nanoparticles into the simulation, but also to reduce the real-world time and 

thus computational intensity of the simulation. The set up of this injector is like 

that defined earlier in Table 4.11 – note the change in input as well as 

Lagrangian phase. 

Table 4.15: Using injectors to introduce PLGA nanoparticles into the simulation. 

Properties Values 

Lagrangian phase PLGA Nanoparticle 

Type Part Injector 

Inputs Particle Inlet 

Input parameters 

Retain injected particles Enabled 

Particle diameter 1x10-6 m 

Point Inclusion Probability 0.1 

Particle flow rate 1000 /s 

 

4.3.5.4 Setting Stopping Criteria 

For steady simulations enough iterations is selected such that the residual falls  

< 1x10-3. In many cases, 1000 iterations is sufficient to have the residual fall 

well below this.  

For simulations where the implicit unsteady time regime is used, stopping 

criteria were determined by the physical time the process of interest takes to 

occur (e.g., for Lagrangian particles take to leave the domain). These 

simulations were permitted to iterate for as long as was necessary.   

4.3.6 Unsupervised Machine Learning 

Unsupervised machine learning methods were applied to the data to elucidate 

any clustering within, and to later identify variables that may be useful to target 

with the design of the microfluidic device. The methodology used here is similar 

to that published by Pereira Diaz et al.591 Principal component analysis (PCA) 

and hierarchical clustering were used. PCA and hierarchical clustering were 

performed using Orange Data Mining (version 3.35.0, University of Ljubljana). 

Orange Data Mining is an open source data visualisation, machine learning 

and data mining toolkit written in Python, Cython, C++, and C. It effectively 

functions as a graphical user interface through which the user can interact with 

several popular python libraries including numpy, scipy and scikit-learn. The 

final, annotated, Orange workflow for this work is shown in Figure 4.1. 
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Figure 4.1: Final data analysis workflow as shown in Orange Data mining. Where necessary, 
‘widgets’ have been annotated to show why exactly they have been used. 

The preprocessing widget was used to give more control over how the data 

was processed prior to PCA being performed. Standardise to μ= 0, σ2=1 was 

selected. This method of standardisation is particularly suited for data sets 

where variables have varying units and/or different scales and is robust to 

outliers. 

In the PCA widget, the option ‘normalise variables’ was additionally chosen. 

This means that any missing values are replaced by mean values and each 

column divided by its standard deviation. 

Hierarchical clustering analysis was undertaken using Ward Linkage. This was 

specifically chosen since this methodology is less susceptible to noise, as well 

as outliers in the dataset. For this reason, it is often the preferred method of 

defining clusters in this type of analysis.  
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4.4 Results and Discussion 
As a consequence of the complexity of the models used, an iterative approach 

is used where the simulation only becomes more complex once the previous 

iteration successfully completes. Such a methodology enables troubleshooting 

of the simulation when issues occur. Each geometry (PIVC, PICC, CVC) will 

be considered separately. Since the geometries for PICC and CVC are similar, 

the results for the CVC geometry are in Appendix G. 

For each geometry, mesh independence studies will be undertaken to identify 

appropriate meshing parameters, that accurately resolve shape and fluid flow, 

without requiring excessive computational power (Appendix B). Next, the 

impact of inserting the vascular device i.e., as an obstruction to blood flow in 

vivo will be studied, before studying the influence of infusing fluid (i.e. 0.9% 

saline, or 5% glucose). Finally, CFD-DEM will be employed to study the 

process of infusing drug-loaded PLGA nanoparticles. A summary of the input 

geometries used here can be seen in Appendix A. 

4.4.1 Peripherally Inserted Venous Cannula (PIVC) 

A peripherally inserted venous cannula consists of a stainless steel needle 

(trocar) of varying length and diameter, and a colour coded plastic cap which 

enables rapid identification and selection of an appropriately-sized cannula 

depending on entry point, necessary flow rate and therapeutic use.457 

Here, it has been decided to introduce the PIVC into the median cubital vein – 

one of the most popular points of access for IV fluids, and venepuncture due 

to its ease of access as a ‘superficial’ vein; its positioning naturally anchors 

itself so is less likely to ‘roll’, and lack of impact on patient mobility.456 It has 

been chosen to computationally model a “pink” cannula (20 G, maximum flow 

rate 67 mL min-1), commonly used in inpatient settings for a wide variety of 

uses.§§§ 

4.4.1.1 Obstruction of Fluid Flow. 

Initially, only the obstruction of fluid flow in the blood vessel has been studied. 

In these models, the trocar of the needle is considered a solid, cylindrical 

object. These simplified studies enable an understanding to be developed of 

why PIVC insertion can lead to thrombosis, even without the infusion of fluids 

and why they are removed as soon as they are no longer considered clinically 

necessary.592 

Insertion Angle 

Initially, the insertion angle of the PIVC was studied (Figure 4.2). This is similar 

to the work presented by Piper et al., however, this study uses a quite different 

set of insertion angles (15 - 35°) compared to those (5 - 20°) chosen by Piper 

et al. in their 2018 study.456,524 In that study, the authors study the insertion of 

a 20G cannula into the cephalic vein. Here, this study models the insertion of 

the cannula into the median cubital vein. 

 
§§§ This is also, coincidentally, the size of PIVC inserted into the author whilst admitted at the 
Glasgow Royal Infirmary, November 2021. 
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Figure 4.2: Schematic of the geometry used within this study. Adapted from Piper et al.524 
Created using Biorender.com. 

For the three insertion angles studied here, the inlet velocity of the blood vessel 

is kept constant at 0.11 m s-1 (17 mL min-1). A geometry with no needle inserted 

is used as the control. The maximum fluid velocity for each geometry is 

summarised in Table 4.16. A t-test was used to assess the statistical 

significance of these values. P < 0.05 is considered statistically significant. 

Fluid streamlines for each of the three geometries under study are shown in 

Figure 4.3. 

Table 4.16: Summary of maximum fluid velocities for each of the input geometries studied in 
this section, compared to control. 

Insertion angle (°) Maximum fluid velocity (m s-1) P-value 

CONTROL 0.202 - 

15 0.259 0.078 

25 0.233 0.045 

35 0.213 0.012 

These results (Table 4.16) show maximum fluid velocity varies as a function 

of insertion angle. It is hypothesised that this inverse relationship between 

peak fluid velocity and insertion angle occurs because smaller angles of 

insertion lead to a greater length of needle being present in the vein. Therefore, 

more of the vein is occluded by the needle, and fluid velocity must then 

increase to maintain the same flow rate, since the blood vessel is now 

narrower. A t-test was used to assess whether these differences in fluid 

velocity were statistically significant, and found that the insertion of the needle 

does result in statistically significant changes in fluid velocity. Ohm’s law also 

suggests that there is increased resistance at play, in the form of increased 

friction, therefore leading to an increase in the pressure drop across the 

geometry (Table 4.17).  

Table 4.17: A comparison of the pressure drop across the geometry, relative to control. 

Insertion angle (°) Pressure (Pa) 

15 96.3 

25 79.4 

35 72.7 
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Fluid Streamlines 

Fluid streamlines are a way of visualising fluid flow. The shape of the 

streamlines shown in Figure 4.3, make it clear that the geometry has been 

created in such a way that it has been correctly understood by the software. 

(i.e., that the needle is an obstruction in blood flow). There are disturbances in 

the shape of the streamlines as they pass over the surface of the needle. In 

each case, the streamlines before the needle geometry are clearly indicative 

of laminar flow – where fluids move in straight, parallel lines, and the flow 

behaviour quickly returns to this after the needle. For the needle inserted at 

15°, this geometry has the largest areas of high velocity both before and after 

the needle, compared to other angles of insertion. In each case, a recirculation 

zone containing low velocity fluid can be observed at the tip. 

 

Figure 4.3: Fluid streamlines in the PIVC geometry as a function of needle insertion angle. 
Fluid flow is clearly disturbed near the needle and a small recirculation zone where fluid is 
locally of exceptionally low velocity can also be seen. A) 15 degrees B) 25 degrees C) 35 
degrees. 

Wall Shear Stress 

For the control geometry (i.e. MCV only), wall shear stress is ~ 1.88 Pa 

throughout the geometry (not shown); this is consistent with previous 

studies.593 In Figure 4.4, it is shown that wall shear stress is much higher 

around the insertion point of the needle, and that wall shear stress increases 

as needle insertion angle increases. This is the inverse to fluid velocity shown 

previously in Figure 4.3. In each case, the highest shear stresses are found 

where needle tip meets the vessel wall. This occurs because there is a very 
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narrow gap between the tip of the needle and vessel wall, for volume flow rate 

to be maintained here, fluid velocity must increase. Increased fluid velocity 

then leads to increased fluid shear and therefore friction applied at the vessel 

wall.  

 

Figure 4.4: Wall shear stress varies as a function of insertion angle, the highest shear 
stresses in each case occur where the tip of the needle meets the vessel wall. A) 15 
degrees, B) 25 degrees C) 35 degrees.  

Summary 

This study where the needle is simply considered as a solid object highlights 

the formation of a recirculation zone at the tip of the needle containing very low 

velocity fluid. Venous thrombosis is often triggered by stagnant fluid flow, 

which enables procoagulant factors, such as thrombin, to accumulate 

eventually leading to blood clot formation.594 This blood clot (thrombus) can 

then lead to occlusion and failure of the PIVC, even in the absence of fluid 

being infused. It is for this reason, that PIVC are recommended to be removed 

as soon as they become clinically unnecessary.460  

Needle Tip Shape 

Previously, it has been shown that the angle of insertion impacts fluid velocity. 

Next, the influence of needle tip shape was considered. There is very limited 

work in the literature considering different needle tip shapes, or otherwise 

modifying the parameters of a PIVC (e.g. length and tip shape simultaneously, 

in order to modify fluid behaviour).523,595 However, as far as the author is 

aware, this is the first time such studies have been undertaken, where only the 

shape of the tip of a PIVC is of interest, Here, two different tips are studied – 

Lancet point and lab point needles (Figure 4.5).  
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Figure 4.5: A comparison of needle tips studied in this work. A) Lancet point (15 degree 
bevel) B) Lab point (90 degree bevel) 

A lancet point needle has a 15° bevel, whilst a lab point needle has no such 

bevel and instead has a 90° cut at its end. It was hypothesised that the lancet 

point needle would have a much more complex fluid pattern around the tip of 

the needle, compared to the lab point needle. Calculations were set up 

identical to those described in the previous section and fluid streamlines and 

velocity were studied (Figure 4.6, Table 4.18).  

As predicted by Piper and colleagues, fluid streamlines (and therefore fluid 

flow) is much more complex around the tip of the bevelled needle (Figure 4.6). 

As discussed previously, for the lab point needle, fluid behaviour is clearly 

laminar proximal to the needle, disturbed over the needles surface and then 

quickly returns to laminar flow. For the bevelled lancet point needle, the fluid 

flow is again laminar until it almost reaches the needle. There is a clearly visible 

area of much higher velocity behind the needle, and in front of the bevelled 

face, an area of very low velocity. Visualising fluid velocity magnitudes as a 

vector quantity enables this zone to be identified as a recirculation zone (not 

shown).  
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Figure 4.6: Fluid streamlines as a function of needle tip shape. The recirculation zone is 
much smaller for the angled Lancet point needle. A) Lancet point B) Lab point 

Fluid velocities were then measured at a fixed point downstream from the 

proximal face of the needle (Table 4.18, Figure 4.7).  

 

Figure 4.7: Positioning of point where fluid velocities were measured, relative to proximal 
face of the needle.  

Table 4.18: A comparison of the fluid velocity  at a set point downstream from the tip of the 
PIVC studied in this work.  

Model Fluid velocity (m s-1) 

Lancet point 0.190 

Lab point 0.221 

 

4.4.1.2 Infusing Fluids via 20G Needle 

Once the influence of introducing the PIVC into the MCV had been understood, 

the simulation was then made more complex by introducing a second fluid 

source into the model. Here, 0.9% saline and 5% glucose is infused into the 

model to simulate the administration of IV fluids – later this will be adapted to 

mimic the delivery of drug-loaded nanoparticles. The calculations presented 
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here only look at the introduction of 0.9% saline via cannula, but the results for 

glucose are similar and are available in Appendix H. Each simulation uses the 

same 25° geometry and 20 G cannula presented earlier, but a range of infusion 

rates are studied. 10-, 30- and 60-mL min-1 are chosen to cover the full range 

of flow rates typically used with this cannula. 300 mL min-1 is chosen to mimic 

a saline “flush” used to help prolong the patency of the PIVC. 

First, flow rates in mL min-1 were converted to velocities for the needle 

assembly, and their corresponding Reynolds number was also calculated 

(Table 4.19, Appendix C). When a saline flush (flow rate 300 mL min-1) is 

performed, the behaviour of the fluid is not within the laminar regime – Re is 

well in excess of 2300.  

Table 4.19: Calculating velocity and Reynolds number from flow rate where 0.9% saline or 
5% glucose is used as the infusion fluid. 

Flow rate (mL 
min-1) 

Velocity (m s-1) Reynolds number 
(saline) 

Reynolds number 
(glucose) 

10 0.584 346.83 314.31 

30 1.75 1039.30 941.86 

60 3.50 2078.61 1883.71 

300 17.5 10,393.07 9418.57 

 

Fluid Velocity and Streamlines 

In this section, two distinct colour schemes are used to enable the origin of the 

streamline to be clearly seen. Furthermore, for the fastest inlet velocities, the 

difference between fluid velocity at the tip of the needle and fluid velocity in the 

vein, is difficult, if not impossible to visualise in any other way. Therefore, the 

fluid velocity in the vein is identified using the blue-red colour palette used 

earlier, and fluid streamlines originating from the infusion fluid are simply given 

as solid black lines (Figure 4.8). A second set of images have this colour 

scheme reversed. 

Now, as infusion rate increases, a greater proportion of the blood flow in the 

vein distal to the needle is cleared by the incoming fluid. Where infusion flow 

rate is at or below 30 mL min-1, a small recirculation area at the tip of the needle 

can be seen. This is not observed where flow rate is above 60 mL min-1. This 

would agree with Doyle et al.’s work on a flow rate suitable to keep vein open 

(TKVO).596 Areas of low velocity are observed at the non-slip boundaries at 

the vessel and needle walls. Furthermore, vein fluid velocity is slower proximal 

to the vein inlet, and incoming fluid increases this distal to the needle outlet. 

Where infusion rates are high, this increase in fluid velocity is significant. On 

the other hand, there is a local area of high velocity proximal to the needle, as 

seen previously in Figure 4.3.  

If the colour scheme is then altered to highlight the infusion fluid, fluid velocity 

is comparatively high within the needle, the fluid leaves the needle and then 

rapidly loses momentum (Figure 4.9). This initially seems strange, however, 

can easily be explained by one of the basic laws of fluid dynamics. In a set 

volume with a constant density fluid, mass must be conserved (Equation 5). 
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So fluid flow into and out of the geometry must be equal. Therefore, the velocity 

of the fluid within the needle must decrease on entering the blood vessel, 

otherwise mass and therefore flow rate out of the geometry would increase 

over time; this is a physical impossibility. 
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Figure 4.8: Fluid behaviour and fluid velocity vary as a function of flow rate. Left: fluid velocity in the vein geometry. Right: fluid velocity in the needle. A) 10 mL 
min-1 B) 30 mL min-1 C) 60 mL min-1 D) 300mL min-1.  
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Figure 4.9: Fluid velocity, when the needle is used for the infusion of fluid. A) 10 mL min-1 B) 
30 mL min-1 C) 60 mL min-1 D) 300mL min-1. 
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Figure 4.10: Mass fraction of blood in the median cubital vein varies as a function of infusion 

rate. A) No infusion B) 10mL min-1 c) 300mL min-1.  

Mass Fraction of Blood 

Mass fraction of blood has been investigated to understand the mixing of both 

blood and the infusion fluid. This gives a value between 0 and 1, where 1 is 

equal to 100% blood, and 0 is 100% saline.  

Figure 4.10 shows three different flow rates (no infusion, 10 mL min-1 and 300 

mL min-1) and their impact on the composition of the fluid within both the needle 

and blood vessel. All the calculations in this study initially pass through a state 

where no infusion occurs. In this initial state, both the blood vessel and the 

needle are filled with blood. This represents the insertion of the cannula and 

the resulting “flashback”, where the needle fills with blood; no fluid is infused 

in this state. This figure additionally shows the composition of the fluid in the 

needle and blood vessel when fluid is infused at 10 mL min-1 and 300 mL min- 1. 

In each case, it can be seen that the needle is completely clear of blood, and 
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is wholly filled with 0.9 % saline, the blood vessel is partially cleared of blood 

both before and after the insertion point of the needle – this is perhaps easier 

to see where infusion rate is 300 mL min-1 – and this simulation can be 

explored further via augmented reality. This reflects the fluid streamlines 

shown previously in Figure 4.8. Additionally, the mixing area extends ~ 13 mm 

behind the needle, when the highest flow rate (300 mL min-1) is used.  

Residence Time  

In this context, residence time is a measure of how long a fluid particle spends 

within the domain (i.e., the geometry under study). Here, it has been measured 

using massless Lagrangian particles – these effectively function like a tracer 

dye. Particles were introduced at both the blood vessel and needle inlet and 

then followed until all particles had exited the domain (not shown), Data for the 

minimum (i.e., first particle to escape) and maximum residence times for each 

flow rate can be found in Appendix H. These results show as infusion rate 

increases, both minimum and maximum residence times decrease. 

Wall Shear Stress 

Wall shear stress varies by an order of magnitude over the range of flow rates 

studied in this work (8,500 Pa – 70,000 Pa). These values are well over 100 

times those shown in Figure 4.4. Again, the areas of peak wall shear stress 

are those directly adjacent to the needle outlet (Figure 4.11), and there is also 

an area of high wall shear either side of the needle, corresponding to where 

fluid velocity is highest. On the bottom face of the blood vessel, an area of 

locally very low wall shear stress can also be seen, this corresponds to the low 

velocity recirculation zone identified previously. Excessive wall shear stress is 

> 38 Pa. In vivo studies have previously shown that this is the critical shear 

stress, beyond which endothelial cells are damaged.597 This area of 

‘excessive’ wall shear stress is shown to extend the full length of the blood 

vessel that is modelled in this case, irrespective of infusion rate.  

Summary 

In summary, is has been shown that needle tip shape influences the fluid flow 

around the tip of the needle, impacting both the shape of streamlines, but also 

fluid velocity. When infusion of 0.9% saline is considered, it has been 

determined that its velocity is faster in the needle, but rapidly decreases once 

0.9% saline and blood mix in the median cubital vein. Consistent with results 

previously obtained by Doyle and colleagues, an infusion flow rate > 30 mL 

min-1 is required to clear the low flow recirculation zone at the tip of the 

needle.596 The mass fraction of blood within the geometry of interest has been 

investigated. The initial conditions where no infusion occurs represents 

insertion of needle and the resulting “flashback”. Once fluid is infused via the 

needle, the proportion of blood remaining in vein after the needle is inversely 

proportional to infusion rate. Wall shear stress varies by an order of magnitude 

over the range of flow rates studied in this section. Observed shear rates are 

much larger than when needle is simply considered as an obstruction. Large 

areas on the vein have wall shear stress above the critical value (38 Pa), and 

thus would lead to damage of endothelial cells.597  
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Figure 4.11: Wall shear stress varies as a function of infusion velocity. Infusion rates of 0.9% 
saline are as follows: A) 10mL min-1, B) 30 mL min-1 C) 60 mL min-1 D) 300mL min-1.  

4.4.1.3 Damage Index as a Proxy Measure for Haemolysis and Thrombus 

Formation.  

The damage index introduced here is used to measure the impact of the VAD 

on haemolysis. The magnitude, duration and nature (laminar or turbulent) of 

fluid flow is known to contribute to the damage caused to red blood cells and 
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their membranes, eventually resulting in haemolysis.598 The absolute value of 

shear stress beyond which haemolysis occurs depends on exposure time. 

The damage index (Equation 20) is calculated from the simulation by way of 

a passive scalar – these can be considered as tracer dyes that have no effect 

on the physics of the system.  

𝐷𝐼 = (3.62𝑥10−7)
1

0.785. 𝜏
2.416
0.785 (20) 

Equation 20: Damage index. Where τ is wall shear stress.  

The damage index is directly related to two quantities – fluid velocity and shear 

stress – by the Giersiepen – Wurzinger correlation.598,599 A more detailed 

discussion of the implementation of the damage scalar and benchmarking 

against the Garon and Farinas paper to confirm set up in STARCCM+ is 

correct and the author has accurately understood the implementation of such 

is outlined in Appendix D. 

The results provided by the damage index have previously been shown by 

Piper and colleagues to correlate well with lysis rates (i.e., RBC damage) 

determined by experimental methods.524 However, Yu, Engel and colleagues 

have previously reported that there are many haemolysis prediction models in 

current use for CFD, but large deviations in their predicted haemolysis rates 

are observed (often over several orders of magnitude), and depend 

significantly on chosen model and its parameters.600 They show that 

parameters derived from the Giersiepen-Wurzinger correlation often 

overpredict haemolysis; however, those from Heuser and Opitz tend to 

underestimate haemolysis.600 Despite these limitations of the haemolysis 

models, the results presented here are able to highlight combinations of 

infusion fluid and flow rate which may lead to cell lysis, encouraging thrombus 

formation and therefore lead to in situ failure of PIVC. 

Table 4.20: Damage index as a function of infusion fluid identity and flow rate. 

Flow rate (mL 
min-1) 

10 30 60 300 

0.9 % Saline 2.19 17.30 90.75 9691 

5 % Glucose 2.23 17.72 94.27 9664 

In this study, the damage indices (Table 4.20) have been obtained. From 

previous results, it has already been shown that increasing infusion rate 

increases wall shear stress (and by extension greater fluid shear). It has 

previously been reported that wall shear stresses above 150 Pa are associated 

with haemolysis.601,602 Therefore, as fluid and wall shear stress increases, a 

higher proportion of red blood cells will undergo haemolysis. Because of the 

difficulty in implementing the damage scalar within STARCCM+, as well as the 

extent by which the results diverge on replication of the Garon and Farinas 

paper, as well as literature that shows interlaboratory comparison studies also 

highlight these challenges, the damage index was not implemented further in 

this work.  
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4.4.1.4 Summary 

In this section, the results presented above will be summarised and impact of 

carrier fluid identity on fluid velocity, streamlines, residence times and wall 

shear stress will be compared. Later the damage index will be discussed. 

Finally, these results will be used to develop an understanding as to why 

ultrasound-guided IV access is more likely to result in PIVC insertion that fails, 

and what do these results tell us about Virchow’s triad.  

The results presented previously for mass fraction (Figure 4.10) show that for 

a given time, a greater proportion of blood is displaced when glucose is the 

infusion fluid, compared to saline. When wall shear stress is considered 

(Figure 4.11), wall shear stress is then slightly higher for glucose in 

comparison to saline, and therefore it is then unsurprising that the calculated 

damage index is then higher when glucose is used as the infusion fluid.  

4.4.1.5 What Do These Results Tell Us in the Context of Virchow’s Triad? 

Virchow’s triad refers to the three broad parameters (Stasis (residence times), 

vessel damage (WSS) and hypercoagulability (particle aggregation)) known to 

influence the formation of venous thrombosis.461 It is thrombus formation that 

is frequently implicated in VAD failure. Here, it has been shown that both 

infusion fluid identity as well as infusion rate can influence at least two of these 

three parameters (stasis and vessel damage and it is likely they also impact 

particle aggregation). Further, these results additionally suggest insights into 

why Ultrasound guided venepuncture is more likely to fail.603 These 

calculations show that prior PIVC use leads to endothelial damage and 

eventually gives rise to damaged superficial veins, that are no longer 

compressible and therefore not suitable for venepuncture and/or venous 

access. This damage then leads to the use of ultrasound guided methods to 

find and use deeper, less accessible veins.603 

4.4.1.6 Nanoparticle Behaviour Under Flow 

Now that the infusion of IV fluids (0.9 % saline and 5 % glucose) have been 

added to the model and understood, the final stage of this model is to add in 

the infusion of drug-loaded 100 nm PLGA nanoparticles via the 20G cannula 

modelled previously.  

The set up for these simulations differs from those presented previously within 

this chapter. Here, implicit unsteady time regime is selected, as this enables 

the Discrete Element Method to be enabled within the simulation. Further 

details on the set up for these simulations is given in section 4.3.5. Despite 

the clinical process these simulations attempt to replicate in silico, the 

nanoparticles are not introduced via the needle inlet. A derived part was 

created to define a plane parallel to the needle outlet, 0.1 cm proximal to the 

needle outlet and this is then used as the part on which the nanoparticles are 

introduced. More control is achieved over the position of the injected 

nanoparticles. This decision has been made to speed up the calculation, as 

we are most interested in peak velocity and particle shear stress. This is not 

thought to affect the results obtained in this model, as the response time of 
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PLGA particles has previously been calculated (Chapter 3) and has found the 

be rapid i.e., they will quickly respond to fluid flow. 

300mL min-1 infusion rate is not used here, as these parameters are not 

clinically relevant for the infusion of drug-loaded nanoparticles. Therefore, only 

10, 30 and 60 mL min-1 will be studied. For these simulations, only nanoparticle 

behaviour is of interest. Particle velocity and particle shear stress will be 

discussed and related to their impact on localisation of nanoparticles within 

blood vessels and later particle uptake into cells. Only the results for where the 

infusion fluid is glucose are shown here - the results where saline is used are 

available in Appendix H.  

Particle Velocity 

Particle velocity is a measure of how fast the particles within the simulation are 

moving. This depends on the weight and buoyancy of the particle as well as 

the drag force the particle is subject to. Since the particle is suspended in the 

fluid, and the previously calculated response time for these particles is known 

to be rapid, it is expected that the velocity of the particles will match that of the 

carrier fluid.  

As expected, the particles rapidly adopt a parabolic shape with the fastest 

moving particles in the centre of the geometry. In these figures and the 

animation below, this gives rise to the appearance of several rows of particles 

all with similar speeds. Furthermore, particle velocity decreases on exiting the 

needle and entering the blood vessel (Figure 4.12). 

 

Figure 4.12: Particle velocity varies as a function of infusion rate and carrier fluid (glucose, 
60mL min-1). The particles rapidly show a decrease in velocity on entering the blood vessel. 

 

Particle Shear Stress 

Particle shear stress is a measure of (primarily) friction between the fluid and 

the particles suspended within it. It is this force which is believed to alter the 

composition of the protein corona around nanoparticles and it is for this reason 

that it will be one of the key parameters used within the development of the 

microfluidic device within the following chapter. Particle shear stress cannot be 

determined directly from STARCCM+. This parameter is not available by 

default in the software and must therefore effectively be installed by the user 

through a series of field functions (Appendix F). 
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Particle shear stress is shown in Figure 4.13 to be a function of infusion rate. 

Maximum particle shear stress increases proportionally to infusion rate and 

therefore fluid velocity. The decrease in maximum particle shear stress seen 

for the fastest infusion rate corresponds with the particles beginning to leave 

the needle geometry (Figure 4.14).  

 

Figure 4.13: Particle Shear stress as a function of physical time. The decrease in maximum 
particle shear stress for the simulation where infusion rate is 60 mL min-1 corresponds to the 
particles beginning to exit the needle geometry. Here, only the results where glucose is used 
as the infusion fluid are shown, the results for saline are available in Appendix H. 
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Figure 4.14: As particles leave the needle, particle shear stress (and velocity) fall rapidly. 
This effect is most pronounced where there is a significant difference between blood velocity 
and that of the infusion fluid. 

As discussed previously, particle shear stress has been shown to alter protein 

corona composition around nanoparticles coincubated in biological fluids, 

influence the process of localisation of nanoparticles in blood vessels 

(margination) and of nanoparticle uptake by endothelial cells (and therefore 

particle uptake into tumours and apparent efficacy and/or cytotoxicity of novel 

nanotherapeutic drugs).51,53,468,471 

However, these computational studies additionally highlight a significant gap 

within the literature. As far as the author is aware, few (if any) computational 

fluid dynamics studies of vascular access devices consider nanoparticle 

behaviour. Further work is required to confirm these results. 

Summary 

This final stage of this model has shown that it is possible to use a CFD-DEM 
approach to model the infusion of drug-loaded PLGA nanoparticles in IV fluids.  

This methodology is now repeated for the remaining vascular access devices 

of interest in this work, before a PCA analysis is undertaken to simplify the data 

set that has been obtained and to identify similarities between the vascular 

access devices under study in this work. 

4.4.2 Peripherally Inserted Central Catheter (PICC) 

A peripherally inserted central catheter is a long (50-60cm), thin, flexible 

catheter usually made of polyurethane or silicone, typically inserted into the 

upper arm, and often referred to by their brand names (Hickman, Leonard, 

Broviac).604,605  

The influence of PICC size and vessel diameter has been studied in detail by 

Nifong and McDevitt and will not be explored here.525 Here, the power-

injectable PICC lines from BD – specifically - a 5 Fr, single, double and triple 

lumen PICC will be modelled and the impact of moving from single, double to 

triple lumen has on fluid behaviour. In these simulations, the cannula is 
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assumed to be placed centrally in the left brachiocephalic vein, and that normal 

anatomy is present – common variations in the veins in the chest have been 

previously discussed by several groups.606,607 

The model parameters for vessel size and fluid velocity are identical to those 

obtained by Peng et al. via computed tomography angiography and therefore 

are from a living patient, rather than a cadaver.583  The models introduced and 

developed in this section consist of both brachiocephalic (innominate) veins, 

and the superior vena cava. It was decided to only model part of the veins 

concerned, to reduce the computational demand of the models. Calculations 

of entrance lengths were undertaken (Appendix E) to confirm that the length 

of the SVC that is modelled is sufficient (the entrance length is exceeded). 

Therefore, the shorter SVC that is measured here should have no significant 

impact on the results obtained.  

 

 

Figure 4.15: Outline of PICC line used within this work, showing the brachiocephalic veins 
and deliberately truncated SVC. Inset: cross sections of the single, double and triple lumen 
PICC lines used in this study.  

4.4.2.1 Obstruction of Fluid Flow 

Using the same approach as used and outlined previously for the 20G PIVC 

modelled earlier, the impact of inserting the PICC line will be studied. As a 

consequence of the fact all three PICC lines studied here have the same 

external diameter, only the single lumen geometry is used here. The inlet 

velocity of the left brachiocephalic veins is kept constant at 0.46 m s-1 and for 

the right brachiocephalic vein inlet velocity is 0.86 m s-1. The outlet is set as a 

pressure outlet, at zero pressure. A copy of the geometry with no PICC line 

inserted will be used as a control. The fluid velocity observed at a set point 

within each geometry shown in Figure 4.16 is summarised in Table 4.21. A 

paired t-test was again used to assess the statistical significance of any 
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change in maximum fluid velocity following the insertion of the PICC line that 

is being studied in this section.  

 

Figure 4.16: Fluid velocity in the right brachiocephalic vein is not impacted by the insertion of 
the PICC line. A) control B) following PICC line insertion.  

In Figure 4.16, it can be seen that there is no difference in fluid velocity in the 

right brachiocephalic vein. Fluid velocity within the left brachiocephalic vein 

(where the PICC line is inserted) does appear to be slower. On joining the 

superior vena cava, the area of low fluid velocity decreases in size, and a band 

of increased fluid velocity appears below the PICC line. At the outlet of the 

PICC line, there is an area of very low flow, which is as expected considering 

the results shown earlier within this chapter. This area of comparatively low 

flow extends 0.003m distal to the outlet (not shown). 

Table 4.21: A comparison of fluid velocity, a set distance downstream (0.015m) from the 
outlet of the PICC line, between the control geometry and that which has had the PICC line 
inserted. P <0.05 is considered statistically significant.   

Geometry Fluid velocity (m s-1) p-value 

CONTROL 0.840 - 

With PICC line 0.715 0.051 

 

Fluid Streamlines 

Next, fluid streamlines were visualised to assess both the implementation of 

the geometry, and to see how fluid moves around this obstruction and to 

enable identification of any recirculation zones that may have developed, and 

therefore are present when the PICC line is not used for the infusion of fluids.  

The beginnings of spiral flow can be seen most easily with the control 

geometry, particularly when streamline density is increased. The streamlines 

in this figure (Figure 4.17) show that the PICC line is understood by the 

software as representing an obstruction in fluid flow. When streamline density 

is increased, and the model viewed from inside the PICC line (not shown), no 

streamlines are seen, suggestive of the PICC line accurately being understood 

as an obstruction. Furthermore, the streamlines are seen to pass over the 
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surface of the PICC line. The areas of low fluid velocity are difficult to recognise 

in this figure, therefore, the vectors for fluid velocity were investigated in Figure 

4.18, as these give both velocity and their direction, making recirculation zones 

easier to identify. 

 

 

Figure 4.17: Fluid streamlines, as a planar section through the centre of the geometry, 
parallel to the x-axis. The PICC line is accurately simulated as an obstruction to fluid flow by 
the simulation. A) control geometry B) Following PICC line insertion. Two colours are used to 
represent the origin of each set of streamlines.  

Recirculation zones are areas where fluid flow moves in the opposite direction 

from the bulk of the fluid. They are well understood in the classical problem of 

the backwards-facing step, and where vectors are visualised, frequently look 

like loops or swirls. In Figure 4.16, several areas of comparatively low fluid 

velocity were seen. These are: the junction where both brachiocephalic veins 

meet; within the superior vena cava, and finally at the outlet of the PICC line 
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when it is not used for the infusion of fluids. In Figure 4.18, it can be seen that 

these areas of low flow identified previously are indeed recirculation zones.  

 

Figure 4.18: Vectors helping identify recirculation zones in the geometry. 
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Figure 4.19: Cross-sectional slices of the control geometry show circular flow (A), this is lost 
on the insertion of the PICC line (B). Positioning of the first slice was chosen arbitrarily, the 
remaining 3 are 0.02 m apart, to cover the length of the SVC. 

Finally, the spiral-like flow within the superior vena cava was studied in greater 

detail. This is easiest to visualise if the vorticity of the flow is studied (Figure 

4.19). Vorticity is a microscopic measure of the rotation of any point within a 

fluid.608 Any discussion of the mathematics involved is out of scope for this 

thesis. 

In this figure. the first cross-sectional slice for the each set is significantly more 

complex than the remaining three. This is due to its position within the model 

of the superior vena cava. Here, blood flow from both brachiocephalic veins is 

mixing and this disturbs the spiral flow. In the control geometry, as the blood 
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travels further down the SVC, blood flow becomes more stable, adopts a 

laminar character and by the position of the final slice through the geometry, 

spiral flow has clearly been adopted. A clean spiral can be seen in this section 

(Figure 4.19). If the geometry following PICC insertion is considered, the fluid 

flow in the first section is much more chaotic and complex, this too is due to 

the mixing of blood flow from both brachiocephalic veins. However, as each 

slice is studied in turn, the same spiral pattern never develops in this geometry 

i.e., shows a loss of circular flow, as reported previously by Peng et al.583  

Wall Shear Stress 

Wall shear stress is the force that a fluid applies against a surface (here – 

endothelium and PICC line). For the control geometry, average wall shear 

stress on the blood vessel is 2.74 Pa. Peak wall shear is 40 Pa, and is found 

where the three veins join.  

Following the insertion of the PICC line, wall shear stress on the blood vessel 

increases to 3.61 Pa, as the space that the fluid can occupy decreases, and 

average wall shear stress on the PICC line itself is 4.66 Pa. Furthermore, areas 

of locally high and low shear can be seen. Areas of high shear exist where the 

three veins join, unsurprising considering the studies undertaken previously in 

this thesis. Furthermore, an area of exceptionally high shear (~50 Pa) can also 

be seen on the PICC line itself. This is in keeping with previous studies.583  
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Figure 4.20: Wall shear stress A) Control. B) following PICC insertion.  

4.4.2.2 Infusing Fluids via PICC Line 

In this section, the impact of infusing fluid (0.9% saline) is considered. The 

results where 5% glucose is used as the infusion fluid can be found in 

Appendix H. A range of infusion rates will be used (Table 4.22).  

Fluid velocity and streamlines will be considered first, followed by wall shear 
stress and then mass fraction of blood. 
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Fluid Velocity and Streamlines 

Irrespective of infusion rate, infusion fluid, lumen shape and size, fluid 

behaviour is laminar (Table 4.22). For the multi-lumen devices used in this 

chapter, fluid will only be infused down the smallest available lumen. 

Calculations for this table are in Appendix C. 

Table 4.22: Flow rates studied in the PICC geometries in this chapter. 

 Flow rate (mL hr-1) Velocity (m s-1) Reynolds 
number (saline) 

Reynolds 
number 

(glucose) 

Single 1185 0.65 512.10 464.10 

600 0.33 260.00 235.63 

300 0.16 126.07 114.25 

150 0.08 63.03 57.12 

Double 547 0.24 118.41 107.50 

400 0.18 88.80 80.49 

300 0.13 64.14 58.13 

150 0.07 34.54 31.30 

Treble 280 0.85 252.82 229.11 

250 0.76 226.05 204.86 

150 0.46 136.82 123.99 

100 0.31 92.21 83.56 

When using the PICC line to infuse fluids, large increases in infusion rate 

(150ml hr-1 to 1185 ml hr-1) lead to comparatively slight changes in fluid velocity 

within the vein (Figure 4.21).  

 

Figure 4.21: Large increases in infusion rate lead to comparatively slight changes in fluid 
velocity within the blood vessel. Infusion fluid: saline. A) 150 mL hr-1 B) 300 mL hr-1 C) 600 
mL hr-1 D) 1185 mL hr-1. 
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Furthermore, the thickness of the area of locally very low fluid velocity at the 

tip of the PICC line decreases, inversely as a function of infusion fluid velocity. 

This is easiest to see in the dual lumen geometry (Figure 4.22).  

 

Figure 4.22: Fluid velocity as a function of flow rate. Substantial changes in infusion rate and 
therefore fluid velocity in the PICC line lead to slight changes in fluid velocity in the blood 
vessel. Infusion rates of saline in the dual lumen geometry are as follows: A) 150 ml hr-1 B) 
547 ml hr-1 Inset: highlighting the size change of the localised area of low velocity at the tip of 
the PICC line. 

Here, only the streamlines within the PICC line itself are of interest; the 

recirculation zones within the blood vessel have already been identified, shown 

and discussed previously (Figure 4.17, Figure 4.18). The streamlines at the 

end of the PICC line usually clearly visualise laminar flow (Figure 4.23) It is 

also interesting to note how the streamlines exit the PICC lines spread equally 

across the entire area of the outlet, but then are quickly concentrated into a 

narrow stream. 
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Figure 4.23: Laminar flow is clearly seen on visualisation of streamlines at the end of the 
PICC line. This behaviour occurs irrespective of flow rate.  

However, we additionally see interesting behaviour of the streamlines 

immediately prior to the PICC outlet in the dual lumen geometry, which 

suggests the possibility of some sort of recirculation zone (Figure 4.24). 

Vectors were then visualised to help identify the nature, size and orientation of 

this recirculation zone (not shown).  

 

Figure 4.24: Visualisation of the streamlines at the exit of the dual lumen PICC line shows 
the focussing behaviour discussed earlier. Further, streamlines indicate the presence of a 
circulation zone. Infusion rates of saline are as follows: A)150 ml hr-1 B) 547 mL hr-1. 
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Figure 4.25: Cross-sectional slices of the geometry show circular flow is lost on the insertion 
of the PICC line (A). Spiral flow returns when the PICC line is used for the infusion of fluids 
(B). Positioning of the first slice was chosen arbitrarily, the remaining 3 are 0.02 m apart, to 
cover the length of the SVC. 

Again, the circular flow of the geometry was assessed (Figure 4.25). As 

before, circular flow is disturbed by the insertion of the PICC line, but once the 

line is used for the infusion of fluids, the return of circular flow is seen in the 

final slice. This was unexpected, as similar studies from Peng et al., do not 

study the forces present whilst the central line is being actively used for the 

infusion of fluids.583 This result then highlights a further gap in the literature 

where additional studies would be necessary to confirm the results seen here. 

Wall Shear Stress 

Wall shear stress is a measure of the forces that the fluid exerts on the wall of 

the blood vessel and vice versa. In Figure 4.26, it is shown that there is almost 

no change of wall shear stresses within the domain, irrespective of infusion 

rate – this result is unsurprising considering those reported for fluid velocity in 

Figure 4.21. What is observed, however, are the same localised areas of high 

wall shear stress on the blood vessel geometry itself, as well as on the PICC 

line following insertion – as previously discussed in Figure 4.20. Furthermore, 

wall shear stress within the superior vena cava falls dramatically once the 

vessel is no longer obstructed by the PICC line, this is again in-keeping with 

previous results.  
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Figure 4.26: Wall shear stress varies as a function of infusion velocity. Infusion rates of 0.9% 
saline are as follows: A) 150 mL hr-1, B) 300 mL hr-1 C) 600 mL hr-1 D) 1185mL min-1. 
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Figure 4.27: Mass fraction of blood. As infusion rate increases, a greater proportion of the 
blood vessel distal to the needle outlet is cleared of blood and replaced by 0.9% saline. A) 

No infusion B) 150mL hr-1 C 1185mL hr-1  
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Mass Fraction of Blood 

Mass fraction of blood has been investigated to understand the mixing of both 

blood and the infusion fluid. This gives a value between 0 and 1, where 1 is 

equal to 100% blood, and 0 is 100% infusion fluid. Figure 4.27 shows the 

impact of infusion rate on mass fraction of blood after a set time (4 seconds). 

Like the results shown previously, an area at the tip of the PICC line is partially 

cleared of blood and replaced with infusion fluid. This is easier to see where 

infusion rate is 1185 mL hr-1 – and this simulation can be explored further via 

augmented reality. Like the PIVC geometry studied previously, there is a small 

amount of mixing of blood and infusion fluid proximal to the outlet.  

Residence Time 

Residence time is a measure of how long a fluid particle spends within the 

domain (i.e., the geometry under study). Here, it has been measured using 

massless Lagrangian particles – these effectively function like a tracer dye. 

Particles were introduced at both the blood vessel and PICC inlet and then 

followed until all particles had exited the domain (not shown), Data for the 

minimum (i.e., first particle to escape) residence times for each flow rate can 

be found in Appendix H. These results show as infusion rate increases, 

residence time decreases, corroborating those shown by the mass fraction of 

blood presented previously, since the greater the infusion rate, not only do 

particles introduced via the needle leave the domain faster, but blood is also 

cleared quicker and replaced by infusion fluid. 

Summary 

In this section, the results presented here have shown that the simulation 

accurately understands the PICC line is to be considered an obstruction to 

blood flow from the brachiocephalic (innominate) veins. This has been shown 

not only by an increase in peak fluid velocity as the blood vessel is occluded, 

but also a corresponding increase in wall shear stress. Assessing vorticity in 

fluid flow further shows that the spiral flow that is known to exist within the SVC 

is disturbed by the insertion of the PICC line, but returns when the line is used 

for the infusion of fluids. 

There are a number of ways that this data can be applied in a clinical setting. 

This work reiterates the conclusions of Nifong and McDevitt, that fluid velocity 

and flow rate are significantly impacted by the insertion of a PICC line.525 The 

altered fluid flow that occurs when a PICC line is inserted, can be reversed 

when it is used for the infusion of fluids, providing insight into why these VADs 

are patent for significantly longer than a PIVC (i.e., the area of very low flow 

velocity is easily disturbed). Finally, for clinically complex patients who require 

long-term vascular access, computational simulations of their circulatory 

system could be constructed to find the most suitable combination of VAD and 

flow rate to prevent undesired effects e.g., thrombus formation.  

4.4.2.3 Nanoparticle Behaviour Under Flow 

Where particles are infused, in a multi-lumen device, only one lumen is used. 

Where multiple lumen sizes are available, it has been decided that the smallest 
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of the available lumen will be used. The other lumen are assumed to be used 

for fluids. This assumption has been made to reduce the computational 

complexity of the simulation, even though this potentially diverges from how 

these central lines are used clinically – it is theoretically possible that multiple 

drugs could be infused simultaneously down multiple lumen devices. Set up 

for these CFD-DEM simulations is as described previously. Nanoparticles are 

introduced 0.1 cm parallel to the outlet, again, to reduce the real-world time 

that needs to be simulated. 

For brevity, only the results for a single- and triple lumen device at their fastest 

infusion rates (and where the infusion fluid is saline) are shown here. The 

results for the remaining flow rates outlined previously, and/or those where 

glucose is the infusion fluid can be found in Appendix H. Here, only the 

nanoparticle behaviour is of interest. Particle velocity and particle shear stress 

will be studied in further detail, since fluid shear is known to play a significant 

role in influencing protein corona composition. 

Single Lumen 

Particle velocity is a measure of how fast the particles within the simulation are 

moving; this depends on several factors including mass and buoyancy of the 

particle as well as drag force. In this simulation, the particles rapidly adopt the 

expected parabolic shape, where the fastest moving particles are in the centre 

of the PICC geometry (Figure 4.28). As a consequence of the shape of this 

geometry, it gives rise to the apparent presence of several rows of particles all 

with similar velocities. Unlike the PIVC geometry studied earlier, particle 

velocity rises as the particles leave the PICC line and enter the blood vessel. 

This is as expected from the fluid velocity behaviour shown in Figure 4.21. 

 

Figure 4.28: Particle velocity varies as a function of infusion rate and carrier fluid (saline, 547 
mL hr-1). The particles rapidly show an increase in velocity on entering the blood vessel.  

Particle shear stress is a measure of friction between the fluid and the particles 

suspended within; this is believed to be one of the key forces responsible for 

altering the composition of the protein corona around nanoparticles and 

therefore is a key parameter for the microfluidic device developed in the 

following chapter. Figure 4.29 shows a clear area of high particle shear 

immediately proximal to the PICC line outlet. Particle shear stress then falls 

once the nanoparticles have entered the bloodstream. Further, Figure 4.30 
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shows that the maximum particle shear stress is inversely proportional to input 

velocity.  

 

Figure 4.29: As particles leave the PICC line, particle shear stress falls rapidly, despite the 
increase in particle velocity. 

 

Figure 4.30: Particle Shear stress as a function of physical time. Here, particle shear stress 
is inversely proportional to fluid velocity. Here, only the results where saline is used as the 
infusion fluid are shown, the results for glucose are available in Appendix H. 

Triple Lumen 

The triple lumen PICC geometry has also been studied to determine the 

influence of infusion rate on particle velocity and particle shear rate with this 

geometry. Figure 4.31, like the single lumen geometry studied earlier, shows 
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that particle velocity increases on exiting the PICC line. Again, this is consistent 

with previously reported results on fluid velocity. 

 

Figure 4.31: Particle velocity varies as a function of infusion rate and carrier fluid (saline, 280 
mL hr-1). The particles rapidly show an increase in velocity on entering the blood vessel.  

Consistent with results for both the single lumen PICC line and PIVC 

geometries studied earlier in this work, particle shear stress is seen to be at its 

highest, immediately prior to exiting the VAD (Figure 4.32), and falls once the 

particles enter the blood vessel.  

 

Figure 4.32: Particle shear varies as a function of infusion rate and carrier fluid (saline, 280 
mL hr-1). The particles rapidly show an increase in shear rate on approach to the exit of the 
PICC line. 

In Figure 4.33, maximum particle shear stress is shown to vary proportionally 

to fluid velocity. Where particle shear stress begins to fall is consistent with 

particles beginning to leave the PICC line and enter the blood vessel. 
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Figure 4.33: Particle shear stress as a function of time. In the triple lumen geometry, particle 
shear stress covers a small range and differences between various input velocities are 
challenging to see. 
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4.4.3 Principal Component Analysis 

Principal component analysis (PCA) is a particularly important technique in the 

field of multivariate analysis. It enables a large dataset containing many 

variables to be compressed into a much smaller one, without losing any of the 

information contained within the original data set.609 These new variables 

(principal components) are weighted averages of a suitable combination of the 

initial variables; since the weighting and the principal component are known, 

the original variables can be recovered.609 Through a series of pre-processing 

steps, a complex multi-component data set can potentially be condensed into 

as few as two principal components – this is then easily plotted and 

understood. Furthermore, it enables comparisons to be made that may not be 

possible via univariate analysis. Detailed discussion of the complex 

mathematics which underpins this technique is outwith the scope of this thesis, 

but is discussed at length in the tutorial review from Bro and Schmilde.609 

PCA is used here to initially determine if there is any similarity between the 

vascular access devices studied in this chapter. The data table used for PCA 

is given in Appendix H; the 15-dimensional space that would be necessary to 

plot all these variables is just far too complex to fathom. PCA can simplify this 

down to just two attributes (Principal Components) that can be plotted and 

more easily understood. Where the hydrodynamics of the simulations run 

previously are similar, they will appear as clusters. Additionally, the correlation 

matrix in Appendix I, shows significant correlation between a number of 

variables.  

The data analysis here will be undertaken in a stepwise fashion, initially just 

considering fluid-related variables, particle-related variables and then both 

together. This methodology was chosen, since it was of interest to see whether 

the simulations needed to consider particle parameters, or if there was enough 

useful information when only fluid parameters are considered, such that these 

far more simple and therefore far faster simulations (in terms of both set up 

and running time) could be used instead. Scree plots are used in each case to 

determine the number of principal components necessary to explain a 

reasonable amount (~80%) of variance in the data. Once these principal 

components are identified, then the loadings of the initial variables can be 

explored. Further, the space that holds most of the simulations in this chapter 

is then explored; initially in terms of principal components, before relating these 

back to several parameters including average fluid shear stress (Appendix J). 

These newly calculated parameter values are then used as operating ranges 

for the microfluidic device developed in Chapter 5. 

4.4.3.1 Analysis of Fluid-related Parameters 

The first stage of the principal component analysis is to import the data. Next 

the PCA generates a scree diagram (Figure 4.34). This scree diagram 

consists of two lines, and shows the amount of variance explained in the data 

by each principal component (blue line), and how much variance is explained 

cumulatively by that number of principal components (black line). Here almost 

91% of the variance can be explained by just two principal components; 96% 
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can be explained by 3. In this case, 2 principal components are more than 

adequate to condense the data set into something more manageable and 

easier to visualise (Figure 4.36).  

 

Figure 4.34: For the fluid-only parameters, two principal components are necessary to cover 
90.7% of the variance in the data set. Variance explained cumulatively (black line), variance 
explained by each principal component (blue line).  

These principal components consist of a weighted combination of the initial set 

of variables. For the fluid-only analysis, these weightings are given in Table 

4.23, and are shown as a loadings plot in Figure 4.35. 

Table 4.23: The weightings used for each factor to generate the principal components for the 
analysis of fluid-only parameters. 

Factor PC1 PC2 

Input Velocity 0.40698 -0.00355 

Maximum Velocity 0.41187 0.03494 

Average Velocity 0.39091 -0.03377 

Maximum Fluid Shear -0.07007 0.71178 

Average Fluid Shear 0.41488 0.02316 

Maximum Wall Shear 
Stress 

0.38705 0.23689 

Average Wall Shear Stress 0.37437 0.21585 

Minimum Fluid Residence 
Time 

-0.21195 0.62270 



Chapter 4: CFD-DEM Models of Clinically Relevant Venous Access Devices 

241 

 

The combinations of variables to make up each principal component can also 

be explored in further detail. The larger the absolute value of each variables 

weighting, the larger the contribution it makes to the principal component. 

Therefore, in Figure 4.35, it can be seen that PC1 is primarily composed from 

the variables related to fluid velocity as well as wall shear stress. PC2 on the 

other hand, is much more influenced by maximum fluid shear and minimum 

residence time.  

 

Figure 4.35 Loadings plot for fluid-only parameters. It is shown that PC1 is primarily 
composed from the variables related to fluid velocity as well as wall shear stress. PC2 on the 
other hand, is much more influenced by maximum fluid shear and minimum residence time. 
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Figure 4.36: A scatter plot of PC1 vs PC2 for fluid-only parameters. 

The PCA plot of the fluid-related parameters enable interesting insights into 

the data obtained so far in this work to be developed, which were not expected 

by the author (Figure 4.36). Considering that both PICC and CVC lines end 

within the SVC, overlap between these central lines would be unsurprising. 

This plot shows no overlap between the PICC and CVC lines studied in this 

work, when fluid-only parameters are considered. 

The apparent outliers in the PIVC set correspond to those for the 300 mL min- 1 

“flushes”. These simulations use far higher fluid velocities than the remainder 

of the set, which corresponds to higher fluid velocity, shear rate and shorter 

minimum residence time, leading to far larger values for PC1. Further, the wide 

range of input velocities used for this geometry give rise to the “stretched” 

appearance of the cluster.  

4.4.3.2 Analysis of Particle-related Parameters 

Analysis of the particle-related parameters alone was undertaken since it was 

of interest to determine whether fluid-only simulations would be adequate to 

obtain the necessary input parameters for the microfluidic device designed in 

Chapter 5, or if in silico studies of particle parameters were also required. 

Analysis has been undertaken in the same way as reported previously.  
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Figure 4.37: For the particle-only parameters, 2 principal components are necessary to cover 
98.6% of the variance in the data set. Variance explained cumulatively (black line), variance 
explained by each principal component (blue line). 

Like the fluid-only parameters reported earlier, only two principal components 

are required to explain >80% of the variance in the data set. Here (Figure 

4.37) 98.6% of the variance can be explained by just two components. The 

weightings of each particle-related variable is given in Table 4.24, and shown 

as a loadings plot in Figure 4.38. 

Table 4.24: The weightings used for each factor to generate the principal components for the 
analysis of particle-only parameters. 

Factor PC1 PC2 

Maximum Particle Velocity 0.45393 0.56407 

Average Particle Velocity 0.52996 0.4486 

Maximum Particle Shear 
Stress 

0.50612 -0.48986 

Average Particle Shear 
Stress 

0.50688 -0.48796 
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The combinations of variables for each principal component was then studied 

in further detail. From Figure 4.38, it is the absolute values of each variables 

weighting that is of interest. PC1 consists mostly of average particle velocity, 

whilst PC2 comprises mostly of maximum particle velocity. Particle shear 

stress-related variables are almost equally split over both principal 

components.  

 

Figure 4.38: Loadings plot for particle-only parameters. It is shown that PC1 is largely 
comprised of average particle velocity, whilst PC2 is mostly maximum particle velocity. 
Particle shear stress-related variables are almost equally split over both principal 
components. 
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Figure 4.39: A scatter plot of PC1 against PC2 for the particle-only analysis. The PICC line 
geometries in this work appear to behave very differently to the others. 

When the particle-only parameters are considered, the scatter plot of the first 

two principal components looks quite different to that for the fluid-only 

parameters (Figure 4.39). PC1 varies much less in this case, than it does in 

Figure 4.36, and all the data points seem to fit on the same line i.e., that there 

is a stronger relationship between them. The small cluster of PICC-outliers 

where PC2 is approximately 3, has been probed in further detail, but a 

conclusive explanation as to why these points lie so far from the remainder of 

the data set has remained elusive. There appears to be no consistent infusion 

rate, infusion fluid nor geometry between all the points in this group. 

4.4.3.3 Analysis of Fluid and Particle Parameters Together 

Finally, fluid and particle parameters will be analysed together, to enable 

understanding to be gathered about the data set as a whole, and to determine 

whether particle-related parameters play a significant role in influencing the 

composition of principal components and therefore if these particle-related 

parameters are of interest as target input parameters for the microfluidic device 

developed in the following chapter. Analysis will be undertaken as outlined 

previously, but will then be followed by hierarchical clustering analysis to find 

the similarities between the simulations run in this chapter. 
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Figure 4.40: For the combined analysis, two principal components are necessary to cover 
73.1% of the variance in the data set. Variance explained cumulatively (black line), variance 
explained by each principal component (blue line). 

For the analysis of both fluid and particle parameters, the scree plot is shown 

in Figure 4.40. 2 Principal components are required to explain 73% of the 

variance in the data set and 88% by 3 – however 3 principal components are 

more challenging to visualise since this requires a 3D plot.  

The two principal components which explain the greatest degree of variance 

in the data set can then be explored in further detail. The weightings for each 

variable are reported in Table 4.25, and shown by the loadings plot in Figure 

4.41. In this figure, it is the absolute values of the weightings that are of 

interest; it can be shown that PC1 is heavily comprised of the fluid-related 

parameters of fluid velocity, average fluid shear rate and wall shear stress, 

whilst PC2 is mostly particle-related parameters. These weightings also further 

suggest that it is the fluid-related parameters that are more important than the 

particle-related ones, since PC1 represents a greater amount of variance in 

the data set than PC2. 
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Table 4.25: The weightings used for each factor to generate the principal components for the 
analysis of fluid and particle parameters. 

Factor PC1 PC2 

Input Velocity 0.402748 0.088 

Maximum Velocity 0.407357 0.098945 

Average Velocity 0.394039 -0.0627 

Maximum Fluid Shear -0.08701 0.441783 

Average Fluid Shear 0.411308 0.07846 

Maximum Wall Shear Stress 0.381102 0.157642 

Average Wall Shear Stress 0.372332 0.076507 

Minimum Fluid Residence 
Time 

-0.22322 0.317474 

Maximum Particle Velocity -0.01071 0.174458 

Average Particle Velocity -0.02147 0.274745 

Maximum Particle Shear 
Stress 

-0.0556 0.5299 

Average Particle Shear 
Stress 

-0.04979 0.508918 

 

 

Figure 4.41: Loadings plot for the analysis of both fluid and particle-related parameters. It is 
shown that PC1 is largely comprised of fluid-related parameters, whilst PC2 is mostly 
particle-related parameters. 
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Figure 4.42: A scatter plot of PC1 against PC2 for the complete analysis. There is 
significantly more similarity between the PICC and CVC geometries once particle 
parameters are analysed. Two outliers from the PIVC set can clearly be seen, these are the 
300mL min-1 ‘flushes’ discussed previously. 

One of the most striking characteristics of the plot in Figure 4.42, is the 

similarity it has to the scatter plot for the fluid only parameters in Figure 4.36. 

However, in this case, there is a greater degree of overlap between PICC and 

CVC geometries in terms of the values of their principal components, which 

was not necessarily seen earlier. Furthermore, the clear outliers in this plot are 

the 300 mL min-1 “flushes” used with the PIVC geometry; the same as those 

highlighted previously.  

Lastly, hierarchical clustering analysis was undertaken to explore the 

relationships between geometries in more detail. Hierarchical clustering 

analysis is an algorithm that groups similar objects (here these are the 

simulations and their different input parameters) into clusters. Each cluster is 

distinct from each other cluster; within each cluster however, the items are 

broadly like each other. 
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Figure 4.43: Dendrogram from hierarchical clustering analysis for the vascular access 
devices in this work. This dendrogram clearly shows 6 distinct clusters.  

In Figure 4.43, it can clearly be shown there are 6 distinct clusters within this 

data set – C1 is a distinct PIVC only cluster, C2 and C3 are CVC only, C4 and 

5 are PICC only, whilst C6 is a mixture of PIVC and PICC geometries. 

The content of the C1 cluster being very separate from C6, where the 

remaining PIVC geometries are found is not surprising. C1 contains the 300 

mL min-1 simulations that have consistently been seen to be outliers 

throughout this section, so it makes sense that these would cluster separately. 

It is interesting and unexpected that the dual lumen PICC lines and remaining 

PIVC geometries would cluster together in C6.  

4.4.4 Summary 

In this chapter it has been shown that a combined CFD-DEM methodology can 

be used to study nanoparticle and fluid behaviour through 3 different, 

commonly used, vascular access devices. This methodology has enabled flow 

rates to be correlated with fluid velocity, wall shear stress as well as particle 

shear rates and residence times. Wall shear stress has been seen to vary 

between 1949.63 and 14610.07 Pa, whilst fluid shear ranges between 598.30 

and 9148.52 s-1 and particle shear rates between 7 and 453491.4 Pa.  

Figure 4.42 shows the PCA plot for the simulations undertaken in this chapter. 

The overwhelming majority of the simulations output results that correlate to 

having principal components within a narrowly defined space. This space is 

where PC1 is between -2 and +1, and PC2 between -2 and +4. As mentioned 

earlier, principal components are weighted averages of a suitable combination 

of the initial variables; since both the weighting and principal components are 

known, this original variables can be recovered. This correlates to a space 

where average fluid shear and average particle shear rate ranges between 
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756.48 and 1749.34 s-1 and 149085.94 and 429037.20 Pa respectively 

(Appendix J).  

The use of Principal Component Analysis here has enabled novel insights 

around the shear stresses and other forces that nanoparticles would be 

subjected to in vivo if they were given via one of the VADs discussed in this 

chapter. Since particle shear stress is a key factor for influencing nanoparticle 

biological fate through its impact on protein corona composition, these results 

will then be taken and used as ideal operating ranges of the microfluidic device, 

which should then cover the parameter space (as principal components), 

which has been outlined earlier in this chapter. Consequently, the input fluid 

velocity could be chosen so that the device can mimic any VAD, or alternatively 

if the necessary input parameters were known, any chosen blood vessel.  

4.4.4.1 Limitations of These Models 

There are several known limitations in the models developed in this work. 

These limitations mostly arise from the assumptions which have been 

implemented to simplify the calculations that need to be run. Firstly, input 

geometries are from idealised, generic geometries and are often from 

cadaverous studies, rather than live patients. Next, the physics continua used 

here assume that the walls of these bloods vessels are elastic, but are of fixed 

diameter. Therefore, vessel walls do not expand and contract in these 

simulations as they would in vivo, and this is likely to have a significant impact 

on the results obtained via simulation.610 Finally, the way in which the damage 

index is calculated in this work is capable of overestimating haemolysis. It is 

well known that haemolysis damage indices calculated via the Giersiepen-

Wurzinger correlation can overestimate the damage by up to an order of 

magnitude, since the exponents in the underlying equation mean it is possible 

for there to be circumstances in which the values are greater than 1/ 

100%.598,600  

4.5 Conclusions 
In this chapter, the coupled CFD-DEM methodology developed in Chapter 3 

has been used in an iterative fashion, to study three different, commonly used 

vascular access devices (i.e., peripherally inserted venous cannula, PICC and 

Hickman lines). This has enabled both fluid and nanoparticle behaviour to be 

determined simultaneously, as well as to determine particle-related factors 

such as particle shear stress. Furthermore, this work has highlighted the 

apparent paucity of data within the literature regarding particle shear stresses 

on nanoparticles when they are introduced into the bloodstream.  

To achieve this aim, several objectives were set at the beginning of this work. 

Initially, the vascular access devices were developed as CFD-only simulations, 

since it was of interest to study how simply the insertion of the device alters 

blood flow in the vessels concerned. Later, these simulations were made more 

complex, by now using the VAD to introduce either of 0.9% saline, or 5% 

glucose. These two fluids are both common carrier fluids for many 

intravenously administered medications, but have quite different physical 
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properties in terms of density and viscosity and therefore the assumption was 

made that they would have quite different behaviour in these simulations. It 

was seen that wall shear stress and fluid velocity vary as a function of the 

chosen infusion fluid.  

Once the fluid behaviour had been thoroughly investigated, the simulations 

were again made more complex by applying the full CFD-DEM methodology 

developed earlier. Particle behaviour could now be studied. Here, particle 

velocity and particle shear stress were two key parameters of interest since 

fluid shear rate (and therefore particle shear stress) are known to influence the 

physiochemical characteristics of the developing protein corona in vivo. 

Principal component analysis was used to simplify the data obtained from 

these simulations, from a 14-dimentional space, to a much simpler and easier 

to visualise and understand 2-D plot. Key parameters were then elucidated 

from this data and will be used as target operating ranges for the microfluidic 

device designed and simulated in the following chapter.  

Furthermore, simulations also considered the influence of infusion fluid and 

catheter tip shape of fluid behaviour and therefore wall shear stress as well as 

what these results mean in the context of Virchow’s triad and their use 

clinically.  

In summary, this work is one of the first computational studies where 

multicomponent fluids and particle behaviour are studied simultaneously in the 

context of a vascular access device. Many studies exist within the literature 

where only fluid behaviour is of interest. The results obtained here regarding 

particle shear stresses could have a significant impact on the design and 

development of novel nanotherapeutics, since particle shear stress is known 

to influence protein corona composition, and therefore nanoparticle biological 

fate, but also likely influence the selection of the route by which they are given 

intravenously e.g., if these simulations highlight that high particle shear is 

experienced by the nanoparticles whilst travelling through the VAD, and the 

delivery vehicle is known to be shear sensitive, with high shear encouraging 

aggregation, then this may determine that they are not suitable for PIVC. 

Several groups have previously investigated the influence of fluid shear on 

particle aggregation.611–613 
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A. Input Geometries 
PIVC 

 

Insertion angle 15 ° 
 

 
 
 

 
 
 
Insertion angle 25 ° 
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Insertion angle 35 ° 
 

 
 

 
 

 

PICC 

RBV – 3.6mm, LBV 5.5 mm SVC 6.4mm. 
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Hickman line 
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B. Mesh Independence Studies 
PIVC 

Input velocity for median cubital vein is 0.11 m s-1. Calculated maximum 

velocity is then 0.22 m s-1.  

Results from mesh independence study. Needle assembly is meshed at 50% of base size. 

Base size (m) No. of cells Max velocity (m s-1) Residuals (as 
continuity) 

5.0 x10-3 26082 0.141 1.37x10-3 

9.0 x10-4 320102 0.183 6.88x10-5 

5.0 x10-4 389616 0.181 3.17x10-4 

2.0 x10-4 393012 0.185 9.63x10-6 

1.0 x10-4 1024417 - - 

 

 

 

Cell Quality 

Cell quality measures the uniformity of cells that make up the mesh (Table 

4.26). A perfect cell has a cell quality of 1.0. Ideally, the bulk of the cells within 

the mesh should have a cell quality rating of 0.5 or more.535 Bad cells are those 

where quality is less than 1.0x10-5.535 Such cell quality values suggest that the 

cells within the mesh vary significantly in size, shape and volume.  
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Table 4.26: Cell quality measures the uniformity of a simulated mesh. Cell quality for the 
PIVC model used within this chapter. All cells are seen to have a cell quality > 0.5.  

Cell quality Number of cells 

≤ 0.50 0 

≤ 0.60 0 

≤ 0.70 0 

≤ 0.80 0 

≤ 0.90 0 

≤ 0.95 0 

≤ 1.00 393012 

 

Skewness Angle 

Skewness angle measures the angle between a face normal and the vector 

that connects the centre of two neighbouring cells (Table 4.27).535 This shows 

whether the cells on either side are formed such that diffusion of quantities is 

possible without the quantities becoming unbounded.535 A perfectly orthogonal 

mesh will have a skewness angle of 0°. Bad cells are those with a skewness 

angle greater than 85°, and skewness angles > 90° lead to issues with solution 

convergence.535 

Table 4.27: Maximum skewness angles for each geometry part within the PIVC geometry. 

Geometry part Maximum skewness angle (°) 

Blood vessel – wall 50.93 

Blood vessel – inlet  41.22 

Blood vessel – outlet  42.39 

Needle 74.31 

 

Volume Change 

Volume change describes the ratio of a cell’s volume compared to that of its 

largest neighbour (Table 4.28).535 A value of 1 is a good cell, as this shows 

that the cell concerned has a volume equal to or larger than that of its 

neighbours.535 Cells where the volume change is < 0.01 are considered bad 

cells – large increases in volume from one cell to another may lead to 

inaccuracies in results and instability in the solvers.535  

Table 4.28: Volume change of cells within a mesh is a proxy measure of the accuracy of the 
results it will generate. All cells within this mesh have a volume change > 0.01.  

Volume change Number of cells 

<0.01 0 

<0.1 3280 

<1 389732 

In summary the results presented here show that the mesh generated here 

with a base size of 2 x10-4 m for the blood vessel and 1 x 10-4 m for the 

needle, is of sufficient quality to be suitable for further analysis. No issues 

have been identified regarding cell quality, skewness angle nor volume 

change. 
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PICC 

For this model an input velocity of 0.4 m s-1 has been set at both inlets 

(brachiocephalic/ innominate veins). Therefore, calculated peak fluid velocity 

is 0.8 m s-1. Base size refers to the size of the cells used to mesh the blood 

vessel geometry. In each case is the PICC line meshed at a size half of this.  

Table 4.29: Results from mesh independence study for PICC line 

Base size (m) No of cells Max velocity (m s-1) Residuals (as 
continuity) 

5.0 x10-3 228493 0.795 1.51x10-6 

1.0 x10-3 258709 0.778 3.33 x10-6 

8.0 x10-4 262483 0.782 1.81x10-3 

6.0 x10-4 265526 0.784 2.17x10-6 

5.0x10-4 273591 0.787 2.28x 10-6 

4.0 x10-4 321717 0.794 2.35x10-6 

3.0 x10-4 439225 0.815 3.40x10-6 

2.75 x10-4 546042 0.810 2.77 x10-6 

2.50 x10-4 674082 0.814 5.04x10-4 

2.0 x10-4 991926 0.808 3.31x10-6 

1.0 x10-4 4101695 0.792 2.98x10-6 
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Cell Quality 
Table 4.30: Cell quality measures the uniformity of a simulated mesh. Cell quality for the 
PICC model used within this chapter. All cells are seen to have a cell quality > 0.5.  

Cell quality Number of cells 

< 0.50 0 

< 0.60 0 

< 0.70 0 

< 0.80 0 

< 0.90 0 

<0.95 0 

< 1.00 1569982 

 

Skewness Angle 
Table 4.31: Maximum skewness angles for each geometry part within the PICC line 
geometry. 

Geometry part Maximum skewness angle (°) 

Blood vessel wall 6.01 

Inlet 1 36.50 

Inlet 2 29.27 

Outlet 38.39 

PICC line 42.32 

 

Volume Change 
Table 4.32: Volume change of cells within a mesh is a proxy measure of the accuracy of the 
results it will generate. All cells within this mesh have a volume change > 0.01.  

Volume change Number of cells 

<0.01 0 

<0.1 28254 

<1 1541728 

In summary, the results presented here show that the mesh generated here 

with a base size of 4x10-4 m for the blood vessel and 4x10-5 m for the PICC 

line, is of sufficient quality to be suitable for further analysis. No issues have 

been identified regarding cell quality, skewness angle nor volume change. 

Hickman Line 

Results from mesh independence study 

Table 4.33: Results from mesh independence study for Hickman line. 

Base size (m) No of cells Max velocity (m s-
1) 

Residuals (as 
continuity) 

5.0 x10-3 98933 0.785 - 

1.0 x10-3 695628 0.810 2.59 x10-7 

8.0 x10-4 704387 0.818 2.91 x10-7 

6.0 x10-4 709635 0.814 3.02 x10-7 

5.0 x10-4 707502 0.806 3.10 x10-7 

4.0 x10-4 848843 0.809 3.74 x10-7 

3.0x10-4 1127967 0.811 4.90 x 10-7 

2.0 x10-4 2283585 0.810 8.50 x10-7 
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Cell Quality 
Table 4.34: Cell quality measures the uniformity of a simulated mesh. Cell quality for the 
PIVC model used within this chapter. All cells are seen to have a cell quality > 0.5.  

Cell quality Number of cells 

>0.80 0 

>0.90 0 

>0.95 0 

1 707502 

 

Skewness Angle 
Table 4.35: Maximum skewness angles for each geometry part within the Hickman line 
geometry. 

Geometry part Maximum skewness angle (°) 

Inlet 1 40.62 

Inlet 2 41.54 

Outlet 46.59 

CVC 54.85 
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Volume Change 
Table 4.36: Volume change of cells within a mesh is a proxy measure of the accuracy of the 
results it will generate. All cells within this mesh have a volume change > 0.01.  

Volume change Number of cells 

<0.01 0 

<0.1 16921 

1 690581 

In summary, the results presented here show that the mesh generated with a 

base size of 3 x10-4 m for the blood vessel and 1.5 x10-4 m for the Hickman 

line, is of sufficient quality to be suitable for further analysis. No issues have 

been identified regarding cell quality, skewness angle nor volume change. 
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C. Flow Rate to Inlet Velocity and Reynolds 

Number.  
For a few of the blood vessels studied in this work, blood flow is often given as 

a flow rate, rather than as velocity.  

Flow rate to inlet velocity 

Necessary equations 

 

𝑄 = 𝐴𝜐 

𝜐 =  
𝑄

𝐴
 

𝐴 =  𝜋𝑟2 

Therefore,  

𝑉𝑒𝑙𝑜𝑐𝑖𝑡𝑦 =  
𝑓𝑙𝑜𝑤 𝑟𝑎𝑡𝑒 (𝐿 𝑠−1)𝑥 (𝑚3 𝐿−1)

𝑐𝑟𝑜𝑠𝑠 𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑎𝑟𝑒𝑎 (𝑚2)
 

 

Median cubital vein  

Flow rate 17 mL min -1    https://www.jstage.jst.go.jp/article/jpnwocm/25/3/25_576/_pdf 

Diameter 1.8 mm 

𝑉𝑒𝑙𝑜𝑐𝑖𝑡𝑦 =  
2.83𝑥10−4 (𝐿 𝑠−1)𝑥 10−3(𝑚3 𝐿−1)

𝜋(0.9𝑥10−3)2 (𝑚2)
   

𝑉𝑒𝑙𝑜𝑐𝑖𝑡𝑦 = 0.11 𝑚 𝑠−1 

 

20 G cannula  

internal diameter 0.603 mm 

Flow rate (mL min-1) Flow rate ( mL s-1) Flow rate ( L s-1) 

10 0.16 1.67x10-4 

30 0.5 5x10-4 

60 1 1x10-3 

300 5 5x10-3 

 

Using the same formula as above, the flow rates in mL min-1 become the 

following fluid velocities in m s-1 

Flow rate (mL min-1) Fluid velocity (m s-1) 

10 0.584 

30 1.75 

60 3.50 

300 17.5 
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Input velocity to Reynolds number 

 

𝑅𝑒 = 
𝜌𝑢𝐿

𝜇
 

Density kg m-3 Viscosity Pa s 

0.9% saline 1004.59 0.9% saline 0.00102 

5% glucose 1017.50 5% glucose 0.00114 

 

The flow rates of the carrier fluids and their respective Reynolds numbers are 

outlined in the table below. 

Flow rate (mL min-1) Reynolds number – 0.9% 
saline 

Reynolds number – 5% 
Glucose 

10 346.83 314.31 

30 1039.30 941.86 

60 2078.61 1883.71 

300 10393.07 9418.57 
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D. Implementation of Damage Scalar 
The implementation of the damage scalar in these models to study the impact 

of the VAD on haemolysis of red blood cells is a multistep process. Here, the 

process by which these are set up in STARCCM+ will not be discussed in 

detail, but instead relate the walkthrough given by the STARCCM+ 

knowledgebase to the work published by Garon and Farinas.598,614 

Step 1: Calculating fluid shear 

The first step for the implementation of the damage scalar to measure damage 

index and thus the amount of haemolysis is to calculate fluid shear (τ). 

Activating the strain rate tensor modulus enables the field function below to be 

defined.  

$StrainRate*$DynamicViscosity 

 

Step 2: Creating the normalised damage index scalar DI 

This step uses equation 16 from Garon and Farinas, but additionally multiplies 

by fluid density to normalise the value. In this work, fluid density varies as blood 

mixes with the carrier fluid (saline/ glucose). 

𝑑

𝑑𝑡
𝐷𝐼 = (3.62𝑥10−7)

1
0.785 𝜏

2.416
0.785𝜌 =  𝜎 

Another field function is defined: 

pow(3.62e-7,(1/0.785)) * pow($Tau,(2.416/0.785)) * $Density 

 

Step 3: Volume integral of DI 

The following three steps outline the three reports that must now be created in 

STARCCM+ to calculate the damage index.  First, generate a volume integral 

report to calculate average value of DI over the entire volume mesh. 

∫𝜎
 

𝑣

𝑑𝑉 

 

Step 4: Average linear damage 

This step calculates the product of the volume integral of DI and the inverse of 

the flow rate (equation 25 from Garon and Farinas). 

�̅�𝐼 = 
1

𝑄
∫𝜎

 

𝑣

𝑑𝑉 

1/$QInReport*$VolIntReport 
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Step 5: Predicted level of haemolysis 

This final step calculates (and later reports) equation 26. 

𝐷 = (�̅�𝐼)
0.785 

The report itself is defined as another field function outlined below. 

Pow($AverageLinearDamageReport,0.785) 

 

To then obtain the mean index of haemolysis (MIH) (equation 11 in the Garon 

and Farinas paper, but not reported by Piper et al.) the following is necessary, 

since what has been calculated previously is D(τ,t).  

𝑀𝐼𝐻 = 𝐷(𝜏,𝑡)𝑥106 

 

Benchmarking against Garon and Farinas.  

Benchmarking of the 16G cannula simulation in the Garon and Farinas paper 

and originally reported by De Wachter and colleagues is undertaken here, to 

confirm that the methodology for the damage index and conversion between 

damage index and normalised index of haemolysis is understood, before 

applying this methodology to the models in this chapter to calculate the 

damage index as reported by Piper et al.524,598,615 

 

Geometry 
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Mesh 

 

Mesh size chosen to give the same number of cells as reported by Garon and 

Farinas (647,569). Base size used 4.5x10-5 m.  

Results 

The simulation reports the damage index as 2.28x10-5 From equation 11, this 

gives the normalised index of haemolysis as 22.8.  
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E. Entrance Lengths, PICC and Hickman Line 
Entrance lengths are the distance fluid flow must travel before the velocity 

profile stops changing. We calculate them here to confirm that a sufficient 

length of each vein within the model has been used, such that the truncation 

does not affect the results obtained within the model.  

Different equations are used depending on the flow regime that is occurring.  

𝐿𝑒(𝑙𝑎𝑚𝑖𝑛𝑎𝑟) = 0.05𝑅𝑒𝐷 

𝐿𝑒(𝑡𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑡) = 4.4𝐷(𝑅𝑒)
1
6 

Entrance length as a function of pipe diameter and Reynolds number. Where Re is the 
Reynolds number and D is diameter of the pipe. 

First flow rates will be converted into fluid velocity in ms-1, then Reynolds 

number will be calculated for each vein within the model, before this number 

can be plugged into one of the equations shown above.  

𝑅𝑒 = 
𝜌𝐷𝑣

𝜂
 

Reynolds number where ρ the density of the fluid, D the diameter of the pipe, ν is the velocity 
of the fluid and η is fluid viscosity.  
 

Entrance lengths 

Left brachiocephalic vein 

Diameter = 5.5 mm.  

Flow rate = 10.86 mL s-1    fluid velocity = 0.45 m s-1 

 

Reynolds number 

𝑅𝑒 = 
1050 𝑥 0.0055 𝑥 0.457

0.0035
= 75.4 

 

Entrance length  

  

𝐿𝑒(𝑙𝑎𝑚𝑖𝑛𝑎𝑟) = 0.05 𝑥 75.4 𝑥 0.0055 = 0.021 𝑚 

 

Right brachiocephalic vein 

Diameter = 3.6 mm 

Flow rate = 8.76 mL s-1    fluid velocity = 0.86ms-1 
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F. Field Functions for Particle Shear Stress 
Schiller-Naumann model has been implemented in STARCCM+ for the 

determination of the drag force experienced by the polymer nanoparticles. This 

equation is already within STAR CCM, as “Particle Schiller-Naumann drag 

coefficient”. 

𝐶𝐷 = 24 𝑥
1 + 0.15 𝑅𝑒0.687

𝑅𝑒
  

Drag coefficient, where Re is Reynolds number. 

The drag force experienced by the particles can be calculated using this drag 

coefficient along with the nanoparticle velocity (relative to the flow) using the 

following equation, where 𝜈 is the particle velocity and Α is the reference area 

of the particles. This is available in STARCCM+ as particle drag force.  

𝐹𝑑 = 
1

2
𝜌𝜈2𝐶𝐷𝐴 

Particle drag force, where ρ is particle density, ν particle velocity and A is reference area of 
the particle. 

Finally, particle shear stress is then: 

𝜏 =
𝐹𝑑

𝐴
 

Shear stress (τ) is a function of force (F) applied to an area (A) 

To calculate particle shear stress, a user-defined field function is used. This is 

implemented as $${ParticleDragForce}/${ParticleSurfaceArea} 
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G. Hickman Line 
CVCs are often referred to via their brand names. Hickman and Leonard lines 

are similar, but Leonard lines have narrower internal lumen compared to a 

comparable Hickman line, and they will not be studied here. The influence of 

CVC size and vessel diameter has been studied in detail by Nifong and 

McDevitt and will not be explored here.525 In this case, a 9.6 F, single lumen 

Hickman line and the slightly larger 10 F triple lumen Hickman line will be 

modelled (Figure 4.44).  

 

Figure 4.44: A cross section of the single and triple lumen Hickman line modelled in this 
study. 

4.6.1.2 Obstruction of Fluid Flow Following Line Insertion 

Initially, the Hickman line is considered just as an obstruction to the blood flow 

in the brachiocephalic vein and superior vena cava The inlet velocity of the left 

brachiocephalic veins is kept constant at 0.46 m s-1 and for the right 

brachiocephalic vein inlet velocity is 0.86 m s-1. A copy of the geometry with 

no line inserted will be used as a control. The maximum fluid velocity observed 

for each geometry is summarised in Error! Reference source not found.. A 

paired t-test was again used to assess the statistical significance of any 

change in maximum fluid velocity following the insertion of the Hickman line 

that is being studied in this section. P <0.05 is considered statistically 

significant.  

Table 4.37: A comparison of fluid velocity, a set distance downstream (0.015m) from the 
outlet of the Hickman line, between the control geometry and that which has had the line 
inserted. 

Geometry Fluid velocity (m s-1) p-value 

CONTROL 0.840 - 

With Hickman line 0.753 0.034 
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Figure 4.45: Fluid velocity in the right brachiocephalic vein is not impacted by the insertion of 
the Hickman line. A) control B) following Hickman line insertion. 

Fluid velocity was studied in the geometry both before and after the insertion 

of the Hickman line (Figure 4.45). What is striking in this figure, is the 

development of an area of localised low velocity at the end of the Hickman line. 

Furthermore, there is also an apparent decrease in fluid velocity in the left 

brachiocephalic vein (where the Hickman line is inserted). There is also the 

formation of a band of low velocity fluid above the Hickman line. 

Fluid Streamlines 

Next, fluid streamlines were visualised to assess both how STARCCM+ 

understands the geometries imported from SolidWorks, but also to see how 

fluid moves around this obstruction and to enable identification of any 

recirculation zones that may have developed, and therefore are present when 

the line is not used for the infusion of fluids (Figure 4.46). The streamlines in 

this figure clearly show that the Hickman line is accurately modelled as an 

obstruction to fluid flow.  
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Figure 4.46: Fluid streamlines, as a planar section through the centre of the geometry, 
parallel to the x-axis. The Hickman line is accurately understood as an obstruction to fluid 
flow by the simulation. A) control geometry B) Following Hickman line insertion. Two colours 
are used to represent the origin of each set of streamlines.  

When the vectors are studied (not shown), There are several recirculation 

zones that can be identified – these are identical to those shown earlier in 

(Figure 4.18), and discussed previously. At the tip of the Hickman line, there 

is a recirculation zone of 0.0015 m – not surprising considering results obtained 

earlier in this chapter, where fluid velocity is very low. 

Vorticity 

Like the cross sectional slices of the geometry shown for the impact of the 

insertion of a PICC line on the vorticity of the fluid, these cross sectional slices 

of the geometry involved here also show a loss of circular flow (Figure 4.47). 

The fluid behaviour shown in the first slice of each set is more complex than 

the others, since both brachiocephalic veins join the SVC immediately prior to 
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where this slice is taken. As the fluid progresses down the (truncated) SVC, 

the pattern becomes less complex, and spiral flow is clearly shown where the 

SVC is not partially occluded by the Hickman line (A). Where the Hickman line 

has been inserted, this spiral flow is not seen – consistent with the results 

presented previously for the PICC line. 

 

 

Figure 4.47: A) Cross-sectional slices of the control geometry show circular flow. This is lost 
on the insertion of the Hickman line (below). Positioning of the first slice was chosen 
arbitrarily, the remaining 3 are 0.02 m apart, to cover the length of the SVC. 

Wall Shear Stress 

Wall shear stress is the force that a fluid applies against a surface (here – 

endothelium and Hickman line). For the control geometry, average wall shear 

stress on the blood vessel is 2.74 Pa. Peak wall shear is 40 Pa, and is found 
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where the three veins join. Following the insertion of the Hickman line, areas 

of high and low shear can be shown (Figure 4.48). Wall shear stress of ~ 55 

Pa is seen on Hickman line, at the point where both brachiocephalic veins join 

the SVC. This is even higher than the 40 Pa reported for the PICC line 

geometry. These results make sense when we consider that the Hickman line 

is of a larger diameter than the previously studied PICC line, therefore a 

greater proportion of the SVC is filled, and therefore to maintain the same 

volumetric flow rate through this narrower diameter, fluid velocity and therefore 

shear rate must increase.  

 

Figure 4.48: Wall shear stress A) Control. B) following Hickman insertion. The front face of 
this geometry is cut away to enable both Hickman line and blood vessel geometry to be 
visualised simultaneously.  
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4.6.1.3 Infusing Fluids via Central Venous Catheter 

There are many combinations of parameters that could be studied here, due 

to their sheer number, only a selection of these will be studied (i.e., fluid will 

only be infused down one lumen at a time, even when multiple lumen are 

available – even though this is known to diverge from how these vascular 

access devices are typically used clinically). Because of the similarity between 

the geometries under study, both will be considered simultaneously, where the 

results from both the single and treble lumen geometry are similar, then only 

the results from the single lumen will be reported. First fluid velocity and 

streamlines will be considered, followed by wall shear stress and mass fraction 

of blood. 

Fluid Velocity and Streamlines 

Simulations are set up as previously described. Maximum flow for the single 

lumen CVC used here has been taken from Berman et al.616 Inlet velocity and 

Reynolds numbers have been calculated as previously described (Table 4.38).  

Table 4.38: Flow rates and Reynolds numbers for the CVC geometry studied here. 

 Flow rate (ml 
min-1) 

Velocity Reynolds 
number (saline) 

Reynolds 
number 

(glucose) 

Single 
Lumen 

200 0.44 134.33 121.74 

150 0.33 100.75 91.30 

100 0.22 67.17 60.87 

50 0.11 33.58 30.43 

Treble 
Lumen 

17 0.57 705.0 639.3 

15 0.49 606.4 549.6 

7 0.23 284.7 258.0 

5 0.16 198.0 179.5 

Fluid velocity was then studied following the infusion of fluid through the 

single lumen Hickman line geometry (Figure 4.49). The figure shows that 

even despite large increases in flow rate and therefore corresponding fluid 

velocity through the Hickman line, there is minor change in fluid velocity in 

the vein. This is again consistent with the results previously shown where the 

VAD is a PICC line 
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Figure 4.49: Fluid velocity as a function of flow rate. Large changes in infusion rate and 
therefore fluid velocity in the single lumen Hickman line lead to small changes in fluid velocity 
in the blood vessel.Infusion rates of saline are as follows: A) 50 ml min-1 B) 100 ml min-1 C) 
150 mL min-1 D) 200 mL min-1 

The streamlines at the end of the Hickman line clearly visualise laminar flow 

(Figure 4.50). Again, the behaviour noted previously, where the streamlines 

exit spread equally across the entire area of the outlet, before quickly being 

concentrated into a narrow stream is observed. 

Next, the streamlines for this geometry were visualised to better understand 

the behaviour of the fluid within the smallest lumen (Error! Reference source 

not found.). Within the smallest lumen in the triple lumen geometry studied in 

this section, the streamlines appear to behave very differently to other 

geometries in this chapter (Figure 4.51). Unlike the single lumen Hickman line 

studied earlier, it is apparent that the laminar flow and focussing behaviour of 

the streamlines following their exit from the VAD is not seen. Instead, both flow 

rates here show much more turbulent fluid behaviour, with the fastest infusion 

rate appearing to potentially indicate the presence of a recirculation zone 

immediately proximal to the outlet. 
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Figure 4.50: Laminar flow is clearly seen on visualisation of streamlines at the end of the 
Hickman line. This behaviour occurs irrespective of flow rate. A) 50 mL min-1 B) 200 mL min-1 

 

Figure 4.51: Streamlines for the triple lumen CVC geometry do not show the laminar flow 
and focussing behaviour reported earlier. Infusion rates of saline are as follows: A) 50 mL 
min-1 B) 200 mL min-1 
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Finally, studying the possible return of spiral flow in the SVC was also of 

interest for this geometry (Figure 4.52). Spiral flow of the fluid in the superior 

vena cava is disturbed by the insertion of the Hickman line (A), leading to 

significantly more complex fluid behaviour in the final slice. Once the Hickman 

line is used for the infusion of fluids, the original spiral flow returns – this is 

most clearly seen in the final slice of the geometry.  

 

Figure 4.52: Cross-sectional slices of the geometry show circular flow is lost on the insertion 
of the Hickman line (A). Spiral flow returns when the Hickman line is used for the infusion of 
fluids (B). Positioning of the first slice was chosen arbitrarily, the remaining 3 are 0.02 m 
apart, to cover the length of the SVC. 
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Wall Shear Stress 

Wall shear stress is a measure of the forces that the fluid exerts on the wall of 

the blood vessel and vice versa. In Figure 4.53, it is shown that there is almost 

no change of wall shear stress within the domain, irrespective of infusion rate 

– this result is unsurprising considering those reported for fluid velocity in 

Figure 4.49. What is observed, however, are the same localised areas of high 

wall shear stress on the blood vessel geometry itself, as well as on the 

Hickman line following insertion – as previously discussed in Figure 4.48. 

Furthermore, wall shear stress within the superior vena cava falls dramatically 

once the vessel is no longer obstructed by the Hickman line, this is again in-

keeping with previous results. 

 

 

Figure 4.53: Wall shear stress varies as a function of infusion velocity. Infusion rates of 0.9% 
saline are as follows: A) 50 mL min-1 B) 200 mL min-1 

Mass Fraction of Blood 

Mass fraction of blood (Figure 4.54) for the single lumen CVC geometry 

studied here shows that as infusion rate increases (and therefore fluid velocity 

through the Hickman line increases), a greater proportion of blood is cleared 

from the vein distal to the outlet; however the differences between 50 mL min- 1 

and 200 mL min-1 is somewhat challenging to see in this figure. These results 

also corroborate those shown in Figure 4.49, where increasing infusion 

velocity leads to almost negligible changes in fluid velocity in the vein. 
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Figure 4.54: Mass fraction of blood. As infusion rate increases, a greater proportion of the 
blood vessel distal to the needle outlet is cleared of blood and replaced by 0.9% saline. A) 
No infusion B) 50 mL min-1 C 200 mL min-1.  

Residence Time 

Residence time is a measure of how long a fluid particle spends within the 

domain (i.e., the geometry under study), and was measured using the 

previously discussed method. Data for the minimum (i.e., first particle to 

escape) residence times for each flow rate can be found in Appendix H. These 

results show as infusion rate increases, minimum residence times decrease, 
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corroborating those shown by the mass fraction of blood presented previously, 

since the greater the infusion rate, not only do particles introduced via the 

Hickman line leave the domain faster, but blood is also cleared quicker and 

replaced by infusion fluid. 

4.6.1.4 Nanoparticle Behaviour Under Flow 

In these simulations, where multi-lumen devices are used, the decision has 

been made that particles will be infused via one lumen only. In cases where 

there are multiple difference sized lumen available, it has been decided that 

the smallest of these will be used; the other lumen are assumed to be used for 

fluids. This assumption has been made to reduce the computational 

complexity of the simulation, even though this potentially diverges from how 

these central lines are used clinically – it is possible that multiple drug infusions 

would run simultaneously down multi-lumen devices. Set up for these CFD-

DEM simulations is as previously described. Nanoparticles are introduced 0.1 

cm parallel to the outlet, again, to reduce the real-world time that needs to be 

simulated.  

Only the results for the single- and triple lumen device at their fastest infusion 

rates are shown here. The results for the remaining flow rates outlined 

previously, can be found in Appendix H. 

Single Lumen 

Particle velocity is a measure of how fast the particles within the simulation are 

moving. This depends on the weight and buoyancy of the particle as well as 

the drag force the particle is subject to. Since the particle is suspended in the 

fluid, and the previously calculated response time for these particles is known 

to be rapid, it is expected that the velocity of the particles will match that of the 

carrier fluid. 

As a consequence of the shape of this geometry, the particles form several 

rows where they all have similar velocities (Figure 4.55). Unlike the PIVC 

studied earlier, the velocity of the particles are seen to increase in velocity on 

exiting the VAD and entering the blood vessel. This is consistent with the 

previously reported results for fluid velocity (Figure 4.49). 

 

Figure 4.55: Particle velocity varies as a function of infusion rate and carrier fluid (saline, 200 
mL min-1). The particles rapidly show an increase in velocity on entering the blood vessel. 
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Particle shear stress is a measure of (primarily) friction between the fluid and 

the particles suspended within it. It is this force which is believed to alter the 

composition of the protein corona around nanoparticles and it is for this reason 

that it will be one of the key parameters used within the development of the 

microfluidic device within the following chapter. Consistent with previous 

results, it is shown by Figure 4.56, that as particles leave the CVC, particle 

shear stress increases.  

 

Figure 4.56: As particles leave the CVC line, particle shear increases. 

Particle shear stress is shown in Figure 4.57 to be a function of infusion rate. 

Maximum particle shear stress increases proportionally to infusion rate and 

therefore fluid velocity.  

 

Figure 4.57: Particle shear stress as a function of time. As flow rate and fluid velocity 
increase, so too does maximum particle shear stress. 
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Treble Lumen 

Like the analysis presented earlier, the triple lumen CVC geometry has also 

been studied in further detail to determine the influence of infusion rate on 

particle velocity and particle shear rate with this geometry. Particle velocity is 

shown in Figure 4.58 to increase once particles reach the bloodstream. These 

results are consistent with both those for the single lumen geometry, as well 

as with the results for fluid velocity discussed previously.  

 

 

Figure 4.58: Particle velocity varies as a function of infusion rate and carrier fluid (saline, 17 
mL min-1). The particles rapidly show an increase in velocity on entering the blood vessel. 

Consistent with the results for the single lumen CVC, particle shear stress is 

again shown to rise once the particles reach the blood stream (Figure 4.59).  

 

Figure 4.59: As particles leave the CVC line, particle shear increases 

Particle shear stress is shown in Figure 4.60 to be a function of infusion rate. 

Maximum particle shear stress increases proportionally to infusion rate and 

therefore fluid velocity.  
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Figure 4.60: Particle shear stress as a function of time. As flow rate and fluid velocity 
increase, so too does maximum particle shear stress. 
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H. Data Table for Principal Component Analysis 
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PIVC Single Glucose 10 0.58 1.13 0.16 9020.42 601.65 8500 1949.63 0.248 0.51 0.19 407449.70 94963.17 

PIVC Single Glucose 30 1.75 3.44 0.27 24514.53 1179.77 13500 2837.34 0.129 0.45 0.20 856902.40 292908.50 

PIVC Single Glucose 60 3.50 6.89 0.44 48573.85 2030.57 25800 4131.28 0.117 1.24 0.41 664672.20 265433.10 

PIVC Single Glucose 300 17.50 33.95 1.82 146155.90 9140.02 80000 14516.25 0.015         

PIVC Single Saline 10 0.58 1.13 0.16 9020.43 598.30 8500 1948.85 0.254 0.48 0.18 341442.70 86405.82 

PIVC Single Saline 30 1.75 3.40 0.27 14287.63 1170.37 12950 2820.42 0.131 0.44 0.19 830551.40 282881.50 

PIVC Single Saline 60 3.50 6.88 0.43 28493.53 2005.61 25500 4043.04 0.080 0.41 0.19 686622.60 256155.90 

PIVC Single Saline 300 17.50 36.20 1.81 146367.20 9148.52 138000 14610.07 0.020         

PICC Single Glucose 150 0.08 1.79 0.66 1037706.00 861.58 16000 4436.38 0.122 0.01 0.0001 10207.88 7165.29 

PICC Single Glucose 300 0.16 1.79 0.66 1037706.00 876.43 19000 4435.64 0.122 0.01 0.01 16819.42 11091.59 

PICC Single Glucose 600 0.33 1.79 0.67 1037706.00 900.03 19000 4437.17 0.122 0.02 0.02 36006.98 22012.62 

PICC Single Glucose 1185 0.65 1.79 0.69 1037706.00 944.52 19000 4440.01 0.120 0.02 0.02 33267.64 16475.11 

PICC Single Saline 150 0.08 1.79 0.66 1037706.00 863.27 18000 4434.36 0.122 0.03 0.02 22622.96 9325.25 

PICC Single Saline 300 0.16 1.79 0.66 1037706.00 880.96 18500 4447.13 0.122 0.03 0.02 19356.23 11384.31 

PICC Single Saline 600 0.33 1.79 0.67 1037706.00 904.55 18500 4448.30 0.121 0.04 0.03 23470.76 15124.93 

PICC Single Saline 1185 0.65 1.79 0.69 1037706.00 949.04 18500 4450.50 0.120 0.03 0.03 11885.81 11885.81 

PICC Dual Glucose 150 0.07 1.68 0.62 52870.01 810.50 18000 4660.93 0.168         

PICC Dual Glucose 300 0.13 1.68 0.63 52870.02 815.62 18000 4662.18 0.168         

PICC Dual Glucose 400 0.18 1.68 0.63 52870.02 820.00 18000 4662.95 0.168         

PICC Dual Glucose 547 0.24 1.68 0.63 52870.01 825.00 18000 4663.78 0.168         

PICC Dual Saline 150 0.07 1.68 0.63 52870.01 810.97 18000 4659.78 0.168         
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PICC Dual Saline 300 0.13 1.68 0.63 52870.01 816.54 18000 4661.54 0.168         

PICC Dual Saline 400 0.18 1.68 0.63 52870.01 820.97 18000 4662.58 0.168         

PICC Dual Saline 547 0.24 1.68 0.63 52870.01 826.45 18000 4663.51 0.168         

PICC Triple Glucose 100 0.31 1.66 0.64 16769.50 816.17 17000 4636.89 0.166 1.22 0.45 754.10 202.44 

PICC Triple Glucose 150 0.46 1.66 0.64 24197.65 818.73 17000 4636.97 0.166 1.26 0.41 873.55 218.31 

PICC Triple Glucose 250 0.76 1.66 0.64 39973.46 823.73 17000 4637.04 0.166 0.06 0.04 954.71 454.33 

PICC Triple Glucose 280 0.85 1.66 0.64 44705.45 825.34 17000 4637.10 0.166 1.22 0.45 783.52 211.90 

PICC Triple Saline 100 0.31 1.66 0.64 16769.50 816.07 17000 4636.68 0.167 1.27 0.41 769.23 240.75 

PICC Triple Saline 150 0.46 1.66 0.64 24197.04 818.59 17000 4636.78 0.167 1.27 0.41 773.97 242.56 

PICC Triple Saline 250 0.76 1.66 0.64 39971.88 823.43 17000 4636.81 0.166 0.06 0.04 981.96 431.37 

PICC Triple Saline 280 0.85 1.66 0.64 44703.50 824.97 17000 4636.86 0.166 0.06 0.04 957.64 462.86 

CVC Single Glucose 200 0.44 1.95 0.66 13764.08 1167.32 30000 7277.41 0.24 0.28 0.12 484.54 110.48 

CVC Single Glucose 150 0.33 1.95 0.65 13757.47 1147.82 29500 7273.85 0.24 0.43 0.13 615.74 233.26 

CVC Single Glucose 100 0.22 1.95 0.65 13795.00 1129.29 29500 7275.46 0.24 0.43 0.13 1054.29 403.65 

CVC Single Glucose 50 0.11 1.95 0.64 13789.08 1110.02 29000 7271.51 0.24 0.28 0.12 2067.51 610.78 

CVC Single Saline 200 0.44 1.95 0.64 49660.70 1113.19 29500 6939.40 0.24 0.2817 0.1244 32.8141 7.0495 

CVC Single Saline 150 0.33 1.95 0.64 49660.70 1090.76 29500 6871.09 0.24 0.2814 0.1243 371.0872 112.8124 

CVC Single Saline 100 0.22 1.95 0.63 49660.70 1068.52 29500 6803.32 0.24 0.2811 0.1241 790.8918 237.0545 

CVC Single Saline 50 0.11 1.95 0.63 49660.70 1046.29 29000 6734.92 0.24 0.2807 0.1239 1211.0580 361.3353 

CVC Triple Glucose 17 0.57 2.31 0.49 3631552 906.87 30000 5665.74 0.33 0.56 0.27 1489335.00 453491.40 

CVC Triple Glucose 15 0.49 2.31 0.49 3652101 900.84 30000 5625.89 0.33 0.47 0.24 1024002.00 202410.60 

CVC Triple Glucose 7 0.23 2.3 0.49 3667271 879.83 30000 5486.40 0.33 0.47 0.24 1025191.00 208567.30 

CVC Triple Glucose 5 0.16 2.29 0.49 3732859 874.01 30000 5447.24 0.33 0.62 0.17 1456748.00 354719.50 

CVC Triple Saline 17 0.57 2.32 0.49 3715992 906.74 30000 5632.41 0.33 0.63 0.34 1703207.00 390349.10 

CVC Triple Saline 15 0.49 2.32 0.49 3737539 900.84 30000 5597.35 0.33 0.50 0.26 1253939.00 306822.30 

CVC Triple Saline 7 0.23 2.31 0.49 3736587 879.72 30000 5471.06 0.33 0.34 0.19 251832.50 141054.20 

CVC Triple Saline 5 0.16 2.3 0.49 3734294 874.03 30000 5436.64 0.33 0.50 0.26 1248988.00 305964.80 
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I.  PCA Correlation Matrix 
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Input Velocity 1 0.90578 -0.4072 -0.24808 0.80535 -0.11705 -0.38049 -0.39781 0.22367 0.23563 0.22036 0.37717 

Maximum 
velocity 

0.90578 1 -0.30574 -0.01498 0.91995 0.21548 -0.12416 -0.2261 0.1599 0.19952 0.34777 0.4933 

Average 
velocity 

-0.4072 -0.30574 1 -0.15021 -0.0671 0.2394 0.58285 -0.26335 -0.09663 -0.20056 -0.56669 -0.61544 

Maximum fluid 
shear rate 

-0.24808 -0.01498 -0.15021 1 -0.21835 0.50111 0.14119 0.67203 -0.05726 0.10595 0.75269 0.66917 

Average fluid 
shear rate 

0.80535 0.91995 -0.0671 -0.21835 1 0.34378 0.15263 -0.27608 0.07994 0.0748 0.10258 0.24464 

Maximum wall 
shear stress 

-0.11705 0.21548 0.2394 0.50111 0.34378 1 0.84857 0.63941 -0.08266 0.02558 0.35817 0.31272 

Average Wall 
shear stress 

-0.38049 -0.12416 0.58285 0.14119 0.15263 0.84857 1 0.45196 -0.12326 -0.09555 -0.08894 -0.15749 

Minimum 
residence time 

of fluid 

-0.39781 -0.2261 -0.26335 0.67203 -0.27608 0.63941 0.45196 1 0.01845 0.18054 0.5758 0.45879 

Maximum 
particle 
velocity 

0.22367 0.1599 -0.09663 -0.05726 0.07994 -0.08266 -0.12326 0.01845 1 0.95838 0.11289 0.12074 

Average 
Particle 
velocity 

0.23563 0.19952 -0.20056 0.10595 0.0748 0.02558 -0.09555 0.18054 0.95838 1 0.29396 0.29062 

Maximum 
particle shear 

stress 

0.22036 0.34777 -0.56669 0.75269 0.10258 0.35817 -0.08894 0.5758 0.11289 0.29396 1 0.96907 

Average 
particle shear 

stress 

0.37717 0.4933 -0.61544 0.66917 0.24464 0.31272 -0.15749 0.45879 0.12074 0.29062 0.96907 1 
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J. Converting Principal Components to Fluid and 

Particle Parameters 
PCA is a dimensionality reduction method that maintains most of the initial 

input data. This means it is possible to move from principal components and 

their weightings, back to the initial input factors i.e., the properties of the 

simulation (e.g. fluid shear). This methodology could be carried out on all 14 

of the input factors, but here only maximum and average fluid shear rate and 

maximum and average particle shear stress are the parameters of interest. 

These factors have been determined from the weightings in Figure 4.41.  

In this work, the values of the four factors outlined earlier, are of interest when 

PC1 has the values -2 and +1, and where PC2 is between -2 and +4.  

Normalising the input data 

A normalisation ‘widget’ was used, so that the precise normalisation 

methodology used by Orange could be a) identified and b) controlled by the 

user. 

Normalisation was performed such that μ= 0, σ2=1.  

Calculating factors from principal components 

There are 4 points (-2,-2), (+1, -2), (-2 +4) and (+1,+4) that outline the space 

where most of the points lie. The normalised values are given in Table 4.39. 

Table 4.39: Normalised values outlining the parameter space where the bulk of the 
simulations in this chapter fall following PCA analysis. 

Principal 
components 

Maximum fluid 
shear rate (s-1) 

Average fluid 
shear rate (s-1) 

Maximum 
particle shear 

stress (Pa) 
 

Average 
particle shear 

stress (Pa) 
 

(-2,-2) 0.931658952 -0.513359814 -2.104826112 -1.040323348 

(+1, -2) 0.860892237 0.766596403 -2.139007615 -1.058075695 

(-2 +4) 1.905480888 -0.338216719 1.133973746 2.10411241 

(+1,+4) 1.834714172 0.941739497 1.099792243 2.086360063 

 

From the table above, the simulation created in the following chapter must be 

able to cover (in terms of normalised values) the following ranges (Table 4.40). 

Table 4.40: Range of each factor covered by the parameter space outlined earlier – as 
normalised values 

Principal 
components 

Maximum 
fluid shear 

rate (s-1) 

Average fluid 
shear rate (s-

1) 

Maximum 
particle shear 

stress (Pa) 
 

Average 
particle shear 

stress (Pa) 
 

Minimum 0.8609 -0.51 -2.139007615 -1.058075695 

Maximum 1.9055 0.94 1.133973746 2.10411241 
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The normalisation is then undone, and gives the following factor values (Table 

4.41).  

Table 4.41: Factor values following the reversal of the normalisation procedure. 

Principal 
components 

Maximum fluid 
shear rate (s-1) 

Average fluid 
shear rate (s-1) 

Maximum 
particle shear 

stress (Pa) 
 

Average 
particle shear 

stress (Pa) 
 

Minimum 5.98 x105 8.27 x102 7.60 x105 4.80 x104 

Maximum 1.03 x106 1.21 x103 9.54 x105 3.90 x105 
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Chapter 5  

An in silico Model of a 

Microfluidic Device Capable 

of Mimicking Physiological 

Fluid Shear Stress. 
 

5.1 Introduction 
Previously, in Part 2 of this thesis, a CFD-DEM methodology was developed 

to simultaneously study fluid and nanoparticle behaviour in vivo, then applied 

to study the fluid and nanoparticle forces present in the immediate aftermath 

of introducing PLGA nanoparticles into blood flow. Principal component 

analysis was then used to elucidate further insights into the data through 

dimensionality reduction. From this, input values for a possible microfluidic 

device were extrapolated from the PCA values.  

In this chapter, a novel microfluidic device will be designed and then modelled 

in silico using the methodology developed earlier to show that physiologically 

relevant shear stresses can be mimicked and, therefore, it could be used to 

study polymeric nanoparticles under flow and ascertain the impact these shear 

forces have on protein corona formation and composition in vivo, without need 
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for animal-based pre-clinical testing. A potentially suitable polymer for 3D 

printing will also be found via a literature review. 

This is the concluding section of the thesis and begins with a literature review 

where a broad introduction to microfluidics will be covered, including the 

history of the discipline as well as a review of several potential manufacturing 

methods. Next, additive manufacturing (with specific reference to fused 

deposition modelling) will be outlined, as well as attempting to find a suitable 

polymer for the eventual FDM-based manufacture of this device. This literature 

review will also determine that PLA is likely to be an appropriate polymer. Next, 

the design process of the device will be discussed before CFD calculations are 

undertaken to assess the fluid and nanoparticle behaviour in the device. 

Finally, comparisons will be made between the values determined via PCA in 

Chapter 4, and those obtained via simulation (Figure 5.13). 

5.2 Literature Review 
This literature review begins with a brief history of microfluidics before 

discussing several ways microfluidic devices can be manufactured. Then, the 

use of CFD with and without machine learning for design analysis and 

optimisation is considered. Next, additive manufacturing and fused deposition 

modelling (FDM) are introduced and discussed in detail before the properties 

influencing the choice of polymer for FDM are reviewed. Finally, examples of 

3D-printed microfluidic devices from the literature are explored before the key 

parameters that determine the design of a microfluidic device are outlined. 

5.2.1 An Introduction to Microfluidics 

Microfluidics refers to the processes through which small volumes (10-9 – 10-

18 litres) of liquids or gases are manipulated via channels between 10-100 μm 

in diameter.617,618 Microfluidic devices are typically polymer-based devices with 

micro- and nano-geometric features to hold and manipulate small fluid 

volumes.619 They may sometimes be referred to as lab-on-a-chip devices, but 

there are slight differences between them. Strictly speaking, lab-on-a-chip 

devices are a subset of microfluidics, indicating that the chip contains one or 

more scaled-down laboratory processes. The field has grown significantly over 

the previous forty years, and a wide range of potential uses (not just within the 

biological sciences) have been reported within the literature.  

5.2.1.1 History of Microfluidic Devices 

The field of microfluidics owes much of its development to that of 

microelectronics, the patenting of photoengraving, which later became the 

photolithography still in use today for the manufacture of many microfluidic 

devices, and the development of the integrated circuit in a single silicon 

crystal.620 

The earliest reports of microfluidic devices can be found from the early 1960s, 

with the development of gas chromatography at Stanford and inkjet nozzles at 

IBM.621 The first microfluidics device is believed to be a miniaturised version of 

a gas chromatograph at Stanford in the 1970s.622 Because of the cost of this 

device (~$100,000), it was never developed further.617,621  
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1980-1990 

The development of 3D printing (stereolithography) by Hull and colleagues in 

1986 is another invention which subsequently progressed to affect 

microfluidics.623 Stereolithography is a technique by which structures undergo 

layer-by-layer fabrication. A laser is used to selectively polymerise a 

photosensitive liquid resin into its solid form; these parts can be fabricated 

rapidly, but their mechanical properties are often lacking.624 

LIGA (Lithographie, Galvanoformung, Abformung; German for Lithography, 

Electroplating, Moulding) is a process that adds an additional electroplating 

step following lithography to enable the manufacture of reusable moulds that 

can be used to produce many replicas of the original.620,625 This technology 

was initially developed using X-rays from a synchrotron source, but a version 

utilising Ultraviolet light does exist. This technique is particularly good at 

creating significantly taller structures than wide ones (high aspect ratio).625 

At the microscale, electrostatic forces play a far more significant role, and as 

such, the magnetic values used at the macroscale cannot be used here.620 

The development of miniaturised valves and pumps for microfluidic devices 

enabled the control and manipulation of small fluid volumes. However, some 

of their earliest forms were complex in design and challenging to 

manufacture.626,627 

1990-2000’s 

Early in 1990, the term ‘micro total analysis systems’ (μTAS), now called lab-

on-a-chip, was proposed to shrink the entire analytical laboratory to the size of 

a microfluidic chip. This aim has remained somewhat elusive and is sometimes 

termed “chip-in-a-lab”.628 One of the earliest reports of “lab-on-a-chip” in the 

literature is the device manufactured by Manz et al. in 1993 for capillary 

electrophoresis-based separations.629 Further lab-on-a-chip devices came 

from the groups of Harrison, Ramsey and Mathies.630–632 These devices all 

have one thing in common; they all use glass or silicon as their substrate and 

are manufactured using techniques adapted from the semiconductor industry 

– namely etching and photolithography.617  

In this decade, microfluidics began to take off; its rapid development was 

fuelled by considerable government funding. Not only were these emerging 

technologies of interest at the end of the Cold War to the Defence Advanced 

Research Projects Agency (DARPA) as portable, analytical platforms for the 

detection of chemical and biological warfare agents, but they also played an 

important role in the success of the Human Genome Project.618 The aim of the 

Human Genome Project was to map the entire human genome within 15 years, 

but it was rapidly noticed that standard gel electrophoresis techniques did not 

have adequate throughput to enable this goal to be realised, leading to the 

development of capillary electrophoresis.632–635  

Whitesides and colleagues pioneered the novel polymer poly(dimethyl 

siloxane) (PDMS) in the late 1990s.617,636,637 Not content to only introduce a 

novel material, a range of new manufacturing methods were also 
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developed.638 These methods are now known as soft lithography – including 

replica moulding, nanoimprint lithography and microcontact printing (Section 

5.2.1.2). Finally, the development of the negative photoresist SU-8 by IBM, 

with its improved aspect ratio, enabled the realisation of many designs for 

micro-electromechanical systems (MEMS) and lab-on-chip devices that had 

previously been too difficult to manufacture.639,640  

2000-2010 

A vast range of new techniques had been developed over the previous decade; 

the turn of the century then brought about rapid expansion in microfluidics 

research and, consequently, its applications.  

Droplet microfluidics (sometimes termed digital microfluidics due to the 

discrete nature of the droplets themselves) has rapidly been adopted for high-

throughput biochemical analysis and reaction screening.641,642 The droplets 

are typically formed in an oil-in-water emulsion, and the reactants are captured 

within each droplet. It is possible for thousands of reactions to happen 

independently of each other.620 This technique has also been exploited for the 

controlled manufacture of liposomes and gold nanoparticles.643,644  

Surprisingly, it was not until 2007 that Martinez and colleagues developed 

paper-based microfluidic devices.645,646 These were initially used to multiplex 

several biological assays in the same device to analyse microlitre volumes of 

complex biological fluids (e.g., blood, urine).645 As predicted by the authors, 

these paper-based microfluidic devices have been incorporated into a range 

of point-of-care tests.647,648 

2010 – Present 

More recently, 3D printing has begun to make an impact on microfluidics. 

Fused deposition modelling is the most commercially successful form of 3D 

printing. Not only can this technique be used to 3D print masters for microfluidic 

devices, but the microfluidic device itself can result from 3D printing if a suitable 

material is selected.649 Furthermore, a flourishing area of 3D printing includes 

designing and printing custom laboratory consumables, such as the 3D-printed 

“Reactionware” by Cronin and colleagues.650 

One of the most well-researched and rapidly adopted areas of microfluidics is 

the Organ-on-chip.651 These systems are microfluidic devices for the 3D 

culture of cells to better mimic in vivo behaviour. The earliest example of an 

organ-on-chip was designed to capture and copy the organ-level structure of 

the lung alveolus.651 Since then, an extensive range of organs-on-chip have 

been developed, primarily for drug screening applications but also for studying 

a range of pathological states (e.g., vascular disorders and cancer 

metastasis).652–657 Multi-organ-on-chip devices also exist to enable the study 

of the interactions between organ systems.658–660 Body-on-chip (also known as 

human-on-chip) devices have previously been hypothesised by several 

groups.659,661,662 
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Currently, microfluidics is moving away from the single-function microfluidic 

chip towards more modular designs.663,664 Current work towards introducing 

standards for microfluidics is likely to accelerate this – currently, 

interoperability of devices is often poor.663,665,666 Furthermore, the area is 

moving towards developing technologies that take micro-manufacture out of 

the cleanroom and into the hands of non-specialists. Particularly useful here is 

fused deposition modelling (discussed further in Section 5.2.4.2). Shin and 

Choi report an extensive review of the emerging Do-it-Yourself and Open 

Source paradigms within science and engineering.667 There are many 

currently available open-source software and repositories for sharing designs 

for novel microfluidic devices; one such popular repository has the delightful 

name of the Thingiverse.668–672 

5.2.1.2 Manufacturing Microfluidic Devices 

A range of methods exist for the manufacture of microscale devices. These 

methodologies include photolithography, the soft lithographic techniques 

introduced by Whitesides and colleagues and the more recent application of 

additive manufacturing (3D printing).  

Photolithography 

Photolithography is a process by which a photosensitive polymer (a 

photoresist) is selectively exposed to light through a mask.673 Light causes the 

photoresist to undergo a chemical reaction, and depending on the type of 

resist, this may either cause the polymer to degrade and make this area 

soluble once the resist is developed (positive photoresist) or cure the polymer, 

making it insoluble (negative photoresist).674 Photolithography is frequently 

used to create the masters, which are then used alongside soft lithographic 

techniques to develop microfluidic platforms. 

Soft Lithography 

Various printing methods are used to manufacture microscale devices, which 

come under the umbrella of soft lithography (Figure 5.1).675 These include 

microcontact printing, replica moulding, micro-transfer moulding, capillary 

moulding, solvent-assisted micromoulding, phase-shifting edge lithography, 

nanotransfer printing, decal transfer lithography and nanoskiving.675 Only 

microcontact printing and replica moulding will be discussed in detail; the 

remainder are outside the scope of this literature review.  

Microcontact printing (μCP) is a form of soft lithography which uses a stamp 

made from PDMS to transfer molecular “inks” onto another surface (Figure 

5.1). This leads to the formation of self-assembled monolayers (SAMs) on the 

substrate.676 These SAMs are often alkanethiols, but examples of other 

biomolecules, including proteins, can be found within the literature.676–680 

Hager et al. have recently explored the possibility of microcontact printing 

using a PDMS-based stamp and a wide range of polymers as the substrate to 

develop micropatterned substrates suited for fluorescence microscopy and 

cellular assays.678 One stamp can be used to print many devices.681 Since the 

stamp is made from PDMS, it can be deformed, either by stretching or 
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compression, altering the pattern that the stamp reproduces.676 This property 

can be exploited to print features of sub-micron size, even though the stamp 

itself is of much lower resolution.676 However, if the “ink” includes organic 

solvents, the PDMS stamp may begin to swell during inking.676 This swelling 

causes a deterioration in the fidelity of the pattern produced by the stamp, 

leading to much larger features in the pattern and smaller gaps between 

them.676,681 

Replica moulding is, as its name suggests, the formation of a replica from a 

master mould (Figure 5.1). This method has several advantages over other 

soft lithography methods, namely, that this technique allows the reproduction 

of complex 3D structures in a single step.638 The technique is also simple, 

reliable, inexpensive and can reproduce patterns with high fidelity.638 Again, 

like μCP, the master can repeatedly create many replicas.638 Using a solid 

master mould can make the release of small, fragile components of the mould 

difficult, but this can be overcome by creating the mould from a soft, easily 

deformable polymer such as PDMS and by using a suitable release agent 

(e.g., a perfluorosilane).638 
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Figure 5.1: A schematic representing the main steps in developing PDMS microfluidic 
devices.  Reproduced with permission from Springer Nature. From 682. a) The master of the 
microfluidic device is built on a silicon wafer. b) The photoresist is spin-coated onto the 
wafer. c) A mask is applied, and the entire assembly is exposed to UV light to cure the 
photoresist. d) Organic solvent is used to dissolve uncured photoresist. e) PDMS (poly 
dimethylsiloxane) is poured onto the master, cured thermally, and removed. f) The PDMS 
layer contains the inverse of the original pattern embossed on the surface of the master.  

Additive Manufacturing 

Combining additive manufacturing with microfluidics is an emerging 

technology expected to have considerable influence on the development of 

organ-on-chip (and, by extension, body-on-chip) devices.683  

Additive manufacturing (also known as 3D printing, is defined by the ASTM 

society as “a process of joining materials to make objects from 3D model data, 

usually layer upon layer, as opposed to subtractive manufacturing 

methodologies”.684 Additive manufacturing is therefore an umbrella term that 

refers to many different techniques, including stereolithography (SLA) and 

fused deposition modelling (FDM); only FDM is of interest in this work. These 

techniques have a variety of advantages, including prototypes being quick and 

often cheap to manufacture compared to traditional methods. Additive 

manufacturing is discussed in further detail in Section 5.2.4. 



Chapter 5: An in silico Model of a Microfluidic Device Capable of Mimicking 
Physiological Fluid shear stress  

297 

5.2.1.3 Advantages and Disadvantages of Microfluidic Systems 

In recent years, microfluidics has emerged as an incredibly useful tool for 

bridging the translational gap between animal models and pathological states 

in humans.685 They have revolutionised in vitro studies, as they afford better 

mimicry of physiological parameters than previous techniques, enabling novel 

insights into pathological states to be uncovered.685 Microfluidic devices can 

be rapidly and reproducibly manufactured, use significantly smaller volumes of 

reagents and analytes and give control over a wide range of physiological 

parameters (e.g., dimensions, surface topology, fluid flow, as well as electrical 

or mechanical stimuli).685 Furthermore, a number of compatible substrates and 

pumping methods have previously been explored. 

Speed of Manufacture and Moulds are Reusable 

Firstly, through using the soft lithography methods outlined earlier, the devices 

can be manufactured in a few short hours.675 Once the master has been 

created, this can be reused indefinitely if the user is sufficiently careful – 

particularly if the master mould is made from silicon, as this is known to be 

fragile, and therefore, the systems are easily reproducible.617 

Small Sample Volumes 

One of the biggest advantages of microfluidic devices is that tiny amounts of 

reagents or analytes are required. For example, there is the potential for a 10-

100-fold decrease in the number of cells needed when such devices are used 

in comparison to traditional cell culture methods.686 

Single-cell analysis has also been widely explored through lab-on-a-chip 

methods, and droplet (digital) microfluidics is a popular choice for microfluidic-

assisted high-throughput screening.687–689 Furthermore, droplet microfluidics 

has previously been used not only for the synthesis of novel molecules but 

also for nanoparticles.650,690,691 

Control Over a Wide Variety of Experimental Parameters 

Microfluidic devices are better able to reproduce in vitro conditions than static 

2D cell culture methods. It is also possible to control a variety of parameters in 

the system, not just cell parameters but mechanical parameters too (e.g., fluid 

flow can be under spatial and temporal control). Only the experimental 

parameters of interest in the context of this project are discussed here. Many 

other parameters can be controlled, but they are outwith the scope of this 

thesis. The extra parameters that can be included in microfluidics-based 

models do not only modify the behaviour of the cell line(s) of interest, but they 

can also modulate the behaviour of the nanoparticles under test; this includes 

nanoparticle-cell interactions but also changing how the nanoparticles settle 

and/or aggregate in solution.22  

In vivo, nanoparticles are inevitably subject to fluid flow, which impacts not only 

nanoparticle-cell interactions but also sedimentation and aggregation 

behaviour.22,692 Chen et al. have recently reported a study on the influence of 

physiological fluid flow on nanoparticle uptake into endothelial cells.693 They 

create a relatively simple microfluidic device for on-chip cell culture, and these 
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cells are subject to flow prior to nanoparticle introduction to induce the known 

phenotypic variation as a consequence of flow but appear not to report the co-

incubation of the gold nanoparticles in cell culture medium prior to introducing 

these into the microfluidic chip – counter to the recommendations made by 

Mahmoudi.43 Despite this, they state that both time under shear and shear rate 

influence nanoparticle uptake; the longer the cells are under shear, the fewer 

nanoparticles are internalised into cells, and the same is true for increasing 

shear rate.693 Furthermore, nanoparticle sedimentation and aggregation 

behaviour have been studied to improve the clinical translation of 

nanoparticles.694 Incorporating fluid flow and mechanical forces to better 

replicate the in vivo environment could overcome known issues with 

nanoparticle sedimentation in static cell culture and how this then alters the 

perceived cytotoxicity and efficacy.695  

A Wide Variety of Compatible Substrates 

A variety of substrates have been used within the literature to create 

microfluidic devices for a wide range of different functions. These substrates 

include PDMS, other polymers (e.g., PLA) and paper.646,647,650,696  

PDMS is a popular choice of material for the development of microfluidic 

devices.636,697 These initial systems were designed to perform capillary 

electrophoresis.636 They highlight various properties unique to PDMS, the way 

in which they reversibly bind to another piece of PDMS so that the device can 

be opened and the channels cleaned.636 Additionally, they also show that if the 

PDMS pieces are treated in an air plasma and subsequently become oxidised, 

the binding of the PDMS is no longer reversible, irrespective of whether this is 

to another piece of PDMS or a selection of other substrates, including glass, 

silicon, and poly(styrene).636 Many other polymeric materials have also been 

used as substrates for microfluidic devices. These polymers include poly(lactic 

acid), poly(propylene) and other thermoplastic polymers.649,650  

The most well-known or well-recognised biomedical uses of microfluidics are 

the disposable, paper-based devices. In this context, paper is defined more 

broadly as any porous membrane that wicks fluid via capillary action.698 The 

two most commonly used are cellulose-based papers and nitrocellulose-based 

membranes.698 The reader will be familiar with the lateral flow assays for 

SARS-COV-2 (COVID-19). The devices consist of overlapping porous 

membranes, which include a sample pad, conjugate pad, test line, control line 

and absorbent pad ( 

Figure 5.2).698 To perform a test, the user adds the sample to the sample pad; 

capillary action then wicks it across the device where it interacts with the 

labelled conjugate antibody on the conjugate pad.698 Immobilized capture 

antibodies are present on both the control and test lines of the device.698 When 

the antigen (analyte) is present in the sample, a coloured band forms across 

the strip as the labelled antibody is retained by the capture antibody via their 

respective interactions with the antigen.698 Accumulation of gold nanoparticle 
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(NP)-antibody conjugates at the test line then gives a visible readout from the 

assay.699  

Nishat et al. have extensively reviewed paper-based microfluidic devices, 

particularly their point-of-care applications.698 Fu et al. have developed a 

paper-based microfluidic device for 3D cell culture.700 The paper-based wicks 

exploit capillary action to continually draw up cell-culture medium whilst the 

cells are cultured on the upper layer.700 

 

Figure 5.2: Basic Structure of (A) a Lateral Flow Assay (LFA) and (B) a Dipstick 
Immunoassay. Abbreviations: mAb, monoclonal antibody; NP, nanoparticle; SERS, surface-
enhanced Raman spectroscopy. Reproduced with permission from 699 

Range of Pumping Methods 

A variety of pumping methods are available.619 Each has its own advantages 

and disadvantages, as well as achievable flow rates and flow patterns. These 

pumping methods can be categorised as passive or active flow (Table 5.1). 

How much control over flow is required is likely to be the deciding factor 

whether passive flow or mechanically-controlled active flow methods are 

chosen in the design of microfluidic devices.619 Passive flow is often much 

easier to implement, but active flow allows much greater control over the flow 

rate within the system.619 

  



 

300 

Table 5.1: A summary of pumping methods which have been used with microfluidic devices. 
From 619. † represents flow methods which are capable of pulsatile flow, and * represents 
those where recirculation of media has already been demonstrated within the literature. 

Active Flow Flow 
rate 

(μL/min) 

Reference Passive Flow Flow 
rate 

(μL/min 

Reference 

Syringe pump †* 0.13-0.2 696,701 Gravity * 0.008 702–704 

Vacuum driven † 0.1 705 Surface 
tension-driven 

4.2 686 

Peristaltic pump 
(general, pneumatic 

or braille pin) †* 

0.03-
185.1 

706–708 Osmosis-
driven 

0.0025-
0.25 

709 

Electric (electro-
kinetic, electro-

osmotic) 

3.6 710,711    

Centrifugal  0.6-
6000 

712    

Some of the pumping methods mentioned in Table 5.1 are capable of 

recirculating media through the system; therefore, any device using one of 

these can then perform on-chip perfusion cell culture.619 Perfusion cell culture 

describes a system where spent cell culture media is removed at the same 

rate at which new cell culture medium is added into the system. This is not 

possible in traditional, static 2D cell culture methods.619 The number of 

examples within the literature where microfluidics and perfusion cell culture are 

combined have rapidly increased since 2019.693,696,701,703,713,714 

5.2.2 Difficulties with Microfluidics 

As explained previously, the manufacture of these devices can be simple, 

however the design of certainly is not. A variety of parameters must be 

considered for the results from these devices to be reproducible and applicable 

to in vivo behaviour. These parameters are summarised in Table 5.2. 

. 
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Table 5.2: The parameters which must be considering in the design and development of a 
microfluidic device. 

Parameter Effect on system Reference(s) 

Shear stress & flow rate If too high (>38 Pa for endothelial cells), 
can cause cell damage. If too low, cells 
differentiate in a way which differs from 

their usual physiological state. 

524,619,696  

Surface area: volume ratio 
of microengineered 

channels 

Large surface area: volume ratio may 
result in significant absorption of active 

ingredients e.g., signaling factors, 
components of growth media etc.  

715 

Substrate stiffness If too low, cells remain minimally 
proliferative and prone to apoptosis. If too 

high, behaviour does not mimic that in vivo. 

716,717 

Identity of substrate Particularly problematic if the majority of 
the microengineered device is made of 

PDMS. PDMS is oxygen-permeable, and 
this is advantageous if on-chip cell 

culturing is wanted, but it is also capable of 
absorbing small hydrophobic chemicals 

and permits the evaporation of embedded 
liquids. PDMS also known to not be inert 
and is capable of leaching silicon into the 

device. 

619,685 

Formation of bubbles 
within the system 

Bubbles are known to affect cell perfusion 
and cell behaviour. Can also cause cell 

damage. 

718 

Pumping method Will determine if perfusion cell culture is 
possible and if the device needs an 
electrical supply. Additionally, other 
mechanical properties such as cell 

squishing are influenced by the choice of 
pumping method used with the device. 

619 

Fundamental 
characteristics of the 

biological scenario the 
device is attempting to 

mimic 

If the most important characteristics are not 
accurately mimicked in the device, then the 
results will not be applicable in vivo. In this 

case, the physiological parameters of 
interest for this device have previously 

been studied in silico in Chapter 4. 

715 

 

5.2.3 CFD Studies of Microfluidic Devices 

Now, the use of CFD in the design and development of microfluidic devices 

will be considered. In silico simulations have been extensively used for lab-on-

a-chip platforms to simulate fluid flow and transport phenomena.719 Further, it 

is often far faster to mock up designs in silico and assess necessary 

parameters than to produce the microfluidic device and determine key 

parameters via experimental methods.720 These parameters are optimised in 

one of two ways; extensive examples have been published within the literature 

where the microfluidic device is optimised with assistance from CFD 

calculations alone688,721–723, or CFD is used in conjunction with machine 

learning – here neural networks seem particularly popular.724 

Microfluidic devices are often complex, and simulation-based design 

optimisation and analysis are often necessary as determining key parameters 
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via experimental parameters is slow, costly, and prone to failure.720 CFD 

studies enable a novel design to be rapidly analysed in silico before a device 

is even manufactured. Finite Volume and Finite Element methods are popular 

for undertaking such studies.688,721,722 

Additionally, there is an emerging area of such studies that also employ 

machine learning, and neural networks seem particularly popular.724–726 As 

suggested by de Oliveira Maionchi and colleagues, this significantly sped up 

the identification of the parameters that describe the most efficient microfluidic 

micromixer.725 In contrast to running the parameters through a series of CFD 

simulations manually, which would take nearly a year, the addition of a neural 

network meant that this took only 40 days.725 

5.2.4 Additive Manufacturing 

In this section, additive manufacturing is introduced before the properties of 

3D-printing that make it suited for the fabrication of microfluidic devices are 

considered. Next, Fused Deposition Modelling is discussed in detail, and then 

a literature review is undertaken to determine potentially suitable 

biocompatible polymers for these microfluidic devices. Finally, examples from 

the literature are given. 

5.2.4.1 Introduction to Additive Manufacturing 

Additive manufacturing is a computer-controlled process that creates three-

dimensional objects by depositing materials, usually in layers, and is often 

referred to as 3D-printing. The main 3D-printing techniques are 

stereolithography (SLA), fused deposition modelling (FDM), selective laser 

sintering (SLS) and direct ink writing.727 Only Fused Deposition Modelling will 

be discussed in detail here; the other methods are interesting but fall out of the 

scope of this thesis. Details of these other methods have been published by 

Catarino et al.727  

3D-printing fabrication techniques are a nascent area receiving increasing 

interest as a way to produce microfluidic devices and for a wide variety of other 

applications.728–731 These techniques are capable of making devices with 

complicated designs and do not require the multistep processing necessary 

with soft lithographic techniques.728 Furthermore, cleanroom access is not 

required for most 3D-printing techniques (and is certainly not necessary for 

FDM); therefore, these technologies are not solely the preserve of researchers 

at the world’s best-funded institutions. These microfluidic devices are often far 

cheaper to manufacture and often faster too. Saggiomo has written a detailed 

review of the applications of fused deposition modelling within a chemistry 

laboratory.729 Here, they particularly highlight not only the expansive range of 

laboratory objects and other trinkets already available for 3D-printing but that 

if such objects have not been previously wanted, designed and uploaded to a 

repository, these items can often easily be made. This idea of “if I can’t find it, 

I’ll make it myself” is then echoed repeatedly within the literature – Ioannidis et 

al. “hacked” a commercially available FDM printer such that it could print a cell-

laden alginate-based bioink.732,733 
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5.2.4.2 Introducing Fused Deposition Modelling (FDM) 

In this section, Fused deposition modelling (FDM) will be discussed in detail. 

This technique is what is thought of when 3D-printing is discussed.  

Fused deposition modelling is one of the simplest 3D-printing methods and 

prints layers of thermoplastic polymer through a heated nozzle.728,734 On 

printing, this polymer is just above its melting point and, therefore, solidifies 

immediately once printed. Once this layer is complete, the next layer is printed 

until the entire model is complete.734 

Advantages of FDM include that it is a cheap and rapid technique to fabricate 

prototypes, and furthermore, it is capable of processing almost all types of 

thermoplastic polymers.727,734 Disadvantages of FDM generally centre around 

surface roughness, aspect ratio, and the minimum size of features is currently 

around 100-200 μm.734,735  

5.2.4.3 Choosing a Suitable Polymer 

Now, the literature will be reviewed to explore the types of polymers that are 

known to be compatible with FDM. Many polymers have been used previously 

for FDM. These include the commonly used acrylonitrile butadiene styrene 

(ABS), polystyrene (PS) and polycarbonate (PC). There is also a wide range 

of biocompatible polymers, including polycaprolactone (PCL), polylactic acid 

(PLA), polybutylene terephthalate (PBT) and polyglycolic acid (PGA).731,734,736–

738  

Biocompatible synthetic polymers for tissue engineering applications have 

been extensively reviewed by several groups.737 Here, a polymer that is both 

compatible with FDM and is suitable for tissue engineering (and therefore 

would support cell growth) needs to be identified. Polylactic acid (PLA) is 

potentially one such polymer. It is known to be compatible with FDM, and many 

examples exist of it being used in tissue engineering.737,739–741 As mentioned 

previously, its crystalline form takes an extended period of dissolve. Wurm and 

colleagues looked at cell proliferation, viability, and cell morphology on FDM-

manufactured PLA in comparison to titanium and PS.739 These parameters 

were found to be acceptable.739 Similar studies have been performed by 

Guidoin et al., as well as Gregor and co-workers, and it has not been reported 

that L-PLA has much influence on cell viability and proliferation.741,742 

On the other hand, if a completely transparent polymer is required, then 

polyethylene terephthalate glycol (PETG) is likely to be suitable. It is already 

used for sterile, single-use, disposable laboratory plasticware for cell culture – 

therefore, it is clearly not cytotoxic. Furthermore, this polymer has also been 

explored for its utility in manufacturing 3D-printed microfluidic devices for on-

chip cell culture.743,744 

5.2.4.4 Examples of 3D-printed Microfluidic Devices. 

The use of 3D printing in the manufacture of microfluidic devices can be 

broadly split into two categories: either the master is 3D-printed, and the device 
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itself is often made in PDMS, or the microfluidic device itself is manufactured 

via 3D-printing.745  

Where the masters are 3D-printed, this is often termed sacrificial moulding, 

and soluble polymers are useful here.746,747 Goh and Hashimoto reported a 

method to print 2- and 3D microchannels using PVA as a sacrificial mould as 

this polymer is water soluble.746 Bazaz et al., however, optimised the use of a 

novel resin and used this to 3D print a master. This novel methacrylated resin 

can be removed from cured PDMS far more easily.748 

3D-printed Devices  

Fully 3D-printed microfluidic devices are still novel, but a handful of examples 

can be found within the literature. They were extensively reviewed by Au and 

colleagues, but their prediction that 3D-printed microfluidics would replace 

those manufactured by soft lithographic techniques and PDMS is yet to be fully 

realised.749 A range of polymers have been used, including PLA, PS and 

PMMA.735,750,751 These 3D-printed microfluidic devices can, like those made 

from PDMS, be interfaced with electronic sensors. Gaal and colleagues 3D-

printed a microfluidic device using PLA, that interfaced with several electronic 

sensors to create what they term an “electronic tongue”.751 

5.2.5 Designing a Microfluidic Device 

Currently, most microfluidic devices are monolithic chips – that is, they only 

have one specific, pre-defined purpose.752 Work towards modular 

microfluidics, where each module has a single purpose but can be combined 

in a multitude of ways with others, is currently ongoing.664 

Low and colleagues report a series of parameters that must be considered in 

the design of a microfluidic device.752 These parameters include sample 

volume, mean fluid velocity, fabrication complexity, Reynolds number and 

uniformity of flow.752 In this work, mean fluid velocity and relatedly, shear rate 

are the two key parameters that will influence the dimensions of the microfluidic 

channel designed in this chapter. Furthermore, design complexity will dictate 

the ease with which the chip is manufactured; the simpler the design the better. 

Also, the 3D-printing method (here FDM) will also influence what it is possible 

to create by providing minimum channel sizes (not less than 200 μm).734 

Channels are generally rectangular in shape, as these give easily predicted 

flow and laminar flow is maintained if Reynolds number (Re) is <200.752  
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5.3 Aims and Objectives 
By the end of this chapter, the results obtained in Chapter 4 will have been 

used to guide the development of a microfluidic device capable of mimicking 

physiologically relevant fluid flow. The device would then subject polymeric 

nanoparticles to the same forces they experience in vivo, enabling the impact 

of fluid behaviour on protein corona physicochemical characteristics and 

composition to be studied without the need for in vitro experimentation. 

The objectives of this final project are as follows: 

1. To consider which (if any) polymer compatible with Fused Deposition 

modelling would be suitable for this microfluidic device in lieu of 

poly(dimethylsiloxane) (PDMS) and standard soft lithography 

techniques. 

This objective will be completed by undertaking a literature review to identify 

the polymers that are both biocompatible and suited for FDM.  

2. To design a microfluidic device capable of replicating the most 

important parameters to accurately mimic the physiological conditions 

nanoparticles are exposed to immediately after being introduced in vivo 

via a vascular access device. 

This will be done by using the results obtained in Chapter 4. The design will 

be created in SolidWorks, so it can easily be modified. 

3. To computationally model this device before manufacture using 

computational fluid dynamics to ascertain that the device accurately 

mimics all the most physiologically important parameters. 

The 3D model created in #2 will then be studied using STAR CCM+ and the 

CFD-DEM methodology developed in Chapter 3 to determine that the 

necessary parameters regarding fluid flow and particle behaviour are obtained 

by the device. 
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5.4 Materials and Methods 
The computational models presented in this chapter were simulated using 

STARCCM+ (Siemens PLM, Version 2022.1.1), a commercially available CFD 

solver. 

5.4.1 Designing the Microfluidic Device 

The microfluidic device was created in SolidWorks 2023 (Dassault Systemes/ 

SolidWorks Corporation) before being imported into STARCCM+. .stl file 

suitable for 3D printing is available via GitHub.  

5.4.2 Computational Fluid Dynamics Simulations 

The setup is broadly like that defined within Part 2 of this thesis. Since the 

methodology has been repeatedly confirmed to successfully represent both 

fluid and particle behaviour, the iterative approach outlined previously is not 

used in this chapter. A single CFD-DEM simulation will be built and analysed. 

5.4.2.1 Mesh Development 

Mesh convergence studies were used to confirm that the meshing parameters 

were appropriate to create a mesh of sufficient quality for further analysis. Cell 

quality, skewness angle of the cells themselves and the degree by which the 

volume of one cell differs from its neighbours were assessed. These mesh 

parameters are summarised in Table 5.3.  

Table 5.3: Final meshing parameters used to create the volume mesh following mesh 
convergence studies. 

Group Mesher 

Surface mesher Surface remesher 

Core volume mesher Polyhedral mesher 

Optional boundary layer mesher Prism layer mesher 

Surface Wrapper 

Base size 1.0 x10-4 m 

Number of prism layers 6 

Prism layer stretching 1.5 

Prism layer total thickness 33.33 (relative to base) 

Automated Mesh 

Base size 1.0x10-4 m 

Number of prism layers 6 

Prism layer stretching 1.5 

Prism layer total thickness 33.33 (relative to base) 

 

Coupling CFD and DEM 

Once a suitable mesh had been generated, the CFD-DEM methodology 

developed previously in this thesis was applied to the simulation ( 

Table 5.4).  
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Table 5.4: Physics continua for the coupled CFD-DEM model.  

 

Defining the Lagrangian Phase 

Next, physics models and material properties of the nanoparticulate matter 

were defined (Table 5.5). 

Table 5.5: Input parameters to define the solid phase of the coupled CFD-DEM model. 

Group box Physics model 

Particle type DEM particles 
Pressure gradient force (selected 
automatically) 

Particle shape Spherical particles 

Material Solid 

Equation of state Constant density 

Optional particle forces Drag force 

Optional Models Two-way Coupling 

Input Parameters – Lagrangian Phase 

Nanoparticles (PLGA) – material 
properties 

 Ref 

Density 1062 kg m3  

Poisson’s ratio 0.4  

Young’s modulus 2.43 kPa 543,544 

Microfluidic device (PLA)  – 
material properties 

Density 1240 kg m3 753 

Poisson’s ratio 0.35 754 

Young’s modulus 3.5G Pa 755 

 

5.4.2.2 Multiphase Interactions 

Multiphase interactions are interactions between two or more phases. Here, 

the interactions can be classified as being between two liquid phases or 

between two solid phases.  

Defining Interactions Between the Liquid Phases 

Interactions between blood and 0.9 % saline or 5 % glucose are managed 

automatically by STARCCM+.  

Defining Interactions Between the Solid Phases 

Interactions are defined between nanoparticles, and the interaction between 

nanoparticle and walls of the microfluidic channel is also defined (Table 5.6). 

 

Group box Physics model 

Space Three dimensional 

Time Implicit unsteady 

Material Multi-component liquid 

Reaction regime Non-reacting 

Flow Coupled flow 
Coupled species (selected automatically) 

Gradients (selected automatically) 

Viscous regime Laminar 

Optional models Lagrangian multiphase 
Discrete element model 
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Table 5.6: Defining multiphase interactions for solid phase in the CFD-DEM model. * applies 
to nanoparticle-nanoparticle interaction only.  

Group box Physics model 

Phase interaction topology DEM Phase Topology 

DEM Contact model Hertz-Mindlin 
Rolling resistance (selected automatically) 

Optional models Artificial viscosity 
Linear cohesion 
Parallel bonds*  

Passive Scalar Transfer* 
Particle-Wall link model  

 

5.4.2.3 Defining the Sources of Particles 

Finally, the source of nanoparticles is defined by using injectors. In this case, 

the PLGA nanoparticles are introduced at one of the two inlets to the geometry. 

Table 5.7: Using injectors to introduce PLGA nanoparticles into the simulation. 

Properties Values 

Lagrangian phase PLGA Nanoparticle 

Type Part Injector 

Inputs Inlet 

Input parameters 

Retain injected particles Enabled 

Particle diameter 1x10-6 m 

Point Inclusion Probability 0.1 

Particle flow rate 1000 /s 
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5.5 Results and Discussion 
First, a detailed walkthrough of the design of the microfluidic device in 

SolidWorks is given before a fully referenced technical drawing is discussed. 

Next, this 3D model will be used to perform a mesh independence study to 

determine the fidelity of the mesh necessary to accurately resolve fluid (and 

therefore particle) behaviour within the device, then the quality of this chosen 

mesh will be assessed (Appendix B). CFD calculations then follow to 

determine that the device accurately mimics in vivo conditions.  

5.5.1 Design of the Microfluidic Device 

It was initially envisaged that fluid flow in this device would come from a syringe 

pump, since these are often cheap and capable of pulsatile flow (although this 

property is not exploited here, it would be useful later, e.g., on-chip cell culture). 

The recirculation of media using this method has already been reported in the 

literature 696,701 However, a set of calculations were undertaken (Appendix A) 

to confirm the syringe pump and desired size of microfluidic channel were likely 

to meet the necessary parameters i.e., generate the required fluid velocity and 

therefore necessary forces to mimic in vivo conditions. These calculations 

found that the use of a syringe pump would not be compatible with the desired 

use of the device. However, the volumetric flow rates required for the 

microfluidic device are within the range of a peristaltic pump. Where fluid 

channels are 1000 μm in height/ width, the values fall slightly outwith the range 

of a peristaltic pump, as such, it was chosen that the channels would be made 

smaller (750 μm).  

This design uses two freely available CAD templates; one for a standard 

microscope slide-sized microfluidic device (Figure 5.3) and another for a Luer 

connector (Figure 5.8) from Parallelfluidics.com.756 

 

Figure 5.3: The microscope-slide-sized CAD template, as it originally appears in Solidworks, 
prior to the microfluidic device being created. The fluidic layer is blue (above) whilst the 
capping layer is green. From 756. 
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This template consists of two parts: a fluidic layer (blue), in which the 

microfluidic device is to be designed, and a capping layer (green) to seal the 

device. During the design process, the capping layer is deliberately hidden so 

that it is not accidentally selected, and the channel created on or within this 

layer. 

 

Figure 5.4: The microfluidic device following application of a midline to centre the design on 
the layer, and the beginnings of the serpentine channel.  

Step one of the design involves applying a midline (dot-dash pattern) to the 

fluidic layer which is used to help centre the design of the serpentine channel 

(Figure 5.4).  

 

Figure 5.5:The microfluidic device after the diameter of the Luer connectors has been added 
to the fluidic layer. These show the amount of space each connector will occupy on the 
device. 

In another sketch, the position of the Luer connectors for inlet and outlet ports 

were added (Figure 5.5), before completing the serpentine channel, and 

connecting the inlet and outlet ports (Figure 5.6). 

 

Figure 5.6: Much of the fluidic channel has now been designed.  Only minor adjustments are 
made beyond this point. 
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Next, the microfluidic channel is cut into the fluidic layer (Figure 5.7). rise to 

the square-shaped microfluidic channel commonly seen in such devices. 

However, several areas of the design contain sharp edges, and these corners 

are undesirable. Therefore, the fillet feature is used within SolidWorks to round 

the corners of the fluidic channel. 0.5 mm fillet on the internal corners and a 

0.7 mm fillet on the external corners so that the channel stays a consistent 

width.  

 

Figure 5.7:The microfluidic device following the channel having been cut into the fluidic layer, 
the final positions of the inlet/outlet ports are also visible.  

Holes are made through the fluidic layer to accommodate the connectors 

(Figure 5.8). The connectors are then aligned by creating an assembly and 

using the mate tool to align them in X, Y and Z directions. The design of the 

device is now complete.  

 

Figure 5.8: The final microfluidic device, with attached Luer connectors.  The top face hidden 
to enable the fluidic channel underneath to be seen.  



 

312 

5.5.2 Proposed Microfluidic Device 

Here, the fully referenced technical drawing will be discussed; particularly to 

determine why certain features were included in the design and the size and 

aspect ratio of these features (Figure 5.9). 

 

Figure 5.9: Not shown in this view, holes are 0.5mm in diameter and the channel is 0.75 mm 
deep. 

Channel depth was chosen as 0.75 mm (750 μm) because the 3D printing 

method of interest here limits minimum channel width to 200 μm, and the 

calculations in Appendix A show this size of channel was one of the largest 

to comfortably fit within the volumetric flow rates possible via a peristaltic 

pump.734 Furthermore, Zhao and colleagues have undertaken a study to 

ascertain the relationship between device thickness and accuracy of 

rheological modelling within microfluidic devices.757 They report that 

unexpected changes in shear rate were observed where device thickness is 

< 50 μm.757 This result is particularly important here, as shear rate is one of 

the key attributes of interest in this work. Channel depth is kept consistent 

throughout the device to facilitate manufacture.  

The aspect ratio (in this context) is calculated as the ratio between the width 

and the height of the fluidic channel. The aspect ratio of the channel here is 1, 

as the height and width of the channel are identical.  

Serpentine channels are a popular component within microfluidics and have 

been used to accomplish various tasks, including mixing fluids and cell 

separation.758,759 An advantage of this geometry is that they are particularly 

robust in terms of clogging760 – this was a distinct challenge of the MEMS chip 

within Archimedes, used for the resonant mass measurement in Chapter 2. 

Furthermore, they are a straightforward way to increase the length of any 

fluidic channel in such a limited space – here, the device footprint mimics that 

of a standard microscope slide; this was chosen to enable microscopy work to 

be done later (e.g., assessment of biofouling or any specific interest in cell or 

nanoparticle behaviour). This serpentine channel then increases the time 

under shear stress, but since it is one fixed width throughout it’s length, only 

one shear rate can be applied to the nanoparticles within the device. To better 

replicate the multiple shear rates the nanoparticles would experience in vivo, 
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as a consequence of bifurcations within blood vessels, a number of narrower 

segments could be included within this serpentine channel.  

The decision to use the fillet tool within SolidWorks to remove sharp edges 

arose because of the known influence of sharp turns in fluidic channels on fluid 

behaviour. They tend to create dead zones and/or generate bubbles within the 

device.752 It has previously been discussed (Section 5.2.2) why bubbles are 

unwanted in a microfluidic device, particularly where it will (or may later be) 

used for on-chip cell culture. 

5.5.3 CFD Analysis of Microfluidic Device 

In this section, CFD analysis of the microfluidic device is studied in detail to 

confirm that key physiological parameters determined by the PCA analysis 

undertaken previously can be achieved. CFD analysis of a novel microfluidic 

device is a common step in the design pathway for such items since it is far 

faster to optimise the design theoretically (via simulation).720,725 First, the target 

parameter ranges obtained in the previous chapter will be reproduced before 

the key parameters (fluid velocity, fluid shear stress and particle shear stresses 

will be studied and discussed in detail. Only the two simulations that give rise 

to the minimum and maximum parameter values will be presented. Finally, all 

the parameters determined via PCA and simulation will briefly be compared 

before further PCA analysis is undertaken to confirm that both extreme 

configurations broadly replicate the hydrodynamic environment of the VADs 

studied in the previous chapter. 

From Chapter 4, the target parameters predicted by PCA for the microfluidic 

device are as follows (Table 5.8); not all of these will be discussed in this 

chapter. It is interesting to note that despite input velocity more than trebling 

between the minimum and maximum configurations, not all the parameters for 

the device vary in this way e.g., average fluid shear covers a much smaller 

range. 

Table 5.8: Target values obtained from PCA in Chapter 4.  

Design Parameter Minimum Maximum 

Input Velocity (m s-1) 0.24 1.32 

Maximum Velocity (m s-1) 1.45 3.14 

Average Velocity (m s-1) 0.22 0.49 

Maximum fluid shear rate (s-1) 598424.95 1025553.34 

Average fluid shear rate (s-1) 826.88 1214.00 

Maximum Wall shear stress 
(Pa) 

6601.80 45633.18 

Average Wall shear stress (Pa) 3763.83 5280.88 

Minimum residence time (s) 0.28 0.09 

Maximum particle velocity (m s-

1) 
0.57 1.24 

Average Particle velocity (m s-1) 0.15 0.45 

Maximum particle shear stress 
(Pa) 

760169.85 954035.38 

Average particle shear stress 
(Pa) 

48023.40 389590.10 
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CFD analysis was undertaken to confirm key hydrodynamic parameters can 

be reproduced in this device. The following parameters will be discussed: fluid 

velocity, average and maximum fluid shear rate, and average and maximum 

particle shear stress. 

 

Figure 5.10: Fluid velocity for the minimum configuration (A) and maximum (B) of the 
microfluidic device designed in this chapter. 

In Figure 5.10, the entrance length for the geometry can be seen, this is the 

region of comparatively lower fluid velocity at the inlets of the device. Through 

the serpentine channel and outlet, the fluid velocity remains constant at 0.48 

and 0.67 m s-1 for each of the respective configurations.  

Fluid shear is a measure of the frictional forces that are present between layers 

of fluid particles. The fluid shear is shown to vary across the geometry because 

of the square channels used in the microfluidic device (Figure 5.11). For a 

given geometry, the fluid shear is greater when the top (or bottom) face is 

studied, compared to a planar section through the middle of the device. 
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Figure 5.11: As a consequence of channel geometry, fluid shear stress varies across the domain. Left: minimum configuration; Right: maximum configuration. 
A) fluid shear stress in the centre of the channels as shown by a midplane slice in the X direction. B) fluid shear at the top (and bottom) faces of the 
channels.Particle shear stress is a measure of (primarily) friction between the fluid and the particles suspended within it. This force is believed to alter the 
composition of the protein corona around nanoparticles. In Figure 5.12,the maximum and average particle shear stresses for both configurations are plotted 
and is seen to vary as a function of time. The significant and rapid increase in value earlier than 0.05s corresponds to the particles being introduced via one 
inlet into the device and passing through the region identified in Figure 5.10 as being the entrance length where fluid velocity (and, therefore, particle shear 
stress) evolves rapidly. Once the particles reach the serpentine channel, particle shear stress values are much more stable. 
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Figure 5.12: Particle shear stress. Plotted as rolling averages of 10 points to smooth the 
oscillations in value, enabling the trend to be identified easier. 

There is good agreement between the values found via PCA in Chapter 4 and 

the minimum and maximum configurations developed within this chapter 

(Figure 5.13). A few input parameters do not precisely match predictions, but 

for most of these, reasonable explanations can be given. It was expected that 

the input velocity of these microfluidic devices would not match that proposed 

via PCA. The significant change in the shape of the geometry impacts the 

necessary input velocity for the device. Consequently, this alters maximum 

velocity, and since these channels are square rather than the cylindrical ones 

studied in Chapter 4, it also leads to variation in wall shear stress. 

Furthermore, it was considered that maximum values might not necessarily be 

representative of the entire geometry. Therefore, more importance was placed 

on average values being accurately replicated within the device, even if that 

resulted in a mismatch between maximum values predicated via PCA and 

those calculated from simulation.  
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Figure 5.13: A comparison of the desired parameters found via PCA and those obtained for 
the min/max configurations of the microfluidic device.N.B., all values have been scaled so 
it is possible to plot them all on the same axes. Unscaled values can be found in 
Appendix C 

Finally, observing how both simulated configurations fit into the PCA analysis 

in Chapter 4 was of interest (Figure 5.14). Unlike Figure 5.13, this analysis 

enables the hydrodynamic environment to be assessed, since it is the principal 

components under study, and the principal components are linear 

combinations of all the measured features for the device. 
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Figure 5.14: Following PCA analysis, both the minimum and maximum configurations fall 
within the cluster previously determined for the VADs studied in the previous chapter. This 
indicates the hydrodynamic environment is similar. 

In Figure 5.14, the final PCA analysis from Chapter 4 is duplicated, and the 

points for both the minimum and maximum configurations are added (green 

triangles). If the points associated with the two configurations simulated in this 

chapter were far away from where the points cluster for the VADs studied 

previously (e.g., PIVC saline/ glucose flush simulations), then this would 

indicate the hydrodynamic environment being quite different. It is shown that 

both configurations fall within that cluster; therefore, the hydrodynamic 

environment replicated within the microfluidic device and those simulated 

previously in Chapter 4 are similar. Interestingly, when all the parameters are 

considered via PCA, the configurations selected for both minimum and 

maximum configurations differ from those identified through the previous PCA 

analysis. This is mostly due to the differences between PCA prediction and 

simulation for wall shear stress if this parameter is ignored, the distances 

between target values through PCA and CFD are reduced, indicating 

increasing similarity. 
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5.6 Conclusions 
In this chapter, the CFD-DEM methodology and the input values extrapolated 

from the PCA results presented in Part 2 of this thesis have been used in the 

design and computational simulation of a microfluidic device capable of 

subjecting nanoparticles to physiologically-relevant fluid shear to enable the 

study of protein corona formation under dynamic conditions, without the need 

for in vitro experimentation.  

This aim has been achieved by first undertaking a literature review to identify 

polymers known to be compatible with FDM before considering which (if any) 

were known to be biologically compatible and ideally optically transparent, 

such that the device could later be used for on-chip nanoparticle uptake 

experiments. It has been found that poly (lactic acid) is both biologically 

compatible and sufficiently clear. It was also discussed that if a completely 

transparent polymer was desired, then polyethylene terephthalate glycol 

(PETG) could instead be used.743,744 Next, using the input parameters 

discovered via PCA in the previous chapter, a microfluidic device capable of 

replicating important parameters to mimic the studied physiological conditions 

accurately was designed. This design was modelled using CFD to confirm the 

key parameters could be mimicked in the device. Of particular interest was 

fluid shear rate, alongside particle shear stress, since these were already 

known to influence protein corona composition under dynamic conditions. 

However, little study so far has been conducted on polymeric 

nanoparticles.11,52 The results from CFD simulations and further PCA analysis 

show the design is capable of meeting the target fluid- and particle-related 

forces outlined previously in this work, and therefore, it can accurately mimic 

in vivo conditions. However, using a search algorithm to further refine the input 

velocity and output parameters for the minimum configuration outlined in this 

chapter may be worthwhile. Taken together, these results show that not only 

could the device be manufactured via fused deposition modelling, but the 

resulting device could be used to study protein corona formation under 

dynamic conditions 
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A. Determining Channel Size 
From Chapter 4, minimum and maximum fluid velocities were calculated as 

follows: 

Minimum: 1.04 m s-1 

Maximum 3.12 m s-1 

𝑄 = 𝜈𝐴 

Volumetric flow rate (Q). Where ν is fluid velocity and A is cross sectional area.  

Assuming the hydrodynamic cross section of the square channel is 1000 μm2, 

this gives from the equation above, the volumetric flow rates below (Table 5.9). 

These values are slightly outwith the range of the pumping methods discussed 

previously. Consequently, several different sized channels were trialled, being 

mindful of the limits imposed by the printing method.  

Table 5.9: Volumetric flow rate for a range of channel widths for the minimum and maximum 
input velocities predicted by PCA. 

Hydrodynamic diameter Min (mL min-1) Max (mL min-1) 

1000 0.0624 0.1872 

750 0.0468 0.1404 

500 0.0312 0.0936 

300 0.01872 0.05616 
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B. Mesh Independence Study for Initial Microfluidic 

Device 
Here, all faces other than those that make up the microfluidic channel itself, 

and the face of the capping layer that directly contacts the fluidic layer and 

therefore seals the fluidic channel have been removed (Figure 5.15).  

 

Figure 5.15: Simplified device geometry used for meshing and subsequent simulations.  

This has been done to simplify the geometry that needs to be meshed, but also 

significantly decreases the number of cells within the mesh, therefore reduces 

computational demand and the amount of time it will take for calculations to 

complete.  

Here, the mesh independence study only considers the mesh density of the 

inlets, outlet and of the fluidic channel itself. Increased mesh density of the rest 

of the microfluidic chip is unnecessary. Input velocity arbitrarily chosen as 0.1 

m s-1 at both inlets. 

Table 5.10: Results from mesh independence study for the microfluidic device 

Base size (m) No. of cells Fluid velocity(m s-1) Continuity 

1x10-3 1146 0.244 7.659089x10-2 

5x10-4 3473 0.0251 3.810161x10-2 

4x10-4 5125 0.0513 1.712569x10-2 

3x10-4 9502 0.0526 1.789270x10-2 

2x10-4 25956 0.0807 1.789323x10-2 

1x10-4 119049  0.104 1.874324x10-2 

5x10-5 600640 0.119 1.545575x10-2 

4x10-5 1122881 0.121 1.296927x10-2 

 

In summary, the results reported above show that a base size of 0.002 m is 

adequate for the meshing of the bulk of the device and a base size of 1x10-5 

m is appropriate for the meshing of the microfluidic channel and its inlets/outlet.  

Cell Quality 

Cell quality measures how uniform the cells that make up the mesh are (Error! 

Reference source not found.). A perfect cell has a cell quality of 1.0. Ideally, 

the bulk of the cells within the mesh should have a cell quality rating of 0.5 or 

more.535 Bad cells are those where quality is less than 1.0x10-5.535 Such cell 

quality values suggest that the cells within the mesh vary significantly in size, 

shape, and volume.  
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Table 5.11: Cell quality measures the uniformity of a simulated mesh. Cell quality for the 
microfluidic model used within this chapter. All cells are seen to have a cell quality > 0.5.  

Cell quality Number of cells 

≤ 0.50 0 

≤ 0.60 0 

≤ 0.70 0 

≤ 0.80 0 

≤ 0.90 0 

≤ 0.95 0 

≤ 1.00 118985 

 

Skewness Angle 

The skewness angle measures the angle between a face normal and the 

vector that connects the centre of two neighbouring cells (Error! Reference 

source not found.).535 This shows whether the cells on either side are formed 

such that diffusion of quantities is possible without the quantities becoming 

unbounded.535 A perfectly orthogonal mesh will have a skewness angle of 0°. 

Bad cells are those with a skewness angle greater than 85°, and skewness 

angles > 90° lead to issues with solution convergence.535  

Table 5.12: Maximum skewness angles for each geometry part within the PIVC geometry. 

Geometry part Maximum skewness angle (°) 

Inlet 1 31.16 

Inlet 2 41.90 

Outlet 29.57 

Fluidic channel 80.09 

 

Volume Change 

Volume change describes the ratio of the volume of a cell compared to that of 

its largest neighbour (Table 5.13).535 A value of 1 is a good cell, as this shows 

that the cell concerned has a volume equal to or larger than that of its 

neighbours.535 Cells where the volume change is < 0.01 are considered bad 

cells – large increases in volume from one cell to another may lead to 

inaccuracies in results and instability in the solvers.535 

Table 5.13: Volume change of cells within a mesh is a proxy measure of the accuracy of the 
results it will generate. All cells within this mesh have a volume change > 0.01.  

Volume change Number of cells 

<0.001 0 

<0.01 0 

<0.1 4626 

≤1 114359 
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Mesh independence studies enable the least dense (and therefore computationally least 
intense) mesh to be chosen that does not compromise the accuracy of the result. Results of 
mesh convergence study for the microfluidic device in this chapter are shown. 
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C. Unscaled Values for Minimum and Maximum 

Configuration 
The values displayed in Figure 5.13 have been scaled so they all fall within 

the same range. However, in reality, the values obtained for the minimum and 

maximum configurations of the microfluidic device vary by several orders of 

magnitude. The raw values determined via CFD simulations are presented 

here (Table 5.14). 

Table 5.14: Raw values for each parameter for both the minimum and maximum 
configuration of the microfluidic device studied in this chapter. 

Design Parameter Minimum Maximum 

Input Velocity (m s-1) 0.39 0.54 

Maximum Velocity (m s-1) 1.27 1.76 

Average Velocity (m s-1) 0.22 0.31 

Maximum fluid shear rate (s-1) 21645.36 29967.61 

Average fluid shear rate (s-1) 1327.85 1839.94 

Maximum Wall shear stress 
(Pa) 

63258.90 87605.35 

Average Wall shear stress (Pa) 5456.25 7470.60 

Maximum particle velocity (m s-

1) 
0.46 0.62 

Average Particle velocity (m s-1) 0.28 0.39 

Maximum particle shear stress 
(Pa) 

754795.70 1015299.00 

Average particle shear stress 
(Pa) 

252923.90 389205.60 
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“Space: the final frontier. These are the voyages of the 

Starship Enterprise. Its continuing mission: to explore 

strange new worlds. To seek out new life and new 

civilizations. To boldly go where no one has gone before!” 

Captain Jean-Luc Picard, Star Trek: The Next Generation 

 

 

Chapter 6  

Conclusions and Further 

Work 
 

6.1 Introduction 
Here, the thesis will be drawn to a close by summarising the research question, 

aims and objectives set within this thesis, before taking a broader overview of 

the conclusions made at the end of each chapter in this work; explaining the 

significance and implications of these findings, with reference to the strategic 

aims of the National Centre for the Replacement, Refinement and Reduction 

of Animals in Research (NC3R). and clearly defining the contribution to 

knowledge that this research makes. The limitations of this work will be 

reviewed, before a number of possible avenues for further research are 

outlined. 

6.2 Research Aims and Objectives 
This thesis has attempted to develop further understanding regarding the 

phenomenon of protein corona formation around poly(lactic-co-glycolic acid) 

(PLGA) nanoparticles following exposure to protein-rich media. Much of this 

thesis has explored particle shear stress and fluid behaviour in vivo, since 

number of groups believe that the impact of fluid flow and fluid shear on 

nanoparticles plays a significant role in influencing physicochemical attributes 

of the formed protein corona.11,34,51–54 Later work then considered the 

development of a microfluidic device to replicate these forces ex vivo, as a 

potential method for replacing pre-clinical animal studies. 
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Several aims were set for this thesis, these include:  

• Understand and analyse the effects of protein corona formation on 

nanoparticle physicochemical characteristics 

• Develop a coupled finite-volume discrete element methodology for the 

study of fluid and nanoparticle behaviour in vivo 

• Design and consider the possibility of 3D-printing a microfluidic device 

using a biocompatible polymer. 

To address these aims, several objectives for each chapter were developed. 

In Chapter 2, protocols were developed and optimised to evaluate the use of 

Resonant Mass Measurement (RMM) and Particle Tracking Analysis (PTA) for 

the in situ measurement of protein corona effects on nanoparticle size under 

conditions where protein concentrations are biologically relevant (e.g. cell 

culture studies where media is supplemented with 10% FBS). A series of 

timepoint experiments were performed using PLGA/PLGA-PEG nanoparticles 

to understand the influence of incubation time, temperature, serum origin and 

impact of PEGylation on protein corona formation. The physicochemical 

characteristics were analysed via RMM, PTA and DLS as appropriate.  

In Chapter 3 and 4, a literature review was initially undertaken to gather the 

necessary parameters for the development of physiologically-relevant models. 

A combined CFD-DEM methodology was developed using an iterative 

approach to simultaneously model fluid and nanoparticulate behaviour, and 

this was shown to be robust, and accurately replicate previously published 

work. This CFD-DEM methodology was then applied to modelling fluid and 

nanoparticle behaviour to a small set of commonly used vascular access 

devices, so that their impact on fluid shear could be studied. 

In Chapter 5, a literature review was undertaken to identify the subset of 

polymers that are biologically compatible and suited for printing via Fused 

Deposition Modelling. The results from Chapter 4 were then used to guide the 

design of a microfluidic device capable of replicating the physiological fluid 

behaviour seen previously via simulation. Computational models were then 

built using computational fluid dynamics to ascertain that all the most 

physiologically important parameters are accurately mimicked by the device. 

6.3 Significance and Limitations of Research Findings 
The spontaneous process of protein (biomolecular) corona formation around 

nanoparticles is known to influence nanoparticle biological fate, however, the 

clinical translation of promising novel nanotherapeutics has been limited, even 

despite the rapid clinical development of two liposomal mRNA-based vaccines 

for SARS-COV-2 in 2020.11,16,21,29,30 A number of factors have been implicated 

in these challenges, including the incomplete translational applicability of in 

vitro cell uptake studies, as they frequently lack the complex chemical, physical 

and biological cues necessary to accurately capture their 3D structure and 

behaviours in vivo.22,23 Additionally, a number of common animal models have 

been discussed in detail in Chapter 2 (Section 2.2.9.1), including zebrafish 

and murine studies, but these each have their own challenges in replicating 
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the response in humans and this is often driven by differences in their immune 

system.384,385,402,761 As a consequence of these challenges, non-animal 

methods for pre-clinical testing of novel therapeutics are of interest. 

Furthermore, predicting the composition of the protein corona in vivo from first 

principles when the identity and physicochemical characteristics of the ‘naked’ 

nanoparticle are known, is also challenging and limited prior work exists 

considering the impact of fluid flow on protein corona formation.11,34,51–54,762 

The work presented in this thesis shows that the comparatively understudied 

protein corona around PLGA nanoparticles can be studied in situ using the 

novel analytical techniques of RMM and PTA, enabling further data to be 

obtained about an understudied system, and its in situ nature also allowing the 

easily disturbed soft corona to be probed. Using a combined CFD-DEM 

technique means fluid and particle shear forces in vivo can be investigated in 

detail. It has been noted that experimental confirmation of these computational 

studies needs to be undertaken, and very limited numbers of currently 

published papers consider particle shear when novel vascular access devices 

are modelled. Finally, the development of a microfluidic device enables 

nanoparticles to be subjected to physiologically relevant shear stresses, 

without need for animal-based pre-clinical studies.  

In this work, a novel methodology for the high-resolution analysis of submicron 

polymeric nanoparticles pre- and post-protein corona formation has been 

developed and is outlined in Chapter 2. Further, this work shows that a 

combined CFD-DEM methodology can be used to undertake CFD calculations 

of a number of vascular access devices to simultaneously study fluid and 

nanoparticle behaviour and the forces acting on both the fluid and PLGA 

nanoparticles, and that Principal Component Analysis is a useful method to 

find the key parameters for the design of a microfluidic device. The final section 

of this thesis then shows that PLA is likely to be a polymer that could 

satisfactorily be 3D-printed, have sufficient optical clarity to be used with an 

optical microscope and the polymer itself would support on-chip cell culture; 

furthermore, the microfluidic device designed in this work will accurately mimic 

physiological fluid flow. The stage has been set for the rational data-driven 

design of novel nanotherapeutics, furthers nanoinformatics, as well as makes 

steps towards the replacement of animals (particularly mice, as these are 

commonly used for in vivo studies24) in pre-clinical testing, in line with the aims 

of the NC3Rs.763 

These are a number of limitations in this work. Firstly, only PLGA nanoparticles 

have been considered, since these are the ones most likely to find clinical use 

– PLGA is known to be biocompatible.205 However, the in situ analytical 

methods developed here, and the combined CFD-DEM methodology used in 

the simulations should work with any chosen nanoparticle. The author notes 

here that the simulations are likely to be significantly more demanding of 

computational power and/or time, if the nanoparticles are not spherical.**** 

 
**** Since the calculations need to additionally consider the orientation of the nanoparticle. 
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Moreover, the in situ analytical method may need further work before it is truly 

compatible with protein-rich and consequently turbid biological fluids e.g., 

100% human serum, whole blood. Also, the CFD simulations do not consider 

the blood vessel as being in motion nor do they perfectly capture the shape; 

they are modelled as static, perfectly cylindrical objects. In short, idealised 

geometries have been used, so results obtained here may well vary from in 

vivo. Discussed later is the possibility of adapting these for personalised 

simulations.  

6.4 Summary 
In conclusion, this thesis shows that RMM and PTA are suitable methods for 

the analysis of protein corona formation around polymeric nanoparticles in 

protein-rich media. A combined finite volume-DEM methodology can be used 

to simultaneously study fluid and particle behaviour and a microfluidic device 

can be designed to subject polymeric nanoparticles to physiologically-relevant 

fluid shear. A suitable polymer has been found via literature review, therefore 

this device is likely to be suitable for 3D printing, as well as on-chip cell culture. 

As a consequence of the work undertaken in this thesis, more understanding 

could be developed, using these methodologies, of protein corona formation 

under dynamic conditions e.g., polymeric nanoparticles could be subject to 

physiologically-relevant fluid shear in this device and then protein corona 

physicochemical characteristics analysed through the methodologies 

developed within Chapter 2 of this thesis. What that work would then do, is 

give the information around protein corona formation under dynamic conditions 

that the literature currently lacks for many nanoparticles, including PLGA. 

6.5 Further Work 
This thesis covers several different areas of research: particle metrology for 

the analysis of novel nanotherapeutics, computational fluid dynamics to study 

fluid and nanoparticle behaviour, as well as the consideration of using 3D 

printing and microfluidics. Consequently, the potential directions for further 

work from this thesis are equally broad and wide-reaching. The directions for 

further work from the thesis as a whole will be discussed first, followed by a 

detailed discussion of the directions arising from each individual part of this 

work. 

This work clearly makes the case for a paradigm-shift into the data-driven 

design of novel nanotherapeutics. Quantitative-Structure Activity Relationship 

models are needed to predict biomolecular corona composition, and determine 

eventual biological fate of nanoparticles.11,762 However, the field currently 

considers this to be a nascent area, with many issues to be overcome before 

their use would be common practice, however this certainly could be 

done.43,764,765 In the past year alone, a number of machine and deep-learning 

approaches have been used within other areas of chemistry to develop 

previously unknown understanding.766–769 Neural networks appear to be 

particularly popular.766,767 Furthermore, the use of machine learning within 

pharmaceutics, and specifically for the crystallisation of active pharmaceutical 

ingredients is well studied and has been in use for a long time.591,765,770,771 
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Several issues make the implementation of machine learning into studying the 

bio-nano interface particularly challenging. Firstly, the multitude of 

methodologies by which nanoparticle protein corona studies are undertaken 

and the comparatively recent introduction of the standardised reporting 

guidelines MIRIBEL and MINBE.143,326,772 There has additionally been 

repeated calls by a number of groups including Mahmoudi et al., for 

standardised methodologies for the incubation of nanoparticles with biological 

fluids (and the work herein develops a novel orthogonal method of the in situ 

analysis of nanoparticles following protein corona formation (see Chapter 2).43 

Additionally, standardised methods for nanoparticle recovery from biofluids are 

still yet to be implemented. This leads to challenges arising with in vitro data 

that has limited in vivo relevance, as well as the potential for the generation of 

data sets where information regarding the experimental approach is limited 

and as such replication is difficult, if not impossible. The poor quality of 

biocorona data has previously been noted by Maojo et al., as well as in the 

meta-analysis undertaken more recently by Hajipour et al.143,246 Further, the 

nanoparticles most-likely to be suited for clinical use are the biocompatible 

polymeric nanoparticles that are comparatively understudied, currently few 

papers consider the formation and composition of the protein corona around 

PLGA nanoparticles, and even fewer considering the influence of fluid flow on 

protein corona physiochemical characteristics.51,53,54,61,236 Another issue that 

impairs the implementation of machine learning in this discipline is the 

selective publication of data. Negative results and/or those that are not 

statistically significant are generally not published, however this is useful data 

to feed into a machine learning algorithm; the algorithm would explicitly be 

taught that parameter X has little to no influence of the composition and 

characteristics of the protein corona.773 Finally, deep learning approaches 

require large quantities of data for their training sets, acquiring enough 

reproducible data is also challenging. High throughput and/or data mining 

approaches are likely to be required.765 Therefore, these issues fundamentally 

limit the quality of the data we have available for any sort of machine learning 

(or if the resulting data set is large enough - Deep Learning) approaches that 

we wish to implement in the rational, data-driven design of novel 

nanotherapeutics. For these aims to be met, it is likely that there needs to be 

the development of a consensus in the discipline with regards to methodology 

and how these approaches are implemented within the laboratory, rigid 

adherence to data reporting frameworks e.g., MIRIBEL and MINBE to enable 

facile replication of published studies, and also the development of a data 

warehouse for such work, which would eventually hold the extensive data sets 

required by more complex forms of machine learning. 

Further work specifically from part one of this thesis can be split into 3 distinct 

groups: looking further at protein corona composition and its influence on 

eventual biological fate in vivo, the degradation behaviour of polymeric 

nanoparticles, and the implications these results have on the development of 

future cell-uptake studies or those where probing the bio-nano interface is of 

interest.43,774 In short, they consider how larger volumes of, and more accurate 
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data could be generated. The orthogonal approach outlined here could be 

used alongside other protein identification methods, (e.g., ELISA) to identify 

the composition of the protein corona around nanoparticles in situ, uncovering 

insights into the evolution of its composition as a function of time and therefore 

potential predictors into eventual biological fate in vivo. Resonant Mass 

Measurement can track both protein corona formation and particle aggregation 

and agglomeration over time when dry mass is considered. It is expected that 

this method could be adapted to also enable the degradation behaviour of 

biocompatible nanoparticles to be studied. The design of future cell culture 

experiments is also impacted by the results discussed within this chapter. It 

highlights the need for pre-screening of nanoparticles in both buffer and protein 

containing media to assess both nanoparticle size distribution and colloidal 

stability before in vivo and in vitro studies. Protein corona formation is known 

to affect efficacy of cell uptake and the pathway by which this occurs.230,775,776 

When these studies are undertaken, it then permits changes in nanoparticle 

physicochemical properties to be correlated with altered biological interactions 

and cellular trafficking mechanisms.777  

Part Two of the thesis considered the use of computational fluid dynamics to 

understand fluid behaviour in vivo and the development of a combined CFD-

DEM methodology to simultaneously study fluid and nanoparticle behaviour 

when subject to physiological fluid flow. There are several ways by which this 

work could be further developed or otherwise extended. These include: the 

development of a microfluidic device to replicate the fluid shear calculated by 

the simulations in this chapter; the development of personalised, patient-

specific models as well applying the methodology outlined here to other veins 

and/ or vascular access devices. Furthermore, there is interest in studying the 

effect of scaling the input geometry on computational demand and calculation 

length (i.e., how much RAM and how long (in real time) do these simulations 

require, and could they be made to run faster or otherwise be less 

computationally demanding) Finally, the results presented here suggest that 

VADs could be redesigned to make them stay patent (functional) for extended 

periods of time.  

There are many reasons why microfluidic devices are particularly useful, not 

only do they require smaller volumes of analytes, they are considered one of 

the key ways in which pre-clinical testing will move away from animal studies. 

Here, the microfluidic device is designed to subject the nanoparticles to 

physiologically relevant fluid shear stresses, so that their developing protein 

corona is more like that which develops in vivo.52,282 This work towards the 

development of a suitable microfluidic device was presented in Chapter 5. 

Additionally, this work could move towards personalised, patient-specific 

models i.e., personalised medicine. The necessary parameters can easily be 

derived from several commonly used imaging methods including computed 

tomography. This would likely be excessive for most patients, and 

unnecessary where PIVC use is considered. However, this could well be useful 

in the context of central lines (PICC or CVC) which are indwelling for 

significantly longer, and used with patients who are very unwell, or for whom 
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peripheral IV access is unavailable. These studies could be used to match the 

specific type of central line to the patient such that it remains patent for as long 

as possible. The CFD-DEM methodology developed here could also be 

applied to different regions of vasculature, or to different VADs – only a small 

subset of those in clinical use have been modelled here.  The effect of scaling 

input geometry on computational demand and calculation length could also be 

studied in more detail. Initial studies have shown that the 10x scaling used 

here significantly reduces total number of cells within a given mesh, (~300,000 

vs. 98,000) and thus simulations complete much faster. Furthermore, these 

studies suggest that the limiting step is the speed at which the calculations can 

be done, rather than dependent on total number of available processors. 

Rathmayer et al. suggest that there may be a threshold beyond which 

additional processors afford no additional increase in speed.778 Initial results 

(4 vs 64 processors) would certainly support this. Finally, work could also 

consider possible methods of modifying PIVC design to prevent the 

component parts of Virchow’s triad, therefore making the cannula remain 

patent for longer.523,524 It is common for PIVC to be moved (resited) after a 

maximum of 72 hours. 

The most obvious route for further work for part 3 of this thesis would be to 3D 

print the device and confirm it is suitable for its intended purpose. Further, Kotz 

et al., and Mader et al., have both previously reported that the transparency of 

the microfluidic device is improved when the device is printed onto a layer of 

the corresponding polymer, rather than directly onto the print bed.735,750 

Therefore, this would enable the optical properties of the microfluidic device to 

be assessed. If the polymer is found to be suitably clear, then several other 

directions can be undertaken. These directions include: assessing the 

resistance to biofouling of the device via the infusion of fluorescent 

nanoparticles – 100 nm fluorescent PLGA nanoparticles are commercially 

available.779 Low autofluorescence of the polymer is required for the 

nanoparticles to be seen, which may influence the choice of polymer from 

which the device is manufactured. In this context, biofouling refers to the non-

specific binding of proteins at the interface between fluid and solid i.e., the 

microfluidic channel. This biofouling potentially prevents the reuse of the 

device.780 Studying cell culture on the microfluidic device to understand 

influence of 3D polymeric structure on cell growth and behaviour, as well as 

the nanoparticle uptake into cells since this is known to be influenced by fluid 

shear. Finally, it would be interesting to see if the device could be used for 

inline analysis with PTA and/or RMM, to undertake the analysis outlined 

previously in Chapter 2, and therefore see the influence of physiological fluid 

shear on physicochemical characteristics of protein corona formation. 
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So if you care to find me 

Look to the western sky 

As someone told me lately 

"Everyone deserves the chance to fly" 

And if I'm flying solo 

At least I'm flying free 

To those who ground me 

Take a message back from me 

Tell them how I am defying gravity 

I'm flying high, defying gravity 

And soon, I'll match them in renown 

And nobody in all of Oz 

No wizard that there is or was 

Is ever gonna bring me down 

Defying Gravity, Wicked.  

 

 

 

 


