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ABSTRACT

Despite considerable theoretical progress, the understanding of the
determinants of a firm’s capital structure remains incomplete and there are still

numerous empirical issues to be resolved. The number of determinants of capital

structure identified by theoretical reasoning keeps increasing, and as a result
their analysis has become more and more complex. The primary contribution of
this thesis is to provide some empirical tests of hypotheses suggested by
theoretical models and reasoning. In the search for the most important
determinants of capital stru Qt_UJ:_e.._ﬁthis:stuciy..,usesﬂa__pa nel.of 651 listed UK firms
(9,_{1_§§__1_‘_‘i__r__r__n__-}y_§§'r _observations) to_ compare structural equation modelling (SME)

and OLS-regression methodologies in both_its cross-sectional and dynamic

+ e M T o aenlgs s

a;lglyses. In addition, the study uses a set of implied gearing ratios to
di;e“;'ﬁt‘angle the impact of equity market timing behaviour from that of stock
returns on capital structure. The evidence shows that, following an increase in
stock returns, managers of UK firms issue more equity despite the fall in the
debt-equity ratio and the consequent increase in debt carrying capacity. This
practice has a statistically significant impact on capital structure, as UK firms do
not appear to re-adjust their gearing thereafter. The study reveals that stock
returns are the most important capital structure determinant. Though the effects
of other firm-specific characteristics and equity market timing are persistent and
statistically significant, compared to the stock returns effect, their economic role
Is negligible. Stock returns drive gearing mechanistically for a long time, up to ten
years. The findings imply that managers do not strive to adjust their capital
structure towards some optimal debt ratio. This casts doubt on theories that

advocate a degree of optimisation like the static trade-off theory of capital
structure.
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Chapter 1

1 NTRODUCTION

1.1 Research problem

The use of debt financing remains an area of interest in corporate finance
literature: numerous hypotheses have been developed about the choice to
finance some of the company’s activities with debt and the implications of the

choice. The testing of these hypotheses and related modelling has enabled the
theory of corporate capital structure decisions.to make a considerable progress
since the pioneering works by Modigliani and Miller (1958, 1963). The relaxation
of the perfect and complete markets assumptions embedded in Modigliant and
Miller's irrelevance propositions ushered the search for the imperfections that

could render one capital structure better than another.

Although Miller's (1977) analysis showed that the effects of personal taxes can
offset the corporate tax advantage of debt, taking the theory back to the
Modigliani and Miller (1958) irrelevance propositions, the extensions to his
model and departures from these earlier works, show that capital structure
choice may be relevant to a firm's value, suggesting the existence of an optimal
capital structure. For example De Angelo and Masulis (1980) extended the
analysis of taxes effects on debt by incorporating the non-debt tax shields in their
analysis. They found that the substitution effect, between the level of non-debt

tax shields and the tax benefit, provided a rationale for the existence of the

optimal capital structure.

Jensen and Smith (1985), Smith (1986), and Barclay et al., (1999) among
others, provide empirical evidence to show how the stock market responds
systematically to issues of debt and/or equity by a firm. Whether these

responses reflect the fact that the issuing firm is moving towards (or away from)

their optimal gearing, or whether the responses simply signals important



information about a firm’s future prospects, is still debatable (see Jensen, 1986,
p.325, and Pinegar and Wilbricht, 1989, pp. 82-83). These responses, not only

result in alterations of capital structure, but also influence the value of a firm.

However, as Bradley et al (1984) argue, the upshot of these extensions has been

the recognition that the existence of an optimal capital structure is essentially an

empirical question that considers the issue as to whether or not the various

leverage-related costs are economically significant enough to influence the costs
of corporate borrowing.

There has also been a burgeoning theoretical literature that attempts to explain

the variation in debt ratios across firms without using tax considerations (see
Harris and Raviv, 1991, and Isfael, 1992 among others). These theories suggest
that firms select capital structures depending on attributes that determine the
various costs and benefits associated with debt and equity financing (Titman and
Wessels, 1988). As Rajan and Zingales (1995) point out, theory has clearly made
some progress on the subject. However, Titman and Wessels (1988) raise a

concern that empirical work in this area has lagged behind the theoretical
research.

Not only has the empirical work on determinants of capital structure lagged

behind the theoretical research worldwide, but also in the UK there is a dearth of
such studies. While the U.S. boasts of scores of such studies from late sixties
onwards, in the UK only a few studies have been undertaken. This was the case
in 1980s (see Marsh, 1982), and it is still the case to date (see Ozkan, 2001, p.
179). One of the earliest UK studies was that of Marsh (1982). Marsh (1982)
summarised a number of prior cross-sectional studies on determinants of capital

structure, and postulated that at the time of his research there was support that

business risk, firm size, and asset composition exerted the hypothesized
influence on gearing decisions. In the same synthesis of prior literature, Marsh
also suggested that the significant industry effect in gearing documented by
Schwartz and Aronson (1967) among others might simply be a mere reflection of

systematic industry differences in asset composition, risk, and other variables.
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A subsequent UK study by Bennett and Donnelly (1993) found that asset
structure, and firm size, do affect capital structure in the manner suggested by
the ‘trade off' theory of capital structure. In addition they document that non-
debt tax shields, and past profitability were both negatively related to gearing,
though their results did not provide significant evidence for growth as a
determinant of capital structure (see also section 4.9 in this study). Their study
provided more significant results for market rather than book value gearing
ratios. Bennett and Donnelly also reported that industrial classification explains a
significant cross-sectional variation in capital structure of UK firms. However,
their findings that earnings volatility is positively related to gearing was both

counter intuitive and inconsistent with the theory which suggests that risky firms
are more likely to avoid the use of higher levels of debt. Neither did they
Investigate whether the cross-sectional variation in debt ratios among different
industries was due to business risk or due to asset structure as postulated by the

theory (see for example Marsh (1982) discussed above; and Kale et al, 1991,
among others).

Another interesting study was an international study by Rajan and Zingales
(1995) in which UK was included only as a component. Apart from investigating
the levels and determinants of capital structure in the G-7 countries, the study
also examined institutional differences among these countries. Their cross-
sectional evidence suggested that growth prospects (proxied by market-to-book
ratio), and profitability are negatively related to gearing while company size, and
tangibility were found to be positively related to gearing in the UK. Bevan and
Danbolt (2002) replicated the Rajan and Zingales (1995) study and found
almost the same results, except that the tests for tangibility had conflicting
results depending on the definition of gearing used. Tangibility generated a
positive relationship with the ratio of total debt to total assets. Tangibility

however, yielded a significant negative relationship with the ratio of non-equity
liabilities to total assets.

Varela and Limmack (1998) examined 112 UK firms for 20 years (1967-1986) in

a bid to establish the existence of any industry effect and found that if the



industry effect exists it is weak. More recently Ozkan (2001) has also contributed
to this body of research. He found that growth opportunities, non-debt tax
shields, current profitability, and liquidity exert a negative influence on gearing.
However, he found only limited evidence that size exerts a positive influence on

gearing, and surprisingly, he found that past profitability exerts a positive

influence on gearing (see also section 4.9). Ozkan's investigations into the

dynamics of capital structure suggests that firms have target leverage ratios and

that firms adjust to the target ratio relatively quickly.

Findings from previous research on the determinants of capital structure (from

both UK studies and similar empirical studies done elsewhere) can therefore be
summarized as follows. First, there exists persuasive evidence that size exerts a
positive influence on gearing. Secondly, there exists some evidence, albeit weak
In some cases, that tangibility is positively related to gearing. Thirdly, in the UK as
elsewhere, the evidence as to whether business (operating) risk is negatively
related to gearing as the dominant theory predicts is inconclusive. Bennett and
Donnelly (1993) who consider the relationship find, as noted earlier, the

evidence supporting a somewhat surprisingly, positive relation between earnings
volatility and gearing.

When it comes to growth opportunities, negative relationship between growth
and gearing outweighs evidence to the contrary. Fifthly, the two studies, which
tested for industry classification, one study documents a significant industry
effect, while the other reports rather weak evidence. Profitability, the sixth
determinant tested in UK studies, just like studies conducted elsewhere (see
section 2.6.2.8, 4.8.8, and 4.9) is not found to exert a consistent influence on

capital structure. The two studies, which did not separate between past and

current profitability, reported a negative relation consistent with the dominant
theory (the pecking order theory).

Other studies, which made attempts to distinguish past from current profitability,
also have interesting results; some reported a negative relation between past

profitability and gearing. Others report a negative relationship between current
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profitability and gearing but a positive relationship between past profitability and

gearing. These findings are the opposite of the expected relationships in the
basic theory. It has also been found that liquidity is negatively related to gearing.

Inconsistencies in these previous studies are worth re-examining.

The factors, which have been examined by UK studies, are therefore limited to
the following i.e. tangibility, business risk, size, growth opportunities, industry
influence, profitability, and liquidity. Among the factors included in empirical
studies in other countries are uniqueness, and cash holdings. These factors have
not been tested in previous studies using UK companies’ data. In addition to

providing a further assessment of the role of the factors we have discussed, this

thesis reports the resulits of tests of these two determinants for the first time in
the UK (see sections 4.8.5, 4.8.10, 4.12.4 and 4.12.9).

Although there have been numerous references and echoes in the literature
about free cash flow and the probability of bankruptcy, no rigorous empirical
analysis regarding these hypothesised determinants has been developed. This
study carries out empirical tests on these two determinants by introducing a new
proxy for probability of bankruptcy in capital structure research (see sections
2.6.2.9, 4.8.9, and 4.12.8). A rigorous test on free cash flow hypothesis is

conducted in order to validate Jensen's 1986 free cash flow theory (see sections
2.6.2.10, 4.8.10, and 4.12.9).

Most previous UK studies have used conventional regression estimates in their
analysis of determinants of capital structure. Conventional regression ranalysis
has been criticised for failing to recognise and mitigate measurement errors and
other econometric problems that arise in studies involving estimation of latent
variables (see Titman and Wessels, 1988). Such problems include ignoring
measurement errors in exogenous variables; failing to accommodate models that
Include latent variables, reciprocal causation among variables, and
Interdependence among variables, and failing to include more than one indicator

for a latent variable (see Titman and Wessels, 1988; and Chiarella, et al.,1992).
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The UK studies summarised above have tended to focus on the cross-sectional
variations in gearing, the exceptions being Marsh (1982), and Ozkan (2001).
With the exception of Ozkan (2001), there is no other UK study since Marsh's
(1982) analysis of the choice of financing between debt and equity more than

twenty years ago  that has focused on the dynamics of capital structure

adjustments. Because Marsh's analysis looked at ‘...now companies actually
select between financing instruments at a given time’ (Marsh, 1982, p.121),

Ozkan (2001) might have been the first to examine capital structure adjustment
process in the UK.

The lack of empirical work on the determinants and the dynamics of capital
structure in the UK can be attributable to a number of reasons. First, as Titman
and Wessels (1988) put it, the relevant attributes theorised to affect capital
structure are wusually expressed in fairly abstract concepts not directly
observable. Secondly, as argued by Rajan and Zingales (1995), there is lack of
consistent accounting and market information outside the U.S.; although it is
noteworthy to mention that this is only relevant reason for an international study
like theirs, which compares ratios from different countries. For this study the

existence of consistent market and accounting information within the UK is
sufficient.

Finally, there seems to exist a complacency by some researchers that the UK and
the U.S.A exhibit more or less the same economic and financial environment, and
it is assumed that the findings of studies carried out in the U.S also apply to the
UK. For example Kaplan (1997) points out similarities in corporate governance
styles and institutional arrangements between UK and the United States.
Similarly, Rajan and Zingales (1995) wonder as to why firms in countries like UK

and the United States, with similar capital markets and financial institutions,
have different gearing levels.

Previous empirical studies have- provided evidence that differences do exist
between the UK and the US. Rajan and Zingales (1995) find that when it comes

to leverage levels in G-7 countries, U.K. firms are on average significantly less
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geared than U.S firms, and they also dismiss the classification which uses “bank-
oriented” and “market-oriented countries” when dealing with capital structure
issues. Bevan and Danbolt (2002) have argued that the determination and levels

of capital structure in the U.K. depend on which component of capital structure a
researcher is using. They further document that ‘trade credit and equivalent’ is a
significant component of financing for UK companies and must be taken into
account when analysing capital structure in the UK. It has also been documented
(see Franks et al (1996), Kaiser (1996), and Rajan and Zingales (1995), Wald,
1999:; and Panno,2003) that institutiona! differences like tax systems, ownership
structures, the role of banks, and bankruptcy codes’ orientation, between U.S.

and UK are likely to impact on capital structure decisions.

In addition to the dearth of empirical works on capital structure dynamics in the
UK, where empirical work in the determinants of capital structure has been
undertaken elsewhere, the results are contradictory. For example while both
Bradley et al (1984) and Titman and Wessels (1988) do not find evidence to
support the theory of substitutability between non-debt and debt tax shields
which is advocated by De Angelo and Masulis (1980), Givoly et al (1992), and
Chiarella et al (1992) find that there is a substitution effect between debt and
non-debt tax shields. Generally the results of a number of U.S studies like
Bradley et al, (1984) Castanias (1983), Long and Malitz (1985), Titman and
Wessels (1988), and Kale et al (1991) report evidence of a negative relation
between earnings volatility and gearing. To the contrary, a UK study, Bennett and
Donnely (1993), document a positive relation between earnings volatility and

gearing. See Harris and Raviv (1991) and the literature review in this study for
more contradictions, few of which have been resolved.

The absence of rigorous tests of some hypothesised determinants of capital
structure (such as the probébility of bankruptcy, cash holdings and free cash
flows, etc.), the results of 'previous UK studies cited above, the existence of
significant institutional differences between the U.S. and the UK (as discussed in
chapter three), and the contradictory findings in previous empirical studies

worldwide (discussed above and subsequently in the literature review in section
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2.6 and in chapters six and seven), provided the impetus for this study. This
study first tests a broader set of attributes, which have been theorised to affect
capital structure decisions. Some of the attributes either have not been tested at
all or have not been tested in the way they are tested here (for example

probability of bankruptcy, and free cash flow hypothesis). Some of the attributes

have not been tested in the UK (for example, uniqueness, cash holdings and free
cash flow). Ozkan (2001) tests liquidity, but falls short of testing free cash flow.
For those attributes that have been tested by previous studies using

conventional regression, this study uses an alternative methodology (structural
equation modelling) to test them.

First the study synthesizes the theory regarding capital structure determinants
and takes the theory further by empirically examining both the determinants, and
the newly suggested firm behaviour patterns (capital structure dynamics) In
relation to financing decisions in UK firms. First, a rigorous analysis of industry
effects on gearing over time is carried out. The cross-sectional analysis part is
carried out using a relatively new and innovative methodology (Structural
Equation Modelling, (SEM)), which improves the estimation procedure and
mitigates measurement and specification errors inherent in conventional
regression models. The results from this approach are then compared with the

conventional regression estimates to determine their relative superiority and
suitability.

The last part of this study investigates the dynamics of capital structure decisions
l.e. how does capital structure change over time in relation to changes in the
hypothesised determinants. On this, the study investigates whether managers
actually adjust their firm's capital structure towards an optimal (target) ratio, and
also whether ‘equity market timing’ (see Jung et al, 1996; Baker and Wulger,
2002, Hovakimian, et al (2003), Bevelander, 2002, and Kayhan and Titman,
2003), and share price movements (see Welch, 2002, 2004; and Kayhan and
Titman, 2003) have any long-term impacts on capital structures of UK
companies. No previous UK study has delved into the last two issues i.e. ‘equity

market timing’ and ‘share price movements' as determinants of ca pital structure.
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1.2 Motivation

The motivation for carrying out this research came from the quest for
understanding how corporations go about making financing decisions.
Contradictory findings, different measurements of proxy variables, and the use of

different methodologies found in prior studies, also motivated this research. The

use of UK Company data was prompted by lack of a comprehensive empirical
analysis in the UK, as discussed in the previous section. Two different

methodologies were used on the same sample in order to assess whether the

contradictory results could be explained by the use of different methodologies.
Research in the area of capital structure determinants has followed one of the
following three approaches. The first approach is theoretical modelling where
subject to some assumptions (whether explicit or implicit), and the chosen
hypothesised determinants of capital structure, the modeller derives a model

which s(he) believes to represent how a firm would behave."

One of the weaknesses of modelling approach is that it depends wholly on the
modeller's choice of what to model. For example Miller (1977) restricted his
model to corporate and personal taxes (after assuming that bankruptcy costs are
trivial), and usedthese to re-emphasize the irrelevance of ‘a firm's capital
structure. Subsequently, De Angelo and Masulis (1980) added non-debt tax
shields to the miller model, and on the basis of their resulting model, they
concluded that it is possible for a firm to have an optimal capital structure.
Although the assumptions made by theoreticians simplify the analysis and make
It possible for readers to follow the models, these aséumptions oversimplify the
environment within which corporate finance decision are made. In short, the
assumptions and/or the choice of which determinants to mode! differ with

modellers and that may have a bearing on the validity of the model.

The second approach has been to carry out surveys (i.e. questionnaire and
interviews), which involves collecting primary data by asking managers how they

go about making actual financing decisions (see Remmers et al., 1974: Stonehil!

15



et al., 1975, Ang et al., 1997, Pinegar and Wilbricht, 1989, and Graham and
Harvey (2001) among others). While this seems to be a direct approach, which

may give direct answers, it is also prone to some shortcomings. One such

shortcoming is that the persons responding may not be the actual decision

makers. In addition, (assuming they give honest responses) the respondents may

provide what they think should be the answers, rather than what is actually

happening in their firms. This may not reflect their financing policies (see Pinegar
and Wilbricht, 1989, p.84).

The third approach in this area of research has been empirical analysis using
available secondary data, usually from credible - databases. Following this

approach the researcher carries out analysis on- the data to establish
relationships and patterns that may support or refute predetermined hypotheses.
Because empirical analysis makes an objective assessment of what the
managers do, as reflected in the recorded data, the approach was used in this
study in order to bridge the gap between what is actually happening on one hand

and what both theoretical modelling and results of surveys imply on the other.

In summary this study carries out a comprehensive empirical analysis in order to
establish what the determinants of capital structure are. First a cross-sectional
analysis is conducted and then a dynamic approach is used. Under cross-
sectional analysis, the study starts with the investigation of the extent to which
industry characteristics influence capital structure. The study also examines
whether industry influence in capital structure is related to the level of business
risk a firm or an industry has. The industry analysis culminates in an investigation
of the persistence of inter-industry capital structure differences. For comparison
purposes the study employs two methodologies in the investigation of other
cross-sectional determinants such as tangibility, non-debt tax shields, growth
opportunities, uniqueness, firm size, volatility of earnings, profitability, probability
of bankruptcy, and cash holdings. The two methodologies are the traditional

(conventional) OLS-regression and structural equation modelling (SEM). The free
cash flow hypothesis (Jensen, 1986) is also tested.
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The analysis of the dynamics of capital structure starts with tests to establish
whether firms adjust their capital structure towards an optimal ratio. The target
capital structure adjustment models incorporate interest rates and corporate
taxes in addition to the hypothesised determinants of capital structure

mentioned in the preceding paragraph. This is because the interest rates and

corporate taxes can be meaningfully analysed in a dynamic context. The dynamic
analysis also employs two methodologies mentioned in the preceding paragraph.
The dynamics part also attempts to disentangle the effects of equity market
timing from the effects of stock returns on capital structure. The final all-inclusive
dynamic model incorporates the effects of stock returns, the effects of equity
market timing, a capital structure adjustment proxy, and the four most important
firm-specific characteristics. These firm specific characteristics are profitability,
firm size, growth opportunities, and non-debt tax shields. The purpose of the all
inclusive dynamic model is to put in perspective the relative importance of stock

returns, equity market timing, and the firm specific characteristics as
determinants of gearing ratios.

1.3 Research significance

The study intends to extend our knowledge of the determinants of corporate
capital structure choice by using companies’ panel data from the UK. Given its
economy’s size of £943 billion gross domestic product (GDP), its history and
London’s position as a leading financial centre, the UK provides an appropriate
environment to undertake such a study.2 UK is among the G-7 (rich countries), in
fact it is the world’s 4t [argest economy after the U.S., Japan, and Germany; and
the similarity of financial markets operations and of some institutional

framework between UK and the U.S., make UK a suitable ground for testing the

capital structure theories and findings, most of which have evolved from the
U.S.2

; Fore_ign & Commonwealth Office (2002), UK Data File 2002, Whiteoakpress, London, pp. 13, 35.
Foreign & Commonwealth Office (2002), Banking and Financial Institutions in the UK.
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The study is considered to be useful to both academics and practitioners. To
academics the study extends our general understanding of the existing evidence
about factors that determine corporate capital structure decision by attempting

to identify more appropriate proxies for the theoretica!l attributes affecting capital
structure and by using two alternative methodologies; Structural Equation
Modelling (SEM), and the conventional regression estimates. This is achieved

after a critical review of both strengths and weaknesses in previous studies

followed by an examination of a broader set of more appropriate attributes than

any other previous study known to the researchers,

The use of alternative methodologies is employed for a number of reasons: First,
one of the goals of this study is to test a larger number of determinants of capital!
structure by examining their impacts on multiple gearing measures.
Consequently, the number of indicators is also likely to rise. The resulting
increase in the number of variables creates two possibilities. One is that some of
the variables are likely to be correlated, with the result that they will not
represent different influences/determinants and/or there are going to be several
proxies (indicators) representing one attribute of interest. This being the case, it
is crucial that the interrelatedness between or among variables be identified so
that the results are interpreted correctly. 1t is here where SEM becomes useful
(see Titman and Wessels, 1998, and Chiarella et al, 1992).

Secondly, the conventional regression estimation methods have been used for a
long period now and researchers have become so accustomed to its merits and
demerits (Baker and Wurgler, 2002 refer to them as ‘traditional capital structure
regressions’, p.2), and as the knowledge progresses researchers have now
started to look for new innovative techniques capable of dealing with complex
situations. The selection of a Structural Equation Modelling (SEM), as an

alternative methodology has been prompted by the two previous empirical
studies of the determinants of capital structure that have used SEM. Titman and
Wessels (1988), the pioneers of the use of structural equation modelling

technique called Linear Structural Relationship (LISREL) in capital structure

* See sections 2.6.2 and 4.9 for examples of inappropriate proxies in previous literature.
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studies, have used the approach in their study of US companies while Chiarella
et al (1992) subsequently employed a similar approach in a study of capital
structure of Australian companies. These studies have claimed that LISREL

estimation technique has a number of advantages over the conventional
(standard) or traditional regression models, including its ability to recognise and

mitigate measurement and specification errors, which have plagued regression
based studies.

Despite these statistical advantages, the results of these two studies that used

LISREL technique failed to resolve the empirical contradictions and even
generated more contradictions and perverse results than most studies that have
used variants of the conventional regression estimation models. Before we can
. judge the practical contribution of the SEM model, we need to use it alongside
the conventional regression estimation technique on the same data set so as 10
be able to compare their explanatory power against both the theory and previous
empirical findings. No such studies have been undertaken to provide evidence of
the use of structural equation modelling technique (SEM) on UK capital structure

empirical studies. Moreover, there are no previous studies of the use of

Structural Equation Modelling in an examination of capital structure dynamics.

Having identified more appropriate proxies for the theoretical attributes in this
study, both methods are being used on the same data set, one after another,
and by using as far as the models permit, the same variables.? The results of this
study provide future researchers with an input into their decision as to which
methodology to adopt in similar empirical investigations. The use of muitiple
measures of gearing also serves toicapture the different forces that infiuence
managers’ choices of longterm debt, and short-term debt. Multiple gearing
measures also allow the analysis to reveal how book value measures and market
value measures relate to determinants of gearing, and thereby provide

explanation for theories predicting different relationship between attributes and
different types of debt.

¢ SEM may need more than one proxy per attribute being tested, while for standard OLS regression, it
will be necessary to choose one proxy which is considered more influential (see section 4.8).
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While the cross-sectional examination of the determinants of capital structure is
important, we have good reasons to believe that if managers adjust their capital

structure, then they should be making such adjustments whenever random
disturbances cause deviations from the optimal capital structure. In order to
investigate whether managers make these corrective adjustments to return to
the optimal gearing levels, one should make assessment of how gearing changes
in response to changes in firm specific, industry specific and/or macro-economic
factors having an impact on the firms' environment over time. Cross-sectional

static models ignore these adjustments over time and in so doing may fail to
capture some important determinants of capital structure and changes in such
determinants that occur over time. The final part of this study investigates the
process of capital structure adjustment over time, the determinants of that
adjustment process, and the speed of that adjustment. In examining this issue,

the study attempts the use of SEM technique for the first time in the analysis of
both capital structure adjustments and the speed of such adjustments.

To practitioners the study is relevant to those making financing, investment and
tax planning decisions, especially those who happen to have debt or are planning
to employ debt financing in their firms. As part of their decision process they
have to consider the different types (and sources) of debt in relation to their
firms’ "attributes like, tax status (e.g. the level of non-debt tax shields),
investment opportunities, collateral, risk, related agency problems and costs.
These attributes are among the factors that may influence a stream of future
cash flows and affect the value of a firm. These decision makers can therefore
decide on the optimum investment level that maximizes firm value. The study's
usefulness here is not only the identification of a more appropriate method of

investigating the determinants, but also a clear understanding of determinants
themselves. |

The study recognizes the potential impact of taxes and its interactions with non-
debt tax shields, and the expected value of probability of bankruptcy costs.

Because of the limitations of cross-sectional tests in the evaluation of the impact
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of taxes on levels of gearing (Givoly et al, 1992, pp. 332-333), the tests of the
impact of taxes on gearing are confined to the part investigating the dynamics of
capital structure. In this part the study examines whether changes in tax rate

over time have any impact on corresponding changes on gearing. This makes the
study relevant even to tax planners who may wish to balance their investment
(non-debt) tax shields with debt tax shield, or to consider the relative importance
of substitution effects (De Angelo and Masulis, 1980) versus the income effects

of an increase in the level of their firm’'s investment (Dammon and Senbet,
1988).

Briefly, the findings of this study are that industry classification explains some
variations in capital structure, and this variation is persistent over time. The
cross-sectional results (from conventional regression) also indicate strong
evidence that past profitability, cash holdings,- non-debt tax shields, and the
growth/investment opportunities of companies are negatively related to gearing.
Evidence is also presented that indicates that business risk, and probability of
bankruptcy, are negatively related to gearing. The results show that firm size
exerts a strong positive influence on gearing. However, only a weak positive
relationship between tangibility and gearing is observed. Although the data
relating to ‘uniqueness’, that is, selling expenses, and research and development
(R&D) were limited, contrary to Titman and Wessels (1984, 1988), the tests
suggest a positive relationship between uniqueness and gearing. This study also
finds a significant negative relation between a firm's free cash flow and gearing

and consequently fails to support Jensen's free cash flow hypothesis. -

The results of the study of the dynamics of capital structure decisions indicate
that gearing responds to past profitability, firm size, growth opportunities (in the
short-term), and non-debt tax shields, in the manner prescribed by the dominant
theories. There is also evidence from these results that UK firms do not re-adjust
their gearing following stock return movements. Because the effects of firm-
specific characteristics (profitability, growth opportunities, firm size), and the
Impact of both corporate taxes and interest rates on gearing are relatively trivial,

the stock return mechanistically drives the capital structure ratio. The results
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also reveal a surprising trend, which shows that when share prices have risen
(and the firm's debt capacity has increased) firms issue more equity instead of
more debt. This suggests that managers practice equity market timing. Lastly,
although there is evidence that profitability is an important determinant of capital

structure as the pecking order theory predicts, and also that equity market timing
practice has a significant influence on gearing, stock returns is the most

Important determinant of capital structure.

1.4  Organization of the thesis -

This thesis is organised as follows: Chapter two provides a discussion of the
capital structure theory before proceeding to a critical review of previous
empirical studies of the determinants of capital structure. Chapter three provides
a discussion of the features of the UK'’s institutional environment which are likely
to have a differential impact on capital structure in relation to other countries.
The conclusion of this analysis influences the design of the empirical tests as

well as providing the basis for the interpretation and evaluation of the results of
the empirical studies.

Chapter four provides a description and discussion of the research design. The
objectives, testable hypotheses, variables, data and methodologies are
presented and discussed in this chapter. The chapter also presents and
discusses the results of the cross-sectional analyses relating to both OLS-
regressions and structural equation modelling (SEM) in this study. The
comparison of results from these methodologies is done in this chapter. Chapter
five focus on the influence of industry factors on the debt-equity decision. It
extends the related literature dealing with the ‘issue, develops the hypotheses
regarding industry characte}istics and gearing, and describes data and
methodology of the investigation as to whether industry-related capital structure

pattern exists in the UK. The chapter also gives results from tests carried out on

industry influence on capital structure decisions.
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The thesis has two chapters that deal with capital structure dynamics, chapter
six and chapter seven. Chapter six considers long-run target-capital structure
adjustments. It provides a review of the literature dealing with capital structure

adjustments. It also specifies the hypothesis and models designed to test them,
and discuss the results. Chapter seven considers the extent to which equity
market timing, and stock returns influence capital structure. It discusses the

literature relating to equity market timing, and stock returns as determinants of

capital structure. The chapter specifies the hypotheses and models designed to
test them. Finally, the chapter presents and discusses results of the various

empirical tests that have been undertaken. Chapter eight provides a summary of

findings, a theoretical discussion, and concludes the thesis. The chapter also
outline the contributions of this thesis and points out possible future research

avenues Iin the area covered by this thesis.
1.5 Alternative organisation of the thesis

This thesis can also be conveniently divided into six independent empirical
analysis papers as follows: The first paper, which comes from part of chapter
two, chapter three and part of chapter four, focuses on why inconsistencies and
perverse results exists in capital structure empirical research. The paper includes
a discussion of institutional and legal differences, and problems related to the
choice and measurement of proxies and gearing measures, and suggest how
selection and measurement problems can be mitigated. There is a need for such
a paper because even some of the most recent empirical studies in this area
keep rebeating the same anomalies as discussed at length in the literature
review and in chapter four and chapter five. The second paper is a comparison of
OLS-regression and Structural equation modeliing methodologies in capital
structure research. This paper also comes from part of chapter four, and would
include the discussions of the relative merits of the two methodologies, models

specifications and comparison of their results. There has not been any study of
this nature known to the current researcher.
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Industry related capital structure pattern is another area of interest in capital
structure research. The third paper.documents the extent to which industry
characteristics influence gearing in the UK. Unlike its predecessors, this paper
also investigates explicitly whether business risk and production technology are

related to gearing. The paper uses both parametric and non-parametric methods,
and investigates whether the industry effect persist over the 16-year period

examined. UK studies in this area are lacking in many ways as discussed in
chapter five.

The fourth paper which can be derived from this thesis is on whether UK
companies -strive to maintain a long-run target gearing ratio. This paper
comprises chapter six. This paper looks at the shortcomings of cross-sectional
analysis, and discusses the literature relating to target ratio adjustment, and the
speed of that process. The paper then presents the target ratio adjustment
models, and introduces, for the first time in capital structure empirical research,
the use of structural equation modelling in the dynamics of capital structure. The
paper tests those determinants found to be important in the cross-sectional
analysis, and in addition includes corporate taxes and interest rates in the
analysis. Finally, the paper presents and discusses the results. Because there is
a dearth of capital structure dynamics in the UK, there is a need for more

evidence in this area. This paper provides evidence to add to that provided by
Ozkan (2001). -

The extent to which equity market timing affects capital structure is the theme
of the fifth paper in this thesis. The paper comes from the first part of chapter
seven. Here the literature relating to equity market timing effects on gearing is
revisited, and the evidence of the existence of equity market timing practice is
established as a prerequisite for further analysis. By using net equity issues and
implied gearing ratios, the paper then provides evidence as to whether UK firms
rebalance the effects of equity market timing. The equity market timing paper
culminates by providing evidence regarding the long-term effects of equity

market timing on capital structure. Empirical examination of such kind in the UK
is lacking.
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The sixth paper, also from chapter seven makes an attempt to disentangle the
effects of equity market timing from that of stock returns on gearing. Comparison
of the two effects is done both cross-sectionally, and across time in order to
establish which between them has a stronger effect on capital structures of UK
firms. This paper also reports the results of an ‘all-inclusive’ model which puts in
perspective stock returns, equity market timing, and firm-specific characteristics
such as profitability, size, growth, and non-debt tax shields. This last paper is a
direct response to the two recent studies. These works are Baker and Wurgler
(2002), who claims that capital structure is the outcome of the cumulative
effects of equity market timing, and Welch (2004), who asserts that it not equity
market timing but stock returns which drive gearing mechanistically for a long
time. Both these are US studies. In addition to attempting to reconcile the
differences in those two studies, the sixth paper in this thesis provides evidence

in relation to the UK environment probably for the first time.

1.6 Summary and conclusion

It has been established that there is a dearth of empirical research in the
dynamics of capital structure in the UK where only one study can be found so far.
In the UK and elsewhere, empirical research in the whole area of determinants of

capital structure has lagged behind theory. Because of contradictory findings

from empirical studies, a number of theoretical issues have not been conclusive.
A few hypothesised determinants have also not been tested in the UK. This
thesis contributes to the ongoing empirical work by extending the research on
the dynamics of capital structure using two alternative methodologies, by refining
the proxy variables, and testing the untested attributes. Part of this extension
examines the effects of equity market timing and stock returns on capital

structure. The thesis also investigates industry influence on capital structure. The

next chapter reviews the literature relating to capital structure determinants.
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Chapter 2

2 LITERATURE REVIEW

2.1 Introduction

This chapter provides an introduction to and an overview of the existing literature

on capital structure theory. The first part of the chapter provides a summary of
gearing and its manifestations without recourse to any policy implications. This is

followed by a critical review of the Modigliani and Miller propositions, which are
then contrasted with the traditional approach to capital structure analysis. This
review of capital structure theory includes revisiting Miller (1977) model, and its

subsequent extensions, culminating in the current version of the trade off theory
of capital structure.

One of the propositions tested in this study is whether or not there is industry
related capital structure pattern. Because of the different methodological
approach taken in the investigation of the industry influence in capital structure,
the literature dealing specifically with industry influence on capital structure is
considered separately in chapter five. The last part of the chapter summarizes
other theories put forth to explain observed capital structures such as pecking

order predictions, equity market timing, and also share-price movements as a
major determinant of capital structure.

2.2  Introduction to gearing and the cost of financing

By using the assets at their disposal, firms carry out varied operations that
generate a stream of cash flows. For an all equity-financed firm, these cash flows

accrue to equity holders only. For a firm using both debt and equity the cash

flows accrue to both debt holders, who have a first claim on the stream of cash
flows, and equity holders, who get the residual, and consequently, more risky

cash flow stream. For an all equity-financed firm, equity holders bear all the risks
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of the business. The value of the equity derives solely from the nature and the
level of the expected cash flows of the firm. The cost of capital for this type of
firm is the minimum rate of return accepted by shareholders, and this reflects
the rate of return on alternative investments with comparable risk. For a firm

using debt and equity, the situation changes. The splitting of the cash flow

streams, and the fact that the risks associated with those streams is different
implies that the cost of these two sources are different and also that the value of

the firm will be given by the sum of the values of both debt and equity.

2.2.1 Costof Financing

Each source of finance has a cost to the firm. Although firms sometimes get
finance from numerous different sources, most of these sources have features of

either debt or equity and for purposes of this study; only the costs of equity and

debt are highlighted below. The costs of other sources can easily be derived from
the cost of these two types of financing.

2.2.1.1 Cost of equity finance

For simplicity, that is ignoring any flotation costs and assuming the shares are
neither overvalued nor undervalued, the cost of equity financing to a company
can be thought of as the discount rate that equates the present value of the

expected stream of dividends with the market price of that company's shares, i.e.

D,

NPV=0=-P0+i

2.2.1A
2ok N
and,
> D
P, = ‘ 2.2.1B
0 ; (1 + ke )1 ( )
where

Py =the company's current market price of a share

D, =expected dividend in period ¢
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k, =the cost of equity financing to the company.

Incorporating any discount and any costs incurred on issuing shares, the
(adjusted) cost of equity financing becomes:

k, =k I(1-d -c) (2.2.1C)
where

k, =the adjusted cost of equity financing

k. =shareholders required rate of return
d =discount allowed on shares

¢ =any other issuing costs as a proportion of the par value of a share.

2.2.1.2  Cost of debt financing

The cost of debt financing or the effective rate of interest, which is likely to be
different from the stated rate of interest, is the discount rate that equates the

present value of cash flows received as debt finance and the cash payments,

which would be made by the company over the duration of the financing, i.e.

C C C C
NPV =0=C) ——t—cp —2—f —32 4+ —! 2.2.2
0 (+k) 1+ ) (+k) (1+%) 2.2.2)

where
C, = cash flow in period ¢
“k; = cost of debt financing

t =the number of periods over which debt cash outflows have to be
made.

Not only do debt holders expect to receive contractually agreed interest
payments and repayment of the principal, they also have the first claim on the

assets of the firm should the firm fail to honour these fixed payments. Equity

23



holders on the other hand, are the residual risk takers and the return they
receive will depend on how profitable a firm is at a given time. It is therefore
obvious that debt holders have a lower risk exposure and that means the interest

rate to be paid on debt is lower than the expected rate of return necessary to
attract equity capital.

The mix of different securities employed to finance a firm’s operations is known
as capital structure. The use of debt in a firm's capital structure is referred to as
gearing in the UK and in the US the term leverage is predominant. The term has
been borrowed from physics where gearing means the use of a device for

increasing power from a given source of effort. In finance debt is used to gear up
equity. It is perceived that the use of debt finance increases the expected return
on shareholder’s equity while the expected profitability of the assets of the
business remains constant. Since the cost of debt finance is lower than the rate
of return required by shareholders, if the assets financed by debt are able 1o
generate a rate of return that exceeds the interest rate, a surplus will be created

which will accrue to shareholders. In this way the use of debt finance pushes up
the required return on equity.

2.2.2 QGearing and Financlal Risk

Gearing is a two-edged sword. As long as the use of debt finance results in the
expected return on assets, which is higher than the cost of debt, it will be
worthwhile investing in these assets. However, as the expected return on assets
Is uncertain, equity holders could lose rather than gain from gearing. This is

because the use of gearing increases not only the shareholder's expected return,
but also the risk of their investment. Actually it is the later which causes the

former. Gearing magnifies the given volatility of a firm's returns. If a firm's
operations generate a lower rate of return than the interest rate, equity holders
lose from gearing. The fixed interest payment will have to be made even when
the company incurs a loss. The favourable outcome is when the firm makes a

higher profit than expected. The cost of servicing debt is constant and

shareholders will get a higher return than expected. This greater variability in the
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returns to shareholders as a result of using debt is what is referred to as

financial risk.

The use of gearing also may introduce the risk of bankruptcy. If the value of the
firm's assets falls below the value of its debt, technically the firm will be

bankrupt, the company’'s equity will be worthless, and the ownership of the

assets will pass to the debt holders. As Merton Miller puts it:

“A run of very bad years might actually find a highly-levered firm unable (or,

as the option theorist might prefer, unwilling) to meet its debt service
requiréments, ‘precipitating thereby any of the several processes of

recontracting that go under the general name bankruptcy” (Miller, 1988,
p.113).

It should be noted at this point that the existence of financial risk alone might not
lead to bankruptey (insolvency) if the value of the firm's assets does not fall
below the value of its debt. Further, although the excessive use of debt financing
increases the threat of bankruptcy, the final dramatic occurrence of bankruptcy

is not the cause of problems for a financially distressed firm. Bankruptcy is the

result of failure by a firm to meet investors’ expectations. It is this failure, which
leads to the fall of a firm's assets below its debit.

2.2.3 Financing versus maximisation of shareholders’' wealth

Despite the existence of divergent views regarding what managers actually do
(see for example Jensen, 1986), the objective of the firm is to maximise
shareholders’ wealth. One of the ways to achieve this is to minimize the firm's
cost of capital. The choice of financing to minimise the cost of capital is seen to
be consistent with the maximisation of a firm's value. The cost differential
between debt and equity suggests the possibility of substituting relatively cheap

debt capital for relative expensive equity capital, and thereby reducing the overall -
cost of capital of the firm.
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Any positive net present value resulting from financing rearrangements means
that a firm can maximize its value by altering its capital structure. This would
imply that a firm should use more and more of the cheap debt up to the point
where the cost of capital is minimized and the value of the firm is maximized.

This suggests the existence of a particular level (or a range) of optimal financing
mix, the target capital structure.

2.2.4 Does capital structure policy matter?

Since the seminal papers by Modigliani and Miller (1958, 1963), there have

been arguments and counter arguments as to whether debt policy matters.
Brealey and Myers (2003, p.489) ask, “If debt policy does not matter then why
do financial managers worry about it?” Managers who are responsible for the
capital structure decisions would like to know how the decisions impact on the
value of the firms they have been entrusted with. If capital structure is irrelevant
the finance managers should not bother about the sources of finance, instead
they should try to maximize firm's value by concentrating on investment
decisions. On the other hand if the capital structure is relevant then corporate
decision makers should strive to identify and attain the optimal capital structure,
which minimizes the cost of capital to the firm, and thereby maximise the value
of the firm, through capital restructuring. Whether or not an optimal capital

structure exists is the focus of the remaining part of this chapter, which traces
the development of capital structure theory.

2.3  Capital Structure Theory

2.3.1 Introduction

One of the important prerequisites of a sound empirical investigation is a
thorough examination of the underlying theory, which should then be linked to
the design, and the interpretation of results of such Investigation. Some critics
have argued that capital structure theory does not provide sufficient guidance in

explaining how and why corporate decision makers go about setting their capital
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structure policy (Tsisales, 1986). Others have argued that existing theories
neither give clue as to how to measure the variables that are predicted to be
crucial nor how these predictions should be tested (Boyle and Eckhold, 19396).
Whether this is due to failure on the part of these previous studies to make
systematic use of the theory (Taggart, 1977,) or due to the tendency of the
theories of optimisation to be normative rather than descriptive (Welch, 2002,
n.30), it is still true that the validity of capital structure theories rests on their
ability to explain both cross-sectional variations among firms (Bennett and

Donnelly, 1993, p. 4) and trends in capital structure over time.

Most previous capital structure studies have found it logical to begin their
analysis with the Modigliani-Miller (1958) irrelevance proposition (hereinafter
referred to as MM) not only because it is still the classic paper in capital
structure analysis, but also because it is considered a special case by most
subsequent theories (see Taggart, 1985, p. 29). However, it is more appropriate,
and the analysis flows more easily if the thinking before MM, or at least the

alternative to MM at that time is also documented here. This alternative is the

traditional approach to capital structure analysis.
2.3.2 Traditional approach to capital structure analysis

Under the traditional approach, in determining the market value of a firm,
investors are assumed to capitalize income after interest at the same rate when
a ‘judicious’ level of debt is employed. For this reason this approach is also
known as the net-income (NI) approach. On the other hand, the net operating
income (NOI) approach maintains that it is the operating income (i.e. the total
dollar return to both debt holders and equity holders) that should be capitaﬁzed
in the determination of the market value of the firm5 A clear grasp of the
arguments put forward in the traditional approach, its limitations,‘and indeed its

comparison with the MM analysis, requires the use of the weighted average cost

> Brealey and Myers (2003, p.478) documents that this distinction was made by D.Durand in his pre-

MM paper “Cost of Debt and Equity Funds for Business: Trends and Problems of Measurement,” in
Conference on Research in Business Finance, NBER, New York 1952.
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of capital (WACC). The WACC is the weighted average of costs of all sources of
finance, with the weights as the relative market values of these respective
securities in relation to the sum of the market values of all securities. If the

effects of taxes and flotation costs are ignored, the weighted average cost of

capital for a firm, which uses only debt and equity can be expressed as:

WACC =k, =k, (2) + k,(ﬁ) (2.3.2)
. V V .

where k, = the cost of capital (the weighted average cost of capital)

k, =the cost of debt financing

k, =the cost of equity financing
D =the market value of debt
E =the market value of equity

V = E+ D = the total market capitalisation.

The WACC, which could be considered as the return on portfolio of all given
securities of a company, could normally be used in investment appraisal

decisions to arrive at the net present value (NPV) of investments that are not
expected to alter the company's business risk.

As figure 2.1 depicts, on the premise that debt financing is cheaper, and does
not increase the level of shareholders’ returns risk, and that if gearing is kept
within ‘judicious’, limits the cost of equity financing does not increase in
response to the use of more gearing. The traditional approach assumes that the
substitution of debt for equity lowers the WACC. This decrease in WACC is
assumed to go on until a point where equity cost will start to increase having
been triggered by bankruptcy risk from the excessive use of debt. The increase in
the cost of equity (and presumably of debt) eventually starts to raise the
weighted cost of capital (WACC). This reasoning led to the conclusion that it is
possible to lower the WACC to the minimum possible level, and that this

minimization of the WACC simultaneously maximizes the value of a company.
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The debt-equity ratio at the point where the WACC is minimized and the value of

the company is maximised then becomes the optimal debt equity ratio.

The traditional approach arguments have two major limitations. The first is that
traditionalists view risk only as the threat of default and bankruptcy likely to arise

from the excessive use of debt and fail to take financial risk into account. As
discussed _earlier even at lower levels of gearing, financial risk (added earnings
volatility) exists and that being the case it causes an increase in the required rate
of return on equity. The traditional view also does not define clearly what
constitutes a ‘judicious’ level or range of gearing. Despite these limitations, it is
important to understand the arguments flowing from this approach because as

the next section reveals, the results from extensions to the Modigliani-Miller

irrelevance propositions, especially the tax benefit-bankruptcy cost balancing

theory resembles the outcome from the traditional approach.

2.3.3 Competitive Capital Markets approach

The MM analysis constitutes the competitive capital markets approach because
it assumes among many other assumptions the existence of competitive capital
markets. It also falls under the net-operating income (NOI) approach because it
capitalises the operating income in the determination of the market value of a
firm. Modigliani and Miller (1958, 1963) made several assumptions before
arguing that capital structure is irrelevant in the determination of the market

value of a firm. The assumptions, some of them were explicit, and others were
inferred from their analysis comprised the following:

That capital markets are complete (i.e. integrated and frictionless)
That individuals investors can also borrow and lend at a risk free rate

That firms use only risk-free debt and risky equity as sources of finance
That all firms are in the same risk class

That corporate income taxes are the only form of government levy

That all cash flow streams (e.g. earnings) are perpetuities

'Y V. V V V V VY

That managers and outside investors have the same information
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> That managers act in the interest of shareholders

Following from Modigliani and Miller's (1963) ‘corporate tax correction’ paper, by
1970s, a unified theory seemed to have emerged that a trade-off between
potential bankruptcy costs and tax savings benefit from interest tax shields could
be the primary determinant of capital structure (see for example Baxter, (1967),
Kraus and Litzenberg, (1973), Warner, (1976), and Scot (1976)). This view
seemed to have been a refinement by (or at least similar to) the traditionalists’
arguments. While these extensions might have admitted that the MM analysis
was correct, as applied to complete markets, they argued that the actual capitai

markets we have, though well functioning, are not perfect. It was therefore
generally accepted that each firm had a unique optimal capital structure
corresponding to its features. This view was supported by the empirical evidence

provided by Taggart (1977), Marsh (1982), Bradley et al, (1984), and Bennett
and Donnelly (1993) among others.

2.4  Miller's general equilibrium and subsequent extensions

The version of the static trade-off theory described above was challenged and

modified by Miller (1977) who argued that the present value of financial distress
costs could not be balanced against corporate tax advantage because the former
was insignificant. Citing several bankruptcy costs studies, especially Warner
(1976) Miller claimed that these studies revealed that bankruptcy costs are
disproportionately small relative to the corporate tax savings they are supposedly
balancing, comparing it with “horse and (one) rabbit stew’. Haugen and Senbet
(1978) supported Miller's model, and argued that bankruptcy costs should be
measured (and should be considered to be relevant) at the time of making

financing decision, and not just prior to the time of financial distress as most
studies had done.

Reviewing the history and empirical record of corporate tax rate and capital
structures from 1920s to 1960s, Miller (1977) concluded that.the corporate-tax—

-*_...-—-P'

advantage of debt must have been_substantially less than was_then suggested.
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Miller pointed out that in certain cases (see the following paragraph) tax

advantage Was nil or negative. The reason was that the corporate tax advantage

(the present value-of-interest-tax-shield) was being offset by the disadvantage of
= TlE DTTSET by the disdl

MM

personal taxes (taxes on interest income and equity income). According to Miller

-
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(1977), this was the reason firms_did_not.use.more.debt despite.the.interest.tax.

W

shield.
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Having demonstrated that personal taxes on equity income can conceivably be
zero If there is a progressive tax rate on interest income, Miller went on to

present his equilibrium whereby the marginal personal tax rate on interest

S et ,W

income is equal to the corporate tax rate. The corporate tax advantage of debt in
s ooy d D IE TOTPOTate tax rate, 1NE COrpor:
this case is cancelled by the personal tax disadvantage of debt, assuming that

the tax on equity income can be considered to be zero. Miller documents that in

this situation there might be an optimal level of aggregate debt in the economy
determined by the differential between personal and corporate tax rates, but not
at the level of an individual firm. Assuming that bankruptcy costs are
insignificant, Miller's model implies that capital structure might still be irrelevant
when both corporate and personal taxes are taken into consideration. This takes

the theory back to the MM analysis of 1958, albeit for different reasons, that the

capital structure decisions of individual companies are irrelevant for the
determination of the company's value and cost of capital.

:

Several subsequent studies have pointed,out problems with Miller's equilibrium
model (see Auerbach, 1985; Schneller, 1980; and Bennett and Donnelly (1993).
As Bennett and Donnelly (1993) put it - the validity of Miller's model depends on
two things, one, is the prevailing tax rate differential not only between corporate
and personal taxes, but also between personal tax on equity income and on
interest income, and how these are modelled. Secondly, the model depends on
the evidence regarding the significance of financial distress (bankruptcy) costs.
Schneller, (1980) questioned the assumption of ignoring the impact of capital
gains on optimal financial policies of the firm and argued that for shares to have

any value, they must appreciate in value over any holding period whatever its
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length. He pointed out that if the present value of tax on capital gain is negligible,

so must the gain itself and hence shares could not have any economic value.

According to Schneller (1980), Miller's assumption of ignoring the impact of
capital gains, is also not supported empirically because, for example in 1975 the
average US taxpayer realised $3121 in capital gains versus $2472 in dividend
income; and whereas 8.8 million taxpayers included dividend income in their
returns, 5.0 million included net capital gains. Hence 85% of all (investors)
taxpayers realised capital gain (or loss) during 1975, from which 66% realised a
net gain that exceeds their dividend income. This is significant evidence that
investors turn over their portfolios quite frequently and that the assumption of

effective capital gains tax rate of zero is not realistic.

While a number of studies have maintained that bankruptcy costs are
insignificant (see Haugen and Senbet, 1978), more recently there have been
studies giving evidence of the significance of bankruptcy costs. These include
Altman, (1984); Weiss, (1990); and, Andrade and Kaplan, (1998) among others.
Altman (1984), the first to measure indirect bankruptcy costs using a proxy,
found that on average, (total) bankruptcy costs ranged from 11% to 17% of firm
value up to three years prior to bankruptcy. Weiss (1990) estimated the direct
bankruptcy costs to be 3.1% of firm value one year prior to bankruptcy. Earlier
estimates of direct bankruptcy costs relative to firm value are 24.9% by Stanley
and Girth, (1971); 4.0% by Warner, (1976); and 7.5% by Ang et al, (1982).

In a study of highly leveraged transactions (HLTs) of 1980s, Andrade and Kaplan
(1998) found that the financial distress costs were 10-20 per cent of the pre-
distress market value. These estimates show that bankruptcy costs exist; they
are not trivial and they might influence capital structure decisions. As argued by
Haugen and Senbet (1978), Altman (1984), and Andrade and Kaplan (1998), it
Is the expected (present) value of bankruptcy costs at the time of making a
financing decision, which matters. Indeed Haugen and Senbet (1978) among

others have argued that in a competitive capital market bankruptcy costs cannot
exceed the costs of financial reorganisation, and if that would be the case then
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arbitrageurs would buy all creditors instead. Reorganisation efforts may be
fraught with conflicts of interests among different classes of creditors and
management to the extent of thwarting any success of such process. Although a
good number of studies estimate the magnitude of bankruptcy costs, most of

them focus on direct bankruptcy costs due to the difficulty of estimating indirect
costs. However, empirical tests as to whether the probability of bankruptcy costs

determines capital structure are lacking. One of the objectives of this study is to

provide evidence in this area.

Extensions to Miller (1977) refined the tax benefit-bankruptcy costs balancing

theory to include substitution between debt (interest) tax shield and non-debt tax
shields (De Angelo and Masulis, 1980), substitution between investment and
income effects (Dammon and Senbet, 1988) to produce a unique interior
optimum solution for the debt-equity ratio. Agency costs (see Jensen and
Meckling, 1976; and Jensen, 1986), which focus on divergence of interests

between managers and shareholders, have also been incorporated into the
trade-off model (see for example, Fama and French 2003).

Although Miller's (1977) arguments had the implication of reducing the tax
advantage of debt, and to re-emphasize the MM irrelevance propositions, Miller
did not succeed to discard the trade-off theory. At least the theory now had'a
much smaller tax advantage being balanced against smaller bankruptcy costs
than originally thought. Givoly et al, 1992 tested whether tax is still an important
determinant of capital structure in the U.S. after the Tax Reform Act of 1986 and
found support for tax based theories. Givoly et al, 1992, and Walsh and Ryan,

1997, among others, provide evidence that currently there is tax advantage of
debt in the U.S. Studies that took place subsequent to Miller (1977), like Marsh

(1982), Bradley et al (1984), Jalilvand and Harris (1984), Bennett and Donnelly
(1993), Shyam-Sunder (1999), Ozkan (2001) and Fama and French (2002) still

document significant support for trade-off theory of capital structure.

In 1980s however, some non-tax based capital structure theories have also been

put forward to challenge the tax-based theories. Some of these are; Pecking
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order (Myers (1984) and Myers and Majluf (1984) which rely on the asymmetric
information arguments of Ross (1977); and Leland and Pyle (1977). Other
theories include, “product-input market interactions” (Brander and Lewis 1986),

and Sarig, (1988); and “corporate control theory” (Stulz (1988), Harris and Raviv
(1991), and Israel (1992)). See Harris and Raviv (1991) for summary of non-tax

based theories. The pecking order theory is considered to be a competing theory

to the static trade off theory of ca‘pital structure (see Fama and French, 2003;
and Galpin, 2004).

2.5 Recent developments in capital structure research

While empirical validation of the two competing capital structure theories, trade-
off theory and pecking-order hypothesis, are still going on as evidenced by
Taggart (1977), Jalivand and Harris (1984), Shyam-Sunder and Myers (1999),
Chirinko et al (2006), Ozkan (2001), Fama and French (2002), and Frank and
Goyal (2003), among others, alternative theories are also evolv'i’ng. Both Marsh
(1982); and Taggart (1977) had references, which indicated that changes in
stock prices, and equity market timing behaviour might influence gearing ratios.
Some recent works (see Jung et al (1996), and Baker and Wurgler (2002)) have
shown that the cumulative effects of ‘equity market timing' are one of the major
determinants of capital structure. In contrast, Welch (2002, 2004) has argued
that share price movements are the real determinant of capital structure, and

that even if equity market timing is practiced its effect on capital structure is of

the second order.

One important feature of these ‘new’ theories is that they question the nature of
traditional capital structure theories. A question to be asked here is whether this
Is the beginning of the end of traditional theories, and the beginning of
descriptive theories. A detailed review of these new theories is poétponed until
chapter seven where a review of literature relating to the effects of both equity

market timing and stock returns on capital structure pfecedes empirical tests,
which are designed to test, inter alia, these ‘new theories’. The remaining

sections in this chapter look at cross-sectional determinants of capital structure.
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2.6  Prior research on determinants of capital structure:

2.6.1 Introduction:

Some researchers have tested the relative strength (validity) of the competing

capital structure theoretical models like ‘trade off’ theory, pecking order theory,

etc. See for example, Bradley et al (1984), Jung et al (1996), Shyam-Sunder and

Myers (1999), Fama and French (2002), and Kayhan and Titman (2003). All of
these are U.S studies.

Another approach has taken the view that there appears to be many factors
which affect capital structure choice such that no one model is capable of
explaining capital structure decisions. This group therefore seeks to test various
factors derived from different but not necessarily incompatible models that may
affect capital structure. These studies include Toy et al (1974), Ferri and Jones
(1979), Marsh (1982), Castanias (1983), Opler and Titman (1994), Auerback
(1985), Long and Malitz (1985), and Titman and Wessels (1988) for U.S Studies.
Studies looking at UK firms include Bennett and Donnelly (1993), and Bevan and
Danbolt (2002). International comparative studies include Rajan and Zingales
(1999), Wald (1999), Panno (2003), and Fan et al, (2003).

Consistent with the second approach, this study takes the view that there are
many factors that affect capital structure decisions and aims at testing them as a

means of validating competing theories discussed above. However, this study

also takes the stance that cross-sectional studies do not tell the whole story. The
study proceeds to investigate the dynamics of capital structure as well. The
recent theories such as equity market timing and stock returns' effects

mentioned above are among those tested by empirical models developed in

subsequent chapters. But first the cross-sectional determinants are established.
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2.6.2 Possible determinants of leverage:

Previous theoretical works and empirical research have identified the factors

discussed below as possible determinants of leverage.

2.6.2.1 Industry characteristics:

The existence of a relationship between gearing and type of industry has been
discussed for as long as capital structure. Different industries have been
recognised to have different risks, and consequently have been assumed to have
different capacities for employing debt in their funding. Both before and after the

Modigliani and Miller (1958)-irrelevance propositions, a number of theoretical
and empirical studies have argued in favour of the existence of industry-related
capital structure patterns (see for example Donaldson, 1957, pp. 331-347).

Indeed this was one of the points made by critics of Modigliani and Miller's
irrelevance proposition that:

“..companies in various industry groups appear to use leverage as if

there is some optimum range appropriate to each group (Solomon, 1963, p.
98).

The argument for the existence of industry-related capital structure pattern is
that an important determinant of the ability of a firm to carry debt lies in its
operating earnings stability (business risk). This being the case, firms in the
same industry, which by and large face similar supply and demand conditions,
similar technology, similar tax status, will have roughly a similar level of business
risk (Donaldson, 1957; Cherry and Spradley, 1989; and Ozkan, 2001). It seemed
reasonable to assume that competent managers facing those similar
circumstances would arrive at roughly similar decisions as to debt level
appropriate for those conditions (Cherry and Spradley (1989)), and these firms
would have similar leverage ratios. Marsh (1982) suggested that the observed
gearing differences among industries might be reflecting systematic industry

differences in asset structure, risk, and other variables. These could be thought
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of as imperfections, which exist in the real world as opposed to the perfect

market assumptions of Modigliani and Miller (1958).

Recent works that have examined the existence of industry related capital
structure pattern includes Bennett and Donnelly (1993) and Varella and
Limmack (1998), MacKay and Phillips (2003), and Fan et al, (2003). The
detailed discussion of literature relating to industry influence is postponed until
chapter five where its discussion precedes empirical analysis designed to

establish the extent to which industry influence affects gearing,.

2.6.2.2 Asset structure/Tangibility

Tangibility refers to the extent to which a firm has tangible assets in its asset
composition. ‘Collateralizable assets’, is another term used in literature to refer
to the same concept (see Titman and Wessels (19/88) and Chiarella et al.
(1992)). A number of capital structure theories have associated the level of
gearing with tangibility. Theories based on agency problems and those based on
asymmetric information for example, suggest that tangibility is likely to be
positively related to gearing (see Panno, 2003; Scott, 1977; and Drobetz and Fix
(2003) among others. Scott (1977) presents a model which shows that issuance
of secured debt can increase the total value of a firm's securities even in the
absence of corporate taxesS. The arguments flowing from this theory are that by
issuing secured debt a firm is not only selling a promise for future repayment; it
also sells a valuable right to the secured creditors to rank first in order of priority.
Upon bankruptcy, and if creditors are discharged according to absolute priority

rule (APR), the promise is met by using the (proceeds of) assets pledged as
security.

In addition to expropriating wealth from unsecured creditors, the issuing of
secured debt increases the value of the issuing firm's securities by reducing the

amount available to pay any potential legal claims upon bankruptcy. This is the

6 St::ott (1977) recognizes that a lease offers a better security than does debt because the lessor retains
title to the asset in question bondholders do not.
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case because the unsecured creditors and the potential victors in (any future)

legal suits are unable to prevent the firm from issuing secured debt if, at the time

of issuance, they do not yet have cause for legal action.

Secured debt does not merely redistribute wealth among claim holders. Since
the collateral cannot be exchanged for a riskier asset, and because secured
creditors do not require stringent covenants, the use of secured debt reduces the
need to monitor managers thereby reducing monitoring costs. It is for this

reason, together with the argument that shareholders of a firm using secured
debt find it more advantageous to take positive net present value projects that

enables secured debt to increase the value of the firm rather than merely
redistribute wealth. The last argument is also supported by Myers and Majluf
(1984) who use asymmetric information premise to argue that the issuance of
secured debt (a risk-less debt) enables a firm to avoid the costs associated with
Issuing securities about which the managers have better information than
outsiders. Myers (1977) also asserts that assets in place support a large

proportion of debt financing, and predicts that capital intensity should be
positively related to heavy debt financing (p. 171).

Combining the arguments in Galai and Masulis (1976), Jensen and Meckling
(1976), Scott (1977) and Myers (1977), we get the following implications: Higher
levels of external equity create agency costs of managerial discretion. Assuming

that these costs decrease as the proportion of external equity decreases, the use
of debt financing may reduce the agency costs of (external) equity and align
managers’ interest with those of external shareholders. On the other hand once

a firm employs debt, managers and shareholders have incentives to transfer
wealth from bondholders to shareholders through sub-optimal investments.

Bondholders anticipate this potential expropriation of their wealth and in addition

to other restrictions, require collateral against the loan advances they give the
firm (Smith and Warner (1979); Jairo (2000), p. 82). Debt is seen as a mitigating
factor because it brings with it restrictive debt covenants, monitoring

arrangements, financial reporting and regulatory requirements. All these subject

managers’ decisions to extensive scrutiny and by increasing the probability of

43



bankruptcy, debt also reduces shirking, and consumption of perquisites by

managers who realise the potential impact of bankruptcy on their job security
(Grossman and Hart, 1982).

In summary therefore the argument for the tangibility’'s positive relation with
gearing goes as follows. Issuing of secured debt is desirable because it increases

the market value of a firm, it enables a firm to avoid the costs that arise due to
asymmetric information when it needs to issue securities, and it introduces the

threat of bankruptcy thereby reducing consumption of perquisites by managers.
However, this ‘good’ risk-less (secured) debt can only be obtained if a firm can

offer collateral required by lenders, otherwise firms would have to borrow at a
relatively higher cost (interest rate). Because lenders more readily accept
tangible assets than intangible ones, tangibility increases borrowing power and
should be positively related to gearing.

Counter hypotheses have also been given that even firms with a relatively low

level of collateralizable assets might be inclined to use high levels of debt
despite the higher cost if they want to benefit from the more public scrutiny,
extensive disclosure, limitation of managers consumption of perquisites, and
increasing monitoring of managers' actions (see Chiarella, et al. 1992). Berger
and Udel (1994) also document that if a firm has sufficiently close relationship
with financiers i.e. banks and financial institutions, then it may be able to get
credit even if it does not have substantial tangible assets to provide as collateral
because the close monitoring replaces or acts as a substitute for the need for
collateral (see Rajan and Zingales, 1995, p. 1455). Similarly, Chen et al (2003)
have suggested that the absence of a positive relationship between tangibility

and gearing may imply that information asymmetry problems do not play an
important role.

Despite the seemingly intuitive arguments for the relationship between gearing
and tangibility, empirically there is sparse evidence to support this factor's role
as a determinant of capital structure. While testing non-debt tax shields, Bradley
et al. (1984) find perverse results and interpret their results to be evidence in
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support of tangibility's positive relation with gearing, a view consistent with Scott
(1976) analysis. Using a relatively new and sophisticated technique, Titman anad
Wessels (1988) fail to find evidence in support of tangibility (collateral value) in

the USA. Chiarella et al. (1992), replicates Titman and Wessels study by applying

the same technique in Australia and finds results, which are inconsistent with
predicted theory. Contrary*to Berger and Udel's (1994) theory, an international
study by Rajan and Zingales (1995) finds that tangibility is as important gearing
determinant in Japan as in other G-7 countries despite a strongei' bank-firm
relationship in Japan than elsewhere. Among the UK empirical studies, Bevan
and Danbolt (2002) find different results depending on the definition of gearing
they employ. Bennett and Donnelly (1993) do not find any significant relationship

between gearing and asset structure in any of the models they employ.

The failure by Titman and Wessels (1988) and Chiarella et al. (1992) to discern
meaningful results can possibly be attributed to the proxy they used for
tangibility. As discussed later, the resulits of this study shows that inventory plus
gross plant and equipment (IGP) or INVPTA, used by both these studies, is not a
good proxy for tangibility. Furthermore, due to subjective accounting valuation,
and the possibility that firms with more tangible assets are also the ones with
relatively larger proportion of intangible assets, means that the ratio of intangible
assets to total assets used by Titman and Wessels (1988) may not be a good
proxy for ‘inverse tangibility’. To mitigate for these potential pitfalls, this study

uses the ratio of fixed assets to total assets, FA/TA, as a proxy for tangibility.

Even if inventory is excluded from the measure of tangibility, there may still be
difficulties in discerning the impact of tangibility (collateralizability) on gearing.
The relatively weak evidence supporting tangibility’s hypothesised positive
relationship with gearing could also be due to the fact that some tangible fixed
assets (FA/TA) do not necessarily provide collateral for loans. The theory relating
to tangibility stipulates that only those assets that are of general use to many
firms (hence could easily be re-sold) may be good candidates for collateral.
Assets which are only of use to a specific firm do not command an attractive
resale value for lenders should they accept them as collateral. Unfortunately,
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accounting data generally does not distinguish between these two types of

tangible assets.
2.6.2.3 Non-debt Tax shields:

De Angelo and Masulis (1980) present a theory of substitutability between non-
debt and debt tax shields, arguing that firms with relatively large non-debt tax
shields relative to their expected cash flow will have low debt levels. Although De
Angelo and Masulis (1980) refer mainly to the Miller (1977) model, which they
extend, the non-debt tax shields argument rests on Modigliani and Miller (1963)

analysis (henceforth referred to as MM. The outcome from MM analysis is that
the advantage a firm gets from gearing comes from the interest tax shield that
arises as a result of the deductibility of interest for tax purposes, and that
because the cost of capital declines as more and more debt is used, the value of
a ‘corporate tax paying firm’ is maximised when it uses 100 percent (risk-free)
debt. Miller's (1977) modification to MM, incorporated differential personal taxes
and concluded that the personal tax disadvantage of debt, together with the
supply side adjustment by firms may eliminate away the interest tax shield
advantage. This may produce an economy wide equilibrium that implies capital
structure is irrelevant for a particular firm. Miller's (1977) model tried to explain
why firms do not actually use 100 percent debt by incorporating more realistic
tax analysis then than in 1963. The analysis took the capital theory structure

back to the original MM irrelevancy argument, but this time for different reasons.

Although MM (1963) and indeed Miller (1977) did not explicitly include this in
their assumptions, the interest tax shields create incentives to use debt only if a
firm -has enough taxable income to justify the 100 per cent (or any other
‘reasonable’ level of gearing). The U.K tax laws, and indeed tax codes in other
jurisdictions, allow other deductions.in addition to interest on debt to be made
from a firm’s taxable income. These include, for example, accelerated
depreciation allowance on fixed assets, tax-loss-carry-forwards, and immediate

recognition of research and development expenditures as an expense.
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Elsewhere, notably the US, oil and/or other mining depletion allowances, and

investment tax credit also constitute significant non-debt tax shields.

Recognising these other tax shields, De Angelo and Masulis (1980) questioned

the assumptions, and as a result some of the implications of Miller (1977)
model. This led them to extend the model and to incorporate even more realistic
analysis of the effects of corporate tax code. They analysed how the Miller (1977)
model, and by implication, MM (1963) model would change as a results of
incorporating the role of non-debt tax shields. According to De Angelo and
Masulis (1980), capital and depletion allowances, investment tax credits and

other non-debt tax shields are substitutes for the tax benefits of gearing. The
possibility of losing (not using) non-debt tax shields due to exhaustion of taxable
income creates a substitution effect between the level of non-debt tax shields
and the tax benefit of gearing. This being the case firms with substantial non-

debt tax shields relative to their profitability will be inclined to use less gearing.

Because firms have different levels of non-debt tax shields over time De Angelo
and Masulis (1980) model brings a new dimension into Miller (1977) analysis,
and implies that capital structure decisions are relevant to a given firm. A
rationale is consequently provided for an optimal level of gearing (a unique

interior optimum) whether or not gearing related costs (like bankruptcy, or

agency costs) are incorporated into analysis (De Angelo and Masulis, 1980,
pp.12-18).

In extending Miller's (1977) equilibrium, and with positive bankruptcy costs, De
Angelo and Masulis model further demonstrates that the net-marginal personal
tax savings is of the same order of magnitude to the expected bankruptcy costs
thereby refuting Miller's ‘horse' and rabbit stew' analogy regarding the tax-
benefit-bankruptcy cost trade off model. This arises because each successive

increase in the level of gearing reduces the chances of having taxable income

and leads to a reduction in the expected value of the interest tax shields. This
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line of extension also generates for each firm a unique interior optimum level of

gearing within the market equilibrium.”

The basic non-debt tax shield arguments of De Angelo and Masulis (1980) have

been extended, and several empirical studies have tried to verify them. The crux
of their substitution effect of the tax shield hypothesis relies heavily on their
underlying assumption of independence between the firm’s optimum investment
and financing decisions, plus the use of historical cost accounting. Treating
output level as exogenous, Dotan and Ravid (1985) theoretically modified De
Angelo and Masulis (1980) model by endogenizing the firm's investment

decisions. In their extensions, they generate a model where the production and
gearing decisions both giving rise to tax shields that act as substitutes for each
other, are concurrently made. They suggest that less gearing be employed to

finance higher productive capacity. Their model confirms De Angelo and Masulis
(1980) non-debt tax shield hypothesis.

In another theoretical extension to De Angelo and Masulis (1980), Dammon and
Senbet (1988) also relax the independence assumption (independence between
the firm’'s optimum investment and financing decisions) and argue that the
certainty of the net effect of an increase in investment tax shield on optimal

gearing level cannot be guaranteed as this is a function of the trade-off between
the De Angelo and Masulis’ substitution effect and the income effect from an

increase in optimum investment. This being the case, the tax shields prediction
changes in response to whether the firm's optimum investment and financing
decision are independent or not. There has been some documented evidence of
significant interactions between the firm's optimum investment and financing
decisions (see Sener, 1989, p.25). Dammon and Senbet (1988) demonstrate

that the relationship between gearing and non-debt tax shields is not that
straight forward.

Another related assumption in De Angelo and Masulis (1980) is that operating

and financial leverage are independent because firms in the same industry use

" Opcit pp. 19-20.

48



similar production processes and have constant business and total risk. This

being the case, a firm's gearing level is a function of its business risk and

therefore non-debt tax shield and gearing level are negatively related across
industries. Releasing this assumption, Dammon and Senbet (1988) argue that

non-debt tax shields and gearing for firms in the same industry may increase
simultaneously and put the firms in a new risk class. They further argue that

firms with lower non-debt tax shields need not have higher interest (debt) tax

shields. They however, confirm De Angelo and Masulis non-debt tax shield
argument for firms with identical production process.

Building on both Dotan and Ravid (1985) and Dammon and Senbet (1988),
Sener (1989) avoids the use of historical cost accounting, introduces inflation
effects on the firms capital structure. The study then tests the De Angelo and
Masulis non-debt tax shield and tax rate hypotheses with and without industry
classification. The findings indicate a positive relationship between the optimum
level of investment and debt financing, analogous to a positive relationship
between operating and financial leverage as claimed by Dammon and Senbet
(1988). Sener's results also cast doubt on De Angelo and Masulis (1980) tax

rate hypothesis as the inverse relationship is observed between gearing and
effective tax rate.

Empirical studies have not been able to establish any consensus so far. While
some studies have generated results that contradict the theory, others had
vague findings. After getting perverse results (significant but positive), Bradley et
al. (1984) suggest that lack of consensus may be due to variable measurement

error whereby researchers may use a proxy for non-debt tax shields that is highly

correlated with the level of tangible assets. If this is the case then what is tested
is tangibility and not non-debt tax shields.

While Bennett and Donelly (1993) confirm De Angelo and Masulis (1980) tax
shields hypothesis, Long and Malitz (1985), and Titman and Wessels (1988) find
insignificant negative results. In his tests, aimed at confirming or refuting De

Angelo and Masulis (1980) tax shields hypothesis, Mackie-Mason (1988) finds
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results that are inconsistent with theoretical predictions. Finally, in what they
claim to be the first evidence that is consistent with De Angelo and Masulis
(1980) hypothesis, Chiarella et al. (1992) find that their proxy for non-debt tax

shield is negatively related to gearing and is significant at 1% for three out of four

of their gearing measures. Recently, Drobetz and Fix (2003) who examined Swiss
company data have reported insignificant resuilts. In. an international
comparative study, Wald (2003) confirmed the existence of a negative

relationship between non-debt tax shields and gearing for UK.

What is of most relevance to this study is that De Angelo and Masulis (1980)
generates testable hypothesis that firms will select a level of gearing, which is

negatively related to the level of available non-debt tax shields. The related
extensions by Dammon and Senbet (1988) that the degree of substitutability (of
debt and non-debt tax shields) changes depending on the level of investment (or

production process) for a given firm also provide ground for additional test for
robustness of the results.

2.6.2.4 Growth/Investment opportunities:

Myers (1977) suggests that the valuation of a firm a as going concern reflects

the expectation of continued investment by the firm, and that part of the market

value of such firms is accounted for by the expected future investments which he
call "assets not yet in place’. The present value of these future growth
opportunities, which are intangible assets, cannot be used as collateral for debt.
That being the case, if a substantially larger part of the market value of a firm is
accounted for by these future growth opportunities, the lower will be that firm's
ability to support higher levels of debt in relation to its market value. In addition
to the collateralizability concerns, Titman and Wessels (1988) also argue that
growth opportunities are capital assets that do not generate current taxable

income. We therefore should observe a negative relation between gearing and
higher growth opportunities.
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Agency-based theories also relate gearing to growth opportunities. Myers (1977)
‘also argues that future investment opportunities are discretionary, and that when
these are substantial they give managers greater discretion in their choice of

future investments. This brings difficulties in monitoring the actions of managers

and may lead into expropriation of wealth from bondholders to equity holders

through sub-optimal_investments. Knowing this, bondholders—are_likely_to
become._reluctant-to-grant-long-term-debt.to_firms.with._substantial_jnvestment
opportunities. Pote_rlt.iaquture*growth-is~hypothesisedﬂto.b_e_n_‘eyggtively related to

b o e g L

long-term_debt_because_of higher associated agency cost of managerial
discretion. R S “

Myers (1977) therefore suggests further that in order to achieve both desired
outcomes I.e. (1) reduce the bonding costs by management, and (2) pre-empt
sub-optimal investment by firms, firms with substantial investment opportunities
should use short-term debt. These firms can then replicate long-term debt by
rolling-over short-term debt. These desired outcomes become possible because
short-term debt matures before an investment option is exercised, and the

rolling-over of short-term debt provides continuous and gradual renegotiation,

thereby precluding sub-optimal investment decisions.

Rajan and Zingales (1995) and Ozkan (2001) among others, document an
additional reason why market-to-book ratios, which proxies growth opportunities,
should be negatively correlated with gearing. Building on Myers (1977, 1984),
Williamson (1988) and Harris and Raviv (1990), Ozkan (2001) summarises that

the intangibility nature of growth opportunities means that they are only valuable

as long as the firm is alive. Should a firm face bankruptcy, the value of its non-
transferable intangibles would fall sharply.

Citing Fama and French (1992), Rajan and Zingales (1995) attributes this fall in
value to the possibility that the shares of firms in financial distress (highly
geared) being discounted at higher rate. Rajan and Zingales hypothesize that if
this is the dominant factor then firms with low market-to-book ratio should drive

the negative relation. Their empirical tests however, find that the negative
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relation is driven by firms with higher market-to-book ratio. Rajan and Zingales

(1995) therefore conclude that financial distress may not be the reason for the
negative relation.

Though there exists contradictory empirical evidence, there is some support for
the hypothesised negative relation between gearing and growth opportunities.
Bradley et al. (1984) uses advertising and R&D to test for agency costs
implications for growth opportunities and find a significant negative relationship.
Titman and Wessels (1988) find an insignificant negative relationship for market
value gearing, and a positive relationship for book value gearing (the coefficient
of longterm debt being significant). Chiarella et al. (1992) use the same
methodology as Titman and Wessels and generally find a significant positive

relation for both book and market values gearing. In contrast Barclay et al (1995)

find a negative relation between gearing and the level of market-to-book (a proxy
for growth).

Rajan and Zingales (1995) find a significant negative relationship for both book
and market gearing measures in all G-7 countries. Lang et al. (1996) show that

the negative relationship between gearing and growth holds for firms with low
Tobin's q ratio but not for those with high g ratio. They assert that their findings
suggest that the negative effects of gearing on growth influences only firms
whose investment opportunities are not recognized by the market and those that
do not have good investment opportunities. These results imply that gearing has

less negative impact for firms whose ample investment opportunities are
recognized by outside investors.

On the other hand the cost of capital of firms with low Tobin’s q increases with
their gearing because the market does not know whether the funds raised
externally will be used profitably. Ozkan (2001) also finds significant negative
coefficients between the proxy for growth and gearing. Bevan and Danbolt.
(2002) find significant negative relationship for market value gearing but either
insignificant negative or positive relationship for book value gearing. Fama and

French (1999), finds that firms with more investment opportunities are less
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levered. Chen et al (1998) uses two proxies to examine Dutch firms and find
mixed results' for growth attribute. On the other hand Drobetz and Fix (2003)

report that among seven determinants they tested growth (investment

opportunities) had the strongest and most reliable negative relationship with

gearing.
2.6.2.5 Uniqueness/specialized products:

Titman (1984) predicts that firms, which produce products that are unique or
require service or parts, and firms for which a reputation for producing high

quality products is important, may be expected to have less debt. In Titman's
model, in the event of bankruptcy, these firms could potentially impose higher
costs to their customers, suppliers and employees. These higher costs may arise
because customers will face difficulties finding alternative servicing for unique
products. Employees and suppliers are likely to have job-specific skills and the
firm’s bankruptcy may render them jobless. Titman and Wessels (1988) find that
in the US debt levels are negatively related to uniqueness, this evidence suppbrts
Titman's (1984) earlier prediction. Tests of Uniqueness by Drobetz and Fix

(2003) on Swiss companies generated insignificant results.

2.6.2.6 Firm Size:

A number of studies have suggested that large firms are likely to be relatively

e A e il . g e e i il Wl - i e,

highly gWs. The static trade-off theory of capital structure
uses bankruptcy costs to argue that the threat of costly bankruptcy will
discourage firms from using debt to fully exploit the *potential tax advantage (see
for example Kraus and Litzenberger, 1973; and Scott, 1976 among others).
Warner (1977), and Ang et al. (1982), provide evidence that direct bankruptcy
costs form a larger part of the value of a small firm, as opposed to larger firms
where these costs are insignificant. Smaller firms suffer the loss of a relatively

higher proportion of their value during bankruptcy. This means larger firms face a

lower proportion of their value as bankruptcy costs.
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Size is therefore seen as an inverse proxy for the probability of bankruptcy (see

Rajan and Zingales, 1995; and Ozkan, 2001). Because they are relatively more
diversified and less prone to bankruptcy (Titman and Wessels, 1988; Chiarella et
al. 1992), large firms can easily access capital markets and borrow cheaply (Ferri

and Jones, 1979). The agency costs of asset substitution and under investment

are also lower for large firms (Chung, 1993).

Rajan_and-Zingales—{1995) postulates that because larger_firms have lower
informational-asymmetries-between insiders and the capital markets, they

M

should be able to issue informationally sensitive securities like equity and have

lower debt. Large firm size is hypothesized to_be positively related to gearing.
dransaction cost$ in issuing securities also helps to explain the importance of

firm size in financing decision. Proportionately, small firms incur higher

transaction costs when they issue new equity (Smith, 1977) and long-term debt.
This implies that smaller firms will be inclined to avoid issuing equity and
probably long term-debt and rely much more on short-term debt (mainly bank
loans) (Titman and Wessels, 1988). Ozkan (1296, 2001) further argue that
smaller firms are more likely to be liquidated when they experience financial

distress. All these arguments point towards a positive relationship between firm
size and gearing.

Evidence on the importance of firm size on capital structure decisions is also

varied. Titman and Wessels (1988) generally find a_negative relation,-they-show
that_size is negatively related to long-term debt (book value) but not market

value, and conclude that the finding may be due to a close relationship between

the market value of equity and borrowing capacity. They also report that smaller
firms tend to use more short-term debt than large firms, and conclude that this

reflects proportionate higher transaction costs, smaller firms incur in issuing
long-term debt, in relation to their value.

Rajan and Zingales (1995) find positive coefficients for the relationship between

firm size and gearing using U.K data. However, they are baffled by the negative
correlation between size and gearing for their data relating to France and
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Germany. Relying on proneness to bankruptcy argument, smaller firms should be

wary of using more debt in Germany. Their findings show that larger firms have
substantially less debt than small firms in Germany. They conclude that they do
not know why size is correlated with gearing. They also provide some evidence

that size does not only proxy for low bankruptcy risk.

As discussed more fully in chapter four institutional differences in capital
markets and ownership structure between the UK on one hand and Germany and
France on the other could explain the negative relationship between size and
gearing for large firms in these countries. Consistent with Rajan and Zingales
(1995) results, Drobetz and Fix (2003) find that size is not an important

determinant of gearing for Swiss firms as large firms seem to be less geared
than small firms. In a more recent international comparative study, Wald (1999)
also finds size to be positively related to gearing in the UK, Japan, and US, but
not in Germany and France, and suggests that the centralised control in France

and Germany is responsible for the low coefficients on size.

Many other researchers, notably Ferri and Jones (1979), Friend and Hasbrouck
(1988), Crutchley and Hansen (1989), Krishnan and Moyer (1996), and Chiarella
et al. (1992) generally find significant positive relation between size and gearing
consistent with the underlying theory. Ozkan (2001) uses GMM estimation
method on U.K data and only finds limited evidence to support a positive
relationship between size and gearing. Bevan and Danbolt (2002), another U.K
study, finds positive significant coefficients for all book value measures of

gearing. They however report that the size of the coefficients tended to be small,

and at market values the relationship was not significant.

2.6.2.7 Volatility of earnings/firm value:

There is a significant volume of literature, which documents that a firm's optimal
debt level is a decreasing function of business risk (volatility of earnings or cash
flows) (Bradley et al, 1984; Castanias, 1983; Long and Malitz, 1985; Titman and
Wessels, 1988; and Kale, Noe and Ramirez (1991). The basis for these
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arguments is that firms whose_earnings or_cash flows is more volatile have

o B e I S S

greater chance of failing to meet their debt commitments. The failure increases
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marginal tax rate is the same for all firms, Kale et al. (1991) adds that firms with
higher business risk should have less debt. It is the business risk argument that

supports the balancing of tax benefits with bankruptcy costs in the trade-off
theory of capital structure.

A counter hypothesis based on agency considerations has also been suggested

that higher business risk may encourage the increasing use of debt and reverse

the said negative relation between business risk and gearing. This can happen
because the large gains form the use of debt accrues to equity holders while
large losses are shared between these equity holders and debt holders (Boyle
and Eckhold, 1996). Miller (1977), Haugen and Senbet (1978), and Castanias
(1983), among others, have also argued that the existence of positive
bankruptcy costs (of small magnitude compared to the tax advantage of debt) is
not sufficient to ensure a negative relationship, and more importantly, the trade-
off theory of capital structure. Jaffe and Westerfield (1987) argue that given

appropriate choice 'of parameters, optimal gearing level is likely to be an
increasing function of business risk.

Probably because of counter arguments, empirical evidence on the relationship
between business risk and gearing depicts diverse findings. Bradley et al.
(1984), and Drobetz and Fix (2003) find earnings volatility to be an Ti_mg_q_r_gant
inverse determinant_of _gearing. Titman and Wessels (1988) uses the standard

deviation of operating income (SIGOI) to proxy for business risk and does not find

e e

significant evidence that.volatility.is negatively related to_gearing. Ferri and Jones

(1979), and Flath and Knoeber (1980) also concluded that there is no significant
_____,..,——--—""'"""'_"' T T L s s e o R

relationship between gearing and business risk. Contrary to the dominant theory,
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Bennett and Donnelly (1993) reported a positive relationship between gearing
and volatility of earnings.

6



Mikkleson (1984) claims that lack of a neatly specified functional relationship is

a major weakness in this area of research. Kale et al. (1991) then go on to
specify the functional relationship between optimal debt level and business risk
as being roughly U-shaped, decreasing for low levels of business risk, and
iIncreasing for high levels of business risk. Contrary to Kale et al. (1991), recently,
Ghosh, Cal, and Li (2000) have found that the relationship between business risk
and gearing is quadratic, first increasing and then decreasing, a relationship,

which, as they put it, is more close to the traditional theory. Bradley et al (1984)
had also mentioned that that leverage decreases with variability of firm value,

although in their empirical section they only tested the variability of operating
income (using book earnings).

2.6.2.8 Profitability: ;

A good starting point for an investigation into whether profitability is an important
determinant of capital structure is to recognise that there are two main

theoretical arguments, which use profitability as their tool of analysis. It is also
important to recognise that while one theory (i.e. pecking-order) relies on past
profitability, the other (i.e. signalling theory) relies on future profitability. Myers
(1984) pecking order theory attempts to explain firms' behaviour as reflecting
the preference of firms to use internal funds to finance their investments. Should
there be a need for external finance, firms issue safest security first, i.e. starting
with debt, then hybrid securities like convertible debt, equity is the last resort.

Donaldson (1961), among others, had similar arguments although the term-
pecking order is attributed to Myers. The rationale for this clearly defined
hierarchy of sources of finance is not only based on the transaction costs
associated with issuing equity, but also that the existence of asymmetric
information between managers who have superior information to the market,
causes the stock price to fall if a firm issues equity instead of debt (Myers and
Majluf (1984). The level of retained earnings (past profitability) is therefore
hypothesized to' be negatively related to gearing, as firms tend to exhaust
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internal sources before thinking of debt, and as a result profitable firms will have

a tendency to have less debt.

In general signalling models say that individuals or entities whose superior
features cannot be observed by outsiders normally adopt behaviours (or policies)

to signal their superiority over their inferior counterparts. Brennan has the
following to say on signalling models:

“An example from the natural world is offered by the tail feathers of the
peacock which, while dysfunctional for the male bird, serve to signal its
health and breeding potential to females” (Brennan, 1999, p.20).

In finance, the signalling theory, which is about future profitability, mainly comes
from the works of Ross (1977) and Leland and Pyle (1977) who argue that

managers posses’(mte informatmbout the characteristics of the firm's
return streams or investment opportunities. Investors on the other hand do not

have this information. Investors take the.(issue_of).debf as a signal of higher
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quality of earnings or.investments stream. It is true that managers have intimate

knowledge of their firms because they spend most of their time analysing their
firms’ day-to-day operations, as well as strategies. This unlimited access to their -
firms’ information enables them to make superior forecasts regarding their firms'
future prospects. Perhaps it is due to these reasons that managers have been

reported to out-perform the market in insider trading studies (see for example
Seyhun, 1986).

It Is due to these reported pieces of evidence, that stock markets do react by
adjusting a firms share price (either favourably or adversely) following
announcements by managers about some important investment or financing
decision, or any other important decision by managers (see Smith (1986) and
Barclay et al (1999) among others for examples). Barclay et al (1999) further
document that capital structure and dividend choices are notably effective
signalling devices. Managers of ‘high-quality firms’, that is firms whose ma nagers
are confident of future profitability, who think that their firms share price is
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undervalued will issue more debt and are likely to pay higher dividends than low-
quality firms. And because low-quality firms cannot imitate, outside investors get
the right signals. It is important to emphasize that the authenticity of these

signals is guaranteed because by issuing more debt (or paying higher dividends),
managers of a high quality firm commit themselves to a series of future fixed
interest payments which the failure to realise may lead to the firm’s bankruptcy

and/or loss of their jobs.

As for the payment of higher dividends, managers signal that they will be able to
sustain that level of dividends because they are confident of their firm’s future

profitability. Since lower-quality firms have higher marginal expected bankruptcy
costs for any debt level, they do not imitate higher quality firms by issuing more
debt or raising the level of dividends. When managers issue debt, their action is
taken as a signal that they expect their firm to be profitable in the future.
Signalling theory therefore predicts a positive relation between future profitability

and gearing.

There is yet another reason why the issue of debt or equity may be interpreted as
a signal. The fixed return on debt securities make them less sensitive to changes
in a firm's value compared to equity. This means that, for an undervalued firm,
debt is likely to be less undervalued. Faced with the necessity to issue new
security, managers of high-quality firms whose goal is to maximize firm value, will

choose to issue debt, the less undervalued security. Note that for overvalued

firms managers may be inclined to issue equity because equity will be more

overvalued than debt.

Following from this dichotomy, a meaningful empirical test should therefore
come up with a means of differentiating between a proxy for past profitability and
that of future profitability. In addition to the failure of all previous studies
(including international studies) to separate the two, the evidence relating to
these predictions has not been widely explored in the U.K. Although there is well-
documented evidence in support of profitability as an important determinant of

financing decision, these studies do not differentiate between past and future
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(expected) profitability. As a result some (see Titman and Wessels, 1988) fail to

get significant evidence, while others (see for example Chiarella et al. (1992),
pp.153-154) contradict themselves in interpretation.

Titman and Wessels (1988), whose proxies for profitability do not separate past
and future profitability, find a significant negative relation for gearing ratios
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scaled by market value of equity but not those scaled by book values. Friend and
Hasbrouck (1988) also find a significant negative relationship consistent with the
pecking order predictions. Chiarella et al. (1992) recognise to using an indicator,

which measures only past profitability, they consequently get mixed resuits, and

proceed to contradict themselves in their interpretation. They attribute a
significant positive relationship between past profitability and long term debt
(market value) to Ross’'s (1977) signalling theory (p.154), and a negative
relationship to the pecking order theory (p.153). They finally conclude that the
positive relationship may be a statistical anomaly (p.154). This interpretation
appears contradictory because, a measure of past profitability cannot be used as

evidence in support of the pecking order predictions, and at the same time be
expected to serve as a signalling instrument.

Perpetuating the problem, Ozkan (2001) report a negative relationship between
current profitability and geanng and interpret this to be consistent with the
A S T ﬁ sy

pecking.order.theory. In addition Ozkan report that the coefﬂmeﬁt on lagged

profitability is positive and significant, and concede that the result is inconsistent

r-

with the view that past profitability should relate negatively to gearing. Ozkan
appears to expect both past and current profitability to relate negatively to
gearing. In the view of the dichotomy discussed earlier, this is contradictory. Jung
et al (1996) finds that firms depart from the pecking order because of agency
considerations. Shyam-Sunder and Myers (1999) finds that the pecking order
model has much greater time-series explanatory power than the traditional static
trade off model. Fama and French (2002), Wald (1999), and Drobetz and Fix

(2003) also confirm the pecking order model’s that more profitable firms are less
levered.
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This evidence in support of the pecking order theory has not gone without

questions. Chirinko and Singha (2000) for example, provide a critique of the
Shyam-Sunder and Myers' (1999) interpretation of regression tests by arguing
that Shyam-Sunder and Myers (1999) tests generate misleading inferences. They

argue that Shyam-Sunder and Myers (1999) tests are tests of the joint
hypothesis of the financial hierarchy and proportions (of financing), and that the

tests are unable to detect situations where the ordering hypothesis is violated.
The pecking order model predicts that a firm will only resort to equity issues as a

last resort (i.e. equity issues will be at the bottom of financing hierarchy).

Chirinko and Singha (2000) assert that the ability of Shyam-Sunder and Myers
(1999) tests to identify this financing pattern against relevant alternatives Is
limited. They conclude that even if the pecking order model is valid, the testing
technique put forward by Shyam-Sunder and Myers (1999) can evaluate neither
the pecking order nor the static trade off models. Frank and Goyal (2003) also
test the pecking order theory on a broad cross-section of publicly traded
American firms for the period 1971 to 1998, and contrary to the theory, they find
that net equity issues track the financing deficit more closely than do the net

debt issues. They therefore question whether the pecking order theory is broadly
applicable.

> Barclay et al (1999) test specifically for the signalling hypothesis and find a

positive and statistically significant relationship between gearing and fyture
prafitability, Barclay et al (1999) also report that the stock market responds in a
systematically positive (negative) fashion to announcements of large leverage
increasing (decreasing) transactions. For example, they report, stock price rises
by 14%, by 8.3%, and by 2.2% following a large debt-for-stock exchange, a
preferred stock for common exchange, and debt-for-preferred stock exchange
respectively. For leverage reducing transactions however, stock prices falls by

9.9%, and by 7.7% following a common stock-for-debt exchange, and a preferred-
for-debt exchange respectively.
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These figures are consistent with those quoted by Jensen (1986) from their
earlier work, (see Jensen and Smith (1985) and Smith (1986)), that 2-day gains

from leverage increasing transactions range from 2.2% (debt or income bonds-
for-preferred) to 21.9% (debt-for-common). For leverage decreasing transactions
however, Jensen and Smith report that 2-day losses range from -9.9 percent (for

common-for-debt) to -4 percent (for call of convertible preferred forcing

conversion to common).

In their survey of 176 firms in the Fortune 500 list, Pinegar and Wilbricht (1989)
report that it is unlikely that managers make deliberate signals of firm value (or

quality) through their debt-equity choice. Instead they argue that because their
findings show that managers evaluate investments and financing decisions
simultaneously, these decisions are not independent and security price reactions

to capital structure changes may therefore be a reflection of revisions in market
expectations of the firms operating performance.

There are also some studies, which used data relating to U.K companies,
although they did not differentiate between past and future profitability. Bennett
and Donnelly (1993) test the relationship between past profitability and gearing
and report a significant negative relationship only when debt is measured in
market value. While generally Rajan and Zingales (1995) find a negative
relationship, they do not get such a relationship in Germany and France. They
also find that the gearing of larger firms is more positively correlated with
profitability in the UK than in other G-7 countries. Ozkan (2001), a UK study,
reports significant evidence of current profitability's negative influence on firms’
borrowing decisions. Another UK cross-sectional study by Bevan and Danbolt
(2002) also reports a significant negative relation between profitability and
gearing and interprets this to be consistent with the pecking order theory.

2.6.2.9 Probability of bankruptcy:

As discussed earlier, there have been a lot of arguments and counter arguments

about bankruptcy costs and how these costs discourage managers from
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borrowing as much as they could to finance their firm's investments and/or

operations. Some researchers have even resorted to estimating the magnitude of
both direct and indirect bankruptcy costs (see Warner, (1976) Altman, (1984);
Weiss, (1990); and, Andrade and Kaplan, (1998) among others). However, as
argued by Haugen and Senbet (1978), Altman (1984), and Andrade and Kaplan

(1998), it is the expected (present) value of bankruptcy costs at the time of
making a financing decision, which matters, and its relevance shouﬂld be

considered at the time of making a decision to issue debt and not a few years
prior to bankruptcy.

Bradley et al (1984) finds that a firm's leverage is inversely related to tHe
expected costs of financial distress. In his study of debt and equity issues, Marsh
(1982) reported that firms with greater bankruptcy risk are more likely to issue
equity. Although there has been a number of studies of bankruptcy costs,
theoretical analyses of their role (Haugen and Senbet (1978), and on studies of
bankruptcy law and/or insolvency codes by for example Franks et al., (1996),
Kaiser (1996), and Thoburn (2000), empirical investigations as to whether the
probability (threat) of bankruptcy influences financing decisions are lacking. This

could be caused by difficulties in identifying an appropriate proxy, which is
capable of capturing such a probability.

Besides a mere mention that size may be an inverse proxy for probability of
bankruptcy (Rajan and Zingales (1995, p. 1456), no previous UK studies have
empirically examined the influence of the probability of bankruptcy to capital
structure decisions. One of the contributions of this study is to attempt to
introduce a measure of probability of bankruptcy in capital structure empirical
analysis. Altman (1968) introduced Multiple Discriminant Analysis (MDA) in
finance, and used Z-score to predict firms' proneness to bankruptcy (see also
Altman, 2000; and Altman et al (1977). This study uses Altman's Z-score to

investigate the influence of the probability of bankruptcy on capital structure
decisions (see section 4.8.9 in chapter four).
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2.6.2.10 Cash holdings and free cash flow

Jensen (1986) uses both agency and the market for corporate control theories to
argue that when such market is effective it actually forces managers to pay out

‘free cash flows’ by resorting to the use of more debt finance. Because managers
like to expand their corporate empire in order to seek prestige and increase their
managerial compensation, the availability of free cash flows may tempt them to
use it in sub-optimal investments. To prevent managers from misusing these
cash holdings, shareholders of firms, which are capable of generating free cash
flows, should use more debt in their capital structure. Following from this
argument, cash-rich firms should be using more debt, hence suggesting a

positive influence of cash and cash equivalents on gearing.

While Jensen (1986) suggest that it is the shareholders of these cash-rich firms
who should initiate the use of more debt (by repurchasing equity) in order to
disgorge the free cash flow, there are other theories that have suggested that
managers themselves face a number of disciplinary forces which might lead
them to take on more debt financing. For example, in Zwiebel's (1996)
managerial entrenchment theory, each period managers set their firm’'s gearing
ratio in a way that enables them to build their empire subject to ensuring that

they maintain sufficient efficiency to prevent takeover contests. Safieddine and

Titman (1996) also contributes to the capital structure theories that are driven by

corporate control considerations (see Harris and Raviv (1991) and Israel (1992)
for earlier expositions of these theories).

Safieddine and Titman (1996) uses a sample of unsuccessful takeovers and
provide evidence that as a defensive strategy, targets that terminate takeover
attempts substantially increases their gearing ratios. They show that this
increase in gearing decreases the chances of a target being taken over because
it commits the target management to make the improvements that would have

been made by a potential raider. They document further that targets that
increase their gearing the most also reduce capital expenditure, sell assets,

reduce employment and increase their focus. Consistent with existing literature
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(see Harris and Raviv, 1991, and Israel, 1992), increases in target's gearing

which is combined with improvements by target managers, might increase the
target's stock price, which implies the higher cost of takeover to potential
raiders. Safieddine and Titman's (1996) results support this view as they find

that stock prices of gearing-increasing targets outperform their benchmarks for
five years following takeover termination

Alternatively, a high level of cash and cash equivalents may also be an indicator
of availability of internal funds, which a firm following a pecking order of
financing would use. It is reasonable to assume that this cash comes from past

profitability. The connection between higher levels of cash and past profitability
therefore predicts a negative relationship between cash holdings and gearing
consistent with Myers (1984) and Myers and Majluf (1984). Two theoretical

predictions are contradictory here, and it is the results of tests conducted in this

study that will confirm or refute either theory.

Chiarella et al. (1992), a study using Australian data, uses two different proxies
to empirically test for cash holdings. Though they generally get positive
relationship, the study does not provide any significant results. They also claim to
have been the first to test cash holdings as a determinant of capital structure. In
the U.K, Ozkan (2001) tested for liquidity by using the ratio of current assets 10
current liabilities (CA/CL) as a proxy for liquidity. He finds statistically significant
evidence that liquidity exerts a negative impact on gearing, and uses this
evidence to argue that because liquid assets can be manipulated by owners at

the expense of debt holders, these assets have a negative impact on gearing.

Though related, but liquidity and cash holdings are different concepts.
Furthermore, the proxy for liquidity used by Ozkan seems inappropriate.® This

® The ratio of current assets over current liabilities may be a good measure for liquidity or working
capital in an accounting sense. The ratio however includes inventory, prepayments, and other
current assets, which are not readily available for use by managers for financing purposes. The use
of this ratio may mask important relationships between cash flows and gearing. Because ‘cash and
cash equivalents’ is the item which can be used by managers to either substitute for debt, or provide

a firm with ability to service high levels of debt, it is more appropriate than the working capital
ratio.
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study designs the appropriate tests for Jensen's free cash flow in chapter four,

and reports the results.

2.1 Summary

This chapter has reviewed the literature relating to capital structure theory in
general and prior empirical research on determinants of capital structure in
particular. Hypothesised determinants that have been highlighted by prior
research include tangibility, non-debt tax shields, growth, uniqueness, firm size,

business risk, profitability and profitability. The review in this chapter shows that

results of empirical research are mixed and it is still inconclusive whether these
hypothesised determinants influence gearing in the manner prescribed by the
dominant theories. Attributes such as probability of bankruptcy, cash holdings,
and uniqueness have not been widely tested. The next chapter (chapter three)
discusses the institutional environment and legal framework in the UK which
might have differential impact on gearing. This is done as a prerequisite for
designing the empirical tests on these determinants in subsequent chapters, as

well as ensuring a meaningful interpretation of the results emanating from these
tests.
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2.8: Appendix: Tables and Figures

Figure 2.1: Cost of capital under the traditional approach to capital structure
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Explanation: On the assumption that debt financing is cheaper than equity financing (because the cash
flows from investment in debt are relatively safe), the cost of debt finance k, Is lower than the cost of equity

capital, ke. By using more (cheaper) debt, a geared company will be able to push down the overall cost of
capital (WACC), ko , as long as gearing is kept within ‘judicious level’. Beyond the ‘judicious level' however,
the now excessive use of debt finance causesk,, and even the marginal k,to increase. As a result,

k, also starts to rise. The level of debt at which the overall cost of capital is minimised (and the value of a
firm maximised) is therefore the optimal capital structure.

67



Chapter 3

3 UK'S FINANCING AND INSTITUTIONAL ENVIRONMENT

3.1 Introduction

This chapter provides a discussion of the UK's institutional and other features,
which are likely to impact differently on capital structure among countries.

Evidence suggested by Remmers et al (1974), Rajan and Zingales (1995),
Stonehill et al (1975), Booth et al (2001) Wald (1999), Panno (2003), and Fan et

al (2003) among others, suggest that capital structure of companies differ not
only between developed and developing countries, but also among highly
industrialized developed countries. Table 3.3 and table 3.4 provide examples of

different capital structures for firms in selected developed economies.

Capital structure differences are due to some macro-economic conditions and

financial constraints (Korajczyk and Levy, 2003), and institutional features

(Wald, 1999; and Rajan and Zingales, 1995). These institutional features include
inter alia, capital market environment, the role of banks in corporate finance,
unique tax legislation, and the bankruptcy code (see Franks et al, 1996; Kaiser,
1996; Wald, 1999, and Fan et al, 2003). The understanding of these features is
necessary to ensure both proper designs of the various tests conducted in this
study, and sound interpretation of results from these tests. The UK's financing
and institutional framework discussed in this chapter are going to be compared
and contrasted with those of other countries such as the US, Japan, Germany
and France, to mention a few. This discussion is important because there is a

cohort of factors likely to influence gearing, which have not been tested in the
UK.

The United Kingdom (U.K) constitutes the greater part of the British Isles. The
largest of the islands is the Great Britain (GB), which comprises England,

Scotland and Wales. The next largest comprises Northern Ireland, which is part
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of the U.K, and the Irish Republic. The U.K covers about 243,000 sq. km; and its

population in mid-2000 was estimated at 60 million, the second largest in the
European Union after Germany. The ten-year census of population was held on
April 29th 2001. In the 18" and part of the 19t centuries, the U.K was the

leading manufacturing, trading and shipping country in the world. Today, it is the
world's fourth largest economy after those of the U.S, Japan, and Germany
(Foreign and Commonwealth UK data file, 2002). This places U.K within the G-7
countries, which includes in addition, France, Italy and Canada. In 2000 U.K GDP
at current market prices (money GDP) totalled £943 billion. In 2000 growth in
U.K economy continued for the ninth consecutive years, and average annual
growth in GDP from 1995 to 2000 was 2.8% (at 1995 market prices). The

Economy is going through the longest period of sustained low inflation since the

1960’s. The underlying inflation was below the government's 2.5% target
throughout 2000, averaging 2.1%.

UK is therefore a typical large developed economy and to a large extent its
corporate system resembles that of the US. Black and Coffee (1994) say that the
UK corporate system is similar to that of US in many ways: First, both have
similar legal system, which on the other hand is totally different from systems in
other developed markets. Secondly, in both UK and US, shares of mostly large
corporations are publicly held as opposed to the case in other markets where
family ownership plays a significant role. Thirdly, and fourth, both the London
stock exchange ‘the City’, and the New York Stock Exchange ‘the Wall Street’,

have similar institutional framework, and have enjoyed a similar level of liquidity
over a long period.

According to Rajan and Zingales (1995), although G-7 countries are fairly
homogeneous in their level of economic development, they exhibit differences in
their institutional framework. Among the areas in which these differences are to
be found are tax laws (Graham, 1996; Ashton (1989), and Fan et al (2003)),
Insolvency code (Jairo (2003a), Thoburn (2000), Franks et al (1996) and Kaiser

(1990)), market for corporate control, the capital market environment, and the

role played by banks in corporate finance (Kaplan, 1997). These institutional
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differences, together with the general economic trend do affect financing

decisions in one way or another. It is necessary therefore that an examination of
determinants and dynamics of capital structure in the U.K must take into
account the unique features of the country’s institutions, as well as the economic

environment. This view is supported by, among others, Rajan and Zingales
(1995) who argue that;

“...the review of institutions is important because they may affect the within-

. country cross-sectional correlation between leverage and factors such as firm
profitability and firm size” (p. 1422).

It is from this background that this chapter gives an overview of institutional

arrangements, and macro economic factors between 1980's and 2002 in the

U.K and examine how these are likely to impact on gearing.

3.2 Institutional framework

3.2.1 Corporate governance and finance systems

Corporate governance refers to a mechanism through which boards and
directors are able to direct, monitor, and supervise the conduct and operation of
the corporation and its management in a manner that ensures appropriate levels
of authority, accountability, stewardship, leadership, direction and control.
Corporate governance relates to the internal means by which corporations are
operated and controlied, and while governments have a role to play particularly
in shaping the legal, institutional and regulatory environment within which

individual corporate governance systems are developed, the main responsibility
lies with the private sector (OECD, 1999).

There are two predominant corporate finance and governance systems among
developed economies (see for example Rajan and Zingales, 1995, and Chew,
1997). On the one hand there is the Anglo-American market oriented system,

which Is characterised by widely dispersed equity holders and fairly rigorous
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corporate control (takeover) market. The relatively more widely dispersed

shareholders have led to this system being called “outsider system”. Examples of
countries where this system is prevalent are the U.S., UK, and Canada. On the
other hand there is a relation-based system, which is characterised by a strong
influence and close relation of large banks (in Japan ‘main banks’, in Germany
‘universal banks') to the corporate sector. In addition to each company having its
main or universal bank, there also exist a widespread inter-corporate holdings
and an obvious lack of takeover activities. Because these banks are so close to
(and finance) the companies, this system is also called “insider system”. Japan,

Germany, France and ltaly are examples of this system. Table 3.1 compares the

salient features of the two major corporate governance systems.

It is important to understand the differences in corporate governance systems for
a number of reasons. As Kaplan (1997) documents, these differences are
generally associated with different managerial behaviour and firm objectives.
These differences have also been associated with differences in capital structure
among countries (see Rajan and Zingales, 1995; Wald, 1999, and Fan et al,

2003). In order to appreciate the effects of market-oriented features in the UK, it

is better to make some comparisons between the UK as a market oriented
economy and some of the bank oriented countries. It has been documented that

market-oriented countries have larger capital markets while bank-oriented

countries have relatively smaller financial markets (Rajan and Zingales 1995).

3.2.1.1 Market participation

In their recent work, Fan, Titman and Twite (2003) find that cross-country
differences in gearing ratios can be explained by institutional differences.
Particularly, Fan et al., document that market participation (i.e. financial market
development, institutional investment activity, and the activity of information
intermediaries) affect financing decisions. Panno (2003) analyses security issues

in the UK and in Italy, and finds that in well developed financial system (UK),
firms tend to have more obvious longterm target debt ratios, than in less

developed market.(ltaly). Although this thesis does not focus on international
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comparison of capital structure like Fan et al. (2003), the study stresses the

importance of understanding firm-specific and industry specific factors within the

context of institutional factors affecting financing decisions in the UK. Such an

understanding is only possible if one can have a glimpse of how UK stands in
relation to other industrialised countries.

Table 3.2 depicts the size of capital markets and measures of their liquidity in G-
7 countries in 1986 (the beginning of the period covered in this study) as well as
the most currently available figures (2001, 2002, and 2003 as the case may be).

In the UK a relatively large number of large companies’ shares are quoted on the

London stock exchange (LSE). As table 3.2 shows in absolute terms UK has been
the third largest country in terms of market capitalization, only coming after the
U.S. and Japan. This has been the case despite the fact that Germany is the third
largest economy in the world (see World Bank’s World Development Indicators
(WDI), 2001). Both Germany and Japan are characterised by a relatively more
concentrated ownership of corporations than the UK, U.S. and Canada (see
Kaplan, 1997). Rajan and Zingales (1995) document that much of the capital

market growth in Japan came in the 1980s following reforms aimed at relaxing
the control of corporations by banks.

The appropriate indicator of the relative size of the stock market is the ratio of
stock market capitalization divided by the GDP of the host country. Table 3.2
shows that UK had the largest ratio than all other countries both in 1986 and
2001. Actually the WDI! database (not shown here) reveals that for the whole
period covered by this study (1985-2000), UK has had the largest ratio. The
same database also shows that from 1990 to 1997, the market capitalization as
a fraction of GDP for all-bank-oriented countries (except Japan) was lower than
the average for developing countries. For ltaly even the measure of liquidity was
lower. It was only from 1997 (1998 for Italy) that these countries overtook the
developing countries’ average. The dramatic rise in market capitalization of
bank—o‘riented countries from 1997/98, which has been ever increasing to-date,

could have been a result of reforms in these countries towards the market-
oriented system (see Chew, 1997; Kester, 1997; and Kaplan, 1997).
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As for the 2001 and 2003 relative measure of size, the distinction between
market and bank oriented categorization is brought out more clearly in table 3.2,
the UK leads (182.2%), followed by the U.S. (153.5%), and then Canada
(122.3%). All bank-oriented countries except France have a measure of relative
size of the stock market of less than 100%, and have more or less comparable
sizes. As regards the measure of the liquidity of the stock markets, the ratio of
stocks traded divided by the GDP of host country; only UK and the U.S. have a
ratio higher than 100% (US having a higher liquidity). Another clear distinction
between the two systems is shown by the ‘ratio of the bank credit to the private

sector as a fraction of GDP. This is shown in the second column of table 3.2 for

1986. It is obvious that in bank-oriented countries banks had been giving more

credit to the private sector, as the ratio is highest for Japan, followed by
Germany, and then by France.

3.2.1.2 Financial markets development vs. financing decisions

Do these established differences in size and liquidity of capital markets have any
bearing on capital structures of corporations in these countries? This is a major
question that this chapter addresses. First the search for any observed
differences in capital structure patterns is carried out. Tables 3.3 and 3.4
provide an indication of capital structure patterns among several highly
industrialized (G-7) countries from 1984 to 1994, These tables, together with the
subsequent discussion in this part set the scene for tests conducted in this study
and helps in the interpretation of the results obtained from subsequent tests. In
table 3.3, for the period 1984 to 1991, the UK, USA, and Canada (the market
oriented countries) used smaller proportion of external financing, whereas
Japanese corporations were largely financed by external sources. Over the same

period (1984 to 1991) Germany issued more net debt than the UK. And Canada
and UK issued the same level of debt.

Relying on OECD data Rajan and Zingales (1995) also reported that Japan's
greater reliance on external financing was also noted from 1972 to 1981, which
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shows that its reliance on external financing is not an artefact of the rise in

Japanese stock market in the late 1980s. As for table 3.4, the sources of
financing as a percentage of total sources are reported for the middle of the
period covered by the sample used in this study (i.e. 1990 to 1994). Table 3.4

indicates that over that period UK had the lowest increment in debt, and the
highest increment in stock.

A higher stock market capitalisation and higher stock market liquidity depicted in
table 3.2 is a strong indication that UK's capital markets are highly developed
and have a higher level of investor participation than countries like Germany,

France, and ltaly. Such higher levels of market development provide managers
with flexibility in financing decisions. For example, a developed capital market
implies an increasing use of bonds (long-term debt) by companies as opposed to
a less developed capital market where short-term debt in form of bank loans is

likely to be predominant. Rajan and Zingales (1995, p. 1448) and Fan et al,
(2003, pp. 9-11) support this view.

A developed capital market also might imply a wide dispersion of ownership of
corporations among individuals and institutional investors, and an active
takeover market. While the dispersion of ownership might lead to investor
pressure on managers for short-term return, both short-termism and active
takeover market are likely to encourage higher performance by managers. Faced
with such pressure, managers in a capital market, which provides relatively

higher flexibility in financing decisions, are likely to be effecting adjustments in
capital structure more often to attain the target-gearing ratio.

Aside from the classification into market-based and bank-oriented countries
discussed above, UK still exhibits a lower level of gearing not only compared to
bank-oriented countries, but also compared to the U.S., and Canada (see Rajan
and Zingales, 1995; and Wald, 1999). What could be causing this? Could other
factors like the tax framework, insolvency code, or macroeconomic factors be

responsible for the low gearing? The next section turns to the UK's tax regime,

before a look at the insolvency code, and other macroeconomic factors.
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3.3 Taxsystem

3.3.1 lntroductibn

The inflkuence of taxes on financing decisions has been a focus of an enormous
body of corporate finance research for decades. There is no doubt that the
deductibility of interest paid on debt by a tax-paying company, shields that
company from part of the tax burden. It is now obvious that a more appropriate

analysis of this relationship has to incorporate no only corporate taxes, but also

non-debt tax shields, and personal taxes on both equity income (dividends and
capital gains), and interest incomeﬂ (see Modigliani and Miller, (1958,1963),
Miller (1977), De Angelo and Masulis (1980)). This is because the differential tax
treatment of interest, dividends, and capital gains incomes received by investors,

are important factors that may influence a company’s capital structure decisions.

|h a more recent work Panno (2003) provides evidence that the tax advantage of
debt financing plays a role in capital structure decisions in the UK. It is also
obvious that different tax jurisdictions charge different tax rates, and have
different tax treatments regarding both corporate and personal taxes. Despite a
diversity of tax regimes worldwide, for this study’s purposes most of these can
conveniently be put into two (Swoboda and Zechner, 1995) or three (Fan et al.,

(2003) categories, namely, classicalisystem, dividend relief system and dividend
iImputation system (see also Walsh and Ryan, 1997, and Ashton, 1989,1991).

3.3.2 The classical taxation system

In the classical system interest payments by companies to investors are tax
deductible at corporate level, and are only taxed at personal level. Dividends
payments are however, not tax deductible at corporate level, and are taxed at
personal level at the rate of ordinary income. Capital gains are taxed at capltal

gains rate, which is usually lower or equal to the tax on ordinary income.

Therefore dividends are double-taxed under this system, first at corporate level
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and then at personal level. Examples of countries in which this system operate
are Australia (pre-1987), Netherlands, South Africa, Switzerland, and the US. In

the remaining two tax systems, the tax framework is designed to reduce or

eliminate the double-taxation of dividends.
3.3.3 The dividend relief and dividend imputation systems

In the dividend relief system, either the dividends are not taxed at corporate
level, but are still taxed at the same rate as interest payments, at the personal

level {treating both interest and dividends symmetrically), or, dividend payments

are taxed at the corporate level, but taxed at a reduced rate at personal level.
Examples of countries employing such a tax regime include Denmark, Greece,
Thailand and Turkey. Some scholars sometimes regard the dividend relief system

as a variant of the imputation system, which is described below (see Swoboda
and Zechner, 1995).

In the dividend imputation system interest payments are deductible at the
corporate level and taxable only at personal level. Dividends are not tax
deductible from corporate taxable income, only that the double-taxation of
dividends is mitigated by granting a tax credit to recipients of dividends equal to
some fraction of the domestic corporate tax paid on the dividends. This system
exists in Australia (post-1987), Canada, France, Germany, Norway, ltaly, New
Zealand, and in the United Kingdom. Fan et al., 2003 document that the full

amount of domestic corporate tax paid is distributed as tax credit only in
Australia, Germany, Italy, New Zealand and Norway.

These different tax systems impact differently on the relationship between taxes
and capital structure. This is because the attractiveness of debt financing differs
from one system to another; and this is likely to be reflected in gearing levels. For

example by double taxing dividends, particularly if capital gains are taxed at the
same rate as dividends, the classical system makes debt financing more
attractive to companies. Following this line of reasoning (Swoboda and Zechner,

1995) argued that debt financing may be expected to dominate equity if only
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taxes are considered under the US tax system. Perhaps this partly explains why

US corporations are highly geared than UK corporations.

It is also evident that some of the features of these tax systems have been
changing over time. For example, in the US, the Tax Reform Act (TRA) of 1986

drastically changed the US's tax regime by abolishing some non-debt tax shields,
lowering the corporation taxes, and reducing the preferential treatments of
capital gains. It also lowered the personal tax rates on ordinary income. Such
changes alter the environment within which companies and investors operate.

Consequently, a significant increase in gearing by US companies has been
reported by post-TRA studies (see Givoly, et al., 1992; and Walsh and Ryan

(1997)). Walsh and Ryan, 1997, among others question the attainability of the

Miller's (1977) equilibrium after the TRA, 1986, as there appear to be marginal
benefits to gearing.

3.3.3.1 The influence of taxation on capital structure in the UK

For most of this study’s sample period, UK was operating a dividend imputation
system (see for example Rau and Vermaelen, 2002, and Fan et al., 2003). The
corporation tax credit, which is granted to equity investors in an imputation
system, mitigates the double-taxation  of dividends thereby decreasing the
relative attractiveness of debt over equity. This leaves only a minimal tax
advantage of debt (estimated by Ashton, 1989, and 1991, to be 6 percent of the
market value of perpetual debt). Citing Scholes and Wolfson (1992), Walsh and
Ryan (1997) have contended that Ashton (1989, 1991) overstates the tax

advantage of debt by arguing that if a firm with finite life and/or issues debt with
finite life, the present value of interest tax shields will be lower than that for
perpetual debt. They further attack Ashton’s (1989, 1991) estimates for the

failure take into account the possibility that non-debt tax shields may reduce
even further the tax advantage of debt.

Following this line of argument Walsh and Ryan (1997) document evidence,

which show that non-debt tax shields have had a relatively more significant
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impact on UK firms' interest tax shields. They observe for example that between
1982 and 1984, despite a corporate tax rate of 52% and an Advance

Corporation Tax (ACT) rate of 30%, many UK companies had accumulated tax
losses, and less than half of the companies were paying corporation taxes in

excess of the ACT payable. There were also generous depreciation allowances of

up to 100% in the first year of investment (in fixed assets).

While Ashton (1991) suggested that in the UK the role played by taxation in
influencing financial decisions is minor rather than major, Walsh and Ryan

(1997) concluded that “...if the UK tax system is examined in isolation, taxes are

unlikely to be a consideration in the debt versus equity issuance decision’ (p.
946). UK firms should be expected to be less geared because under the dividend

imputation system the tax benefit of debt, relative to equity, is lowest.

3.4 Insolvency code

Insolvency laws have a major impact on lender-borrower relationships and

therefore on the structure of ownership and capital in private companies, and
this means that these laws are likely to influence borrowing and lending
decisions (Kaiser, 1996). Some scholars have even ‘questioned whether a
bankruptcy code is needed at all. They have argued that such a code limits the

contracts that can be written between creditors and debtors and it is debatable
whether this is desirable (see Franks et al, 1996).

Bankruptcy laws and procedures date back centuries in the developed world. The

Economist (February 24th, 1990) provides a clue aboutthe origins of modern
bankruptcy:

‘The word bankruptcy comes from banca rotta, Italian for broken bench. The
~ custom was that when a medieval trader failed to pay his creditors his trading
bench was broken. Since bankruptcy was taken off the streets and put into

the statute book it has become rather complicated...England's first
bankruptcy law, signed by Henry VIl in 1542, was an “Act against such
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persons as do make bankrupt®. For centufies British bankrupts went to

debtor's prison: Charles Lamb, an essayist, thought they should be
hanged...In contrast, one of America’'s attractions to immigrants was its very
lack of a debtor’s prison. Bankruptcy is still viewed in America as a side-effect
of entrepreneurship.’ (Quoted from Senbet and Seward, 1995, p. 925).

It has been documented that the role of bankruptcy law is to:

“...Provide a framework to permit viable but liquidity constrained firms (those
which can be reasonably expected to earn at least their cost of capital if

continued but which are presently unable to meet their financial obligations)

to reorganize and continue doing business  and nonviable firms to be
liquidated” (Kaiser, 1996, p. 67).

Although this seems to be the ideal role, some bankruptcy codes focus more on
ensuring the continued operation of firms thought to be viable, some concentrate
on enforcing credit contracts by making sure that claims are paid following the
absolute priority rule (APR). Others are aiming at preservation of employment,
while the remaining ones seem to be more inclined to speed up the liquidation of
nonviable firms. The salient features of UK insolvency code are given below

3.4.1 UK'’s insolvency code

Prior to the 1986 Insolvency Act in the UK there were three possible routes for a
financially distressed company: liquidation, receivership and company voluntary

arrangements (CVA), and liquidation (Franks et al, 1996). After the Insolvency Act

of 1986 limited companies have access to the following routes: (1) receivership,
(2) administrative receivership, (3) administration, (4) company voluntary

arrangements (CVA), () arrangements under the Companies Act, 1985, and (6)
liquidation (Kaiser, 1996).
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Receiverships, Administration and Administration receivership

Receivership occurs when the holder of a fixed charge appoints a receiver whose
task is to realize the asset securing the fixed charge and distributes the proceeds

to the security holder. The receiver does not take control of the firm. Although it
does not prevent reorganization, receiverships usually result in a prompt sale;
only 22% of reorganizations are accounted for by receiverships (Rajak, 1994).

Administration receivership is the method by which holders of floating charges

enforce their security by appointing an administrative receiver who assumes
control of the entire firm in order to realise sufficient value from the assets of the
firm to repay the floating claims. The administrative receiver normally discharges

employees before sale and the buyer may re-employ them.

Under Administration, directors, who are required to propose a plan within three
months, initiate the procedure. Approval is given only when there is a good
chance of the firm emerging as a going concern. Administration aims at providing
firms without floating claim holders, access to an administrator with powers
similar to those enjoyed by the administrative receiver. However this alternative
s rarely used compared to receiverships or liquidation.

Company Voluntary Arrangements (CVA) and Companies Act, 1985
Arrangements

These are Initiated by directors’ petition and were intended to be used by viable
firms to restructure their financial obligations. This option is most effective when

used jointly with administration, which is what usually happens. Approval of the
scheme requires 75% in attendance or voting by proxy in favour. However, under

CVA there is no automatic stay. Arrangements under the Companies Act 1985
were introduced to provide an alternative to liquidation. However, the newer
procedures of administration and CVA (introduced in 1986) render this route

unattractive. These arrangements require acceptance by 75% in value of each

class of creditors and shareholders, hence may only be more appropriate for

80



firms with highly complicated financial structure, making approval at a single
meeting of creditors difficult (Kaiser, 19906).

Liquidation

This is so far the most widely used route and account for about 75% of all formal
insolvency proceedings (Rajak, 1994; Olsen, 1996). The objective of the
liquidator is to sell sufficient of the firm’'s assets to repay creditors, although he

can also sell the company as a going concern. In all UK's insolvency procedures,

control of the company is transferred from the incumbent management to a
“licensed insolvency practitioner”, usually a professional accountant or an
accounting firm (Kaiser, 1996). The relative advantages of UK's reorganization
procedures include the existence of automatic stay in administration, the
possibility of exchanging existing securities for new ones, simple voting

procedures under the Insolvency Act of 1986, and the possibility of obtaining

new financing. These imply that it is likely that a firm will be nursed and become

heaithy or being sold as a going concern.

The general view however is that drawbacks outweigh benefits. First, the removal
of management negatively impacts the value and viability of the business. The

opportunity for financing is not as developed, as it will be seen below under US's

Chapter 11. All in all UK Insolvency law is creditor oriented, and in the case of
receivership priority is given to one creditor. Another problem associated with this
set up are that managers and employees loose jobs, and equity holders get
nothing in case of financial distress. Managers therefore have incentives to delay
the formal filing and do so when the firms have reached an alarming stage of
distress, this minimises chances of a successful reorganization (See Kaiser,
(1996), and Franks et al, (1996)). As discussed earlier in chapter two and in this
chapter, an insolvency code may influence capital structure of a firm. The threat

of premature liquidation, which results in the loss of jobs, is likely to lead to lower
gearing ratios.
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3.5 Codes in other jurisdictions

International comparative analysis of bankruptcy laws and practices is a difficult

task. This difficulty is exacerbated by the fact that in some cases the same

terminology may mean a different thing In another country. Table 3.5

summarizes central characteristics of the legal rules under the eight bankruptcy

jurisdictions investigated in this study. A brief description of some of the codes
listed in the table is provided hereunder:

3.5.1 US bankruptcy code

The US Bankruptcy Reform Act, of 1978 was criticised and subsequently
reformed in 1994. The current formal bankruptcy proceedings entail two
alternative routes: a liquidation process “Chapter 7", whose provisions are
intended to implement a quick and efficient liquida