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Abstract

This work outlined a new methodology to extend the concept of erosion-corrosion
maps from 2-Dimensional mapping to the wider 3-Dimensional mapping. The work
has been carried out in the following phases:

Phase I: Development of three dimensional erosion-corrosion maps in popular ap-
plied geometry for a range of pure metals namely Fe, Ni, Cu and Al. The maps are
constructed in two different forms: regime maps and wastage maps. In the Regime
maps, the different apparent degradation mechanisms of erosion-corrosion are pre-
sented (e.g. pure erosion, pure dissolution or passivation, erosion domination areas
over corrosion and corrosion domination regions over erosion) whereas the wastage
maps represent the wear or metal loss levels regions in the form of high, medium
and low regions. The methodology of constructing the 3-Dimensional maps is based
on the use of the CFD (Computational Fluid Dynamics) to predict the erosion and
corrosion rates then applying the erosion-corrosion mapping techniques to develop
the maps in 3-Dimensional surfaces.
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In the process of constructing these maps, various erosion models are inspected
and compared to previous published experimental work to suitably choose the most
model that well represent the erosion rates of this application. A considerably simple
dissolution model is used to predict the corrosion rates in cases where the dissolution
takes place. Meanwhile, a model to predict the re-passivation rates due to the oxide
layer removal by the effect of solid particle impact has been developed to account for
oblique impacts. The regime maps showed a significant difference from the wastage
maps, this is apparently due to the target material response to erosion and corrosion
processes. The advantage of including all the fluid parameters into consideration
by using CFD analysis and data greatly enhanced the regime maps capability of
capturing the erosion-corrosion interaction effect over the real surfaces.

Phase II: Development of the 2D and 3D erosion-corrosion maps for the Iron (Fe),
as an example of a practical pure metal under a range of elevated temperature levels.
To illustrate the capabilities of the new methodology of constructing the 3D erosion-
corrosion maps and to investigate the effect of the operating temperature on the
erosion-corrosion regimes, the same methodology is utilised with some modification
to account for the complexity of the elevated temperature influence on both the ero-
sion and corrosion process. For comparison reasons, the 2D erosion-corrosion maps
are constructed as Vp−Eap diagrams but at a certain operating pH and temperature
conditions. Finally, a comparison between the 2D and 3D erosion-corrosion maps is
introduced to identify the differences, advantages, disadvantages, restrictions of use
and benefits of each type over the other.
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E Electric potential. [V ]SCE

Ē Modulus of elasticity. [Pa]

Eap Applied electric potential. [V ]SCE
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Ī unit tensor.
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force.

2.0

Kc Total corrosion rate. [kg m−2s−1]



Nomenclature xx

Symbol Description Value Unit (SI)

∆Kc Erosion enhanced corrosion rate. [kg m−2s−1]

Kce Total erosion-corrosion rate. [kg m−2s−1]

Kco Pure corrosion rate. [kg m−2s−1]

Ke Total erosion rate. [kg m−2s−1]

∆Ke Corrosion enhanced erosion rate. [kg m−2s−1]

Keo Pure erosion rate. [kg m−2s−1]

Keq Reaction equilibrium constant.
Kt Empirical erosion constant.
K1 Constant, Bitter model.
k Turbulence kinetic energy per unit mass. [m2 s−2]

k Constant.
km Constant.
mp particle mass. [kg]

Mt Mass removed from the passive layer per im-
pact.

[kg imp−1]
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Re Reynolds number..
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Sc Schmidt number.
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UT Material toughness. [J m−3]

Uτ Frictional velocity. [ms−1]

~V Velocity component (vector). [ms−1]

Vel Normal threshold velocity limit. [ms−1]

Vp Particle velocity. [ms−1]
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W crater width. [m]

x Mass fraction of the silica contained in an ash
sample.
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Z Constant.
zm Number of electrons participating in a reac-

tion.

Greek letters:

Symbol Description Value Unit, (SI)

α Impact angle. [dego]

β Symmetric factor.
γo Activity coefficient.
∆ Difference between two points, change.
εb Material deformation factor. [J m−3]

εc Critical strain.
εf Fatigue or fracture strain.
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ε Rate of dissipation of the turbulence kinetic
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Symbol Description Value Unit, (SI)

η Over-potential. [V ]

λ Particle shape factor. 0.0
µ Molecular viscosity. [m2 s−1]

µf Tangential friction coefficient. 0.1
µfc Critical tangential friction coefficient.
µt Turbulent or eddy viscosity. [m2 s−1]

ρf Oxide layer density. [kg m−3]

ρp Particle density. [kg m−3]

ρt Target material density. [kg m−3]

φc Material cutting factor. [J m−3]

σ Plastic flow stress. [Pa]

τ The recovery time. [s]
=
τ Stress tensor. [s]

ψ ratio of the depth of contact to the depth of
cut, Finnie model.

Subscripts:

Symbol Description

a affected area, anode
ap applied
b Bulk flow.
C −B Cutting model of Bitter.
C − F Cutting model of Finnie.
C − S Cutting part of the 2ndSundararajan model.
D −B Deformation model of Bitter.
D − S Deformation part of the 2nd Sundararajan model.
eq Equilibrium.
o initial, standard.
ox Oxidised, products.
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Symbol Description

l liquid.
p Particle.
pas Passive.
m Melting point.
N −G Neilson-Gilchrist model.
red reduction, reduced, reactants.
S1 First model of Sundararajan.
s Substrate material.
t Target material.
th Threshold.
tran transition.

Abbreviation:

Abbreviation Description

ASTM American Society for Testing of Materials.
CFD Computational Fluid Dynamics.
FAC Flow Affected Corrosion.
LDV Laser Doppler Velocimeter.
SEM Scanning Electron Microscope.
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Erosion-corrosion is a type of wear process involving both synergistic and antagonis-
tic effect of both erosion on corrosion, and corrosion on erosion [1]. Although they
are different phenomena; as erosion is due to mechanical impact of solid particles on
the target material, while corrosion is mainly an electrochemical action taking place
on the target material surface; they act together as a combined wastage process.
Erosion-corrosion practically takes place in many wide range of environments, from
mining and mineral processing to offshore applications [2].

Erosion modelling has been proposed and investigated extensively over several decades
and there are very big advances in predicting and analysing this phenomenon. Ac-
tually, erosion mechanisms have attracted both of material and fluid dynamics re-
searchers and lots of investigations and data have been developed over this short
period of time [1, 3]. Corrosion also has attracted very wide sector of electrochemi-
cal and mechanical experts because of its electrochemical and mechanical nature on
the material surfaces [4, 5].

The need for investigating the combined effect of both erosion and corrosion phenom-
ena; or what so called erosion-corrosion, has recently arisen as most of practical cases
encounter both processes acting together and the contribution of both of them in
the total metal degradation is yet more complex to understand or to assume simple
summation of erosion rate and corrosion rate [6]. In this system, material degrada-
tion depends on several parameters that affect the whole process. These parameters
are target material, impacting particles and environment properties [7].

Erosion may enhance corrosion due to removal of a passive film, which is termed
as the “Additive effect” [8]. Corrosion may enhance erosion through the dissolution
of the target material surface and its consequences of lowering the hardness and
micro-structure deformation of the grain bonds [9]. This enhancement sometimes
referred as “Synergistic effect”. Corrosion also may inhibit erosion through the rapid
formation of the passive film which overcomes the rate of passive film removal by
particles impact; what so called “Antagonistic effect” [1]. These complex interaction
processes between erosion and corrosion have made the erosion-corrosion system
process very difficult to explore, but yet gives very attractive aspects for endeavour
researchers.
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Therefore, it is very hard for researchers to investigate the whole system param-
eters in one model. Furthermore, the models developed to study each individual
process; ( i.e. erosion models and corrosion models), are not capable of captur-
ing all features of the erosion-corrosion process[10]. One big advance in investigat-
ing erosion-corrosion was the development of erosion-corrosion mapping techniques
which have been constructed to visually illustrate the degradation mechanisms and
wastage rates of erosion-corrosion process [11, 12].

Historically, the first wear map was generated in 1987 by Lim and Ashby [13] to
investigate the sliding wear of mild steel. Since then, various investigation were
made to develop wear maps to other metals wear types such as erosion and corro-
sion. In recent years, erosion-corrosion maps have attracted many researchers and
more sophisticated and organised maps have been constructed for not only pure ma-
terials, but also for polymers, composites and coatings [14, 15, 16].

These erosion-corrosion maps become very useful tools to identify the regions where
the erosion-corrosion mechanisms occur and the transition boundaries related to each
mechanism [8]. It is also used to predict the total wastage of the material under in-
vestigation [8, 15]. The construction of these maps is related to the behaviour of the
material under specific severe conditions, thus is dependent mainly of the selection
of erosion and corrosion models that describe the wear rates and is also dependent
of the corrosion trends determined by the Pourbaix diagram [17] for this material.

The basic idea behind is to relate one parameter affecting erosion rates (such as
impact velocity, impact angle, particle concentration, etc..) and one parameter
affecting the corrosion rates (pH, applied potential, temperature, etc...) to the
corrosion-erosion rate ratio [18]. By this relation, the effect of these parameters
on erosion-corrosion maps and how they influence the total wastage of the material
under investigation can be revealed. The transition between the erosion-corrosion
regimes can be identified and determined accordingly [19].

One limitation to this approach is that the erosion-corrosion process is dependent of
all these parameters together. Although the big leap of relating the erosion-corrosion
mechanisms to specific two variables, it yet does not provide the effect of all the pa-
rameters that influence the erosion and corrosion rates at the same time [20].
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Another important limitation of 2D erosion-corrosion maps, is that cannot mon-
itor the influence of the parameters that affect both erosion and corrosion process
together. One example of these parameters is the environment temperature. Increas-
ing temperature affects erosion by decreasing the mechanical properties of the target
material [21]. An increase in temperature will decrease the hardness of the material
and hence increase the brittleness which leads to changing in material response to
the impact angles or velocities [22]. Meanwhile, increasing the temperature will also
decrease the viscosity of the carrier fluid which increases the impact velocities and
consequently erosion.

On the other hand; in active environment, temperature rise will also increase the
dissolution rates of the target metal. Furthermore, changing the environment tem-
perature will accelerate the rate of passive film formation and as a result; it will
affect the ability of the material to create the protective layer that helps prevent
more wastage due to dissolution [23].

Computational Fluid Dynamics (CFD) recently becomes one of the most economical
facilities used to predict erosion and fluid affected corrosion (FAC) rates [24]. How-
ever, no one to date has introduced a methodology to predict the erosion-corrosion
regimes regions of domination or the total wastage transition regimes of the erosion-
corrosion process on practical surfaces such as pipes and slurry pumps blades.

In this study, a new methodology has been developed to combine the computa-
tional fluid dynamics techniques with the concept of erosion-corrosion maps. A case
study is used to validate and simulate the erosion rates on the interior surfaces of a
pipe bend carrying a slurry fluid flow. The erosion and corrosion rates at different
conditions are then predicted and the methodology for constructing the 3D erosion-
corrosion maps is introduced. The effects of the common parameters that influence
erosion-corrosion process and their influences on the 3D maps are investigated and
evaluated. The elevated temperature levels to values near boiling point of water are
studied and 2D erosion-corrosion maps are constructed to monitor the temperature
effect on the erosion-corrosion transitions. Three dimensional maps are constructed
and compared to 2D erosion-corrosion maps for the same temperature range.
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2.1 General

Wastage as a result of the combined effects of the erosion-corrosion by solid particles
is a major factor of many industrial economic costs and damages. There is an in-
teraction between the two processes, which results in the presence of residual effect.
This influence may be additive, synergistic, or antagonistic [1]. The synergistic ef-
fect of both erosion and corrosion may cause rapid metal wastage of many industrial
species such as pipelines and internal parts of engines, while erosion-corrosion rates
decrease in the case of antagonistic effect [25, 6].

In erosion model selection for any engineering application, one must consider the
type of multiphase flow under investigation. Coupling between the erosion mod-
elling and fluid mechanics was found very important in predicting the erosion rate
on the target material surfaces [26]. Thus, a comprehensive study for the types of
particulate flow is necessary to understand the bonds between the fluid flow mechan-
ics and the suspended particles within.

In this chapter, a broad literature review is presented to cover the major investiga-
tions carried out in erosion, corrosion, and interaction between them in the erosion-
corrosion process. the review will concentrate on the following aspects:

(i) Erosion and corrosion in aqueous slurry flow.

(ii) Erosion of ductile and brittle materials.

(iii) Aqueous corrosion of metals and its modelling techniques.

(iv) Methods used to simulate the erosion rate process specifically CFD methods.

(v) Interactions of erosion and corrosion in the erosion-corrosion systems.

2.2 Dispersed flow

A very earlier study for particulate flow was found in the 19th century, when Boussi-
nesq in 1877 [27] studied the sediment transport in open channel. Since this date,
numerous studies have addressed the analysis of different particulate flows regimes,
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for example [7, 28]. The purpose of this section is to provide a brief introduction
for the particulate flow and its applications from the erosion and corrosion point of
view. A special focus in the slurry flow will be given to investigate the strong connec-
tion between the slurry flow and the degradation of metals due to erosion-corrosion
process.

2.2.1 Classification of dispersed flows

Considering two-phase flow, particulate flow can be classified according to the phase
couplings to the following [29]:

(i) Gas-solid flow.

(ii) Gas-liquid flow.

(iii) Liquid-gas flow.

(iv) Liquid-solid flow.

The latter is referred to slurry flow which represents the flow of solid particles in
a carrier liquid. Particulate flow in aqueous conditions has been the subject of
much research in recent years concentrating on a very wide range of materials and
conditions [30, 31, 32]. Transport of slurries has a wide spread in industries such as
coal, minerals, crude oil, mines, and food industries. Such wide applications make
the slurry flow one of the most important type of flow that attracts most of the
erosion-corrosion researches during the past three decades [33].

2.2.2 Aqueous slurry flow and erosion-corrosion

In their study to the sand-oil flow in slurry pumps, Llewellyn et al. [34] reported
that slurry pump impeller experienced extremely high wear as illustrated in Figure
2.1. Therefore, large number of researches have been carried out to investigate the
effect of the erosion-corrosion process in aqueous slurry flow. These studies have
been done by experimental and modelling programs [35, 3, 36, 37].
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Figure 2.1: Worn 1m diameter, high Cr white iron impeller after 3 months use in an oil-sand
slurry pump [34].

Variety of test rigs have been developed to achieve better understanding of the
erosion-corrosion process in aqueous environment. Zu et al. [38] designed a slurry
impingement jet type test rig. Another type of test rig have been designed by Tsai et
al. [39] which is well known as slurry pot tester. According to their literature review,
Desale et al. [40] reported that slurry pot testers comparably gives better results in
pipeline wear. Clark and Hartwich [41] listed the advantages and disadvantages of
the jet test rig and slurry pot tester, from which table 2.1 have been constructed to
compare between the two types of test rigs.

There are many researches listed and investigated the parameters that affect the
slurry erosion-corrosion process. Clark [32] studied the effect of several parameters
including slurry flow speed and particle size on the erosion in slurries using a slurry
pot device. The results indicate the importance of isolating the corrosion process
parameters in any erosion analysing experiments to get qualitative results. Stack
and Pungwiwat [42] experimentally revealed a threshold value for the slurry flow
velocity below which, no erosion occurs. In general, the parameters that affect the
erosion-corrosion process can be summarised as [19, 32]:

(i) Solid particle parameters: such as particle hardness, particle size, particle size
distribution, particle impact velocity, particle impact angle, and particle shape
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Table 2.1: Comparison between Slurry jet and pot testers based on [41].

Slurry jet tester Slurry pot tester

particle-particle interaction high even in low particle concentration depending on the particle concentration

impact velocity can be varied due to particle-particle interaction homogeneous distribution of particles make

it dependant of the stirring speed

impact angle can be varied due to particle-particle interaction can be adjusted easily by pre-adjustment of

specimen or by the profilometry of the

specimen

Adjusting and calibration calibrated to a nominal test conditions referenced to predetermined operating

conditions.

Effect of particle size can be determined very complex to be estimated

Corrosion parameters evaluation can be included during testing can not be included

Slurry refreshing provide fresh slurry flow (self recirculating device) the slurry must be replaced after a limited

test time

factor.

(ii) Slurry flow parameters: such as liquid flow velocity, turbulence, squeeze film
effect, temperature of the carrier fluid, and pH value.

(iii) Target material parameters: hardness, elasticity, toughness, wall smoothness,
applied potential on the surface, temperature of the target material surface,
and Tafel slope value.

The need to understand each process (erosion, corrosion, erosion-corrosion) and ex-
plore the recent advances in every distinct field is important to determine the future
directions and requirements.

2.3 Erosion by solid particle impact

Historically, the word erosion derives from the Latin verb “rodene”, which means
to wear away gradually [43]. The study of surface degradation by the impact of
small solid particles has been carried out for many years, when an erosion model was
proposed by Finnie in 1958 [44]. Since then, great attention has been given to the
study of the material wear due to the impact of solid particles to ductile and brittle
materials. Several models were proposed to predict the erosion rates accompanied
by some experimental tests to validate these models [45, 46, 47, 48].
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In order to understand the erosion process and its nature, a brief study of the mod-
elling research that have been done up to date will be introduced. The classification
of the types of these models and the difference between each erosion mechanisms are
discussed in the following subsections.

2.3.1 Erosion models classifications

Erosion models have been classified according to several categories. In their extensive
statistical study, Meng and Ludema [7] classified erosion models according to their
proportionality to the erosion parameters to:

(i) Empirical erosion models: these models were very common in the period be-
tween 1947-1970 and they were constructed directly from the experimental
tests taken under specific conditions. Typically empirical equations are valid
only within the range of the test and usually fail outside these ranges. Example
of these kinds of developed models are found in [49] and [50].

(ii) Contact-mechanics-based erosion models: Many of these equations are based
on the assumption that the mechanical material properties; usually Young
modulus (E) or hardness (H), will be important in the wear process. They
introduced Archad’s model [51] as an example of these kinds of models. These
models appear between 1970-1980.

(iii) Failure mechanism erosion models: The use of the Scanning Electron Micro-
scope (SEM)technology revealed that in the microscopic scale, the material
response to the impact of solid particle differs. Therefore, scientists recog-
nised these differences in the material failure, and they found that not only
the mechanical properties that control the erosion process, but also the fatigue
propagation parameters such as the toughness factor and fracture strain rate
are also important. This leads to the evolution of another type of erosion mod-
els that distinguished between the erosion mechanisms. One example of these
kinds of models is one developed by Challen [52] and Sundararajan first and
second model [53, 54].

From another point of view, Lyczkowski et al. [28] classified the erosion models
according to their applicability to:
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(i) Single-particle (dilute phase) models: these models assume the erosion process
as aresult of a single particle impacting a flat surface. The material removal
mechanism may be ductile, brittle or combination of both modes. These kinds
of erosion models are more applicable for the dilute two-phase flow (gas-solid or
liquid solid) and the particle-particle interaction is neglected. Most industrial
applications involve dilute flow and these erosion models are used widely to
describe the erosion rates in two phase flow. Finnie’s first model [44], Bitter’s
model [45, 46], and Neilson-Gilchrist model [47] are considered three examples
of the single particle erosion models.

(ii) Dense phase models: when the solid phase volume fraction considered higher
than 10% of the bulk flow, the flow is said to be dense flow, and the single
particle models are not applicable. The dense flow models consider the repeated
impact of the solid phase bulk on these walls, which makes a repeated cycles
of fatigue failure on the wall surfaces. These models were used to predict the
erosion rates in applications like the fluidization beds and food production lines
such as sugar and salt packing industries. One example of these erosion models
is the one developed by Soo [55].

(iii) Power and energy dissipation models: The main trend in these models is to
treat the solid flow as a continuum like the fluid flow and calculate the material
removal as a result of the solid phase shear stress on the contacted walls. One
example of these models is the one developed by Bouillard and Lyczkowski
[56].

The erosion-corrosion in aqueous slurry flow for most applications is characterised by
its low particle concentration. Because of its severe consequences, several filtration
systems and controls are designed to reduce the material degradation. Therefore,
aqueous slurry flow is always considered a dilute particulate flow. For this reason, it
is not the scope of this study to provide a detailed literature for every erosion models
type. This study will concentrate on the single particle type erosion models which
used to simulate the erosion due to dilute slurry flow.
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2.4 Single particle erosion models

The single particle erosion models handle the erosion process as a cumulative removal
of target material by repeated impact of individual particles. They usually used in
cases where the particle-particle interaction is ignored. The solid phase is treated as
a discrete phase. Thus, the Newtonian equations of motion can be applied to identify
the trajectories of each particle and the impact characteristics [28]. All famous and
pioneer works in erosion modelling are based on the single particle interaction with
the target material.

2.4.1 Finnie’s erosion models

The first model reported for predicting the erosion rate due to a single particle im-
pact is by Finnie [44]. The model based in studying the removal of ductile target
material by impact. The model assumes that the particle cuts a small amount of
the target material equal to the cross-sectional part of the particle immersed in the
target material surface, and related to the length of contact between them.

Analysing the equation of motion of the solid particle, Finnie [44] came up with
a model to predict the erosion rate in ductile materials by solid particles impact.
To simplify the problem, Finnie [44] has made some assumptions. For example, he
assumed that the ratio between the vertical and horizontal force components on the
particle during the impact is constant; which practically is unmeasurable value, but
can be adjusted to experimental data [28]. The final formulation for the volume
removed per impact is given as:

EC−F = Cf
V 2
p

PH ψK
f (α) (2.1)

where

f (α) =





sin (2α)− 4 sin (α)

1
4

cos2 (α)

tan (α) ≤ K
6

tan (α) > K
6

(2.2)

Finnie [57] recommended values of 1 and 2 for (ψ) and (K) respectively. Figure
2.2 shows the experimental work by Finnie and the model prediction of erosion rate
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Figure 2.2: Predicted variation of volume removal with angle for a single abrasive grain compared
with Experimental points for erosion by many grains (a) copper [4], (b) SAE 1020 steel [�], (c)
aluminium [◦]) are plotted so that the maximum erosion is the same in all cases by Finnie [57].

varied with impact angles for several grains.

The model was capable of predicting the impact angle at which the erosion is max-
imum. The disadvantage of this model is that it under-predicts the erosion rates
above impact angle of 45o, while it gives zero erosion at normal impact angle [28].
Another disadvantage is that, the particle shape factor is not included as an erosion
parameter. This means that round particles may give the same erosion rate as the
sharp ones, which practically is not true.

To overcome this disadvantage, Finnie modified his original model and inserted the
moment of inertia of the particle to account for the particle shape [58]. The results
of this modified model showed slight difference from that of the original one. Finnie
concluded that the impact velocity is considered the main parameter that affects the
erosion process [59].

In 1966, Sheldon and Finnie introduced their brittle erosion model [60]. Unlike
the ductile erosion mechanisms, the model described the erosion mechanism in brit-
tle materials as a result of cracks propagation and chipping. The wear at normal
impact was investigated to relate the velocity exponent to the coefficient of friction
between the target material and solid particle during the impact.

Although Finnie’s models are considered now as a historic interest [28], they have
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been used in recent researches in combination with the what so called the kinetic
theory erosion models to predict the erosion rate in dense types of flow like fluidised-
bed inside heat exchangers [61]. They are also used in numerical investigations of
some industrial applications [62, 63].

2.4.2 Bitter’s erosion models

Extending Finnie’s original work, Bitter [45, 46] assumed that the ductile and brittle
erosion mechanisms (namely: cutting and deformation mechanisms) are acting at the
same time. Bitter applied some corrections and modifications to Finnie’s work by
introducing the concept of the threshold energy needed for erosion initiation [45]. The
threshold energy was represented in the model by applying the threshold velocity.
The threshold velocity can be related to the elastic limit of the target material above
which the material begins to deform plastically. The model is introduced in two
equations as follows, for the brittle erosion (deformation mechanism) [45]:

ED−B =





mp [Vp sin(α)−Vel]2
2 εb

0

for Vp sin (α) > Vel

for Vp sin (α) ≤ Vel
(2.3)

and for ductile erosion model (cutting mechanism) [46]:

EC−B =





2mp C′[Vp sin(α)−V 2
el]Vp cos(α)

[Vp sin(α)]0.5
− C′ [Vp sin(α)−Vel]2

[Vp sin(α)]0.5
φc α ≤ αo

mp [V 2
p cos2(α)−K1 (Vp sin(α)−Vel)1.5]

2φc
α > αo

(2.4)

Bitter corrected the inefficiency in Finnies models. In ductile materials [46], it is
observed that the erosion at normal impact is not zero as in Finnie’s model. The
maximum erosion rate in the case of brittle erosion was observed at normal impact,
which is consistent with the experimental findings [45]. The involvement of the
threshold velocity also overcomes some of the experimental contrasting with the
Finnie’s models [57]. The substantial advance was the inclusion of more target
material and particle properties than that of Finnie’s model. The shortcoming in
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the Bitter’s erosion model is that, it contains some material factors that are semi-
empirical factors, which must be defined through experimental work [28].

2.4.3 Neilson-Gilchrist erosion model

Neilson and Gilchrist [47] continued the work of Bitter and introduced their model;
which is similar to Bitter model, but differs in some points. First, they included
another threshold velocity term which account for the parallel velocity component
of the particle (Vt), which is dependant of an empirical constant (n). The brittle ex-
pression is the same while the ductile expression is more simple than that of Bitter
[45, 46]. They proposed an easy procedure to get the material properties factors by
the mean of the empirical constant (n). The model is in good agreement with the
experimental results, but again it depends on the empirical constant determination
and the same semi-empirical factors in Bitter’s model. The only material that was
investigated to determine its factors was the Aluminium. No further detail for any
other material is found.

The model is proposed in two expressions; the total erosion is simply the addition
of two parts; one account for the cutting erosion mechanism and the other repre-
sents the deformation erosion mechanism. The two parts have different expressions
depending on (αo), which defined as the impact angle at which the first expression
gives the same erosion rate as the second expression. The formulations are given as
[47]:

EN−G =





mp [V 2
p cos2(α)−V 2

t ]
2φc

+ mp [Vp sin(α)−Vel]2
2 εb

α ≤ αo

mp [V 2
p cos2(α)]
2φc

+ mp [Vp sin(α)−Vel]2
2 εb

α > αo

(2.5)

Unfortunately, there is no evidence of continuing Neilson-Gilchrist work to deter-
mine the material cutting and deformation parameters. Although some publications
suggested these parameters values for stainless steel [64] and later these parameters
values used successfully to predict erosion rates by [65] and [66], but no experimental
efforts have been done to identify the values of these parameters for further mate-
rials, which is thought the main reason for the restriction on the use of this model
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widely.

2.4.4 Hutchings’ erosion model

Hutchings introduced his normal impact erosion model in 1979 [67] with a new con-
cept of erosion as a low cycle fatigue process, which means serial of plastic and
failure deformation occurs after less than (104 − 105) cycles of strain. By using the
approach of Coffin-Manson, he extracted a simple relation between the erosion rates
of ductile materials at normal incidents. He argued that the low cycle fatigue ero-
sion mechanism can be used to explain the erosion at normal impacts [67]. Using
others experimental results, he concluded that the effect of transient pressure during
impacts may not affect the erosion process.

Hutchings [67] assumed that the amount of energy required to create a fixed in-
dentation in the metal target must equal the kinetic energy of the solid particle. By
this assumption, Hutchings ignored the effect of elastic range of material on absorb-
ing some of the particle energy, nor the energy reserved for the rebound process [67].
Although the model includes three target material dependent factors, these factors
are not responsive to direct measurement. Finally, the model introduced was not
congruent with the experimental results, but it gives an indication of the importance
of the inclusion of more material properties that may affect the erosion process, even
in a special case like the normal impact condition.

In 1981, Hutchings [68] revised his earlier investigation by including the critical
strain as an erosion process parameter. The model proposed (the critical strain
model) still contain unmeasurable values like(α/ε2

c) and dynamic hardness, but he
assumed a constant value for the former (0.7) and related the latter to the Vickers
micro-hardness and static hardness of the target material.

2.4.5 Sundararajan’s erosion models

Introducing a new criteria; a what so called critical plastic strain, Sundararajan
and Shewmon [53] proposed their normal impact erosion model in 1983. Similar to
Hutchings critical strain erosion model [68], Sundararajan’s first model was based on
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the idea of the localisation of deformation. When a particle collides with the target
material surface, the indentation occurred forms an expelled lip on the crater edge.
This lip is removed by the subsequent impact of the other particles in the form of
thin platelets [53].

The difference between the two models was in the way how the critical strain is
derived. Sundararajan and Shewmon related the removal of the material during
normal impact to cumulative strain within the area of impact when it exceeds the
critical strain needed for material separation. The erosion rate may be given by [53]:

ES1 =
6.5× 10−3 ρ025

p V 2.5
p

Cp T 0.75
m H0.25

s

(2.6)

The other notable advantage of the localisation model is its capability of capturing
the experimental results better than the fatigue model by Hutchings [68]. The in-
clusion of the thermodynamical and mechanical properties results in a model that
account for the thermo-physical nature of the erosion process which enhanced the
model predictiveness. Comparing with the experimental data taken from several
resources; the localisation model was able to explain the essential features such as
the velocity exponent, and correlated well with the erosion rate results [53].

Later, Sundararajan has introduced his second erosion model for oblique impacts
[54]. The model based on the combination between the concept of the localisation
of plastic deformation and the work of Brach [69], who introduced a new analytical
model to equate impulse and momentum for an arbitrarily shaped rigid body striking
a flat massive surface at any impact angle.

The model makes use of the normal coefficient of restitution (en), and tangential
friction coefficient (µf ), which is defined as the coefficient of friction at the contact
surface between the colliding particle and the target material [54]. In the deforma-
tion equation, the effect of energy absorption for high impact angles is considered
by the use of the normal coefficient of restitution (en), while the energy absorbed
by shear in oblique angles is regraded by the coefficients of friction (µf , µfc). The
model is introduced through two equations; one considers the localised deformation
at the impact region which may be removed by the subsequent impacts and is given
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by [54]:

ED−S =
5.5× 10−2

(Tm − 436)0.75

2nc ft (Vp sinα)2 (1− e2
n)

ncCp
(2.7)

The inclusion of the coefficient of friction in the model accounts for the energy ab-
sorbed in the shear associated by the impact process. In the deformation erosion
equation, (ft) is a numerical factor accounts for the fact that multiple impacts are
required to gain the needed critical strain to remove a chip from the material sur-
face. This factor is not found in the ductile erosion equation where one impact can
effectively remove an amount of the target material [54].

The other equation referred to the ductile cutting mechanism during the impact
and is given as [54]:

EC−S =
5.5× 10−2

(Tm − 436)0.75

(nc + 1)
(
µf
µfc

)(
2− µf

µfc

)
(Vp cos α)2

2(2−nc) (1 + λ) ncCp
(2.8)

Another factor is also included to account for the particle shape (λ), which takes
values from [0] for mass-less particle to [3] for sharp particles [69, 54]. The target
material properties are indirectly implemented in the model by the inclusion of the
normal coefficient of restitution (en), which was related to the static hardness and
modulus of elasticity for collision in various publications [70]. The temperature effect
is not included, but in the other hand, the material heat capacity and the melting
point indicate the thermo-physical properties that are superior for the critical strain
erosion modelling [54].

Although the second model of Sundararajan has an attractive potential to be one
of the best models developed so far, as it includes a variety of variables that affect
the erosion process, it is not used extensively in erosion applications and researches.
The only shortcoming for this model is that it does not relate the use of Equations
2.7 and 2.8 to any angle ranges. Sundararajan [54] suggested using Equation 2.8 up
to impact angle of 30o, and Equation 2.7 for angles higher than 60o, while summing
both equations for the region in between, but this must be decided by experimental
tests.
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2.4.6 Other erosion models

As mentioned before, there are many erosion models have been developed by re-
searchers. In 1995, Meng and Ludema [7] counted more than 300 equations from
only the wear journal and wear of materials conferences from 1957-1991. Since then,
several models have proposed most of them are empirically developed. In this sec-
tion, a review of some of these models will be introduced within the period from
1995 to present.

Forder et al [48] developed an erosion model to predict erosion rates in compu-
tational fluid dynamics applications. The model based on a combined deformation
and cutting erosion models. The model assumes that the ductile (cutting) and the
brittle (deformation) occur simultaneously at any impact angle. A stress field is
produced within the contact surfaces between the particle and the target material,
causing a plastically deformed sub-layer beneath the surface. When the stress is
greater than the yield strength of the target material, erosion by separation of the
micro-cracks takes place. The formulation of this model is given as [48]:

EForder =
100

2
√

29
r3
p

(
Vp
Ck

)n
sin (2α)

√
sin (α) +

mp (Vp sin (α)−Dk)
2

2 εb
(2.9)

where (Ck) and (Dk) are the cutting and modified deformation characteristic veloc-
ities respectively. The model was in good agreement with the experimental work
and was hooked easily to the CFD commercial program (CFX). Forder gave a value
of 2.54 for the velocity ratio exponent (n) in case of carbon steel target material
and some other alloys [48]. The model has been considerably used in CFD erosion
simulation [71, 72].

O’Flynn et al. [73] introduced their erosion model which based on the correla-
tion of the impact angle function to the experimental work done for a series of test
materials at elevated temperature. They presented a new material parameter that
thought to influence the erosion process, namely the target material toughness and
uniform strain. The model well predicts the erosion rate at the temperature range
from (200oC − 300oC) but gives unsatisfactory results at room temperature. They
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suggested that this behaviour results from the model dependency of the localised
heating during impact and the high strain-strain rate deformation during the ero-
sion process [73]. The model formulation is as follows [73]:

EO′Flynn =
V 2
p

εU UT

(
a cos4 (α) + b sin2 (α)

)
(2.10)

where a, b are empirical constants determined by curve fitting the experimental test
results. The material toughness can be related to the temperature difference to the
room temperature; assuming adiabatic process, by [73]:

UT = ρtCp ∆T (2.11)

where (ρt) is the density of the target material and (Cp) is its specific heat capacity.
The idea of superimposing the temperature effect through the material properties
can be also used in the fluid properties, such as the density and viscosity. The model
assumes; by contrast to the Sundararajan’s second model [54], that upward strain
flow around the impacting particle does not need prior work hardening for lip sepa-
ration [73].

In their investigation of the erosion due to fly ash impingement on the internal
surfaces of the boiler furnaces in coal-fired power stations, Mbabazi and coworkers
[74] developed an erosion model that included the properties of the ash particles and
the target metal surface, along with the characteristics of the ash particle motion in
the form of the impact velocity and angle. When compared using the experimental
results in their study, the model deviated by less than 15%, which considered fairly
accepted. The model assumes erosion by cutting and deformation mechanisms, and
the final total erosion is given by [74]:

EMbabazi =
Kt x

4.95 ρt ρ
0.5
p V 3

p sin3 (α)

Y 1.5
(2.12)

One important result from this research is that the silica content of the ash particles
has a large influence on the erosion rate for mild steel, which gives another factor
that influence the erosion process [74]. Using the idea of superimposing the effect
of the operating temperature that had been applied by [73], Das et al. [75] used
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Mbabazi’s model to simulate the erosion rate for several materials and alloys. The
model predictions have been found to be in good agreement with the published data
[75].

In 2008, a very sophisticated erosion model has been developed by Nandakumar
et al. [76]. The erosion model was described as a phenomenological model which
captures most of the particle, fluid, and target material parameters that affect the
erosion process. Unlike any other models that usually investigate the energy dissi-
pated through the impact process, they examined the forces acting on the particle
during the impact process and its relation to the cutting and deformation erosion
mechanisms. The simplified form of this model is introduced as [76]:

ENandak = Dρ0.1875
p d0.5

p V 2.375
p (cos (α))2 (sin (α))0.375 (2.13)

For deformation mechanisms, the model revealed that the exponent of the particle’s
mass is independent on the target material, while the exponents of particle’s impinge-
ment angle, velocity and density depend on the properties of target material. In the
cutting case, the model suggested that the range of the exponent of impingement
velocity is 2-2.75 which is consistent with the experimental findings. Moreover, the
cutting removal also pointed out that erosion rate has little dependence on particle
size [76].

All the listed models are not the only models that have been created in the lit-
erature, but are likely examples of them during the last 15 years. Most of these
models are characterised by the implementation of some empirical constants that
are curve fitted or correlated to attached experimental work [73, 74]. Although some
recent erosion models have good agreements with the experimental tests [73], they
still need to be more quantitatively tested by applying them to more experimental
tests or industrial applications.

The most useful point from the former models [73, 75], is that it is possible to modify
any erosion model parameter to account for the effect of the elevated temperature
if the suitable relation between this parameter and the operating temperature can
be found. This concept has proved promising results in tracking the influence of the
operating temperature on the erosion rate prediction.
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2.4.7 Erosion and CFD

The erosion modelling is categorised by its engagement to the computational fluid
dynamics techniques. The nature of the two phase flow governs the selection process
of the erosion model and how it is implemented into the CFD solver. Multiphase
flows are numerically investigated using two different methods. The first method is
using Lagrangian-Eulerian approach where the suspending fluid is simulated using
Navier-Stokes equations, and the dispersed or the secondary phase is studied by ap-
plying the equation of motion for the solid bodies [77, 63].

The second method utilises the Eulerian-Eulerian approach where the two phases
are treated as two continuum; therefore, it requires applying the effect of the phase
volume fraction for each phase. The first method (L-E) is suitable for investigating
the dilute multiphase flows as they assume no collisions between particles and the
trajectories of every particle can be modelled [64, 78, 66]. On the other hand, dense
flows are studied by using the second method (E-E) because the particle-particle
interaction affects the particles trajectories; thus, the correct impact properties (lo-
cations, velocity and angle of impact) of the particles are very hard to estimate
[79, 80].

2.5 Corrosion in aqueous flow

Briefly, Corrosion is the deteriorate attack of a material by chemical or electrochem-
ical reaction with its environment [81]. In practical applications, the term aqueous
corrosion referred to the corrosion process in aqueous medium. In aqueous medium,
corrosion is an electrochemical process where any reaction consists of two partial
reactions, namely the anodic partial reaction and the cathodic partial reaction. The
electrochemical reaction is characterised by the release of free electrons. As a result
of the electrons release, the metal ions are evolved from the metal surface in contact
with the aqueous solution (electrolyte), and the metal is said to be dissolved. For the
reaction process to complete, it is necessary the two partial reactions are activated
[82].

For example the dissolution of iron in an acidic solution; which is illustrated in Figure
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Figure 2.3: Simple model describing the electrochemical nature of corrosion processes [81].

2.3, is governed by the following overall reaction [81]:

Fe+ 2H+ → Fe2+ +H2 (2.14)

this overall reaction can be divided to the following anodic and cathodic partial
reactions respectively

Fe→ Fe2+ + 2e− (2.15)

and

H+ + 2e− → H2 (2.16)

The corrosion rate is dependent of the electric current that produced from the mi-
gration of the released electron from the anode to the cathode through the metal or
the corrosion circuit. If this current is known, the dissolution rate of one molecule
of corroded metal can be computed by using Faraday Law [8]:

Kc =
RAM ianet
zm F

(2.17)

where (RAM)is the molecular weight of the metal, (ianet) is the partial anodic current
density in [Am−2], (zm)is the number of electrons released or exchanged during the



2.5. Corrosion in aqueous flow 24

dissolution reaction per atom of the dissolved metal, and (F ) is the Faraday number.

A detailed study is taken to understand corrosion process and the parameters that in-
fluence this process in aqueous conditions. In his review, Kritzer [23] classified these
factors according to the target material parameters, and electrolyte parameters. The
electrolyte corrosion determining factors can be summarised as:

(i) Ionic reactions and oxide film stability,

(ii) Temperature.

(iii) Electrolyte pH-value.

(iv) The electrochemical potential and the solubility of gases.

(v) Influence of anions.

while the material corrosion parameters can be listed as:

(i) Alloy composition.

(ii) Heat treatment and surface conditions.

Studying the thermodynamics of the corrosion reactions is fundamental to under-
stand the corrosion process. In the following subsection, a presentation of the ther-
modynamics of the electrochemical corrosion reaction is introduced to illustrate how
these basics are important in corrosion modelling.

2.5.1 Corrosion thermodynamics

Pourbaix [17] constructed the E-pH diagrams for several metals. Pourbaix diagram
is a graphical illustration of the possible corrosion phases or products at equilibrium
for a metal/H2O system at any operating temperature. Some interesting benefits of
these diagrams are [81]:

(i) To estimate whether or not corrosion can occur at certain circumstances (pH,
applied potential, and operating temperature).
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Figure 2.4: E-pH equilibrium diagram for the iron-water system at 25°C [81].

(ii) To identify the corrosion products formed and its nature (pure substances or
soluble ions).

(iii) To predict the environmental changes to reduce the corrosion impact.

Pourbaix diagrams become the bases for many researches in the field of corrosion and
erosion-corrosion. It was an essential tool to construct the erosion-corrosion maps
[83]; which considered one of the best tools to identify the erosion-corrosion regimes
and wear rate. Figure 2.4 illustrates the Pourbaix diagram for (Fe) as an example of
the E-pH diagrams. In the regions between the upper and lower dotted lines (lines a,
b), H2O, H

+, andOH− are stable where in the regions below and above the dotted
line,H2, O2 are stable.

Pourbaix [17] defined three regions of corrosion activities. The immunity region
(dark area) where the corrosion is theoretically impossible from the thermodynamics
point of view, the passivation region (shadowed area) where the oxide products of
the metal are formed, and the active region (white area) where the metallic ions are
released. The figure shows the variation of each region as the concentration of the
soluble species changes from (1− 10−6). It was assumed that no corrosion is taken
place if the concentration of the metal ions is lower than (10−6), but in practical,
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corrosion does occur, but has a negligible rate.

2.5.2 Corrosion kinetics

One fundamental characteristic of the electrode kinetics is the exchange current (Io).
The exchange current is dependent of many variables and cannot be measured. In-
stead, the exchange current is normalised by the interface area between the electrode
and the electrolyte, which is known as the current density and has the unit [Am−2].
According to Butler-Volmer expression, the net current density can be calculated as
[84]:

i = io

[
exp

(
β zm F η

RT

)
− exp

(
− (1− β) zm F η

RT

)]
(2.18)

The term (η) is the over-potential or the polarisation of the reaction. it is defined as
the difference between the resultant or applied potential (Eap), and the equilibrium
potential of the reaction (Erev). There are three types of polarisation and they
are additive; namely: activation polarisation, concentration polarisation, and ohmic
polarisation. They can be expressed as:

ηtotal = ηactive + ηconc + i RΩ (2.19)

Activation polarisation is usually the controlling factor during corrosion in strong
acids. On the other hand, for example, in dilute acids where the active compo-
nent (dissolved oxygen) is at very low levels, the concentration polarisation controls
the corrosion process. If there is a considerable seperation between the anode and
cathodic sites; as in the case of crevise corrosion, the ohmic drop will become an
important part. [81].

2.5.3 Corrosion modelling

There are numerous models in the literature to simulate the corrosion in both ac-
tive and passive metals. In this section, only a brief introduction to some of the
corrosion models found in the literature. Walton et al. [85] introduced a transient
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mathematical and numerical model for crevice corrosion. The model is generalised
and applicable to a variety of metallic and electrolyte systems to simulate crevice
corrosion. The model was compared to previous experimental data and found to be
satisfactory.

Based on the laws of physical chemistry, Botte et al. [86] presented a numerical
simulation approach of iron dissolution in a corrosion process. The proposed model
describes the development of the corrosion current and the concentration of each
ionic species involved in the redox reactions, then it allows the evaluation of the
corrosion rate of a sample. The drawback of this model is represented; as stated by
the authors [86], by the discredited system of equations whose numerical solution is
quite demanding, partly due to the exponential behaviour of the boundary values.

Recently, Guo et al. [87] proved experimentally that corrosion-enhanced erosion
may occur as a result of corrosion-induced surface hardness degradation. As a con-
sequence, reduction of the resistance of materials against erosion is experienced.
Based on these findings, a correlation model was developed to predict the rate of
corrosion-enhanced erosion of the anodic current density, as follows [88]:

∆Ke

Keo

= Z log

(
i

ith

)
(2.20)

where (ith) is the threshold anodic current density to cause the corrosion-enhanced
erosion and (Z) is a constant. Correlating the above equation with the theoretical
models of mechanical erosion enables prediction of the erosion behaviour of metals
in corrosive slurries. Lu et al. [89] hinted that this model can be used in predicting
the erosion-enhanced corrosion (additive effect), even accurately, by taking the effect
of corrosion-enhanced erosion into account.

2.6 Erosion-corrosion

The American Society for Testing of Materials (ASTM) defines erosion-corrosion as:
“ the synergistic process; involving both erosion and corrosion, in which one process
is affected by the simultaneous action of the other”. This synergism may be positive;
in this case, the wear rate is highly accelerated. In some other cases; it has a neg-
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ative sign, in which the wear is decelerated. Stack et al. [1, 90] observed negative
synergism in their researches, which may occur in the erosion-corrosion process at
elevated temperature [1]. Because of its very complicated nature, the interaction be-
tween the erosion and corrosion process has been investigated by many researchers
and the erosion-corrosion theory has several scientific description and identifications
[91, 92, 93].

The erosion-corrosion mechanisms are classified according to the interaction between
the erosion and corrosion process as follows [1]:

(i) The additive effect: which refers to the erosion enhancement of the corrosion
rate during the wear process.

(ii) The synergistic effect: which represents the contribution of corrosion process
on the erosion rate.

(iii) The antagonistic effect: in which the corrosion obstructs the erosion process.

Mathematically, this can be represented by the total wear rate equation below [36]:

Kce = Keo +Kco + ∆Kec (2.21)

where (Kce) is the total wear rate, (Keo) is the pure erosion rate in the absence of
any corrosion, (Kco) is the pure corrosion rate in the absence of erosion, and (∆Kce)

represents the overall interaction between the two processes, which can be given by:

∆Kce = ∆Kc + ∆Ke (2.22)

where (∆Kc) is the additive effect in which the erosion process enhances the corrosion
process, and (∆Ke) is the synergistic effect by which the corrosion contributes to the
erosion process. From these distinct types of erosion-corrosion mechanisms, Stack et
al. [94, 1] identified the erosion-corrosion regimes boundaries as follows:

ErosionDominated :
Kc

Ke

< 0.1 (2.23)

Erosion− corrosion : 0.1 ≤ Kc

Ke

< 1 (2.24)
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Corrosion− erosion : 1 ≤ Kc

Ke

< 10 (2.25)

Corrosion dominated :
Kc

Ke

≥ 10 (2.26)

The aim of this section is to provide a brief review of the literature available on the
erosion-corrosion interaction. The basic advances in monitoring this effect are intro-
duced, and the science contributions that have been made specifically in analysing
the additive and synergistic effects are interviewed.

2.6.1 The additive effect

The additive effect is the term that describes the process of erosion accelerated cor-
rosion and has been studied widely in the past. As a result, number of synopsis have
been presumed. Wang and Postlethwaite [95] used the low Reynolds number (k − ε)
turbulence mode1 to investigate the effect of mass transfer on corrosion rate. The
surface concentration of dissolved metal ions decreases with rising Reynolds number
and increases when the corrosion is active controlled. In case of the concentration
controlled corrosion, however, the surface concentration of dissolved metal ions and
surface pH do not vary with Reynolds number. The Reynolds number is an impor-
tant parameter in any fluid flow and is used as a scale for the fluid flow turbulence.
On this spot, the conclusion that the corrosion is strongly related proportionally to
the turbulence level and shear stress of the fluid flow.

Erosion enhanced corrosion for carbon steel was also analysed by using Mott-Schottky
analysis and the point defect model (PDM) by Guo et al. [96]. They found that
although the polarisation curves suggested that carbon steel showed comparable
passive behaviour in solutions with different solutions concentrations, the erosion-
enhanced corrosion resistance increases with solution concentration significantly.

In a recent study, Liu et al. [97] investigated the effect of the flow enhanced cor-
rosion of carbon steel in seawater flow. On driving a corrosion model for laminar
and turbulent flow cases, they found that the corrosion rate is strongly dependent
on the oxygen concentration, fluid velocity, and the corrosiveness of the seawater.
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A direct proportionality of the corrosion rate with wall shear stress, mass transfer
coefficient was made [97]. However, in the case where a cathodic protection current
is implemented to the carbon steel specimens, the damage rates of the carbon steel
decreased substantially and the degree of cathodic protection of carbon steel flow
enhanced corrosion at velocity range from 0-18 [ms−1] was greater than 95% [97].

Stack et al. [94, 12] stated that the additive effect and the synergistic effect appear-
ance in an erosion-corrosion system depends on the erosion parameters; specifically
the velocity of the slurry, and the corrosion parameters (potential). In addition, they
can occur in both the active and passive conditions.

The continuous removal of passive layer was found the result of 15-42 % of the
total wear rate at different impact angle for Co-steel alloys [92]. In a recent study,
Niu et al. [98] studied the synergistic effects of fluid flow and sand particles on
erosion–corrosion of 3003 aluminium (Al) alloy in ethylene glycol–water solution to
simulate the automotive engine coolant through a rotating disk electrode by electro-
chemical measurements. It was apparent from their experimental results; when the
sand particles were added, that there was a competition between the electrode oxi-
dation and de-stabilisation, which means the exposure of fresh (oxide-free) surface;
leading to increased corrosion.

2.6.2 The synergistic and antagonistic effect

In the literature, there are some postulations of the mechanisms by which corrosion
may enhance the erosion rate. Postlethwaite [99] suggested an increase in the ero-
sion rate due to the surface roughening during the corrosion process. In addition to
the surface roughness effect, Matsumara et al. [100] also suggested that erosion is
accelerated by corrosion through the removal of the passive film by particle impact,
followed by dissolution of the surface, leading to the elimination of the work-hardened
layer.

Li et al. [101] disagreed with Matsumara’s work-hardening theory; based on his
experimental results, and proposed another mechanism for the effect of corrosion on
slurry erosion, in which localised attack at interruptions of the surface oxide (caused
by the particle impacts) induces the rate of crack growth by which the flakes sep-
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arated and results in a higher erosion rate. Lu et al. [88] proved experimentally
that the rate of material loss produced by the corrosion enhanced erosion increases
with anodic current density while the pure mechanical erosion rate increases with
decreasing hardness, indicating that the hardness degradation caused by the anodic
dissolution is a synergistic mechanism in slurry erosion process.

Stack et al. [94] reported that there is a small effect of the corrosion induced ero-
sion at the transition potential between active and passive corrosion regions in mild
steel. Later, the same group [102] explained this observation as environment induced
fracture process. It is accepted; in some cases, that the synergistic effect is a small
amount which can be safely excluded from the total erosion-corrosion wastage[83, 8].

In contrast to their findings, but using in-situ, localised, electrochemical experi-
mental conditions,Malka et al. [2] observed that the dominant process was the effect
of corrosion on erosion in the total synergistic contribution of the wear process.
However, Addis [103] doubted Malka’s results and repeated his experimental work
when he found that under the same conditions there was no significant synergy and
the summation of pure erosion and pure corrosion weight loss rate was equal to
the erosion-corrosion weight loss rate. He suggested that an inhibition might be pre-
sented in Malka’s system [2], which led to significant synergy that developed between
erosion and corrosion.

In other point of view, the synergistic effect was reported in some publications as a
negative value. Li et al. [101] observed negative synergistic effect in Na2CO3 slurry
(equivalent pH=11.7) except at intermediate impact angles for pure Aluminium tar-
get material. This was contrary to the same experiments made by slurry with pH=
4.4 and 7; where the synergistic effect was positive. The negative sign of synergistic
effect can be refered to two possible mechanisms:

(i) The increase in solubility of Al2O3, compared with that in lower pH (acidic)
slurries would remove the tendency for passivation and the whole surface disso-
lution would occur, leading to blunting of the crack tips by lateral dissolution,
and thus hindering the crack spreading.

(ii) The possibility that the silica erodent particles used in their experiments suf-
fered some dissolution and hence were blunted and its erosion efficiency is
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reduced.

It is acknowledged that the synergistic effect is very important and can not be ne-
glected in some circumstances where severe corrosion experienced. In these cases,
the synergistic effect must be considered as a main factor in the erosion-corrosion
process.

2.6.3 Erosion-corrosion modelling

Erosion-corrosion modelling is found very difficult because of its complexity and num-
ber of factors ivolved in the erosion-corrosion process [104]. Furthermore, erosion-
corrosion modelling was always subjected to specific applied conditions, and assump-
tions. Therefore, there were few modelling methods in the literature where they are
all based on the combination between the erosion modelling, and corrosion modelling
in some way or another. The erosion-corrosion modelling techniques were different
as the research groups evolved these techniques are [105, 8, 106, 6]. Accordingly,
in monitoring these techniques, the erosion-corrosion modelling were referred to the
scientific groups who investigated and developed these models.

The model derived by Nesic and Postlethwaite [105] studied the concentration con-
trolled corrosion. the model were developed by relating the corrosion rate to the
mass transfer of dissolved oxygen through the turbulent boundary layer by using the
following correlation:

Kc = 4923 cOb

(
DO2

dpipe

)
Re0.86 Sc0.33 (2.27)

where (cOb) is the oxygen concentration at the bulk flow, and (DO2) is the diffusion
coefficient for oxygen in the liquid (usually water). Later, Keating and Nesic [107]
investigated the erosion-corrosion wear by using a numerical particle-tracking code
in a commercially CFD software (PHOENICS) to predict erosion, and the same cor-
rosion model of Nesic [108] in calculating the corrosion rate assuming concentration
controlled flow in a 180o rectangular cross sectional pipe bend:

Kc =
2 km cObRAM

ρt
86400× 365× 103 (2.28)
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The same corrosion model was used recently by Davis and Frawley [37] who re-
simulate the experimental work of Postlethwaite [105] of a sudden expansion piping
flow. By modification of the above equation, they indicated that in order to predict
erosion-corrosion in practical geometries successfully, the computational mesh must
be Sherwood number independent.

The models that have been developed by this group were derived for erosion-corrosion
in the disturbed two phase flow and was subjected to these applications. Although
disturbed internal two phase flow have a wide range of applications, these models are
not suitable for identifying the erosion-corrosion regimes or erosion-corrosion mech-
anisms. They are suitable of determining the erosion-corrosion total wear rate.

Bozzini et al. [3] proposed a corrosion model to simulate the synergistic and ad-
ditive effects using CFD. This model is suitable for evaluating both for passivating
and actively corroding materials. The so called recovering target model states that
each particle impact gives a rise in corrosion current density. This was in agree-
ment with the observation made earlier by Burstein and Sasaki [109] who studied
the electrochemical transients generated during solid particle erosion–corrosion. It
was observed when a particle impacts a target material surface there is an increase
in the current transient, accompanied with the removal of oxide film on the target
material surface. Since not all the sample’s area on the metal surface is affected
by the particle impact, the effective corrosion current density at a given electrode
potential is given by [3]:

icorr = fa ia + (1− fa) iu (2.29)

where (ia and iu) are the affected and unaffected corrosion current density (referred
unaffected and the affected areas) respectively, and (fa) is the coefficient of the
mechanically affected corrosion component of the synergistic damage which can be
obtained by

fa = I Aa τ (2.30)

where (I) is the impact frequency, (Aa) is the affected area, and (τ) is the recov-
ery time. This model was implemented later to a generalised semi-empirical model
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to predict erosion–corrosion [110, 6]. The disadvantage of semi-empirical models is
that they are dependent of specific empirical parameters, which must be determined
experimentally according to the operating conditions and materials used.

Starting from the idea that erosion-corrosion process is dependent on the applied
condition, Stack et al. [12, 83, 111, 8] developed a new technique based on graph-
ically relates the erosion-corrosion rate to the parameters influencing the erosion
and corrosion processes. One parameter affects corrosion in the x-axis is plotted to
another that affects erosion in the y-axis. By this method, it was able to identify
the erosion-corrosion regimes and wastage boundaries and monitor the influence of
every parameter in the erosion-corrosion process. Furthermore, Stack et al. [111, 8]
suggested that these maps can be used for material optimisation and selection in the
design stage of any application.

In addition, these maps can be theoretically constructed as well as experimentally
using the available experimental data [16, 112]. In its modelling versions, Stack used
various models available for pure erosion, while using the Butler-Volmer equation to
calculate the pure corrosion rate with ignoring the additive and synergistic effects in
the active corrosion conditions. In passive corrosion conditions, the additive effect
is accounted for. Stack developed four types of erosion-corrosion maps, namely: the
regime maps, wastage maps, material selection maps and synergism maps. Various
parameters were investigated using these maps to evaluate the effect of these param-
eters on the erosion-corrosion process [84, 113] and [91, 104].

However, a limitation of the erosion-corrosion maps application to erosion-corrosion
in flowing conditions is that they do not incorporate any fluid flow parameters [20].
This is in contrast with the fact that the erosion-corrosion process is influenced by
the combined effect of all erosion, corrosion, fluid flow parameters simultaneously
[19]. In studies of erosion–corrosion, there are no models available which attempt to
combine the effects of particle erosion, corrosion and fluid flow with mapping tribo-
corrosion methodologies. This has limited the characterisation of tribo-corrosion
phenomena in real life environments to date.

In addition, the erosion-corrosion mapping techniques are not able to map some
parameters that affect the erosion and corrosion processes at the same time like the
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effect of elevated temperature. The 2D erosion-corrosion maps were constructed on
the basic concept of referring the erosion-corrosion regimes and wastage boundaries
to one parameter affecting the erosion rate, and another affecting the corrosion rate
[19]. Since the temperature affecting both erosion and corrosion rates, it is not pos-
sible to build temperature based maps explicitly.

Although the 2D erosion-corrosion maps are particularly useful tools in the design
stage for an application to predict the most optimised operating conditions for ev-
ery parameter affecting the erosion-corrosion process or in material selection [20],
these maps are not practical in the design enhancement or service stages. In these
stages, the need for a tool to predict the combined effect of the erosion, corrosion
and fluid flow parameters is preferred. This has also limited the applicability of the
2D erosion-corrosion maps to cover a wide range of applications in realistic service
life period.

2.7 Thesis objective and layout

According to the previous literature study, a list of conclusions can be summarised
as follows:

(i) Erosion models vary significantly according to the application under investi-
gation. For slurry flows with velocities lower than 10 [ms−1] and adiabatic
erosion process, the second model of Sundararajan was found suitable.

(ii) Active corrosion modelling depends on the Butler-Volmer formulation in calcu-
lating the dissolution rate. If active controlled-corrosion is assumed, the effect
of mass flow rate of the electrolyte is very small and is assumed to be ignored.

(iii) The additive effect is very important in passivation environment in the erosion-
corrosion process, while in the active corrosive environments, the synergistic
effect can be ignored.

(iv) A model for calculating the additive effect for oblique impacts is important for
erosion-corrosion maps developing.
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(v) The 2D erosion-corrosion maps are not able to monitor the integrated effect of
all the parameters influencing the erosion-corrosion process, nor can monitor
the effect of some factors that influence both erosion and corrosion processes at
the same time. It can not also be used in the service stage of any application.

The objective of this thesis is to provide a new tool for constructing a new types of
erosion-corrosion maps that are capable of:

(i) Including the fluid flowing conditions and parameters that influence the erosion-
corrosion process.

(ii) Monitoring the combined effect of all the parameters influencing the erosion-
corrosion process. Hence, they can be used in the service life stage of any
industrial application.

(iii) Identifying the effect of the parameters that influence both the erosion and
corrosion processes.

On achieving these goals, a new methodology is proposed based on combining the
concept of the erosion-corrosion mapping and the CFD techniques, to construct
the erosion-corrosion maps on the surfaces of the real application. In other words,
extending the erosion-corrosion maps from the limited 2-dimensional maps to what is
so called “3D erosion-corrosion maps”. A case study was chosen from the literature;
namely a 90o pipe bend, to simulate the slurry flow within. The CFD simulation
and validation is introduced in the next chapter (chapter 3). The methodology is
explained in chapter 4 at standard room temperature or nominal condition for a
range of pure materials. The effect of the elevated temperature in the 2D and 3D
erosion-corrosion maps is investigated for (Fe) as an example of the parameters that
influence both erosion and corrosion process in chapter 5. The conclusions and future
directions are introduced in chapter 6.



Chapter 3

CFD SIMULATION AND
VALIDATION

37
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3.1 Introduction

Many engineering applications, such as the oil and gas offshore wells and power
plants stations involve the transportation of fluid; mostly slurries, which contain two
or multiphase flows [114]. Even smaller scale applications such as cooling systems
in the internal combustion engines and generators used in the power plants, they in-
volve the transportation of the sea water which is usually mixed with sand particles
into a net of piping systems. These piping systems are exposed to severe attack of
the sand particles as well as the corrosive media of the suspending fluid.

The prediction of erosion-corrosion wear enables us to evaluate the service life of
the application under investigation, and areas where severe wear rates occur. Ex-
perimental investigation techniques are very useful tool to quantify the erosion and
corrosion rates. However, it still a time and cost consuming. Computational Fluid
Dynamics (CFD) instead becomes important to tackle erosion problems because of it
economically can predict the erosion rates in real fluid flow applications. The CFD
erosion prediction procedure has three major steps: flow modelling step, particle
tracking step, and erosion prediction step [114].

Considerable efforts have been carried out by investigators to study the erosion prob-
lems and many erosion prediction models have been developed. On the other hand,
few attempts have been taken to simulate the erosion-corrosion using CFD. Keating
and Nesic [107] used the CFD simulation to study the erosion– corrosion problems
in U-bends, assuming oxygen or mass transfer controlled corrosion. Bozzini et al. [3]
also proposed a numerical simulation methodology of erosion–corrosion in four-phase
flows comprising two immiscible liquids, gas and particulate solid, in a pipe bend flow.

The purpose of this chapter is to select an application to develop the 3D erosion-
corrosion maps on its surfaces. The application must be then well known and numer-
ically and experimentally validated in the literature. Moreover, it must have been
investigated before regards to erosion rates prediction numerically and experimen-
tally. Elbow pipebend slurry flow was investigated extensively by several authors. It
has been investigated by Enayet et al. [115, 116] using the “Laser Doppler Velocime-
ter” measurement technique (LDV) which gives high accurate measurements for fluid
flow. Therefore, this publication was referenced by several investigators, to validate
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their experimental [117] or numerical simulation of erosion works [31]. Wood et al.
[71, 72] also studied the erosion rate prediction in elbow pipe bend slurry flow and
validated their erosion simulation by their own experimental work.

Based on this introduction; and following the CFD erosion prediction procedure
of [114], the simulation work in this study will involve the following steps:

(i) The fluid flow in 90o pipe bend is simulated based on the experimental and
numerical work of [115] and [31] respectively.

(ii) The erosion simulation will be validated by the work of Wood et al. [71, 72].

3.2 Modelling description

The simulation commenced here is divided to three stages as mentioned above:

(i) Fluid flow modelling and validation. In this stage, an evaluation of the tur-
bulence model and mesh carried out by comparing the numerical results with
the experimental work of Enayet et al. [115]. The elbow pipe and fluid flow
configuration used by [115] is simulated in this stage.

(ii) Erosion prediction using the available erosion models and validation. In this
stage, the validated mesh and turbulence model in the first stage will be used
to simulate the elbow pipe configuration and erosion rate are compared to the
experimental work done by Wood et al. [71, 72].

In a recent study, Wang and Shirazi [118] used the same technique above to validate
a CFD based mass transfer coefficient model in elbows as a function of its (Rc/D)

ratio. The same validation methodology was also used by Edwards et al. [31], who
validate the fluid flow scheme using Enayet experimental work, and the erosion pre-
diction using Eyler work [30].

The simulation presented in this study is carried out using the commercial software
FLUENT [119]. FLUENT is a finite volume software that can simulate a variety
of fluid flow under several operating conditions. The following subsection will out-
line the governing equations for the fluid flow, followed by another subsection that
describe the equations governs the particle motion.
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3.2.1 Fluid flow modelling

Numerical 3D predictions have been carried out with the FLUENT V6.3 using the
standard k − ε model for turbulence. For steady, incompressible and viscous fluid
flow; Navier-Stokes equations for the continuity and momentum are solved. The
continuity equation is given as [119]:

∇ ·
(
~V
)

= 0 (3.1)

while the momentum conservation equations can be described in tensor form as [119]:

∇ ·
(
ρ ~V ~V

)
= −∇p+∇ ·

(
=
τ
)

+ ρ g (3.2)

where (p) is the static pressure, (ρ g) is the gravitational body force, and
(

=
τ
)
is the

stress tensor which may be expressed as [119]:

=
τ = µ

[(
∇~V +∇~V T

)]
(3.3)

where (µ) is the molecular viscosity, (I) is the unit tensor. The standard k− ε model
with standard wall function and zero roughness proposed by Launder and Spalding
[120] is used for turbulence modelling for its robustness, economy, and reasonable
accuracy. The transport equation for the turbulence kinetic energy (k) is given as
[119]:

∂

∂xi
(ρ k ui) =

∂

∂xj

[(
µ+

µt
σk

)
∂k

∂xj

]
+Gk +Gb − ρε (3.4)

∂

∂xi
(ρ ε ui) =

∂

∂xj

[(
µ+

µt
σε

)
∂ε

∂xj

]
+ C1ε

ε

k
(Gk + C3εGb)− C2ε ρ

ε2

k
(3.5)

, and (µt) is the turbulent or eddy viscosity and is calculated as [119]:

µt = ρCµ
k2

ε
(3.6)

where (Gk) represents the production of turbulence kinetic energy due to the mean
velocity gradients, (Gb) is the production of turbulence kinetic energy due to buoy-
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Table 3.1: The closure coefficients of the k − ε turbulence model [119].

σk σε Cε1 Cε2 Cµ

1.0 1.3 1.44 1.92 0.09

ancy, σk, and σε are the turbulent Prandtl numbers for k and ε respectively, and
(Cε1, Cε2, andCµ) are constants listed in table 3.1 [119]. The constant (Cε3 = 1) for
buoyant shear layers which the main flow direction is aligned with the direction of
gravity, while has a zero value for buoyant shear layers that are perpendicular to the
gravitational vector. The simulation commenced in this study uses a standard wall
function for near wall treatment [120].

The turbulent kinetic energy at the wall boundaries are characterised by the fol-
lowing equation:

∂k

∂n
= 0 (3.7)

where n is a normal vector to the wall. The dissipation rate can be then calculated
after as:

ε =
C

3/4
µ k3/2

κ y
(3.8)

where y is the distance to the wall.

To validate the turbulence model and mesh used in this study, the experimental
work of Enayet et al. [115] is simulated here with the same physical configuration.
The results were compared to the experiments to select the best mesh that gives the
minimum deviation from the experimental data. Figure 3.1 illustrates the physical
dimensions of the elbow pipe used in [115], while table 3.2 lists the flow conditions
for the simulation.
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Figure 3.1: A schematic drawing of the case study by Enayet et al. [115].

Table 3.2: Flow conditions for Enayet et al. [115].

Parameter Value [SI]
Pipe diameter, D 0.048 [m]

elbow bend ratio, Rc/D 2.8
Fluid bulk velocity, V 0.92 [ms−1]
Kinematic viscosity, ν 1.027 [m2 s−1]
Reynolds number, Re 43000
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3.2.2 Particle tracking and erosion simulation

The dispersed secondary phase (solid particles) is simulated using the Discrete Phase
Model (DPM) in FLUENT. It is based on tracking the trajectory of every particle
ingested from the inlet surface following the Eulerian-Lagrangian approach, where
the fluid phase is treated as a continuum by solving the Navier-Stokes equations in
the previous section. Assuming one way coupling, FLUENT predicts the trajectory
of each particle by integrating the Lagrangian equation of motion for a particle
suspended by the fluid flow which may be represented as [119]:

d ~Vp
dt

= FD

(
~V − ~Vp

)
+
~g (ρp − ρ)

ρp
(3.9)

The first term in the right hand side represents the drag force exerted on the surface
of the particle per unit mass, while the second term represents the body force on
particle per unit mass due to the gravitational effect. (FD) is given as [119]:

FD =
18µ

ρp d2
p

CD Rep
24

(3.10)

Here,
(
~V
)
is the fluid phase velocity,

(
~Vp

)
is the particle velocity, (µ) is the molecular

viscosity of the fluid, (ρ) is the fluid density, (ρp) is the density of the particle, and
(dp) is the particle diameter. (Re) is the relative Reynolds number, which is defined
as [119]:

Rep =
ρ dp |Vp − V |

µ
(3.11)

The drag coefficient (CD) is calculated according to [121] in the following piece-wise
continuous formulae for spherical particles

CD = 24Re−1
p 0 < Rep ≤ 0.1 (3.12)

CD = 22.73Re−1
p + 0.903Re−2

p + 3.69 0.1 < Rep ≤ 1 (3.13)

CD = 38.8Re−1
p − 12.65Re−2

p + 0.36 1 < Rep ≤ 10 (3.14)
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CD = 46.5Re−1
p − 116.667Re−2

p + 0.61667 10 < Rep ≤ 100 (3.15)

CD = 98.33Re−1
p − 2778Re−2

p + 0.3644 100 < Rep ≤ 1000 (3.16)

CD = 148.67Re−1
p − 47500Re−2

p + 0.35713 1000 < Rep ≤ 5000 (3.17)

The erosion rate prediction is based on the accurate estimation of the particle tra-
jectories and where the particle is hitting the target surface. Forder et al. [48]
introduced the parallel and perpendicular coefficient of restitution as a polynomial
function of the impact angle respectively for steel as [48]:

eper = 0.988− 0.78α + 0.19α2 − 0.024α3 + 0.0027α4 (3.18)

epar = 1− 0.78α + 0.84α2 − 0.21α3 + 0.028 (3.19)

A 90o horizontal pipe bend with bore diameter of 0.078 [m] and (Rc/D) ratio of
1.2 is simulated as in [71]. Figure 3.2 shows a schematic drawing for the pipe and
its dimension. The liquid phase is water with standard properties for water at
room temperature. The material of the pipe is also chosen as stainless steel SS 304.
Straight pipe extensions from both sides of the elbow were added with length of 0.2
[m]. The solid phase density was chosen equal to alumina particles with value = 2670
[kg m−3] and with a uniform size set to 1.0 [mm]. Both liquid and solid phase inlet
velocity was set to a uniform velocity value equal to 3.0 [ms−1]. The parameters of
the Forder erosion model that used by [71] are summarised in table 3.3.

3.2.3 Grid generation

For the standard k − ε model, the grid was constructed in a way that the y+ value
for the first grid point near to the wall was in the range of 30-100. According
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Figure 3.2: Schematic configuration of the pipe bend physical domain [71].

Table 3.3: Parameters values used in Forder erosion model by [71].

Parameters Value

Volume flow rate, Qv
[
m3 s−1

]
0.01

Pipe bore, D [m] 0.078

Particle density, ρp
[
kgm−3

]
2670

Roundness factor, Rf 0.5

Plastic flow stress, σ [Pa] 1× 109

Yield stress of target material, Y [Pa] 3.2× 108

Target material density, ρt
[
kgm−3

]
7850

Target Poisson ratio, qt 0.3

Particle Poisson ratio, qp 0.23

Particle Young’s modulus, Ep [Pa] 5.9× 1010

Target Young’s modulus, Et [Pa] 2.07× 1011

Deformation erosion factor, Ef
[
J m−3

]
1.9× 1010

Particle radius, rp [µm] 500

velocity ratio exponent, n 2..54

Particle velocity on entry, Vp
[
ms−1

]
3.0

Particle mass, mp [kg] 1.4× 10−6
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to FLUENT manual [119], there is no methodology to calculate the near-wall first
node distance accurately prior to the simulation. On the other hand, the guide for
evaluating the near-wall node distance (yn1) value is dependent of the wall shear
stress. The calculation begins by estimating the skin friction coefficient

(
Cf

)
from

the following empirical correlation for flow in a duct [119]:

Cf ≈
0.078

Re0.25
(3.20)

then calculating the friction velocity (Uτ ) as[119]:

Uτ = Ub

√
Cf

2
(3.21)

for standard wall function, (y+) must lie between 30-100 to avoid the buffer sublayer.
Thus, (yn1) can be estimated by using the following formula [119]:

yn1 =
y+ ν

Uτ
(3.22)

Another approach is also proposed by Glockner and Naterer [122] to evaluate the
friction velocity as a function of dimensionless distance from wall (y+) as follows
[122]:

U+ =
1

κ
ln
(
1 + κ y+

)
+ 7.8

[
1− exp

(
−y+

11

)
− y+

11
exp

(
−y+

3

)]
(3.23)

where (κ) is the Von Karman constant = 0.41. Then, getting Uτ from

Uτ =
Ub
U+

(3.24)

where (Ub) is the fluid bulk velocity. Then, equation 3.22 can be used for (yn1) eval-
uation.

It is worth noting that these methods are only guidance for estimating the first
node to the wall distance order of magnitude, and the mesh must be evaluated
for the fluid flow accuracy against experimental or pre-approved numerical results.
Therefore, for this turbulence model, a grid refinement study was performed using
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Table 3.4: Comparison between the first node-to-wall distance evaluation methods

Case study Parameter FLUENT [119] Glockner and Naterer [122] mesh

name and

size

Enayet et al.[115] y+ 30-100 30-100 name=size

Uτ
[
ms−1

]
0.048 0.068-0.054 A1=1.0

Re 43000 - B1=1.2

yn1 [mm] 0.64-2.15 0.45-1.89 C1=1.4

Wood et al.[71] y+ 30-100 30-100 name=size

Uτ
[
ms−1

]
2.244× 10−4 0.22-0.314 A2=0.6

Re 2.328× 105 - B2=0.8

yn1 [mm] 0.134-0.45 0.09-0.3 C2=1.0

Table 3.5: Grid configuration for both case studies [71, 115].

Configuration Enayet case study [115] Wood case study [71]

First node-to-wall distance 1.0, 1.2, 1.4 mm 0.6, 0.8, 1.0 mm

Number of nodes in radial direction 72 40

Number of nodes in pipe axis direction 300 120

Number of nodes on the inlet surface 1163, 1153, 1149 1849, 1655, 1539

Total number of nodes 361200, 358190, 356986 228690, 205216, 191180

the standard k − ε model. This is done by increasing the first node distance near
to the wall (yn1) from 1.0-1.4 [mm] with 0.2 [mm] increment in the case of Enayet
work comparison (mesh A1, B1, and C1 respectively). In the case study of Wood et
al., the (yn1) values varied from 0.6-1.0 [mm] with the same increment step (mesh
A2, B2, and C2 respectively).

The solutions at zero horizontal level for the velocity profiles at cross-sections with
angles (30o and 75o) of the elbow bend, and at a distance

(
x
D

= 1
)
after the bend

were investigated in order to choose the best mesh for the rest of the study. Table
3.4 compares between the two methods and the chosen grid distance investigated for
both cases under study while table 3.5 lists the mesh configuration for both cases
(Enayet and Wood).
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3.2.4 Discretisation method

FLUENT solves the governing integral equations for the conservation of mass and
momentum using the pressure-based solver method and turbulence. A control-
volume-based technique is used that consists of [119]:

(i) Division of the domain into discrete control volumes using a computational
grid.

(ii) Integration of the governing equations on the individual control volumes to
construct algebraic equations for the discrete dependent variables such as ve-
locities, pressure, and other conserved scalars.

(iii) Linearization of the discritized equations and solution of the resultant linear
equation system to yield updated values of the dependent variables.

The pressure-based solver uses the pressure correction technique which satisfy the
constraint of mass conservation (continuity) of the velocity field by solving a pressure
correction equation. Since the governing equations are nonlinear and are coupled to
one another, the solution process involves several iterations until the solution con-
verges [119].

FLUENT uses a control-volume-based method to convert the scalar transport equa-
tions to algebraic equations that can be solved numerically. The governing equa-
tions for the fluid flow are divided into two sections, namely: the convection term
which is discritised here in this study using the second order upwind technique and
the diffusion term which is discritised using central-differenced second-order scheme
[119]. The gradient of any variable is computed using the Least Squares Cell-Based
method [119]. The convergence criteria were chosen so that the difference between
the fluid mass flow rate at the inlet and the outlet is neglected (in the order of
1.0 × 10−5 [kg s−1] at least. The convergence residuals for continuity, velosity com-
ponents and turbulence parameters were chosen to be lower than 0.001.

3.3 Results

All simulations were executed using a PC with windows XP operating system, In-
tel Core 2 Duo CPU 6600, with 2.4GHz and 3GB Ram memory. All simulations
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Figure 3.3: Cross-sections positions used for the validation

converged after from 120-170 iterations. Appendix B lists all the simulation config-
urations and preferences.

3.3.1 Fluid flow validation and results

To investigate the fluid flow results and in order to verify the flow modelling capa-
bilities, several comparisons between predicted velocity profiles with experimental
data at various locations inside the elbow were commensed. Figure 3.3 shows the
positions of the zero horizontal (i.e. at y-coordinate=0.0) cross-sectional at bend
angle 30o (line A-A), bend angle 75o (line B-B), and at downstream position x = D

(line C-C) that will be considered for the comparison of the numerical results in this
study with the experimental results for Enayet et al [115].

Figure 3.4(a-c) shows the predictions and comparison with the experimental results
where the velocity has been normalised with respect to the average bulk velocity of
0.92 [ms−1] and is plotted against the dimensionless distance from the inside wall
(h/R) for line A, B and C respectively. In general, a good agreement with the ex-
perimental results is achieved specially in the outer surface regions (at h/R = 2) for
all values of yn1, with a consistency between the results related to y=1.2 and y= 1.4
mm in every cross-sectional position, which indicates that these two grids produced
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are capable of capturing the fluid flow properties. The results also recorded better
accuracy than those made by Edwards et al. [31], specially in the region of the inner
wall of the bend (at h/R = 0), where the CFD results indicates poorer agreement
with the experimental data.

With the same trend and at the same positions, the CFD results in the second case
study are illustrated in Figure 3.5 (a-c). The velocity has been normalised to the
average bulk velocity of 3.0 [ms−1] and is plotted against the dimensionless distance
from the inside wall (h/R = 0) to the outside wall (h/R = 2). The same behaviour
was found for the grids at y=0.8, 1.0[mm] which are consistent to each other, indi-
cating the good performance for both grids.

To demonstrate the y+ value all over the outer surface, which expected to receive
more erosion rate than the inner surface, Figure 3.6 shows the contours of y+ profile
on the outer surface at yn1 =0.6, 0.8, and 1.0 mm respectively. The results show
lower than 30 values in the case at yn1 = 0.6 [mm], Figure 3.6(a); which an indica-
tion of the poor quality of this grid from the turbulence parameters capturing point
of view.

3.3.2 Erosion rates validation and predictions

After the grid evaluation for fluid flow accuracy, the erosion rate can be predicted
by ingesting a sample of the solid particles into the fluid flow domain from the inlet
boundary. The solid particle sample must have the same mass flow rate of the solid
phase in the physical domain and should be distributed uniformly across the inlet
plane. A sample of 1655 particles were ingested to the second case study with grid
size near-to-wall = 0.8 [mm]. Each particle will represent a portion of the total mass
flow rate, which is defined as the stream mass flow rate and it is automatically as-
signed by the FLUENT software for every stream. The particle size was set to 1.00
[mm].

To validate the erosion rate predictions in this study, results were compared to the
original numerical and experimental work by [71]. The erosion rates were computed
using different erosion models including the Forder erosion rate that was used in [71].
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(a)

(b)

(c)

Figure 3.4: Comparison between the experimental results by Enayet et al. [115] and computation
results for different first node near-to-wall distance values (yn1) at cross-sectional positions: (a)
A-A. (b) B-B. (c) C-C. (errors taken as ± 5%).
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(a)

(b)

(c)

Figure 3.5: The velocity profile for different first node near-to-wall distance (yn1) values at cross-
sectional positions: (a) A-A. (b) B-B. (c) C-C.
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(a)

(b)

(c)

Figure 3.6: The contours of y+ profiles on the outer surface first node near-to-wall distance (yn1)
values: (a) 0.6 (mesh A2) (b) 0.8 (mesh B2). (c) 1.0 mm (mesh C2).
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Figure 3.7: Prediction of various erosion models and comparison with experimental results in
Wood et al. [71].
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Figure 3.8: Erosion rates contours on the outer surface predicted by (DPM) Discrete Particle
Method using Sundararajan second model [54].

Figure 3.9: Impact frequency by (DPM) Discrete Particle Method.

Figure 3.7 indicates the various predictions of the erosion models and it can be seen
that there are similarities between the erosion rates calculated and evaluated in the
original work when the values in the earlier study were used. It is also noticed that
there is an excellent consistency with the Forder erosion model with the Sundarara-
jan erosion model, and hence this was a useful calibration exercise, to validate the
erosion prediction.

The erosion rate predictions using the second model of Sundararajan on real outer
surface are indicated in Figure 3.8 where the highest erosion rates were observed at
the bend of the pipe. Analysis of the impact frequency; Figure 3.9 and the impact
velocity profile; Figure 3.10 indicates the area around the bend experienced the high-
est impact frequency and velocities. These figures illustrate the impact locations and
impact severity can be estimated by superimposing the impact frequency contours
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Figure 3.10: Average impact velocity distribution on the surface of the elbow-pipe.

Figure 3.11: Superimposing impact frequency contours on the impact velocity contours reveals
the wear levels.

into the impact velocity ones to indicate the regions of low, medium, and high wear
on the outer surface of the pipe, Figure 3.11.

3.4 Discussion

The basic and essential rule in CFD simulation is to check the accuracy of the results
by using the suitable grid or meshing. The criteria that control the gird selection is
that this grid is capable of capturing the fluid flow properties as needed. Very fine
mesh can give more details than coarser ones, but also is not economic or is time
consuming. The optimisation between the grid refinement and the level of accuracy
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requires examination of several grids sizes until reaching matching between two re-
sults from the upgraded meshes. Good estimation of the mesh size range at the start
of the simulation process saves lots of efforts and time.

The two methods were used here to estimate the first mesh node near-to-wall dis-
tance proved good results in general, as in Figures 3.4 (a, b, and c) and Figure 3.5
(a, b, and c). The convergence between the three mesh types in every case study
indicates the good estimation of both methods. The consistency in mesh (B1) and
(C1) in the first case study; and (B2) and (C2) in the second case study, also indi-
cates that both grids can be used in the simulation rather than mesh of type (A) in
each case study.

For accuracy reasons, the mesh chosen to be used for the rest of this study is mesh
(B2) in the second case study. This was validated by the y+profiles on the outer sur-
face for the three meshes (A2), (B2), and (C2) as in Figure 3.6 (a, b, and c) where
the contours for mesh (B2) shows uniform distribution for the y+ values which is far
enough over the critical value (y+ = 5− 30).

Although the velocity profiles in Figure 3.5 (a, and b) shows lower velocity mag-
nitude at the outer surface regions (i.e. h/R > 1.0) than that in the inner surface
regions (i.e. h/R ≤ 1.0), the erosion rates at the outer surface is found to be very
much more than that of the inner surface. The reason behind is that the particles
inertia keeps the projectile of the majority of the particles towards the outer surface
until they hit this surface. After the first impact, every particles will make several
impacts on the same surface until they enter the straight pipe domain after the pipe
bend. The fluid velocity near the outer surface is higher than that in the inner sur-
face, Figure 3.5 (c); which leads to more excessive erosion rate on the outer surface
than in the inner surface. This is also supported by the fact that the low velocity
range of impact through the pipe (from 1-2.4 [ms−1]), Figure 3.10; prevents the
majority of the particles from getting enough energy during the rebound to reach
the inner surface.

The misalignment with the experimental results in the first case study towards the
inner surface, Figures 3.4 (a, b, and c) is not of big importance. This assumption
is supported by Edwards et al. [31] when they study the same case and compare it
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to Enayet work [115]. Since the major erosion problems would exist on the outer
surface of the bend, hence, accurate fluid velocity is required at this region where
the particles trajectories will be influenced by the relative velocity between the fluid
and the particles, regardless of the inaccuracy of the results in the other regions.

The erosion rates were computed for several erosion models; namely: Finnie ero-
sion model [57], Neilson-Gilchrist erosion model [47], Sundararajan second model
[54], and Forder model [48]. These erosion prediction results were compared to each
other and against the experimental work done in [71]. The most compatible results
with the experiments and Forder erosion model in [71] were that of Sundararajan
second erosion model as illustrated in Figure 3.7.

Furthermore, In the case study [71], they reported that the erosion efficiency were
from 8 – 20%, i.e. to account for the fact that not every particle hitting the walls
in ideal manner to produce erosion, and / or to account for the particles that follow
the fluid streams and don’t hit the surfaces. It is found from the present work that
19% of the sample ingested didn’t hit the surfaces. This indicates another validation
to erosion rates predicted here.

There are several factors affecting the erosion rate. Among these factors, the impact
velocity and impact frequency of the solid particles were found the most of them
that have an explicit and direct influence on the erosion rate. These two parameters
proved to promote their effect when they interfere on a surface. From Figure 3.11,
the regions of high wear are consistent with the regions of high impact frequency and
velocity, Figure 3.9 and 3.10. In accordance with the postulation above, the regions
of low wear rates in Figure 3.11 were found where the impact frequency and velocity
are minimum, Figures 3.9 and 3.10.

In investigating the CFD simulation accuracy, the grid size selection was found to
be very important in decreasing the simulation efforts and giving the desired con-
sistency. The erosion rate was found very sensitive to the accurate prediction of
the fluid flow properties, specially the fluid flow velocity. On the other hand, the
combined effect of the factors that affect the erosion process were well captured by
the use of the CFD techniques such as the DPM method in monitoring the particles
trajectories and hence predicting the erosion rates profiles on the real surfaces.
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Furthermore, the implementation of the theoretical erosion models to predict the
wear rates and sights on these surfaces were evaluated and validated showing excel-
lent agreements with the literature experimental and numerical findings. Thus, these
studies are flexible to be extended and include the effect of the corrosion process. By
implementing the erosion-corrosion mapping techniques to the CFD, a promising new
methodology to capture the erosion-corrosion combined effects on the degradation
process can be introduced.
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DEVELOPMENT OF
EROSION-CORROSION 3D MAPS

60
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4.1 General

It has been shown in Chapter 2 that, the 2D erosion-corrosion maps are more ap-
plicable in the design stage of any engineering application because of their ability to
record the change in every erosion-corrosion regime. Thus, the erosion-corrosion 2D
maps enable the designer with a suitable tool for identifying the optimum operating
conditions according to the covered parameters in the design stage of any compo-
nent. However, limitation arising since using only two parameters to construct the
2D erosion-corrosion maps, make them less applicable in the improvement and the
engineering service stages of any designed component. This leads to the need of
development of another tool, to include the effects of all the parameters influencing
both erosion and corrosion; or at least most of them, in one erosion-corrosion map-
ping.

In this Chapter, a new methodology is introduced to develop the erosion-corrosion
maps on the real surfaces of a well-known case study (introduced in Chapter 3).
The new approach is based on combining erosion-corrosion maps techniques with
the CFD simulation, to produce the erosion-corrosion maps in a three-dimensional
form (3D-maps). Applying erosion-corrosion maps in such practical case studies re-
veals the importance of these maps, as an essential tool for predicting and enhancing
the engineering design in various applications. The results present a new technique
for mapping erosion-corrosion on real pipes, thus, introducing an important step-
forward in interpreting of erosion-corrosion mapping techniques so far.

The mathematical equations for the erosion-corrosion rates caused by dilute slurry
flow are presented. These models are used to produce the erosion-corrosion maps
for pure metals, namely: Iron (Fe), Nickel (Ni), Copper (Cu), and Aluminium (Al).
The erosion model used to predict the erosion rates for these pure metals is the one
developed by Sundararajan [54]. The model is classified to erosion by cutting (for
small impact angles) and erosion by deformation (for large impact angles). Based
on the applied potential and pH value, the corrosion may be active or passive. As a
result, the corrosion models used can be classified into two categories:

(i) When the corrosion is determined by the kinetics of the charge transfer (dis-
solution mechanism). In this case, the Butler-Volmer equation is used and the
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mechanism is said to be active corrosion [8].

(ii) When the pure metal is producing a passive layer, a new approach is derived
to calculate the corrosion rate results from the repassivation, where the wear
is because of the passive layer removal from the solid particle impacts.

4.1.1 Definitions

Erosion-corrosion regimes boundaries are defined by the ratio
(
Kc

Ke

)
. The total cor-

rosion rate can be expressed as the summation of the pure corrosion rate (Kco) and
the contribution of erosion in corrosion (∆Kc), what is known as the additive effect.
Meanwhile, the erosion rate can be presented as the summation of the pure erosion
rate (Keo) and the contribution of corrosion in the erosion (∆Ke), which is called
the synergistic effect. For this modelling approach, the synergistic effect is neglected
and the additive effect was considered positive (no antagonism).

The total wastage (Kce) is thus can be evaluated as:

Kce = Kc +Ke (4.1)

where

Kc = Kco + ∆Kc (4.2)

and

Ke = Keo + ∆Ke (4.3)

4.1.2 Erosion-corrosion regimes and wastage boundaries

In the present study, results are introduced in the form of two types of mapping;
namely the regime maps which identify the erosion-corrosion regimes domination
and the wastage maps which indicate the total metal removal levels. Both regime
and wastage maps are visualised on the outer surface (extrados) of the chosen case
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study (90o pipe bend) according to specified boundary conditions. These boundaries
are determined by the value of the ratio

(
Kc
Ke

)
in the regime maps while are related to

the value of (Kce) in the wastage maps. Stack et al. [12, 83] defined the boundaries
of each erosion-corrosion regime as:

ErosionDominated :
Kc

Ke

< 0.1 (4.4)

Erosion− corrosion : 0.1 ≤ Kc

Ke

< 1 (4.5)

Corrosion− erosion : 1 ≤ Kc

Ke

< 10 (4.6)

Corrosion dominated :
Kc

Ke

≥ 10 (4.7)

while in case of the wastage maps, they defined three levels of wastage; namely
Low, Medium and High. These levels are identified to the wastage of metals in
[mm year−1] as follows:

Low : Kce < 1 (4.8)

Medium : 1 ≤ Kce < 10 (4.9)

High : Kce ≥ 10 (4.10)

These boundaries are adopted throughout the work for constructing the regime and
wastage maps. In addition, the term corrosion in the regime boundaries may be
replaced with the specific corrosion mechanism applied (dissolution or passivation).

4.1.3 General assumptions

Several assumptions were adopted in constructing the 2D-erosion-corrosion maps in
[8] to simplify the complexity of the erosion-corrosion interaction. These assumptions
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were considered by dealing with the slurry flow as a quasi-static flow [8]. However,
in 3D erosion-corrosion maps, the simulated slurry is fully dynamic and assumptions
that related to the static slurry flow can be given away. Thus, the following assump-
tions were taken into consideration while developing of the 3D erosion-corrosion
maps:

(i) The erosion rates are due to the impact of spherical particles on the surface of
the metal and there are no other forces exerted on the metal surface except for
the impact force.

(ii) The metal surface is assumed to be smooth at the beginning of the simulation.

(iii) The erosion and corrosion rates are assumed to be steady with time, i.e. both
processes are independent of time. The mass flow rate of ingested particles is
uniform at the inlet of the pipe. Moreover, the corrosion rate in Dissolution
mechanism is assumed to be uniform along the metal surface area.

(iv) The crater created from individual impacts remains in its unrelaxed state and
is considered to be a section of a sphere (hemisphere).

(v) From assumption (i), it is assumed that the erosion occurs due to the fluid
shear stress is neglected.

(vi) The erosion-corrosion process is assumed to be additive in the corrosion passive
mechanism, and the synergistic effect is assumed to be very small and neglected
in the case of dissolution mechanism.

(vii) Following the deterioration of the passive film, there is no subsequent dissolu-
tion of the oxide film.

(viii) No adherent corrosion products are assumed to be existed on the metal surface
after the impacts of the solid particles. It is assumed here that the shear stress
of the fluid flow is high enough to sweep out all the corrosion products after
impacts, but yet small enough not to remove the formed passive layer.

(ix) It is assumed that there is one-way-coupling between suspended particles and
the carrier fluid flow. Moreover, there is no particle-particle interaction due to
the low particle concentration (i.e. the volume fraction of the particles is lower
than 0.1).
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4.2 Methodology

The initial work involved evaluation of several erosion models against some labora-
tory erosion results [72]. A methodology was then developed to predict the combined
effect of erosion and corrosion wastage, using the model of Sundararajan [54] to pre-
dict the erosion rates and a range of corrosion models to predict the corrosion rates.
The total wastage was estimated by combining the erosion rates and the corrosion
rates.

The modelling processes thus involved several steps i.e.:

(i) A single elbow- pipe with diameter ratio Rc/D of 1.2 with a bore diameter of
0.078 [m] was used for the simulation.

(ii) A standard k − ε model, with standard wall function and zero roughness was
employed to model the turbulence [120].

(iii) A Lagrangian-Eulerian simulation was used to model the multiphase flow of
the particles trajectories to evaluate the erosion rate using the Discrete Phase
Modelling (DPM) method [119]. The DPM method is based on the Lagrangian
tracking of every particle using several discritizing methods for tracing the
ingested particles (the method used here is Runge-Kutta method).

(iv) A user defined function (UDF) was developed to evaluate the erosion and
corrosion rates based on the models of Sundararajan second model [54] and
the famous Butler-Volmer equation to calculate the dissolution rate in case of
active mechanism. In the case of passivation corrosion mechanisms, a simple
approach is adopted to calculate the metal wastage due to removal of passive
layer during impact.

The simulation commenced by using a single phase CFD run using FLUENT soft-
ware and then injecting the particles uniformly at the inlet by using DPM method.
A sample of 1655 particles of 10−3[m] diameter was injected with total mass flow rate
equal 3.847 [kg s−1] to represent 22.88 % particle concentration which corresponds
to particle volume fraction of 0.09.

The work on 3D maps was based on earlier studies carried out by Stack and Jana [8],
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where 2D erosion-corrosion maps for 1 [mm] diameter particles were generated. The
same particle size thus was chosen to be comparable with results in this earlier study.
In their study [8], a value of 25.29% by mass (volume fraction = 0.101) was used.
This value is marginally above the allowed limit for dilute slurries i.e. (0.1). Thus,
a value of 22.88% was chosen which corresponds to a volume fraction of (0.091).
This means that the value chosen is within the limit of using DPM in the FLUENT
simulation. The walls were chosen as “no slip boundary conditions” and the initial
flow velocity was 3.0 [m s−1] for both fluid and particles.

4.2.1 Erosion model for impact by solid particles

As mentioned in the literature, the slurry flow involves suspension of solid particles
which can impact the target metal surfaces at any impact angles with any impact ve-
locity. Therefore, there are several erosion mechanisms identified by the researchers.
It was found from the literature that the erosion of ductile materials can be di-
vided into main two mechanisms. The cutting mechanism is occurred at low impact
angles, and the deformation mechanism which dominates at higher impact angles
[45, 46, 47, 48].

One erosion model found in the literature in chapter 2 that describe the erosion
of ductile materials according to these two main mechanisms was the one introduced
by Sundararajan [54]. The second model of Sundararajan is divided into two expres-
sions, one account for the localised deformation at the impact point, while the other
accounts for the ductile cutting mechanism during the impact. The total erosion
rate is the summation of these two mechanisms as mentioned above. The erosion
due to deformation is given as [54]:

Erdef =
5.5× 10−2

(Tm − 436)0.75

2nc ft (Vp sinα)2 (1− e2
n)

ncCp
(4.11)

and the erosion by cutting is given as:

Ercut =
5.5× 10−2

(Tm − 436)0.75

(nc + 1)
(
µf
µfc

)(
2− µf

µfc

)
(Vp cos α)2

2(2−nc) (1 + λ) ncCp
(4.12)
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where
µfc =

1

(1 + λ) (1 + en) tanα
(4.13)

Sunderararjan [54] suggested that most of pure ductile metals can exhibit cutting
mechanisms at angles between 0o−30o while pure deformation can be experienced at
angles higher than 60o. The impact angle ranged between 30o− 60o can be assumed
to suffer from a combination of both cutting and deformation mechanisms and can
be estimated by simply summation of both erosion rates together. Although, in
practice, it is not likely the same behaviour can be expected for every pure metal
but can be considered as a good assumption [54].

The normal coefficient of restitution can be estimated either by relating the energy
dissipated during the impact with the mechanical properties of the target material
and impact velocity [123]. This is valid only for normal impact and is given as:

en =
1.36H0.625

s

E0.5
e ρ0.125

p V 0.25
p

(4.14)

Or, it can be related to the impact angle through the semi-empirical relation [48]:

en = 0.988− 0.78α + 0.19α2 − 0.024α3 + 0.027α4 (4.15)

and
et = 1.0− 0.78α + 0.84α2 − 0.21α3 + 0.028α4 − 0.022α5 (4.16)

For unit consistency, erosion rates should be converted to [kg m−2 s−1] to be consis-
tent with the computed corrosion rates in the following section.

4.2.2 Corrosion modelling

Corrosion may occurs in the form of dissolution of the metal surfaces contacted with
the electrolyte (which is here the carrier water), or by forming a passive or protec-
tive oxide layer which eventually is removed partially or completely by the impact
of the suspended solid particles. In either cases, corrosion mechanism performed on
the metal surfaces is dependent on the pH value of the electrolyte and the applied
potential between the metal and the electrolyte [17].
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The corrosion process is controlled by the polarisation which is measured by the
over-potential to a reference potential. There are three types of polarisation, namely:
active polarisation, concentration polarisation and ohmic polarisation. We assume
here in this work that the effect of the latter two types is not considered. This as-
sumption maybe be valid in cases where the surface is active controlled by applying
a certain potential to the component under investigation (pipe bend) [97].

While in passivation mechanism environments, in addition to the erosion rate, there
is an additive effect, which must be considered from the continuous removal of the
oxide layer during the solid particle impacts [89]. Thus, the corrosion contribution
in the passivation mechanism is only considered and the pure corrosion rate is ne-
glected. This is also dependent on the pH and the applied potential on the pipe
surfaces [8].

4.2.2.1 Active corrosion model

Knowing that the pure corrosion rate in active environments is related to the current
density, i.e. the current flowing per unit area of the electrode surfaces. According
to Faraday’s law the relationship between pure dissolution rate(Kco) and the anodic
current density is expressed as [84]:

Kco =
i RAM

zm F
(4.17)

where the anodic current density can be calculated from the Butler-Volmer equation
as [8]:

ianet = io

[
exp

(
2.303 η

ba

)
− exp

(
−2.303 η

bc

)]
(4.18)

the over-potential (∆E)may be described by the following expression:

η = Eap − Erev (4.19)
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When (∆E) is anodic (i.e. positive), the second term in equation 4.18 becomes very
small and can be neglected and (ianet) can be more simply expressed by:

ianet = io exp

(
2.303 ∆E

ba

)
(4.20)

where (ba) is the Tafel coefficient that can be obtained from the slope of a plot of
(∆E)against (log ianet)and can be represented by the Tafel equation given as:

ba =
2.303RT

β zm F
(4.21)

Similarly, when (∆E) is cathodic (i.e. negative), the first term in equation 4.18
becomes very small and can be neglected and the cathodic current density can be
given as:

ic = io

[
− exp

(
−2.303 η

bc

)]
(4.22)

where (bc) is again the Tafel coefficient and can be obtained by:

bc =
−2.303RT

β zm F
(4.23)

Equation 2.18 is considered to be valid for any pure metal under activation controlled
conditions. In this work, it will be used for investigating a range of pure metals
namely, Iron (Fe), Nickel (Ni), Copper (Cu), and Aluminium (Al).

4.2.2.2 Passivation corrosion model

Dissolution corrosion continues until the surface of the anode (metal surface) exhibits
conditions that lead to the formation of a protective oxide layer that prohibiting
dissolution. It was assumed that the wear due to the repeated formation and removal
of the passive layer is greater than the pure corrosion rate at same conditions [8].
Although it is found that this passive layer is dissolved instantaneously with its
formation, the rate of formation of the oxide layer is much more than its dissolution.
The corrosion rate may be derived from the additive effect of the erosion-affected
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corrosion (∆Kc). This can be represented by the following equations [8]:

Kc = Kco (≈ 0) + ∆Kc (4.24)

Kc = ∆Kc (4.25)

The need for developing an expression for the additive effect (∆Kc) to suit the
simulation study presented here is necessary. Meanwhile, in reaching the goal for
developing such an expression, some simplifications to the case must be made. The
formation of the oxide layer was found to be a very complicated process. Moreover,
the removal of this oxide layer is modelled with some different assumptions that
should be made to simplify the problem yet to express the removal process so effec-
tively with acceptable errors.

Tirupataiah et al. [70] investigated the nature of the elastic rebound on ductile
materials when impacted by spherical particles. In their work, an expression was
developed for predicting the size of the crater diameter, by equating the kinetic en-
ergy of the particle impacting the surface with the energy needed to remove a crater
volume from the oxide layer. The model assumed that all the energy of the impact
is consumed in the erosion process. The basic assumption on which this model is
based on all the relaxation of the crater shape occurs in the direction of the impact-
ing particle [70].

Later, Roy et. al. [124] investigated the transition from the oxide erosion to sub-
strate erosion and developed a similar expression for the crater diameter for a sharp
edged or conical particles and for an oxide layer based on the same first assumption
of Tirupataiah [70]. The derivation was applicable for both the substrate (ductile)
and the oxide brittle layer. However, the model only considers normal impact and
the assumption of the complete consumption of the particle energy in the erosion
process ignores any energy expended in elastic work (i.e. in rebound process) [124].

Based on the work of Tirupataiah [70], Stack et al. [8] introduced an erosion model
for passive layers of metals. The basic assumption was that the rebound velocity is
explicitly small compared to the impact velocity, and the impact angle is normal.
This erosion model was necessary in constructing the erosion-corrosion mapping for
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various ranges of pure metals and low-carbon steel. However, these assumptions con-
strain the model applicability in dynamic slurry flow motions. In such environments,
the target material is exposed to oblique impacts and the rebound characteristics of
the impacting particles are considerable. Thus, it is necessary to adapt the model
to account for oblique impacts or elastic rebound effects.

Based on this analysis, and according to the dynamic nature of the simulation carried
out here; some assumption are made and listed below:

(i) It is assumed that the erosive action of the solid particles contained within the
slurry repeatedly ruptures and subsequently removes the passive film.

(ii) For pure metals, it is assumed that the oxide formed consists of a mono-oxide
layer.

(iii) The passivation process is immediate and instantaneous.

(iv) No passive film removal due to the shear stress of the flowing fluid on the metal
surfaces.

(v) It is assumed that the energy involved in the erosion process is the difference
between the initial impact energy, and the energy that causes the particle to
rebound.

(vi) It is also assumed that the erosion process is adiabatic, thus discounting the
amount of energy consumed during the erosion process due to friction and local
melting of the material.

(vii) It is assumed that during the impact process, a crater is formed on the target
surface by a single impact particle and this crater area under the passivation
condition repassivate and is removed by the impacting action of subsequent
particles.

(viii) Plastic deformation of the solid particles is avoided.

(ix) The inertial resistance of the target material is negligible compared to its re-
sistance to plastic flow [125].
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Figure 4.1: Particle indentation during impact shows the the crater volume before and after
relaxation

In a present study, Sundararajan et.al. [125] have related the impact energy of the
impact process to the crater volume of indentation after and before relaxation. The
equation can be given as:

H U

(
1− ∆U

U f

)
=

1

2
mp

(
V 2

1 − V 2
2

)
(4.26)

where (mp) is the particle mass, (V ) is the particle velocity, (H) is the material
hardness,

(
U
)
is the crater volume,

(
U f

)
is the final volume of the crater after fully

relaxed, and the subscripts 1,2 are for the impact and rebound process respectively.(
∆U

)
represents the decrease in indentation volume because of the elastic relaxation

of the crater shape. Figure 4.1 illustrates the differences between these terms during
the particle impact where:

∆U = U − U f (4.27)

Knowing that in case of brittle materials, the change between unrelaxed and relaxed
volume is very small and can be neglected. The value

(
∆U ≈ 0

)
, and equation 4.26

can be written as:

H U =
1

2
mp

(
V 2

1 − V 2
2

)
(4.28)
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Assuming that the surface shear stresses due to oblique impact may be neglected in
the case of brittle materials, Finnie [57] stated that the crater diameter of ring crack
(d) is related to the vertical component of the velocity. Then, by default the energy
balance in equation 4.28 will be:

H U =
1

2
mp

(
V 2

1 sin2 α1 − V 2
2 sin2 α2

)
(4.29)

where (α1) and (α2) are the impact and rebound angles respectively. By definition,
the normal impact velocity component is related to the normal rebound velocity
component by the normal coefficient of restitution (en), thus and by rearranging:

H U =
1

2
mp V

2
1 sin2 α1

(
1− e2

n

)
(4.30)

Using the approach of Tirupataiah [70], and assuming that the particle is a sphere,
and the crater depth is comparably smaller than the particle diameter; i.e. at low
particle velocities, the shape of the crater on the passive film (oxide) surface can be
assumed as part of a sphere and

(
U
)
can be related to the crater diameter (W ) by:

U =
πW 4

32 dp
(4.31)

where (dp) is the particle diameter. Applying equation 4.31 into 4.30 gives:

W = 1.5023

[
mp dp (1− e2

n)

H

]0.25

(V1 sinα1)0.5 (4.32)

The crater depth (dc) is related to crater diameter using the same assumption above
by:

dc =
W 2

4 dp
(4.33)

From [8], the mass of passivating oxide film removed per impact is given as:

Mt = π k dp dc h ρf (4.34)
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The constant
(
k
)
is defined as the mass ratio between the metal and its oxide created

during the corrosion reaction multiplied by the number of moles of metal involved
in the reaction, and is related to (k2) in [8]; by definition as:

(
k = k2/2

)
.
(
h
)
is the

passive layer thickness and ρf is the passive layer density. Substituting equation 4.32
into equation 4.33 and apply to equation 4.34 then we finally get:

Mt = 1.7726 k h ρf

[
mp dp (1− e2

n)

H

]0.5

(V1 sinα1) (4.35)

Further simplification to the above equation can be made if we substitute (mp) by:

mp =
π d3

p ρp

6
(4.36)

A final formulation can be obtained as:

Mt = π k h ρf d
2
p

[
ρp (1− e2

n)

6H

]0.5

(V1 sinα1) (4.37)

The unit given for the erosion model by equation 4.37 is [kg impact−1]. To convert
to a useful unit [kg m−2 s−1], for example, one should multiply equation 4.37 by the
particle impact flux as outlined in [8]. This can be varied according to the erosion-
corrosion process being modelled. For example, if the flow is homogeneous (constant
particle concentration), particle impact frequency may be given as mentioned in [89]:

Ip =
cp V1 sinα1

mp

(4.38)

For evaluation of properties of the pure metals and their passive films, the mechanical
properties for Fe, Ni, Cu and Al are given below, in table 4.1.

The thickness of the passive layer
(
h
)
can be assumed to be varied with the potential

difference. Graham et al. [126] assumed that when the passive film initially and
instantaneously forms, its thickness is 1 [nm] and the thickness of the passive film
is assumed to increase by 3 [nm] per volt of over-potential. Thus

(
h
)
follows a

relationship as [8]:

h = ho + 3× 10−9 (Eap − Epas) (4.39)
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Table 4.1: Properties for pure metals selected and their passive films from Stack et al. [8].

Metal Properties Fe Fe2O3 Ni NiO Cu Cu2O Al Al2O3 Solid

Particle

ρ
[
kg m−3

]
7800 5240 8900 6720 8930 6400 2700 3970 2670

k2 1.3989 1.5737 1.5977 1.0585

k 0.6995 0.7869 0.7989 0.5293

E [GPa] 211 200 130 71 94

qt 0.293 0.312 0.343 0.345 0.3

H [GPa] 0.820 8.012 0.862 6.561 0.495 2.736 0.260 20

where
(
ho = 1× 10−9

)
[m].

All corrosion rates must be calculated in [kg m−2 s−1]. The erosion rates from Sun-
dararajan’s model [54] must be converted from

[
kgtarget kg

−1
particle

]
accordingly as

indicated above.

Equation 4.37 is a simple expression for estimating the erosion rates for the pas-
sive film on a substrate. It is valid for the impact of passive film formed during the
erosion-corrosion process where the erosion footprint (i.e. the deformed surface) has
a ring shape approximately (this is also assumed at oblique impact angles). It is also
valid at low velocities (up to 10 [m s−1]) as identified in [127, 125]. The equation
is useful for CFD applications in which erosion occurs at a range of impact angles.
If the particle fully penetrate the passive film and erode the substrate, another ap-
proach is considered; i.e. the use of a model for erosion of ductile materials.

To validate equation 4.37, experimental work in previous investigations was used
to test the validity of the model. Oka et al. [128] investigated the erosion of the
aluminium oxide scale at various impact angles. Later, Griffin et al. [129] used
his experimental results to validate the results of a three dimensional finite element
erosion model of alumina scale on MA956 alloy substrate. Figure 4.2 shows the
experimental results of Oka as reported by Griffin and the prediction by equation
4.37 after multiplying by [1/mp ρf ] for unit consistency. The experiment involved
the impact of quartz particles with 325 [µm] mean diameter and an impact velocity
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Figure 4.2: Comparison with the experiment results by Oka et al. [128].

of 100 [m s−1] on (Al2O3) scale.

The predicted solid line shown is a function of the scale thickness
(
h
)
and thus the

model agrees well with the experimental results. Although this agreement is suffi-
cient for validating the model, further validation through a set of experimental work
is necessary to investigate the effect of the oxide layer thickness on the model appli-
cation. This was beyond the scope of this theoretical study and will be recommended
in the future work.

To evaluate the oxide layer thickness, the passivation potential (Epas) for every pure
metal must be determined based on the Simplified Pourbaix diagrams shown in
figure 4.3 (a-d) [17]. The passivation potential can be expressed as the potential
value at which the passivating film (oxide layer) is thermodynamically stable and
is represented in Pourbaix diagram for every metal as a boundary line between the
dissolution and passivation region. The electrochemical reactions controlling the
stabilisation process are presented in the following section.

4.2.3 Electrochemical reactions and Pourbaix diagrams

To explain the dissolution and passive regions of influence for every pure material
selected in this study, Figure 4.3 illustrates the Pourbaix diagrams for Fe, Ni, Cu,
and Al respectively [17]. These diagrams are the basis for constructing the erosion-
corrosion maps below as they determine the corrosion mechanism which predominate
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for each of the pure metals (i.e. dissolution, passivation and immunity) [83].

It is shown in figure 4.3 that every metal has its behaviour towards the applied
conditions, namely applied potential and pH at the specified operating temperature.
In the following four subsections, the electrochemical reactions involved in forming
these Pourbaix diagrams for Fe, Ni, Cu, and Al are presented. All the passivation
potential values for the mentioned pure metals are expressed in volts with respect
to the standard hydrogen electrode (SHE). The activities of the dissolved metal ions
are assumed to be equal to (10−6).

4.2.3.1 Electrochemical reactions controlling passivation of Fe

Figure 4.3(a) shows the corrosion mechanisms of Fe in aqueous system. It is observed
that Fe transition boundaries between the dissolution and passivation regions is
categorised by both the applied potential and pH of the electrolyte. The metal is
immune to corrosion at low applied potential and the transition between the immune
and dissolution regions is independent of the pH value at the lower pH. Fe dissolves at
lower pH values while passivates at higher values. At lower pH values, the dissolution
mechanisms extend to higher applied potential values. The electrochemical reactions
involved can be stated as [8]:

Fe2O3 + 6H+ + 2 e− = 2Fe2+ + 3H2O (4.40)

From [8], this line boundary can be represented as a function of the potential and
pH as:

Epas = 1.08− 0.1773 pH (4.41)

This expression is valid at room temperature for pH values up to (9.5) which is
satisfied for the range of pH under investigation in this study.

4.2.3.2 Electrochemical reactions controlling passivation of Ni

As illustrated in figure 4.3(b), the transition boundary from immunity and the dis-
solution regions are slightly higher than that of Fe. Moreover, the dissolution region
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(a) (b)

(c) (d)

Figure 4.3: Simplified Pourbaix diagram at T = 298 [K] for (a) Fe − H2O system assuming
passivation by formation of Fe2O3. (b) Ni − H2O system assuming passivation by formation of
NiO. (c) Cu − H2O system assuming passivation by formation of Cu2O. (d) Al − H2O system
assuming passivation by formation of Al2O3.
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extends more than Fe until pH value of 9.1, where the passive oxide layer begins to
form in the surface of the metal. The transition between the immunity and passivity
regions is function of both pH and potential. The electro-chemical reactions can be
listed as follows

Ni+H2O = NiO + 2H+ + 2 e− (4.42)

The line represent this reaction in the Pourbaix diagram can be formulated as [8]:

Epas = 0.11− 0.0592 pH (4.43)

4.2.3.3 Electrochemical reaction controlling passivation of Cu

It is noticed that Cu has no active passive transition at a constant pH like Ni. Cu is a
noble metal, which can be indicated by the large immunity region. The passive region
has a transition boundary with the immunity region at pH values from 6.9-12.8. The
passivation reaction considered at this range is [8]:

Cu+H2O = CuO + 2H2+ + 2 e− (4.44)

and similarly, the line can be represented mathematically as [8]:

Epas = 0.57− 0.0592 pH (4.45)

4.2.3.4 Electrochemical reaction controlling passivation of Al

Al dissolves at low pH values. Although it behaves like Cu in the dissolution- passiva-
tion regions distribution, the transition boundary between immunity and dissolution
occurs at very low potential compared to Cu and the other metals. The passivation
region is bounded between pH 3.9-8.6. The passivation reaction can be given as [8]

2Al + 3H2O = Al2O3 + 6H+ + 6 e− (4.46)

and hence can be represented by the mathematical formulation [8]:
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Epas = −1.55− 0.0592 pH (4.47)

for pH values above the 8.6, Al suffers a dissolution mechanism which is characterised
by the electro-chemical reaction [8]:

Al + 2H2O = AlO−
2 + 4H+ + 3 e− (4.48)

the transition boundary line then can be represented by [8]:

Etrans = −1.38− 0.079 pH (4.49)

4.3 Results

The results of the modelling work are illustrated in the form of 3-Dimensional erosion-
corrosion maps. The maps constructed are divided into two different types:

(i) Regime maps: where the dominating degradation mechanisms are presented
and identified as discussed according to the regime boundaries in subsection
4.1.2.

(ii) Wastage maps: where the total wear rates are presented and identified to
identify the regions of critical wastage (high wastage) and also their boundaries
are discussed and defined in subsection 4.1.2.

The maps are constructed for a range of pure metals, namely: Fe, Ni, Cu and Al.
Based on the erosion and corrosion models introduced in the above sections, the
erosion-corrosion 3-D maps include all the parameters affecting the erosion process,
namely: particle parameters, hydrodynamic parameters, and the target material pa-
rameters. They also include some of the corrosion parameters, namely: pH, applied
potential, particle concentration, passive layer properties. The results extracted from
the simulation in this chapter will focus on the material change while keeping the
operating temperature constant at standard room level (i.e. at 298 [K]).

The corrosion mechanism can be determined by using the Pourbaix diagrams for
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each metal. Pourbaix diagrams [17] indicate whether the metal exhibits a dissolu-
tion or passivation process at specific pH and applied potential. For each metal,
regime and wastage maps are generated for three different pH values, namely: at
pH= 5, pH= 7, and pH = 9, to show the effect of the pH variation on the construc-
tion of these maps and its transition boundaries. The effect of the applied potential
is investigated by assuming active controlled process. The effect of particle loading
is also discussed by varying the mass flow rate in the pipe entrance assuming homo-
geneous distribution at the pipe inlet only. The effect of some of these parameters
is discussed in details, in the discussion section.

4.3.1 Effect of pH on the erosion-corrosion maps for pure met-

als

The erosion-corrosion mapping results in Figure 4.4(a-d) show the change in erosion-
corrosion regimes for the various pure metals at pH=5 and applied potential= -0.6
V (SCE). Numbers of erosion-corrosion regimes operating on the component, un-
der nominally the same initial simulation conditions. It was shown that, there were
significant differences between the regimes of erosion-corrosion behaviour observed,
with dissolution and dissolution-erosion being dominant for Fe; Figure 4.4(a), a
transition to erosion-dominated behaviour for Ni and Cu; Figure 4.4(b-c) and to
erosion-passivation for Al; Figure 4.4(d).

At pH=7; Figure 4.5, and pH 5; Figure 4.4, only Fe; Figure 4.4(a) and 4.5(a),
was affected by dissolution. All the other metals were in the erosion-dominated, ex-
cept for Al; Figure 4.5(d), which exhibits passivation affected regimes. No change is
observed in case of Fe, Ni, and Cu at pH=5 and pH=7, as the dissolution is dominat-
ing the corrosion process. According to the Butler-Volmer equation (equation 4.18),
the only variable affecting the dissolution rate is the overpotential (∆E), which in
these two figures are kept constant. There is very slight change in the Al maps;
Figure 4.5(d), compared to the map in Figure 4.4(d). The passivation-dominated
regimes slightly extended at the beginning of the bend of the pipe, which indicates
the transition boundary from dissolution to passivation regimes as in [8].

At pH=9; Figure 4.6, there was a transition to erosion-passivation and erosion-
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dominated behaviour for the Fe; Figure 4.6(a). This is in contrast with the be-
haviour at lower pH values; Figure 4.4(a) and 4.5(a), in which dissolution affects
the process. For the Ni and Cu, the erosion-corrosion processes were characterised
by erosion-dominated behaviour; Figure 4.6(b-c). For Al; Figure 4.6(d), there was
a transition to a new corrosion affected regime as dissolution dominated behaviour.
This is contrast with the passivation dominated processes observed at the lower pH
values; Figure 4.4(d) and Figure 4.5(d).

The results of erosion–corrosion wastage maps; Figures. 4.7, 4.8, and 4.9, indi-
cate very significant differences for the pure metals at the various pHs. As in the
case for the results above, a number of wastage regimes predominated on the com-
ponent. At pH 5, the highest wastage was observed for the Fe; Figure 4.7(a), with
the wastage decreasing for Ni and Cu; Figure 4.7(b and c). The high wastage regime
had a greater presence for Al; Figure 4.7(d), than for the latter metals; Figure 4.7 (b
and c). As the pH was increased to 7, the wastage profiles were similar for all metals;
Figure 4.8(a–d), as in the case at pH 5; Figure 4.7. However, at pH 9, there was a
change in the behaviour; Figure 4.9(a–d), with the high wastage regime predominant
for the Al; Figure 4.9(d), to a greater extent than for the other metals.

It is shown, from the maps generated so far, that it is possible to identify ero-
sion–corrosion mechanistic regimes on real components under nominally similar fluid
flow conditions. Hence, the model developed provides a new tool for representing the
transitions between erosion–corrosion regimes on real surfaces. The results indicate
the variety of regimes possible over one single component. It can be applied to any
pure metal and alloy, once we can capture the erosion and corrosion behaviour in
terms of mathematical models.

Further investigation will be commenced to identify the effect of some parameters
that influence the erosion and corrosion processes by focusing on these Iron (Fe)

as the substrate metal. This is because of its wide applications in the industries
and power stations units. The effect of applied potential, particle size, and particle
concentration will be discussed in this chapter, while the effect of temperature will
be investigated in the next chapter separately as mentioned before because of its
influence in both erosion and corrosion.
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(a)

(b)

(c)

(d)

Figure 4.4: Erosion-corrosion maps for the outer surface of elbow-pipe at pH=5, Eap=-0.6 V[SCE],
particle size=1000 [µm] and concentration =22.88% (vf = 0.1) for: (a) Fe. (b) Ni. (c) Cu. (d) Al.
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(a)

(b)

(c)

(d)

Figure 4.5: Erosion-corrosion maps for the outer surface of elbow-pipe at pH=7, Eap=-0.6 V[SCE],
particle size=1000 [µm] and concentration =22.88% (vf = 0.1) for: (a) Fe. (b) Ni. (c) Cu. (d) Al.



4.3. Results 85

(a)

(b)

(c)

(d)

Figure 4.6: Erosion-corrosion maps for the outer surface of elbow-pipe at pH=9, Eap=-0.6 V[SCE],
particle size=1000 [µm] and concentration =22.88% (vf = 0.1) for: (a) Fe. (b) Ni. (c) Cu. (d) Al.
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(a)

(b)

(c)

(d)

Figure 4.7: Erosion–corrosion wastage maps for the outer surface of elbow-pipe at pH 5, Eap=−0.6
V(SCE), particle size = 1000 [µm] and concentration = 22.88% (vf= 0.1) for: (a) Fe. (b) Ni. (c)
Cu. (d) Al.
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(a)

(b)

(c)

(d)

Figure 4.8: Erosion–corrosion wastage maps for the outer surface of elbow-pipe at pH 7, Eap=−0.6
V(SCE), particle size = 1000 [µm] and concentration = 22.88% (vf= 0.1) for: (a) Fe. (b) Ni. (c)
Cu. (d) Al.
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(a)

(b)

(c)

(d)

Figure 4.9: Erosion–corrosion wastage maps for the outer surface of elbow-pipe at pH 9, Eap=−0.6
V(SCE), particle size = 1000 [µm] and concentration = 22.88% (vf = 0.1) for: (a) Fe. (b) Ni. (c)
Cu. (d) Al.
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4.3.2 Effect of the applied potential on the erosion-corrosion

maps

Increases in applied potential are introduced in Figure 4.10 for Fe at pH 7. The fig-
ure showed various significant transitions from mainly erosion dominated behaviour
at −0.75 V(SCE), where the dissolution rate is apparently low; Figure 4.10(a), and
gradually increasing the domination of the dissolution regimes at -0.6 V(SCE); Figure
4.10(b), to dissolution and mainly erosion–passivation dominated behaviour as the
potential was increased from −0.5 to −0.25 V; Figure 4.10(c and d). The erosion-
corrosion regime maps showed consistency with the Pourbaix diagram at operat-
ing environment, which indicates its reliability in predicting the erosion-corrosion
regimes at the any operating conditions taking into consideration the assumption
assumed at the methodology section.

4.3.3 Effect of the particle size on the erosion-corrosion maps

For the effect of particle size on Fe, an environment operating conditions at pH 9
and −0.6 V(SCE) were chosen. At these conditions, it was shown from the Pourbaix
diagram; Figure 4.3(a), that Fe exhibits passivation corrosion mechanisms, which;
according to equation4.37 is proved to be dependent of the particle size and density.
Figure 4.11(a-d) shows increases in particle size by a factor of three; namely: at parti-
cle sizes 250, 500, 750, and 1000 [µm]. Figure 4.11(a–c) changed the erosion–corrosion
processes from passivation dominated and passivation–erosion dominated behaviour,
to a situation where erosion–passivation was the dominant degradation process.

4.3.4 Effect of the Tafel slope on the erosion-corrosion maps

All the results commenced so far were taken for a Tafel slope approximated to a
value of 0.05 [8]. Figure 4.12 shows the dependency of the erosion-corrosion maps on
the Tafel slope. The same conditions are investigated but the Tafel slope was taken
by its calculated value according to Equation 4.21. The current density is known to
be a function of the Tafel slope, which in turn affected by the solution temperature
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(a)

(b)

(c)

(d)

Figure 4.10: Erosion–corrosion maps for the outer surface of (Fe) elbow-pipe at pH 7, particle
size = 1000 [µm] and concentration = 22.88% (vf= 0.1) for Eap: (a) −0.75, (b) −0.6 (c) -0.5 and
(d) −0.25 V(SCE).
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(a)

(b)

(c)

(d)

Figure 4.11: Erosion–corrosion maps for the outer surface of (Fe) elbow-pipe at pH 9, Eap=−0.6
V(SCE) and concentration = 22.88% (vf = 0.1) for particle size: (a) 250 [µm]. (b) 500 [µm]. (c)
750 [µm]. (d) 1000 [µm].
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according to the Tafel equation. The results obtained in the dissolution affected
regions at the same conditions show lower dissolution rate values for the dissolution
regimes boundaries; Figure 4.12(b), than that obtained in Figure 4.12(a). The reason
behind this change in the corrosion rates is the dependence of the dissolution rates
on the symmetry factor, which is hard to be estimated [130]. It is important to note
that the Tafel slope taken here as a function of the temperature which increasing the
Tafel slope value to 0.059 at standard room temperature compared to 0.05 taken in
the previous study [8], assuming constant symmetry factor β = 0.5.

The increase in Tafel slope causes lower predicted value for the corrosion rates,
and when divided with the predicted erosion rate from the Sundararajan model, the
predicted regimes boundary lines changed accordingly from dissolution-dominated
and dissolution-erosion; Figure 4.12(a), to dissolution-erosion and erosion-dissolution
domination. It is important to note that the Tafel slope is a very important param-
eter and must be calculated very carefully in predicting precise boundaries for the
erosion-corrosion maps.

4.3.5 Effect of the particle concentration

To investigate the particle concentration effect, homogeneous particle distribution
on the pipe at the inlet was assumed, and the particle concentration is thus related
to the particle mass flow rate according to the relation:

ṁp = vf ρp VpAin (4.50)

Three more simulations were run to investigate the effect of particle concentration.
The simulations run at different particle mass flow rates; namely: 0.957, 1.9169, 2.87
and 3.8276 [kg s-1], which are equivalent to particle inlet volume fraction of 0.025,
0.05, 0.075 and 0.0909 respectively. Figure 4.13(a-d) shows the regime maps at the
outer extrados surface of the pipe bend at pH=7 and applied potential E=-0.6 [V]
(SCE). The figure illustrates how the erosion-corrosion regimes alter as the particle
volume fraction changes. As the particle volume fraction increases, the erosion rates
increase linearly. As a result, the erosion-dissolution and erosion dominated regimes
are spreading as the particle mass flow rate and volume fraction increases. This
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(a)

(b)

Figure 4.12: Regime maps on the outer surface of Fe pipe bend at pH=7 and E= -0.6 [V] (SCE)
for Tafel coefficient: (a) 0.05 (Stack et al.2004b) (b) 0.059 (using equation 4.21).
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indicates the importance of the volume fraction (or particle concentration) as a
factor affecting the erosion-corrosion regimes.

4.4 Discussion

As in the two dimensional simulations for erosion–corrosion of pure metals [8], signif-
icant differences are found in the three-dimensional simulation between the regimes
domination for the metals. Cu and Ni are more immune and less likely to be dom-
inated by corrosion than Fe and Al; Figures 4.4, 4.5 and 4.6. However, it should
be emphasised that, if the conditions differ, the results will change significantly.
It is important to note that, various metals will exhibit different erosion–corrosion
behaviour, and because of the changes of impact velocity and frequency over the
component; Figs. 4 and 5, a variety of erosion–corrosion regimes are experienced on
the surface of the component.

It is clear that a significant area of the component modelled will not experience
any erosion or impact of flowing particles. These areas are indicated in all figures
by the blue colouring. In practise, the un-eroded surfaces may experience corrosion
through dissolution or passivation. These areas point out a regime where only cor-
rosion exhibited on the surface of the material. This regime could not be indicated
in the 2D erosion-corrosion maps [8].

The transition from passivation to dissolution dominated behaviour for Al, is il-
lustrated in Figures 4.4(d) and 4.6(d). Here, at higher pH values, the Al dissolves, in
contrast to that which occurs for the other pure metals at such pHs, Figure 4.6(a-c).
This is a characteristic of Al which makes it unsuitable for use at such pH values.

The wastage maps for the pure metals at different pH values; Figures 4.7, 4.8 and
4.9, show very little differences between the pure metals at pH 5 and 7, at −0.6
V(SCE), which is surprising. However, at higher pH values; the wastage is signifi-
cantly greater for the Al; Figure 4.9(d), than at lower pH values. This is possibly
due to the high dissolution rate of this material.
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(a)

(b)

(c)

(d)

Figure 4.13: Regime maps on the outer surface of Fe pipe bend at pH=7 and Eap= -0.6 [V] (SCE)
for particle mass flow rates: (a) 0.957 (b) 1.9169 (c) 2.87 (d) 3.8276

[
kg s−1

]
.
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Increases in particle size by a factor of three for the Fe reduces the passivation affected
regimes on the component; Figure 4.11. The increase in erosion footprint results from
the higher impact energy involved in the process. The three-dimensional results high-
light the important influence that particle size has on the erosion–corrosion regime.

The effect of changing applied potential in the positive direction, i.e. from −0.75
to −0.25 V(SCE) has a very significant effect on the erosion–corrosion degradation
mode for the Fe; Figure 4.10(a–d). Here, the regime is changed from dissolution, to
predominately passivation affected behaviour over the component. This illustrates
the importance of electrochemical potential on the stability of the corrosion regime
as identified by the Pourbaix diagrams for the various pure metals and their influence
on the erosion–corrosion two-dimensional maps [8].

Limited number of models developed to date that account for the interaction be-
tween erosion and corrosion i.e. the synergism or additive effect during the processes.
However, the reasons for such effects are not well understood and can be material-
specific [36][123][131]. This is why the initial work on mapping the component for
the materials above has made such assumptions listed in the methodology section.

The 3D erosion-corrosion maps developed have advantages over the 2D erosion-
corrosion maps in the service and enhancing design stages. It can provide a useful
tool for predicting and identification of the erosion-corrosion regimes and wastage
regions. In addition, the effect of all parameters that influence the erosion and cor-
rosion process can be evaluated separately or in a combined manner. This is in
contrast with the 2D maps, which are more applicable in the design stage where
they can provide designers with the most optimum operating conditions; and even
help choosing the suitable material for the application under design.
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5.1 General

The effect of environmental parameters on the wear process of metal surfaces is im-
portant to assess in evaluation of the erosion-corrosion mechanisms [132, 133, 84, 91].
In studies of erosion-corrosion regimes, even slight change of these parameters varies
the material response to this change [134, 8]. 2D erosion-corrosion mapping is one
step to theoretically understand and monitor the influence of these parameters on
the metal degradation and the erosion-corrosion regimes.

The strategy of constructing the 2D erosion-corrosion maps was built in monitoring
the erosion-corrosion regimes and wastage boundaries with respect to two parame-
ters, one affecting the erosion process, and the other affecting the corrosion process
[19]. One of the deficiencies to date of such approaches is that, in any environment
in which erosion- corrosion occurs, more than two parameters can vary within that
process. Furthermore, it cannot identify these variations in case of the parameters
that affect both erosion and corrosion processes.

One example of these parameters is the environment temperature. The operating
temperature is one of the most important parameters that affect both the erosion
and corrosion processes [135, 136]. The temperature rise was found to cause a sig-
nificant increase in the erosion by several authors [21, 137, 138]. On the other hand,
high temperature differences also affect the mechanical properties of the target ma-
terial; such as the yield strength, elasticity, heat capacity and hardness of the target
material [22, 139]. This leads to the conclusion that, in investigating the erosion
process, researchers must distinguish between the target material and the carrier
fluid temperatures as distinct variables affecting the erosion process.

Suckling and Allen [138] found an increase in the erosion rate as the temperature
of the carrier air rises, when measured at fixed fluid velocity and particles mass
flow rate. Howes et al. [140] monitored the variation of the erosion rates of steel
specimens with the metal surface temperature increase while keeping the fluid tem-
perature constant at 500 [oC]. The erosion rates first had increased until surface
temperature reaches 300 [oC], then decreased to the lowest level at 500 [oC].

The corrosion process is also affected by the temperature rise. The current density
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is a function of the Tafel coefficient, which in turn affected by the solution tempera-
ture [130, 122]. In the case of the passivation reaction, the effect of the temperature
rise influences the thermodynamically stable region for the passive reaction. This
can be revealed clearly in E-pH diagrams at various temperatures. Cubiccioti [141]
had investigated the effect of the temperature rise on the E-pH diagram for stainless
steel alloy, at standard room temperature and at 300 [oC]. The results showed an
increase in the passive reaction area along the diagram as the temperature increase
and a decrease in the dissolution area accompanied by a decrease in the immunity
region’s area.

Using the same case study and applying the same methodology with some modi-
fications, 3D erosion-corrosion maps were constructed and evaluated for iron (Fe)

at a range of elevated temperature.

5.2 Erosion modelling

In the literature, we showed that there are many erosion models found, but few of
them are accounting for the temperature rise. Chen et al. [142] developed a model
to predict the erosion at elevated temperature for only normal impact. Although
this erosion model accounts for the target material mechanical properties, such as
the strain, it is not suitable in case of adiabatic processes.

O’Flynn et al. [73] developed a model that predicted the erosion as a function
of the product of the toughness and uniform strain. This model gives reasonable
results for temperatures between 200-300 [oC], but unsatisfied results in the room
temperature. An empirical model was also proposed by Lee et al. [143] to predict
the erosion rates as a function of seven accounted parameters affected the erosion
process including the temperature of the target material. The results were in very
good agreement with the experimental work, but the authors did not mention how
the erosion constant in the empirical formula is given, which leads to the conclusion
that it is adjustable constant depending on the erosion system.
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5.2.1 Erosion model in 2D erosion-corrosion maps

In searching the literature to find a suitable erosion model which is simple, reliable
and assumes adiabatic erosion process, the model of Sundararajan and Shewmon [53]
was found suitable to be used in this work; with some adaptation to account for the
effect of temperature rise on the surface of the material used (Fe). The Sundararajan
and Shewmon model is based on the so called the localisation deformation during
single impact. The model can predict the erosion rates at normal impacts. The effect
of the target material mechanical properties are also included. The erosion rate is
expressed in term of the mass removed from the target material per unit mass of
ingested particle and is given as [53]:

Er =
6.5× 10−3 ρ0.25

p V 2.5
p

Cp (T ) T 0.75
m Hs (T )0.25 (5.1)

To determine the erosion rate as a standard unit; i.e. [g cm−2 s−1], it is necessary to
multiply equation 5.1 with the particle flux [8]in [g cm−2 s−1]:

fluxp = 100 cp Vp (5.2)

Thus, rearranging, an expression for the pure erosion rate (Keo) in [g cm−2 s−1] is
obtained:

Keo =
0.65 c ρ0.25

p V 3.5
p

Cp (T ) T 0.75
m Hs (T )0.25 (5.3)

The metal surface mechanical properties are affected by the temperature rise. Shel-
don et al. [144] related the yield strength with the Vickers hardness number by the
following empirical relation:

Hs (T ) = 2.7Y (T ) (5.4)

Nho [139] listed the effect of elevated temperature on the hardness of various carbon
and stainless steel alloys. Das et al. [75] used the data in Shida et al. [137] to
propose polynomial relationships for various materials to accurately relate the yield
strength and the material temperature. A correlation relation for the carbon steel is
given, based in these data as follows [75]:
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Y (T ) = 9.81
(
2× 10−5 T 2 − 0.0353T + 30.871

)
(5.5)

Thus, the target material hardness can be related to the operating temperature as

Hs (T ) = 26.487
(
2× 10−5 T 2 − 0.0353T + 30.871

)
(5.6)

The specific heat of the target material is also influenced by the temperature rise.
From the available standard data for Fe [145], the following polynomial function can
be created to represent this change:

Cp (T ) = 17.9 (2.04× 10−12 T 5 − 4.66× 10−9 T 4

+ 4.22× 10−6 T 3 − 1.87× 10−3 T 2 + 0.43T − 16.77) (5.7)

Therefore, we can use equations 5.6 and 5.7, to account for the temperature effect
of the target material on its mechanical properties in the Sundararajan first model
(equation 5.1).

As mentioned earlier, the effect of the fluid temperature rise can be estimated by its
influence in the fluid viscosity and density. The effect of the temperature rise on the
impact velocity of particles cannot be included in the 2D erosion-corrosion maps,
but it is addressed in the 3D maps development.

5.2.2 Erosion model in 3D erosion-corrosion maps

In modelling the erosion rates at any impact angle, the second erosion model of Sun-
dararajan [54] was found to be suitable for this new method, but also needs some
adaption to account for the effect of temperature rise on the surface of the material
used. Sundararajan’s second model is based on the so called the localisation defor-
mation during single impact. The model can predict the erosion rates at different
impact angles and for different particle shape. It is split into two expressions; one
is for the normal impact, and the other is for the oblique impact. The model dis-
cussed in details in section 2.4.5, and is summarised here as follows; for erosion by
deformation [54]:
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Erdef =
5.5× 10−2

(Tm − 436)0.75

2nc ft (Vp sinα)2 (1− e2
n)

ncCp
(5.8)

for erosion by cutting:

Ercut =
5.5× 10−2

(Tm − 436)0.75

(nc + 1)
(
µf
µfc

)(
2− µf

µfc

)
(Vp cos α)2

2(2−nc) (1 + λ) ncCp
(5.9)

where:

µfc =
1

(1 + λ) (1 + en) tanα
(5.10)

The normal and tangential coefficient of restitution can be related to the impact
angle through the semi-empirical relation [48]:

en = 0.988− 0.78α + 0.19α2 − 0.024α3 + 0.027α4 (5.11)

and:
et = 1.0− 0.78α + 0.84α2 − 0.21α3 + 0.028α4 − 0.022α5 (5.12)

It can also be related to the target material properties as [8]:

en =
1.36Hs (T )0.625

E0.5
e ρ0.125

p V 0.25
p

(5.13)

where the elastic modulus of collision (or reduced modulus of elasticity) (Ee) can be
given by [123]:

Ee =
EtEp

Ep (1− ν2
t ) + Et

(
1− ν2

p

) (5.14)

Eraslan and coworkers [146, 147, 148] have used experimental data of Noda [149]to
model the dependency of the mechanical properties of steel on temperature. They
used a nonlinear fitting formulae for the experimental data and assummed constant
Poisson ratio in a temperature range from 0 – 400 [oC]. This assumption was found
to be hold for most of the engineering materials like steels. The modulus of elasticity
is given as a function of temperature from [137, 139] as:



5.3. Corrosion Modelling 103

Et = Eo

[
1 +

(T − 273.16)

T1 ln (T/T2)

]
(5.15)

where: Eo = 200[GPa], T1 = 2000[oC] and T2 = 1100[oC].

The effect of the fluid temperature rise can be estimated by its influence in the fluid
viscosity and density. This was not explicitly included in the 2D erosion-corrosion
maps, because the impact velocity is a variable parameter. However, changing the
properties of the carrier fluid is very important in estimating the impact velocity of
the particles in the case of the 3D simulation. Therefore, the change in the carrier
fluid viscosity and density must be considered during the construction of the 3D
erosion-corrosion maps. A curve fitting was used to fit the available data [150] for
the density and viscosity change to account for their variation with the temperature
rise in [K]. For the density of water:

ρl (T ) = 1.65× 10−5 T 3 − 0.02T 2 + 7.01T + 207.51 (5.16)

and for the water viscosity variation with temperature:

µl (T ) = 2.4× 10−5
[
10

247.8
(T−140)

]
(5.17)

Figure 5.1 and 5.2 show the variation of the viscosity and density of water with
temperature and their curve fitting using the above two expressions.

5.3 Corrosion Modelling

Corrosion in steel is governed by several factors but mainly by the applied condi-
tions of the solution alkalinity measured by pH scale and applied potential within the
chemical reaction [17]. These are the factors that determine the corrosion process if
it is in the dissolution or the passivation region, according to Eh-pH diagram for the
Fe. Thus, to investigate the effect of the temperature rise on the corrosion rates, it
is necessary to study the temperature rise effects on the Eh-pH diagram of the Fe.
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Figure 5.1: Variation of water viscosity with temperature and the curve fitting function with
[150].

Figure 5.2: Variation of water density with temperature and the curve fitting function with [150].
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Figure 5.3(a-d) shows the simplified E-pH diagrams for Fe at 298, 323, 343, and
363 [K] respectively. The figure illustrates how dissolution and passivation regions
change with the temperature rise. The main electrochemical reactions equations in-
volved are represented by the boundary lines numbered in Figure 5.3 (a), and are
listed as follows [8]:

Line 1 : 2e− + Fe2+ = Fe (5.18)

Line 2 : e− + Fe3+ = Fe2+ (5.19)

Line 3 : Fe2O3 + 6H+ + 2e− = 2Fe2+ + 3H2O (5.20)

Line 4 : Fe2O3 + 6H+ + 6e− = 2Fe+ 3H2O (5.21)

Line 5 : 2Fe3+ + 3H2O = Fe2O3 + 6H+ (5.22)

In order to construct the 2D erosion-corrosion maps correctly, these lines must be
represented mathematically as a function of the applied potential and pH variables.
This can be done by using the thermodynamics relations that govern each electro-
chemical reaction. The equation of every line at the given temperature levels is listed
in table 5.1. These lines represent the transition between dissolution, passivation and
immunity regions. A full explanation of how these equations are discussed in Ap-
pendix A.

The corrosion rate is mainly characterised by the summation between the pure cor-
rosion rates (Kco), which can be neglected; and the contribution of erosion to the
corrosion process which denoted by (∆Kc) (also known as erosion enhanced corro-
sion) in the passive regions. Corrosion rates in the dissolution region can be esti-
mated by neglecting (∆Kc) and calculating the net current density [Acm−2] from
the Butler-Volmer equation which is dependent on the temperature. Equation 4.18
can be formulated as a function of temperature by using Equation 4.21 and is given
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(a)

(b)

(c)

(d)

Figure 5.3: Simplified Pourbaix diagrams for the Fe-water system at : (a)298, (b)323 (c)343
(d)363 [K].



5.3. Corrosion Modelling 107

Table 5.1: The equations of boundary lines between the passive and dissolution regions see Figure
5.3(a).

Line Temperature [K] Equation

Line 1 298 E= -0.618
323 E= -0.617
343 E= -0.618
363 E= -0.620

Line 2 298 E= 0.771
323 E= 0.814
343 E= 0.848
363 E= 0.879

Line 3 298 E= 1.076 - 0.177 pH
323 E= 1.097 - 0.192 pH
343 E= 1.119 - 0.204 pH
363 E= 1.144 - 0.216 pH

Line 4 298 E= -0.054 - 0.059 pH
323 E= -0.046 - 0.064 pH
343 E= -0.039 - 0.068 pH
363 E= -0.032 - 0.072 pH

Line 5 298 pH = 1.72
323 pH = 1.47
343 pH = 1.33
363 pH = 1.23

as:

ianet = io

[
exp

(
β zm F 4E

RT

)
− exp

(
− (1− β) zm F 4E

RT

)]
(5.23)

The pure dissolution rate can be expressed by the Faraday law:

Kc = Kco =
i RAMFe

zm F
(5.24)

the Butler-Volmer equation is used in modelling the dissolution corrosion rate in
both 2D and 3D erosion-corrosion maps.
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5.3.1 Passivation in 2D erosion-corrosion maps

In the case of passivation region, the passivation process prevents the pure corrosion
from further occurring, and the total corrosion rate can be simplified to the amount
of passive film removal (i.e. Kco ≈ 0). Tirupataiah et al. [70] developed a simple
expression for the crater diameter by equating the kinetic energy of the incident
particle with the energy required to form a crater. Based on Tirupatiah’s work,
Stack et al. [83, 8] derived a formula for predicting the erosion rate in passive film,
given its hardness and density and the passive film thickness at normal impacts,
expressed in [g cm−2 s−1] and is given as:

Kc = ∆Kc =
86.0 ρs h cp V

2
p

rp ρ0.5
p Hs (T )0.5 (5.25)

Although the growth of the passive layer is dependent of the operating temperature,
as discussed in [151, 19], the assumptions 3 and 7 in section 4.2.2.2 indicate that
the formation of the oxide layer is instantaneously removed by the solid particle
impact. Therefore, the time interval between impacts, which allow more oxide layer
formation is very low. Moreover, assumption (3) in section 4.1.3 state that the erosion
and corrosion process is assumed to be steady and independent of time. Thus, the
oxide layer can be estimated as a linear function of over-potential only as mentioned
in section 4.2.2.2, and as in [126]:

h = ho + 3× 10−9 (Eap − Epas) (5.26)

where:
(
ho = 1× 10−9

)
[m].

It is acknowledged that this is a simple model. Its use may be restricted at ele-
vated temperature because of the increase in the rate of formation of the oxide layer
at elevated temperatures. However, it is assumed here that the erosion and corrosion
rates are steady, i.e. independent of time. This assumption discounts the effect of the
time interval between impacts. The time interval between impacts is very important
factor in the erosion-corrosion process, as in the passive region, it determines the
film thickness and growth kinetics [151]. However, for this study, as the thickness of
the passive film is assumed to be in the order of nanometres [126, 152], significant
increase in film thickness is not considered for long intervals between impacts.
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5.3.2 2D Erosion-corrosion regime boundaries

The 2D erosion-corrosion maps formed in this chapter are built as a map between the
applied potential and particle impact velocity at specified pH and temperature levels.
The regime boundaries are determined in terms of the ratio (Kc/Ke). Rearranging
the equations 5.3, 5.24, and 5.25 and using equations 5.5, 5.6, and 5.7 to include the
effect of increasing temperature, the transition velocity in the dissolution region is
given as:

V =
MFe i

0.28
anet T

0.21
m Cp (T )0.67 Hs (T )0.07

ρ0.07
p c0.28

p (Kc/Ke)
0.28 (5.27)

While in case of the passive regions the transition velocity is:

V =
k h0.67 ρ0.67

f T 0.5
m Cp (T )0.67

r0.67
p ρ0.5

p Hs (T )0.17 (Kc/Ke)
0.67 (5.28)

Equations 5.3, 5.27, and 5.28 are also used to produce the erosion-corrosion wastage
maps:

Kce = Keo +Kco + ∆Ke + ∆Kc (5.29)

The boundary conditions for both regime and wastage maps are the same as defined
in section 4.1.2.

5.3.3 Passivation in 3D erosion-corrosion maps

The passivation model developed in section 4.2.2.2 is used to estimate the additive
(∆Kc). It must be noted that the effect of temperature is only apparent in reduction
of the target material hardness. The formula used is summarised in this section; for
comforting, the equation is re-listed here:

Mt = π k h ρf d
2
p

[
ρp (1− e2

n)

6H

]0.5

(V1 sinα1) (5.30)

Converting to [kg m−2 s−1] using equation 4.38; the passive layer erosion model will
be:
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∆Kc =
π

mp

c k h ρf d
2
p

[
ρp (1− e2

n)

6Hs (T )

]0.5

(V1 sinα1)2 (5.31)

where (en)can be estimated as mentioned in section 5.2.2.

5.4 Results

The erosion-corrosion regime and wastage maps are developed as Vp−Eap diagrams
at the given pH and temperature levels, Figure 5.3(a-d). These Pourbaix diagrams
are very essential in construction of both 2D and 3D erosion-corrosion maps, as they
categorise the behaviour of the metal under the specified corrosive conditions (tem-
perature, pH and applied potential).

Figure 5.3 shows that, as the temperature increases, the areas indicate dissolution
regions decrease while the passivation regions are increasing. This indicates unique
behaviour for the Fe metal at this temperature range, and can be interpreted as the
tendency of the Fe thermodynamically to passivate. The pH after which no disso-
lution occur is shifted to lower values as the temperature increases. This boundary
is represented in Figure 5.3(a) by the vertical line (5). Assuming line 1, and 3 are
straight lines (this is for the sake of simplification), the intersecting point between
these two lines with line (4) is also found to be shifted to lower values as the tem-
perature increases.

5.4.1 2D erosion-corrosion maps results

The effects of pH variation at elevated temperatures 298, 323, 343, and 363 [K] are
illustrated in Figures 5.4, 5.5 and 5.6 for the regime maps. The effects of the pH
variation in the wastage maps are shown in Figures 5.7, 5.8 and 5.9.

In the regime maps, there are two boundary lines in each map. The left hand side
vertical line represents the regions of applied potentials under which Fe is thermody-
namically impossible to corrode; and is denoted by (Eo). In these regions, the total
wastage of metals is considered to arise from the pure erosion as the corrosion at
these regions is thermodynamically impossible. It is found from the erosion-corrosion
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regime maps that this boundary is approximately constant at the studied temper-
ature range while the dissolution regions exist. As the pH increases, the regions of
passivation corrosion dominate, and no further dissolution occurs. This is accompa-
nied by reduction of (Eo) to lower potential values.

The other boundary line represents the applied potential (Epas) above which, the
metal begins to develop a passive layer. The transition regimes may vary from pas-
sivation domination to erosion domination. In the passivation domination regime,
the passive film continues to form and be removed because of the impact particles.
Meanwhile, in the erosion domination regime, the rate of re-passivation is apparently
much lower than the rate of metal erosion. Regions in between these two boundaries
represent the dissolution regimes and its transitions. To illustrate the variation of
(Epas) boundary values with the temperature change, Figure 5.10(a-d) shows the
difference in each pH level for passivity boundaries. From this figure, it can be con-
cluded that (Epas) value decreases as the temperature increases, and also decreases
as the pH increases.

5.4.2 3D erosion-corrosion maps results

Figure 5.11 and 5.12 show the regime maps for Fe at constant applied potentials and
different pH values. A low pH=5 and high pH=9 are chosen to reflect two extremes
of the electrolyte characteristic, that represent common applications in industry and
power plants. It is also selected for comparing with the 2D erosion-corrosion maps
developed in [8].

Figure 5.11(a-d) shows the erosion-corrosion regime maps at pH 5 and applied po-
tential V= -0.6 [V] (SCE). At these conditions, dissolution regimes are prevailed.
Moreover, it is observed that; at the pipe bend, the erosion-dissolution and erosion-
dominated regimes are dominant; Figure 5.11(a), and tend to increase as the tem-
perature increase; Figure 5.11(b, c and d). This is consistent with the Pourbaix
diagrams at these conditions. It can be referred to the high erosion rate values at
the pipe bend location.

In contrast with the results at pH=5, Figure 5.12(a-d) shows the erosion-corrosion
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(a)

(b)

(c)

(d)

Figure 5.4: Regime maps for Fe at pH 5 and: (a) 298, (b) 323, (c) 343, and (d) 363 [K].
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(a)

(b)

(c)

(d)

Figure 5.5: Regime maps for Fe at pH 7 and: (a) 298, (b) 323, (c) 343, and (d) 363 [K].
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(a)

(b)

(c)

(d)

Figure 5.6: Regime maps for Fe at pH 9 and: (a) 298, (b) 323, (c) 343, and (d) 363 [K].
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(a)

(b)

(c)

(d)

Figure 5.7: Wastage maps for Fe at pH 5 and: (a) 298, (b) 323, (c) 343, and (d) 363 [K].
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(a)

(b)

(c)

(d)

Figure 5.8: Wastage maps for Fe at pH 7 and: (a) 298, (b) 323, (c) 343, and (d) 363 [K].
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(a)

(b)

(c)

(d)

Figure 5.9: Wastage maps for Fe at pH 9 and: (a) 298, (b) 323, (c) 343, and (d) 363 [K].
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Figure 5.10: Variation of Epas value with Temperature at different pH values.

regimes at pH=9 and applied potential V= -0.6 [V] (SCE). The dominant regime
predicted at all temperature levels is the erosion-passivation regime. The reason
behind this domination is that, at the passivation mechanism, the corrosion rate is
decreased because of the formation of the thin oxide layer which prevents the metal
from further dissolution.

The effect of applied potential variation is investigated in Figure 5.13 and 5.14, which
show the regime maps for Fe at constant pH=7 at the same temperature levels. Two
values also chosen here for the applied potentials. One value refers to low applied
potential V= -0.6 [V] (SCE); Figure 5.13, where the corrosion mechanism is disso-
lution, while the other is corresponding to a higher potential V= -0.05 [V] (SCE);
Figure 5.14, where passivation corrosion appears.

An identical mapping was found at pH=5; Figure 5.11(a-c), and pH=7; Figure
5.13(a-c), which indicates an identical behaviour for the metal in dissolution mech-
anism at the same applied potential regardless of the pH values. This is because of
the dependence of the dissolution rate on the over-potential value.

On the contrary, Figure 5.14(a-d) shows similar but not identical maps on the pipe
surface at every temperature level when comparing with the erosion-passivation maps
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(a)

(b)

(c)

(d)

Figure 5.11: Regime maps for Fe at pH 5, V= -0.6 [V](SCE) at:(a) 298, (b) 323, (c) 343, (d) 363
[K].
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(a)

(b)

(c)

(d)

Figure 5.12: Regime maps for Fe at pH 9, V= -0.6 [V](SCE) at:(a) 298, (b) 323, (c) 343, (d) 363
[K].
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in Figure 5.12(a-d)). The passivation-erosion regime is dominant on the straight
ends of the pipe, while the erosion-passivation regime remains dominant in the pipe
bend regions. This is because of the dependency of the (∆Kc) on the passive layer
thickness formation and removal mechanism. High overpotential gives higher rate of
re-passivation in areas where the impact frequency is high (the pipe bend). On the
other hand, a much more prevailing of the passivation-erosion regime is predicted on
the regions where the solid particle impact frequency is low (pipe straight ends).

To illustrate the wastage maps dependency of the pH value, Figures 5.15 and 5.16
show the wastage maps for Fe at V= -0.6 [V] (SCE) and pH values 5 and 9 re-
spectively. Although the erosion rate increases as the temperature increases; and
consequently total wastage increases, the wastage maps in Figures 5.15(a-d)) show a
decrease in the high wastage regimes as the temperature increases. This is a direct
result of the corrosion rates reduction as the temperature increases.

However, this behaviour is reversed at pH=9; Figure 5.16(a-d). The passivation
mechanism rules the corrosion rate, which is proportional to the particles impact
frequency and velocity, that is why the wastage maps in Figures 5.16(a-d) exhibits
an increase in the high wastage regime region. The additive effect between the ero-
sion and corrosion at pH=9 is proportional to the increase in temperature level, and
will cause an increase in the area suffers high wastage regime.

The applied potential effect on the wastage maps is investigated in Figures 5.17 and
5.18. The two figures illustrate the wastage maps for pH= 7 and at applied potentials
-0.6 and -0.05 [V] (SCE) respectively. A similar behaviour in results is observed at
applied potential V= -0.6 [V]; Figure 5.17(a-d), with that in Figure 5.15(a-d). This
similarity in dissolution corrosion mechanism at any low pH value (5 and 7) can be
referred to the independence of the corrosion rates on the pH value.

It is also observed that this similarity is seen at temperature T=363 [K], even it
is considered following the passivation corrosion mechanism. This behaviour is an
interpretation to the fact that the applied potential value (V=-0.6 [V]) is a transi-
tion point between dissolution and passivation mechanism in the Pourbaix diagram
at T= 363 [K], as illustrated in the 2D erosion-corrosion maps; Figure 5.5(d). The
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(a)

(b)

(c)

(d)

Figure 5.13: Regime maps for Fe at pH 7, V= -0.6 [V](SCE) at:(a) 298, (b) 323, (c) 343, (d) 363
[K].
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(a)

(b)

(c)

(d)

Figure 5.14: Regime maps for Fe at pH 7, V= -0.05 [V](SCE) at:(a) 298, (b) 323, (c) 343, (d)
363 [K].
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(a)

(b)

(c)

(d)

Figure 5.15: Wastage maps for Fe at pH 5, V= -0.6 [V](SCE) at:(a) 298, (b) 323, (c) 343, (d)
363 [K].
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(a)

(b)

(c)

(d)

Figure 5.16: Wastage maps for Fe at pH 9, V= -0.6 [V](SCE) at:(a) 298, (b) 323, (c) 343, (d)
363 [K].
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3D erosion-corrosion maps are capable of capturing the reflect of the metal at the
transition boundary; while in the case of the 2D erosion-corrosion maps, the transi-
tion is represented as a discontinuity in the regime boundaries.

5.5 Discussion

It is worth noting that all the results for the erosion-corrosion regimes and wastage
maps here are within the range of applied potentials that used in previous investiga-
tions of Stack group [8] for comparing reasons. The chosen pH levels are also taken
to be consistent with the previous work for ease of comparison and for their use in
several industrious and technological applications. The temperature range in this
work is also taken to suit many applications that involve aqueous slurry flow.

5.5.1 2D erosion corrosion maps

The effect of elevated temperature is investigated to monitor and identify its influence
on the erosion-corrosion regime and wastage maps. Comparing the erosion-corrosion
regime maps in Figures 5.4, 5.5 and 5.6 with the wastage maps; Figures 5.7, 5.8,
and 5.9, shows that, at dissolution regions, the total wastage of (Fe) is considerably
higher than that in the passivation regions. This is because of the high corrosion
rates in case of dissolution. The regime maps also show that, the dissolution regimes
areas at pH=5; Figure 5.4(a-d), are wider than that at higher pH values; Figures
5.5(a-d) and 5.6(a-d), where the dissolution regimes regions reduce gradually and
become less wider with the temperature increase.

As the temperature increase at pH=9; Figure 5.6(b-d), no dissolution regimes are
observed, and the passivation regimes demonstrate the Fe behaviour at any given ap-
plied potential. This also affects the wastage maps at this pH value; Figure 5.9(b-d),
where ascending wear rate from low to high regions are observed. This is in contrary
to Figures 5.7 and 5.8(a, b), where the high wastage region is dominating specially
at intermediate potentials due to dissolution corrosion.
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(a)

(b)

(c)

(d)

Figure 5.17: Wastage maps for Fe at pH 7, V= -0.6 [V](SCE) at:(a) 298, (b) 323, (c) 343, (d)
363 [K].
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(a)

(b)

(c)

(d)

Figure 5.18: Wastage maps for Fe at pH 7, V= -0.05 [V](SCE) at:(a) 298, (b) 323, (c) 343, (d)
363 [K].
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5.5.1.1 Comparison with the previous results [8] at 298 [K]

A qualitative comparison between the regime maps at standard room temperature;
Figures 5.4(a), 5.5(a) and 5.6(a), and the maps in [8] indicates that the boundaries
of the passivation affected regions are under-predicted. This is a result of using dif-
ferent hardness value in this study. Meanwhile, the passive film layer is assumed to
be very thin and continuously removed by the impact particles and the erosion dom-
ination is likely to appear at lower impact velocities than the previously predicted.
The erosion-passivation regime boundary in the passive region would not exceed 10
[m s−1] in aqueous flow according to the results in this study. This value considered
very reasonable as a boundary for the erosion domination to reveal in aqueous slur-
ries, compared to values of 12-15 [ms−1] [8].

The results obtained in the dissolution affected regions at the same figures above
show lower slope value for the dissolution regimes boundaries, than that obtained in
[8]. The reason behind this change in the slope is the dependence of the corrosion
rates on the temperature level. It is important to note that, the Tafel slope; taken
here as a function of the temperature, has a value equal to 0.059 at room tempera-
ture compared to 0.05 that assumed in [8]. The increase in Tafel slope causes lower
predicted values for the corrosion rates. When the corrosion rates are divided by the
predicted erosion rates, the slope of the dissolution affected regimes boundary lines
decreases accordingly.

In accordance with the regime maps, wastage maps at the standard room tem-
peratures show that, at lower potential values, the transition from medium to high
wastage boundaries decreases when compared with the results in [8]. (from 2 to 1.5
[m s−1]). This is also because of the use of a different hardness values to represent
the carbon steel alloys family. Using different erosion model is considered another
reason for this slight reduction in the boundary level. Nevertheless, it is considered
a reasonable value and within the same range.

In contrast, the predicted transition velocities at higher potential regions (where
passivation occurs) is slightly lower or identical of that in [8]. This similarity comes
from the fact that the transition boundaries are existed at velocity levels where the
passivation is dominated (passivation-dominated and passivation-erosion regions).
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At these regions, the effect of erosion is negligible at the countered impact velocity
values. As the potential increases, the total wear is increased because of the increase
of the metal oxide removal (corrosion contribution to erosion ∆Kc). In fact, the for-
mation and removal of the passive layer is very complicated process, which involves
both mechanical and electrochemical interactions. We assume here that the passive
layer is slowly formed and then removed simultaneously by the impact of the solid
particles.

5.5.1.2 Effect of elevated temperature in the regime and wastage maps

At higher temperature levels, Fe tends to passivate, and the dissolution affected re-
gions are shrunk over the pH range under investigation. The advantages from this
behaviour can be indicated by the decrease of the total wear in dissolution affected
regions along the potential range at a given pH. Figure 5.10 indicates a regular de-
crease in the passivation affected boundary value (Epas), as the temperature increase
at any given pH value; which is consistent with the Pourbaix diagrams; Figures
5.3(a-d).

The erosion-corrosion regime maps have the ability to monitor this shift in the bound-
ary line as the temperature increases. It is worth noting that, regime maps are very
useful tool to instruct the design engineers with the impact velocity limits to min-
imise the wastage rate, and to identify the applied regime at each impact velocity
level for a given applied potential. On the other hand, the wastage maps are very
useful to predict the wastage level and the regions of recommended applied potential
for a given pH and temperature level. This will be useful in identifying the most
optimised design condition for the application under design stage.

The wastage maps show a wide range of high metal removal rates at low tempera-
ture compared to higher temperatures. They indicate constant low to medium wear
at applied potentials range from -1.0 to -0.8 [V](SCE), where pure erosion is the
only regime acting on the material surfaces. As the dissolution affected regimes
participate in the wear process, the wastage reaches its high levels which reveal the
un-recommended range of applied potential. As the temperature increases, this range
decreases to reach its narrowest width at pH =7 and 323[K]; Figure 5.8(b).
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5.5.2 3D erosion-corrosion maps

The methodology introduced in chapter 4 has been modified to include the effect
of the elevated temperature. It is important to note that (Fe) will exhibit different
erosion-corrosion regimes because of the changes of velocity and particle frequency
of impact over the component. The areas dominated by these regimes are also will
change significantly as these parameters change.

The effect of the pH increase from 5 to 9; Figures 5.11 and 5.12, has an impor-
tant influence on the corrosion mechanism that controls the degradation rate for
the Fe. The same effect is also observed when changing the applied potential in
the positive direction; Figures 5.13 and 5.14. The corrosion mechanism is changed
from dissolution to passivation domination affected behaviour over the component.
This illustrates the importance of environment alkalinity and applied electrochemi-
cal potential on the stability of the corrosion regime, as identified by the Pourbaix
diagrams for the Fe or any pure metal, and their influence on the erosion-corrosion
in both three-dimensional and two-dimensional maps.

Increases in temperature have also a significant effect on the erosion-corrosion regime
maps. Comparing between low and high pH values; Figure 5.11 and 5.12, it is ob-
served that, in low pH, Fe exhibits various erosion-corrosion regimes predominating.
This is in contrast with the results at high pH value where a stable erosion-passivation
regime is spread on the pipe surface.

In the case of passivation corrosion mechanisms, the corrosion rate is assumed to
be dependant of the particles impact parameters such as the impact velocity and
impact angle as mentioned above. On the other hand, dissolution corrosion mecha-
nisms at low pH value, the corrosion rate is assumed to be independent of the erosion
rate (no corrosion contribution to the erosion process).

This is for simplification only, but in reality, the contribution of corrosion in the
erosion process is maybe because of weakening the bonds of the metal surface’s
grains and consequently reducing the hardness of the metals in the sites where
the dissolution-dominated and dissolution-erosion exist. Another reason may be
attributed to the sudden increase in current density during impacts.
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Contrary to the erosion-corrosion regime maps, the effect of temperature increase
in the wastage maps is considerably slight, even in low or high pH and applied po-
tential values; Figures 5.15-5.18. This indicates that the erosion-corrosion wastage
is affected only by its maximum value variation at the pipe bend region; where the
high wastage regime is dominated. Another direct conclusion can be addressed as
the temperature range investigated here, has a slight effect on the total wastage of
the material. It is acknowledged that this behaviour will differ at higher temperature
levels.

It is worth noting here at this stage that the production of erosion-corrosion 3D-maps
is considered an important step to understand the complexity of erosion-corrosion
mechanisms. The technique is capable of studying the influence of most of the pa-
rameters that acting together in the erosion-corrosion process. It can predict the
regions of severe wear due to the additive effect of erosion and corrosion, as well
as the rate of metal degradation. However, erosion-corrosion 3D maps are not pro-
duced to substitute for the 2D maps, but rather to give another tool to investigate
and understand the erosion-corrosion process.
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6.1 Conclusions

In general, the following conclusions can be extracted from this study:

(i) The model for 2D erosion-corrosion mapping made by Stack et al. [8] has been
extended to 3D erosion-corrosion mapping developed by a new methodology
by combining the CFD methods; which involves fluid dynamics and multiphase
flow parameters, and the concept of the 2D erosion-corrosion maps.

(ii) This new methodology have been used to model the erosion–corrosion be-
haviour of a range of pure metals systems on the real surfaces of a pipe bend
case study, which indicates its potential to be applied in any industrial sys-
tems. Under similar assumptions of [8], erosion-corrosion regime and wastage
maps have been constructed which showed how this new method can capture
the additive effect of the erosion on the corrosion process.

(iii) In order to incorporate the dynamic effect of the solid particles during and after
impact; which is needed for the 3D simulation, an erosion model was developed
to predict the passive layer erosion rate by the solid particles impacts. This
model was used to predict the additive or contribution effect of the erosion
process in the corrosion rate.

(iv) The results indicate that it is possible to identify erosion–corrosion mechanis-
tic regimes on 3D components under nominally similar fluid flow conditions.
This methodology is capable of monitoring the combined effect of most of the
erosion-corrosion process parameters in one map, which makes it a very impor-
tant tool for predicting the life-time of any industrial component that suffers
severe erosive-corrosive environments.

(v) The effects of erosion and corrosion parameters such as particle size and applied
potential can also be monitored by this new methodology, showing significant
differences on the three-dimensional erosion–corrosion regimes indicating the
important effects of erosion–corrosion variables on the stability of such regimes
observed on real life components.

(vi) The constrained applicability of the 2D erosion-corrosion maps in monitoring
the effect of some parameters that influence both the erosion and corrosion pro-
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cesses; such as temperature rise, has been excluded by using the new method-
ology. This can be done by using the CFD tools to simulate the flow under
elevating temperature conditions. The results showed how iron (Fe) responded
to the increase of temperature by its tendency to passivate where passivation
regimes revealed over the dissolution ones. The effect of the elevated temper-
ature was implicitly introduced to the 2D erosion-corrosion maps, assuming
normal impact. This tendency to passivation decreases the total wastage rate
compared with the standard room temperature maps.

(vii) The Tafel slope dependency on the environment temperature has an impact
effect on the prediction of the corrosion rate and hence the total wastage at
elevated temperature. Hence, an accurate determination of its value is very
important to predict the erosion-corrosion rate and construct both 2D and 3D
erosion-corrosion maps.

(viii) Notwithstanding the narrow range of temperature levels investigated here in
this study, the temperature elevation effect has a very significant variation
on the erosion-corrosion regime maps while it has a slight influence on the
erosion-corrosion wastage maps. The 3D erosion-corrosion maps developed in
this work are capable of capturing the nature of the transition regimes, even
in the critical points where the corrosion mechanism changes from dissolution
to passivation.

(ix) The methodology developed in this study makes the erosion-corrosion map-
ping techniques applicable to the service and enhancement design stage of
any engineering application. These maps can be used at any engineering
stage, namely: design, service and enhancement stages, to predict the erosion-
corrosion regimes and total erosion-corrosion rates over the surface of any in-
dustrial application. It only requires an accurate description of the fluid flow
properties, to produce an accurate fluid flow simulation using any CFD solver.

6.2 Future work

It is worth noting here that the methodology applied in this study is commenced
using several simplification assumptions to keep the methodology as simple and well
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presented as possible. However, the methodology can be extended to simulate more
sophisticated applications and include more erosion-corrosion mechanisms. In this
section, possible future research directions are proposed and are listed as follows:

(i) It was emphasised that no synergy or antagonism during the simulation is
assumed. The reasons for such effects are not well manifested and is dependent
of many parameters. Further work can be carried out to incorporate such effects
in the model. This may be commenced by choosing a suitable erosion-corrosion
models. Some of these models were listed in the literature review [3, 88]. In
the case of the antagonestic effect, it can be assumed that the rate of the
passive layer formation is higher than its removal rate by particles impacts.
The antagonestic effect may occur when the particle concentration is very low.
At this condition, the time interval between impacts is longer enough to form
a thick passive layer and the passive layer formation becomes function of time
[151]. If the critical time interval, after which the passive layer formation rate
is higher than its removal rate is determined, the antagonestic effect can be
calculated. This can be carried out by using the model proposed by Stack et
al. [151] or the model in [19]. Another approach can be used is to determine
the critical particle concentration below which the antagonestic effect occurs.

(ii) This study was applied to a range of pure metals as an example for target
materials. Further work can be commenced to include more alloys and com-
posite materials. This can be very complex, particularly in the case where they
can be directly related to material properties i.e. for the erosion–corrosion of
composites both in bulk and in coating form [15, 16, 112]. This study assumes
mono-oxide layer formation in passivation corrosion, which is not the case for
the composites or the metal alloys. The oxide layer may be formed as sub-
multi oxide layers, each sub-layer contains different oxides compositions. At
these situation, modelling the additive effect may require extensive experimen-
tal programs to verify the effect of these sub-layers on the erosion-corrosion
process in a computational model.

(iii) The model used to calculate the additive effect is verified against some litera-
ture data. However, it is possible that very different results may be obtained
for erosion of passive films of different density. To date, this has not been con-
sidered. Hence, future work may concentrate on the verification of this model
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through a series of laboratory tests.

(iv) At the present study, the effect of corrosion on the mechanical properties; such
as the hardness and surface roughness of the material, is not considered for
simplicity in the existing model. However, it is acknowledged that this may be
a very significant in the overall wastage rate. Further work will be to consider
these factors in the three dimensional CFD simulations.

(v) In this study, the pipe bend is used to develop the 3D erosion-corrosion maps on
the interior surfaces of the pipe. Further work can be carried out by using more
sophisticated applications such as the interior surfaces of the slurry pumps.
For the slurry pump, the fluid flow is considered very complicated and requires
different frame of references as there are rotating and stationery components in
the turbomachinery systems. This kind of flow requires also special techniques
for the CFD simulation, as it involves high degree of swirling and turbulent
flow, which has an essential influence in the erosion and corrosion processes. To
date, no erosion-corrosion simulation has been performed to predict the erosion-
corrosion rates or regime distribution on the turbomachines components.

(vi) The DPM method used here in this study assumes one way coupling between
the fluid flow and the solid particle. However, this assumption may give errors
due to the volume fraction used in this study. Further simulation can be
enhanced by using two or four way coupling to get more accurate erosion rate
predictions.
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Appendix A

Electrochemical Reactions
Thermodynamics: E-pH Diagrams
for Iron

A.1 Basics

The tables and graphics in this appendix describe the thermodynamic behaviour of
the following metals when exposed to pure water at a range of elevated tempera-
tures; namely: 298, 323, 343, 363 [K] for the iron. From which, the simplified E-pH
(Pourbaix) diagrams are constructed respectively. Table A-1 contains the basic ther-
modynamic values for each species, solid or ionic, considered for the construction of
the E-pH diagrams. The relations between the free energy of the species considered
and the associated equations are evaluated with the data presented in Table A-1.
The possible electrochemical reactions to construct these simplified E-pH diagrams
are listed in table A-2.

The free energy (Go)of a substance for which heat capacity data are available can be
calculated as a function of temperature using Equation (A.1) [153]:

Go
T2

= Go
T1
− SoT1

(T2 − T1)− T2

T2ˆ

T1

Co
p

T
dT +

T2ˆ

T1

Co
p dT (A.1)

For pure substances, i.e., solids, liquids, and gases, the heat capacity
(
Co
p

)
is ex-

153
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Table A.1: Pure species considered for the Fe−H2O system and their thermodynamic data [81].

Species Go
(298) So

(298) A B × 103 C × 10−5

[
J mol−1

] [
J mol−1

]

H2 0 131 27.28 3.263 0.502
H2O -237,000 69.9 75.27 0 0
Fe 0 27.1 12.72 31.71 -2.51

Fe2O3 -742,000 87.3 98.28 77.82 -14.85

Šo
(298) a b[

J mol−1
]

H+ 0 0 -20.9 0.065 -0.005
Fe2+ -92,200 -107 -149 0.13 -0.00166
Fe3+ -17,800 -279 -342 0.13 -0.00166

Table A.2: The possible electrochemical reactions for the simplified Fe−H2O system [81].

Line Reaction
Line 1 2e− + Fe2+ = Fe
Line 2 e− + Fe3+ = Fe2+

Line 3 Fe2O3 + 6H+ + 2e− = 2Fe2+ + 3H2O
Line 4 Fe2O3 + 6H+ + 6e− = 2Fe+ 3H2O
Line 5 2Fe3+ + 3H2O = Fe2O3 + 6H+
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pressed as an empirical function of the absolute temperature:

Co
p = A+B T + C T−2 (A.2)

For ionic substances, one has to use another method, such as that proposed by Criss
and Cobble [153] to obtain the heat capacity, provided that the temperature does
not rise above 200 [oC]. The expression of the ionic capacity makes use of absolute
entropy values and the parameters (a) and (b) contained in Tables A-1 and is given
as

Co
p =

(
4.186 a+ b Šo(298)

)
(T2 − 298.16) / ln

(
T2

298.16

)
(A.3)

By combining Equation (A.2) or (A.3) with Equation. (A.1), one can obtain the free
energy at a given temperature by using the fundamental data contained in Tables
A-1

Go
(T ) = Go

(298) +
(
Co
p − So(298)

)
(T2 − 298.16)− T2 ln

(
T2

298.16

)
Co
p (A.4)

An excel spreadsheet is generated to calculate these values accordingly with the data
in table A-1. For any species O, the free energy of 1 mole can be obtained from (Go)

by

G(T ) = Go
(T ) + 2.303RT log (ao) (A.5)

thus, for (x) mole of the species, the free energy is expressed by

xG(T ) = x
(
Go

(T ) + 2.303RT log (ao)
)

(A.6)

where for pure substances such as solids, (ao) is equal to 1. For soluble species, the
activity of species (ao), is the product of the activity coefficient of that species (γo)

with its molar concentration [O]

ao = γo [O] (A.7)
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The activity coefficient of a chemical species in solution is close to 1 at infinite dilution
when there is no interference from other chemical species. For most other situations
the activity coefficient is a complex function that varies with the concentration of
the species and with the concentration of other species in solution. For the sake of
simplicity the activity coefficient will be assumed to be of value 1; hence Equation.
A-6 can be written as

xG(T ) = x
(
Go

(T ) + 2.303RT log ([O])
)

(A.8)

The (∆G) of a cell can be calculated by subtracting the sum of the free energy values
of the reactants from the sum values of the products.

∆G =
∑

Go
(T )rectants −

∑
Go

(T )products (A.9)

To translate it into potential we substitute in

E =
−∆G

zm F
(A.10)

A.2 Potential-pH diagrams

Potential-pH (E-pH) diagrams, also called predominance or Pourbaix diagrams, have
been adopted universally since their conception in the early 1950s. They have been
repetitively proved to be an elegant way to represent the thermodynamic stability of
chemical species in given aqueous environments. E-pH diagrams are typically plot-
ted for various equilibria on normal Cartesian coordinates with potential (E) as the
ordinate (y-axis) and pH as the abscissa (x-axis).

Conditions for equilibrium at a given constant temperature are derived from a form
of the Van’t Hoff reaction isotherm

∆G = ∆Go +RT ln (J) (A.11)

where (J) is the activity quotient corresponding to a free energy change, ∆G
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J =
aproduct1 aproduct2 . . . aproductn
areactant1 areactant2 . . . areactantn

(A.12)

substitute Equation. A.10 in Equation.A.11, This yields the NernstEquation

E = Eo − RT

zm F
ln (Q) (A.13)

In case of reactions that has no charge transfer, the activities are related simply by
the normal equilibrium constant(Keq) which can be also related to the free energy
by

Keq = exp

(
−∆G

RT

)
(A.14)

Also, Keq can be related to the reaction quotient (Q). For a generalised equation of
the form

aA+ bB + · · · → mM + nN + · · · (A.15)

the reaction equilibrium constant(Keq) and reaction quotient (Q) can be given by

Keq = Q =
amM anN . . .

aaA a
b
B . . .

(A.16)

To get the equations of the boundary lines illustrated in Figure A.1, the method
above is used. Tables A.3 through A.7 list the calculation results which have been
done using an excel spreadsheet. Table A.8 summarises these equations for each line
according to the equivalent temperature.
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Figure A.1: Simplified Pourbaix diagram for Fe shows the transition lines 1-5 location.

Table A.3: Calculation for Line (1) represents the reaction: 2e− + Fe2+ = Fe.

T, [K] 298 323 343 363

Go(T )Fe2+ -85099.77 -82689.34 -81116.19 -79880.29

Go(T )Fe 0 -699.031 -1299.153 -1932.207

Go(T )reaction 85099.77 81990.31 79817.04 77948.08

Eo -0.441 -0.425 -0.414 -0.404

RT ln (Q) /zF 0.1773 0.192 0.204 0.216

E -0.618 -0.617 -0.618 -0.62

Table A.4: Calculation for Line (2) represents the reaction: e− + Fe3+ = Fe2+.

T, [K] 298 323 343 363

Go(T )Fe2+ -85099.77 -82689.34 -81116.19 -79880.29

Go(T )Fe3+ -10709.8 -4127 656.63 4966.6

Go(T )reaction -74389.94 -78562.26 -81772.82 -84846.88

Eo 0.771 0.814 0.847 0.879

RT ln (Q) /zF 0 0 0 0

E 0.771 0.814 0.847 0.879
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Table A.5: Calculation for Line (3) represents the reaction: Fe2O3+6H++2e− = 2Fe2++3H2O.

T, [K] 298 323 343 363

Go(T )Fe2+ -85099.77 -82689.34 -81116.19 -79880.29

Go(T )H2O -237000 -238812.12 -240376.26 -242028.23

Go(T )H+ 0 0 0 0

Go(T )Fe2O3 -742000 -744278 -746275.6 -748419.9

Go(T )reaction -139199.54 -137537.04 -137085.56 -137425.37

Eo 0.721 0.713 0.7104 0.712

E = RT ln (aFe2+ ) /zF 0.355 0.385 0.408 0.432

Free parameter 1.076 1.097 1.12 1.14

pH parameter -0.177 -0.192 -0.204 -0.216

Table A.6: Calculation for Line (4) represents the reaction: Fe2O3 + 6H+ + 6e− = 2Fe+ 3H2O.

T, [K] 298 323 343 363

Go(T )Fe 0 -699.031 -1299.153 -1932.207

Go(T )H2O -237000 -238812.12 -240376.26 -242028.23

Go(T )H+ 0 0 0 0

Go(T )Fe2O3 -742000 -744278 -746275.6 -748419.9

Go(T )reaction 31000 26443.58 22548.51 18470.796

Eo -0.054 -0.046 -0.039 -0.032

E = RT ln (aFe2+ ) /zF 0 0 0 0

Free parameter -0.054 -0.046 -0.039 -0.032

pH parameter -0.059 -0.064 -0.068 -0.072

Table A.7: Calculation for Line (5) represents the reaction: 2Fe3+ + 3H2O = Fe2O3 + 6H+.

T, [K] 298 323 343 363

Go(T )Fe -10709.8 -4127 656.63 4966.6

Go(T )H2O -237000 -238812.12 -240376.26 -242028.23

Go(T )H+ 0 0 0 0

Go(T )Fe2O3 -742000 -744278 -746275.6 -748419.9

Go(T )reaction -9580.34 -19587.48 -26460.08 -32268.39

Go(T )reaction/(2.303RT ) -0.839 -1.583 -2.014 -2.321

pH parameter 1.72 1.47 1.33 1.23
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Table A.8: The equations of boundary lines between the passive and dissolution regions see Figure
A.1.

Line Temperature [K] Equation

Line 1 298 E= -0.618
323 E= -0.617
343 E= -0.618
363 E= -0.620

Line 2 298 E= 0.771
323 E= 0.814
343 E= 0.848
363 E= 0.879

Line 3 298 E= 1.076 - 0.177 pH
323 E= 1.097 - 0.192 pH
343 E= 1.119 - 0.204 pH
363 E= 1.144 - 0.216 pH

Line 4 298 E= -0.054 - 0.059 pH
323 E= -0.046 - 0.064 pH
343 E= -0.039 - 0.068 pH
363 E= -0.032 - 0.072 pH

Line 5 298 pH = 1.72
323 pH = 1.47
343 pH = 1.33
363 pH = 1.23



Appendix B

CFD Simulation Run Configuration

B.1 General

This appendix summarise the CFD runs configuration that have been commenced
for the first case study; (Enayet et al. [115]), and the second case study; (Wood
et al. [72]). The summery is the output file from the FLUENT software after the
simulation is done.

B.2 First case study (Enayet et al.)

B.2.1 Model Settings

Space: 3D.

Time: Steady .

Viscous: Standard k-epsilon turbulence model.

Wall: Treatment: Standard Wall Functions.

B.2.2 Boundary conditions

Outlet: Outflow.

161
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Inlet: Velocity-inlet.

Outer-wall: Wall.

Inner-wall: Wall.

Default-interior: Interior.

B.2.2.1 Inlet boundary

Velocity-Magnitude-(m/s): 0.92000002

X-Component-of-Flow-Direction: 1.

Y-Component-of-Flow-Direction: 0.

Z-Component-of-Flow-Direction: 0.

X-Coordinate-of-Axis-Origin-(m): 0.

Y-Coordinate-of-Axis-Origin-(m): 0.

Z-Coordinate-of-Axis-of-Axis-Origin-(m): 0.

Turbulent-Intensity(%): 0.099999994.

Hydraulic-Diameter-(m): 0.047999999.

B.2.2.2 Outlet boundary

Outflow-ratio(%): 100.

B.2.3 Solver control

Relaxation: default.

Pressure-Velocity-Coupling: SIMPLE.

Discretisation-Scheme:

• Pressure: Standard.
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• Momentum: Second Order Upwind.

• Turbulent Kinetic Energy: Second Order Upwind.

• Turbulent Dissipation Rate: Second Order Upwind.

B.2.4 Material properties

Material: water-liquid (fluid).

Density kg/m3 constant 1000.

Cp (Specific Heat) j/kg-k constant 4182.

Viscosity kg/m-s constant 0.001027.

B.3 Second case study (Wood et al.)

B.3.1 Model Settings

Space: 3D.

Time: Steady .

Viscous: Standard k-epsilon turbulence model.

Wall: Treatment: Standard Wall Functions.

B.3.2 Boundary conditions

Outlet: Outflow.

Inlet: Velocity-inlet.

Outer-wall: Wall.

Inner-wall: Wall.

Default-interior: Interior.
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B.3.2.1 Inlet boundary

Velocity-Magnitude-(m/s): 3.0.

X-Component-of-Flow-Direction: 1.

Y-Component-of-Flow-Direction: 0.

Z-Component-of-Flow-Direction: 0.

X-Coordinate-of-Axis-Origin-(m): 0.

Y-Coordinate-of-Axis-Origin-(m): 0.

Z-Coordinate-of-Axis-of-Axis-Origin-(m): 0.

Turbulent-Intensity(%): 0.099999994.

Hydraulic-Diameter-(m): 0.078.

B.3.2.2 Outlet boundary

Outflow-ratio(%): 100.

B.3.3 Solver control

Relaxation: default.

Pressure-Velocity-Coupling: SIMPLE.

Discretisation-Scheme:

• Pressure: Standard.

• Momentum: Second Order Upwind.

• Turbulent Kinetic Energy: Second Order Upwind.

• Turbulent Dissipation Rate: Second Order Upwind.
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B.3.4 Material properties

Material: water-liquid (fluid)

Density kg/m3 constant 998.2.

Cp (Specific Heat) j/kg-k constant 4182.

Viscosity kg/m-s constant 0.001003.
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Some Reflections on a Model to Predict the Erosion Rate of the 
PassiveFilm on Pure Metals 

 
M. M. Stack* and S. Abdelrahman† 

 
Abstract: A model to predict the erosion rates on the passive films of metals is proposed. The 
model investigates the effect of eroded particles on metals on which a passive (oxide) film has 
formed. To date, many of the existing erosion models concentrated in the normal angle 
erosion of the oxide layer. This new approach considers the effect of oblique impacts on the 
oxide layer and the effect of its thickness on the amount of metal and oxide layer removal. 
The model is then tested by comparison to previous experimental work. 
 
Keywords: erosion, corrosion, passive layer wear, oblique impact. 
 
 
1. Introduction 

 

Wastage as a result of the combined effects of the erosion-corrosion by solid particles is a 
major factor in many industrial situations such as mineral processing and oil and gas 
exploration. The synergistic effect of both erosion and corrosion may cause rapid metal 
wastage of components in such environments. In many cases, the surface material forms a 
passive film during the erosion-corrosion process. However, the removal process involving 
the transition from erosion of oxide films to the underlying metal is not well understood. 

In the literature, Tirupataiah et al. [1] investigated the nature of the elastic rebound on ductile 
materials when impacted by spherical particles. In this work, an expression was developed for 
predicting the size of the crater diameter, by equating the kinetic energy of the particle 
impacting the surface with the energy needed to remove a crater volume from the oxide layer. 
The model assumed that all the energy of the impact is consumed in the erosion process and 
the particle was spherical. The basic assumption on which this model is based is that all the 
relaxation of the crater shape occurs in the direction of the impacting particle.   

Later, Roy et. al. [2] investigated the transition effect of the oxide erosion to substrate erosion 
and developed a similar expression for the crater diameter but for sharp edged or conical 
particles and for an oxide layer based on the same first assumption of Tirupataiah. The 
derivation was applicable for both the substrate (ductile) and the oxide brittle layer. However, 
the model only considers normal impact and the assumption of the complete consumption of 
the particle energy in the erosion process ignores any energy expended in elastic work. 

                                                 
†
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Based on the work of Tirupataiah, previous work involving the current investigators [3] 
introduced an erosion model for passive layers of metals. The basic assumption was that the 
rebound velocity is explicitly small compared to the impact velocity and the impact angle is 
normal. This erosion model was necessary in constructing the erosion-corrosion mapping for 
various ranges of pure metals and low carbon steel. However, these assumptions constrain the 
model applicability in dynamic slurry flow motions, as in such environments, the target 
material is generally exposed to oblique impacts and the rebound characteristics of the 
impacting particles are considerable. Thus, it is necessary to adapt the model to account for 
oblique impacts and to account for elastic rebound effects. In addition the model considers the 
important transition when the eroding particles penetrate an oxide film during the impact 
process. 
 
 
2. Model Assessment 
 
Starting with the approach of Tirupataiah[1], it is assumed that the energy involved in the 
erosion process is the difference between the initial impact energy and the energy that causes 
the particle to rebound namely energy remaining after rebound. It is also assumed that the 
erosion process is adiabatic, thus discounting the amount of energy consumed during the 
erosion process due to friction and local melting of the material. 

 

Thus, equating the energy difference by the energy required to form a crater gives: 

 2 2
1 22

pm
V V H U            (1) 

where mp is the particle mass, V is particle velocity, H is the material hardness, U is the crater 
volume and the subscripts 1,2 are for the impact and rebound process respectively. Assuming 
that the surface shear stresses due to oblique impact may be neglected in case of brittle 
materials, Finnie[4] stated that the crater diameter of ring crack d is related to the vertical 
component of the velocity. Then, by default the energy balance in equation (1) will be: 

2 2 2 2
1 1 2 2sin sin

2
pm

V V H U           (2) 

where α1 and α2 are the impact and rebound angles respectively. 

By definition, the normal impact velocity component is related to the normal rebound velocity 
component by the coefficient of restitution e, thus and by rearranging: 

  2 2 2
1 1sin 1

2
pm

V e H U             (3) 

Assuming that the particle is a sphere and the crater depth is comparably smaller than the 
particle diameter, i.e. at low particle velocities, the shape of the crater on the passive film 
(oxide) surface can be assumed as part of a sphere and U can be related to the crater diameter 
W by [1]: 

 
4

32 p

W
U

d


           (4) 
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Where dp is the particle diameter. Applying equation (4) into (3) gives: 
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      (5) 

The crater depth d is related to crater diameter using the same assumption above by: 

 
2

4 p

W
d

d
           (6) 

From Jana [3], the mass of passivating oxides film removed per impact is given as: 

 2t p fM k d d h           (7) 

Where k2 is constant depending on the substrate material and is given for different pure metals 
in table.1 taken from [3], h is the passive layer thickness and ρf is the passive layer density. 
Substituting equation (5) into (6) and apply to (7) then we finally get: 
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     (8) 

Further simplification to the above equation can be made if we put ( 
3

6
p p

p

d
m

 
  ), leads 

to: 
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     (9) 

The unit given for the erosion model by equation (9) is [g impact-1]. To convert to a useful 
unit [kg m-2s-1] for example, one should multiply equation (9) by the particle impact 
frequency. This can be varied according to the application under investigation. For example, 
if the flow is homogeneous (constant particle concentration) then particle impact frequency 
may be given as [5]: 

 1 1sin
p

p

cV
I

m


          (10) 

Table.1: Properties for some pure metals and their passive films taken from [3] 

Metal 
Properties Fe Fe2O3 Ni NiO Cu Cu2O Al Al2O3 

Silica 
particles 

ρ [kg/m3] 7800 5240 8900 6720 8930 6400 2700 3970 2670

2k2 1398.9 — 1571.7 — 1597.7 — 1058.5 — — 

E[GPa] 211  200  130  71 380 94 

ν  0.293    0.312    0.343    0.345  0.22  0.3 

H [MPa] 820 5246.7 862 6560.9 495 2736.2 260 2088.9 — 
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And c is the particle concentration by mass [kg m-3]. The coefficient of restitution was 
developed elsewhere [6] and is defined as the ratio between the normal component of the 
particle rebound velocity to that of the impact velocity: 

 
0.625

0.5 0.125 0.25
1

1.36

e p

H
e

E V
           (11) 

Equation (9) is a simple expression for estimating the erosion rates for the oxide or passive 
layers on a substrate. The equation is valid only for the brittle oxide materials where the 
deformation even in the oblique impact has an approximate ring shape. The equation is useful 
for CFD applications since it accounts for the effect of the impact angle in erosion-corrosion 
evaluation or mapping techniques. 
 
3. Model Validation 

To validate equation (9), experimental work in previous investigations was used to test the 
validity of the model. Oka et al.[7] investigated the erosion of the aluminium oxide scale at 
various impact angles. Later, Griffin et al.[8] used his experimental results to validate the 
results of a three dimensional finite element erosion model of alumina scale on MA956 alloy 
substrate. Figure 1 shows the experimental results of Oka as reported by Griffin and the 
prediction by equation (9) after multiplying by [1/(mp*ρf )] for unit consistency. The 
experiment involved the impact of quartz particles with 325 [μm] mean diameter and an 
impact velocity of 100 [m s-1] on an Al2O3 scale.  

 

The predicted line here is a function of the scale thickness layer and thus the model agrees 
well with the experimental results. Although this agreement is sufficient for validating the 
model, the authors consider more validation through a set of experimental work necessary to 
investigate the effect of the oxide layer thickness on the model application.  

 

It is possible that very different results may be obtained for erosion of passive films of 
different density. To date, this has not been considered. In addition, the size of the erosion 
footprint at various impact angles may have a very significant on the erosion process as it 
dictates the volume of material removed. Hence, future work will concentrate on the 
verification of this model through a series of laboratory tests and addressing the above issues. 

 

 
Fig.1: Comparison with the experiment results by Oka et al. [7] 
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4. Conclusions: 

(i) A theoretical model has been presented to predict the erosion rates of the passive film 
which forms on a material instantaneously during exposure to erosioncorrosion 
environments. 

(ii) The model has potential applications to CFD modeling of erosion-corrosion of 
materials in aqueous slurries. 

(iii) Future direction for the research will involve further validation and testing of the 
model for various metal oxide systems and at different impact angles. 
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Abstract 

In studies of erosion-corrosion, much work has been carried out in recent years to identify regimes of 
behaviour.  Such regimes describe the transition between the erosion and corrosion dominated  
mechanisms.  They can also be used, by assigning various criteria, to identify other regimes of behaviour 
such as extent of “synergy/antagonism” in the process, so-called “additive” behaviour and the extent of 
wastage. 
 
Despite this work, there has been very little effort to combine the concept of the two dimensional erosion-
corrosion map with CFD modelling approaches, in which the characteristics of the fluid are accounted for 
in the regime description. This means that extrapolation of such maps in two dimensions to a three 
dimensional real surface presents some difficulties.  However, it is these surfaces that corrosion engineers 
are required to tailor, either through modification of the material composition, the surface or the process 
parameters, for optimum erosion-corrosion resistance. 
 
In this paper, a methodology is generated to combine the concepts of CFD modelling, and the erosion-
corrosion regime map for a specific geometry and for pure Fe.  The changes in regimes are presented as a 
function of variation in the erosion and corrosion variables i.e. particle size, hardness and solution pH.  
Erosion-corrosion regimes are presented based on the model results, showing the wide range of 
mechanistic and wastage mechanisms possible over the component surface.  
 
Keywords: Erosion-Corrosion, CFD Modelling, Regimes, Maps  
 
 



1. Introduction  
 
There have been several attempts at characterizing erosion-corrosion interactions reported in the 
literature in recent years [1-5].  These include theoretical and experimental methodologies to 
describe the erosion-corrosion interactions.  Various regimes descriptions have been employed in 
order to distinguish between the relative contributions of erosion and corrosion and, whether the 
effect of corrosion on erosion enhances the overall wastage rate in a so-called “synergistic” 
manner, or impede it in an antagonistic manner [1-4]. 
 
Several recent studies have used CFD (Computational Fluid Dynamics) simulation to predict 
erosive wear in “real life” components [5]. Other work [6] has used pre-determined experimental 
data [7] to test the predictions of the latter model for the erosion-corrosion on the inner surfaces 
of a pipe.  A further approach [8, 9] has used CFD to predict wear due to erosion-corrosion on 
other real-life systems.  
 
In dry conditions, erosion-corrosion simulations were carried out [10] to model the erosion of an 
alumina oxide scale on an aluminum alloy substrate and to investigate the multiple impacts of 
particles on a single site. This revealed that the crack formation due to tensile failure and shear 
stress could be simulated and predicted. A further erosion-corrosion study in aqueous conditions 
involved a finite difference method [11] to estimate the corrosion rates using knowledge of the 
concentration of ions in the near wall area. This revealed that changes in oxygen concentration 
will also increase the pH level and thus the amount of Fe ions released from the pipe surface.  
 
CFD [12] was used to investigate the relationship between shear stress of the oblique impact 
flow and the dissolution of the aluminium oxide layer. Other work [13] has found experimental 
agreement with model predictions for erosion-corrosion of 304L steel alloy in aqueous 
conditions.  Hence, there has been significant activity in CFD modelling of erosion-corrosion, 
both in dry and aqueous conditions in the past five years. 
 
Despite such studies, there has been no work carried out to combine the erosion-corrosion 
mapping approach with CFD simulations of the wastage process.  This paper addresses this issue 
by combining various erosion models in a CFD analysis with those for aqueous corrosion.  
Furthermore, these models are incorporated in a simulation of a multiphase flow environment 
using the Dispersed Particle Method (DPM) techniques for solid particle tracking. The results for 
“mapping the pipe” present a new technique for characterizing erosion-corrosion on real pipes, 
thereby introducing an important step-change in the interpretation and use of erosion-corrosion 
mapping approaches to date.  

Figure 1: Diagram of front view of mesh generated at inlet of component. 



2. Methodology  

2.1. Slurry Flow Modelling  

The following are the various steps in the model development. 
(i) A dilute slurry flow of water-alumina sand particles, of size 10-3[m] and volume 

fraction of 0.1, was ingested through a pipe bend inlet with bore diameter D equal to 
0.078 [m] and Rc D

-1 ratio of 1.2.  
(ii) The CFD simulations were generated by FLUENT ver.6.3 [14], which uses a finite 

element based finite volume method to solve the flow governing equations. Table 1 
summarizes the equations and operating and boundary conditions used in this study 
while table 2 lists the mechanical and physical properties for the slurry and target 
material. Figure 1 illustrates the mesh at the inlet which was generated and used for 
the study. 

(iii) A structured grid was generated in the near wall region together with a unstructured 
grid in the bulk flow region. The imbalance between the mass flow rate in the exit 
boundary compared to that in the inlet was computed (to ensure mass continuity) and 
found to be 1.144×10-5[kg s-1] which indicates very good accuracy of the simulation.  

(iv) To validate the CFD analysis, a comparison with the case study [15] was carried out 
as shown in table 3. The validation exercise was carried out for SS304L stainless steel 
alloy using the Forder erosion model [16].   

(v) The results in the current work were simulated for mild steel using Sundararajan’s 
second model [17]. 

 

Table 1: CFD modelling equations, operating and boundary conditions. 

Model parameter Water Alumina sand 
Solver equations Navier-Stokes DPM 
Turbulence Standard k-ε  
Wall treatment Standard wall function  
Coupling  Two-way coupling 
Operating conditions Ambient  
Inlet velocity [m s-1] 3.0 3.0 
 

Table 2: Physical and mechanical properties for the slurry and target material. 

Model parameter Fluid (Water) Sand (alumina) Target (mild steel) 
Density [kg m-3] 998 2650 7850 
Particle size [m]  10-3  
Mass flow rate [kg s-1] 14.3 3.827  
 

Table 3: Comaparison between the current study and experimental and simulation of other 
workers [15] 

Model 
parameter 

Experimental [15] Simulation [15] Current study (SS304L) 

Erosion rates 
[µm3 impact-1] 

2.2-5.5 5.5 5.48 



2.2. Erosion models  
As stated above, the models used include that of  Forder’s erosion model [16]  given as:    

where 
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The second model of Sundararajan [17] is divided into two expressions, one for localised 
deformation at the impact point, while the other accounts for the ductile cutting mechanism 
during the impact [17] i.e. 
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where: 
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The coefficient of restitution e can be estimated either by relating the energy dissipated during 
the impact with the mechanical properties of the target and impact velocity [18]. This is valid 
only for normal impact. 
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or it can be related to the impact angle through a semi-empirical relation [16]:  

2 3 40.988 0.78 0.19 0.024 0.027ne            (8) 

2 3 4 51.0 0.78 0.84 0.21 0.028 0.022te             (9) 

For consistency with corrosion rate calculations, erosion rates are converted to [kg m-2 s-1]. 

2.3. Corrosion models  

 
2.3.1. Active corrosion model  
Assuming that the corrosion reaction is activation controlled, the dissolution current density is 
given by the Butler-Volmer equation [19]:  
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where the over-potential is defined as:  

ap revE E E          (11) 

the corrosion rate is therefore given by 
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2.3.2. Repassivation model 
 An expression for the corrosion rate under passivation condition has been introduced [20] and is 
currently modified to include the effect of the oblique impact [21].  
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where h can be assumed to be related to the over-potential of the passivation [22]:  

 93 10o ap pash h E E          (14)  



 
2.3.3. Determination of passivation potential on the simplified Pourbaix diagram [23] 

Figure 2 shows the Pourbaix diagram for pure Fe. The passivation potential Epas can be 
determined from the intersection of the operating pH with the line representing the following 
precipitation electrochemical reaction 

2 2 32 3 6 6Fe H O Fe O H e   �     (15) 

 

Figure 2: Pourbaix diagram for Fe. 

 
The equation of this line can be given at 298 [K] by [24].  

1.08 0.177 0.245pasE pH        (16) 

The passivation potential is expressed in [V] with respect to standard calomel electrode (SCE). 

 
2.4. Erosion-corrosion mapping 
The total wear can be estimated as the sum of the erosion and corrosion rates i.e.   

   Kt = Ke + Kc         (17)  

where  



Ke = Keo + ΔKe        (18)  

and  

Kc = Kco + ΔKc        (19)  

In the active region, the erosion enhanced corrosion ΔKc and corrosion enhanced erosion ΔKe are 
neglected while in passive region, the pure corrosion is much lower than the erosion enhanced 
corrosion. Hence, in the active region, the total wear is given by:  

   Kt = Keo + Kco        (20)  

and in passive region   

   Kt = Keo + ΔKc        (21)  

The regime boundaries needed for constructing the regime maps on the interior surfaces of the 
pipe are defined by the ratio Kc/Ke and are used to determine the transition regimes at a given 
applied pH and applied potential. 

0.1c

e

K

K
    (Erosion dominated)   (17) 

0.1 1c

e

K

K
     (Erosion-Corrosion dominated) (18) 

1 10c

e

K

K
     (Corrosion-Erosion dominated) (19) 

10c

e

K

K
    (Corrosion- dominated)  (20) 

The wastage maps boundaries are set to give the transition regions between low, medium and 
high wastage. These are set as low wastage i.e. less or equal to 1 [mm year-1], medium wastage 
ie. between 1-10 [mm year-1] and high wastage i.e. greater or equal to 10 [mm year-1]. (Units are 
converted from [kg m-2s-1] to [mm year-1] in the model). 
 
 
 
3. Results 
 
The simulation commenced by using a single phase CFD run using FLUENT software and then 
injecting the particles uniformly at the inlet by using DPM method. A sample of 1655 particles 
of 10-3 [m] diameter was injected. Each impact with the walls of the pipe triggers a UDF (User 
Defined Function) to calculate the erosion and corrosion rates. All figures incorporate a blue area 



indicating that there was no erosion occurring on this section of the component in order to 
distinguish it from the areas of the component where impacts are observed. 

 
3.1. Effect of pH on the erosion-corrosion map 
The results, Fig. 3, showed that at pH 5 and 7, the erosion-corrosion regime pattern for Fe 
consisted mainly of dissolution and dissolution – erosion dominated behaviour.  However, at pH 
9, there was a change in the pattern of wastage, with the predominant erosion-corrosion regime 
for the component being erosion-passivation.  This can be compared to the Pourbaix diagram for 
Fe, Fig. 2, with Fe passivating at high pH values. 
   
3.2. Effect of applied potential on the erosion-corrosion transition boundaries. 
 Changes in applied potential in the positive direction, Fig. 4 (a-b), from -0.75 V (SCE), to -0.5 V 
(SCE), indicated there was very little evidence of corrosion affecting the process at the lower 
potentials.  Increase in applied potential, to -0.5 V (SCE) however, effected a significant change 
in the erosion-corrosion regime, with the component now being dominated by dissolution. At the 
higher potentials, by contrast, the erosion-corrosion regime was mainly erosion-passivation, 
Fig.4 (c)  
 
3.3. Wastage maps generated by simulation results at various pH values  
The wastage maps, Fig. 5(a-b), indicated, consistent with the regime maps, Fig. 3(a-b), that there 
were similar wastage regimes predominating at pH 5 and 7.  The high wastage rates over the 
component were attributed to the dissolution dominated regime which predominated.  At higher 
pH values, Fig. 5 (c), at pH 9, there was a change in wastage mechanism with the high wastage 
regime mainly predominating over the middle of the component where a very high impact 
frequency is encountered.  
 
 
4. Discussion  
 
It is clear from the results that the stability regimes for Fe as identified on the Pourbaix diagrams, 
Fig. 2, determine the erosion-corrosion regimes, Fig. 3-5.  The change in regime from dissolution 
affected behaviour at pH 5 and 7 to in turn passivation affected behaviour at pH 9, is consistent 
with the changes in the corrosion stability region on the Pourbaix diagram, Fig. 2.  Moreover, the 
variation in distribution of  particle impacts and velocities over the surface also have an effect on 
the erosion-corrosion regime, particularly in the passive region of the Pourbaix diagram, where 
particle repassivation rates between impacts will result in high wastage rates, Fig. 3(c), Fig. 4(c). 
 
The change in electrochemical potential in the positive direction, Fig. 4, shows significant shifts 
in the erosion-corrosion regimes over the surface.  Increases in the potential in a positive 
direction can modify the corrosion regime and in so doing change the erosion response as, in the 
passive region, this  will be greater than in the active region due to re-passivation, as indicated 
above.  
 
For the purpose of the model, a blue area has been incorporated to distinguish the location of the 
component where no erosion is taking place. Depending on the corrosion conditions, this may be 
subject to corrosion.  However, in this work, it was though important to highlight this region 
independently in the CFD simulation. 
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Figure 3: Erosion-corrosion maps for Fe component at V= -0.6 V [SCE] and pH: (a) 5 (b) 7 

(c) 9. 
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Figure 4: Erosion-corrosion maps for Fe component at pH = 7 and applied potential 
[V][SCE]: (a) -0.75 (b) -0.5 (c) -0.25. 
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Figure 5: Wastage maps for Fe component at V= -0.6 V[SCE] and pH: (a) 5 (b) 7 (c) 9. 
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Various developments in mapping methodologies in two dimensions [24-28] have 
concentrated on assessing the changes in erosion-corrosion regime according to the position 
on the galvanic series, and considering the erosion-corrosion regimes for composite materials 
where synergistic erosion-corrosion effects may be high.  Other work has assessed the effect 
of oxygen concentration on the erosion-corrosion behaviour [29].  At present the effect of 
corrosion on the mechanical properties of the material is not considered for simplicity in the 
existing model although it is acknowledged that this may be a very significant in the overall 
wastage rate.  Further work will be to consider these factors in the three dimensional CFD 
simulations.    
 
Hence, the results indicate that it is possible to superimpose erosion-corrosion regimes on 
three dimensional component surfaces such as pipes.  This is a new development in research 
in erosion-corrosion mapping and three dimensional modelling should enable more precise 
prediction of erosion-corrosion rates according to various geometries.  Many important 
applications of this approach are envisaged over the wider tribo-corrosion area. 
 

5. Conclusions  

(i)A method to superimpose the erosion-corrosion maps on the surfaces of Fe components has 
been developed using CFD analysis. 

(ii)The results have shown that it is possible to identify erosion-corrosion regimes in 3-
dimensional applications.  

(iii) Such a technique offers great promise in transferring the existing tribo-corrosion mapping 
methodologies to many other processes where tribology interacts with corrosion. 
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Appendix1. Nomenclature  
ba  Anodic Tafel slope. [V decade-1] (0.05) 
bc  Cathodic Tafel slope. [V decade-1] (0.05) 
Ck  Cutting characteristic velocity. [m s-1]  
Cp  Specific heat capacity. [J kg-1 K-1] (439)  
cp  Particle concentration. [kg m-3] 
D  Diameter of a pipe bore. [m]  
Dk  Deformation characteristic velocity. [m s-1]  
dp  Particle diameter. [m] (0.001)  
ΔE  Over potential. [V ]  
Eap  Applied potential. [V ]  
Ee  Elastic modulus of collision. [Pa]  
Ef  Deformation erosion factor. [J m-3] (1.9x1010)  
en  normal coefficient of restitution  
Ep  Particle Young’s modulus. [Pa] (94x109)  
Epas  Passivation potential. [V ]  
Ercut  Cutting Erosion rate. [dimensionless]  
Erd  Plastic deformation erosion rate. [dimensionless]  
Erev  Reversible equilibrium potential. [V ] (-0.44)  
Et  Target Young’s modulus. [Pa] (211x109)  
et  tangential coefficient of restitution.  
F  Faraday number. [C mol-1] (96485)  
ft  Numerical constant. (0.025)  
h  Oxide layer thickness. [m]  
ho  Thickness of passive layer at passive potential. [m](10-9)  
Hs  Hardness of material. [Pa](8.2 x 108)  
i Dissolution current density. [A m-2] 
io  Exchange current density. [A m-2] (10-8) 
k2  Material constant. (699.9) [24]  
Kc  Corrosion rate. [kg m-2 s-1]  
ΔKc  Additive effect of erosion influencing the corrosion rate. [k gm-2s-1]  
Kco  Pure corrosion rate. [kg m-2s-1]  
ΔKe  Synergistic effect of corrosion influencing the erosion rate. [kg m-2s-1]  
Keo  Pure erosion rate. [kg m-2s-1]  
Kt  Total wear. [kg m-2s-1]  
MFe  Relative atomic mass for Fe. [kg] (0.05585)  
mp  Particle mass. [kg]  
nc  Strain hardening coefficient. (0.3)  
nf  Velocity ratio exponent. (2.54)  
Rc  Radius of the curvature of a pipe. [m]  
Rf  Roundness factor for the particle. (0.5)  
rp  Particle radius. [m] (0.0005) 
Tm  Target material melting temperature. [K] (1808)  
Vp  Particle impact velocity. [m s-1]  
Y  Yield stress of the target material. [Pa] (3.2 x 108)  
zm  Number of electrons involved in the dissolution reaction. (2)  
α  Particle impact angle. [rad]  
λ  Particle shape factor. (0.0 for point mass)  
µf  Coefficient of friction. (0.3)  
µfc  Critical coefficient of friction.  
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νp  Particle Poisson ratio. (0. 3)  
νt  Target Poisson ratio. (0.293)  
ρf  Density of oxide layer. [kg m-3] (5240)  
ρp  Density of the particle. [kg m-3] (2650) 
ρt  Density of target. [kg m-3] (7850) 
σ  Plastic flow stress of the target material. [Pa] (1 x 109)  
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Abstract:   
 
In this study, a new methodology is used to model the effects of  particle concentration on the  inner surfaces 
of a circular pipe 90o bend, assuming applied potential controlled aqueous slurry flow at room temperature.  
This enables the regimes of the component to be mapped according to the intensity of erosion and corrosion 
contributions.  The results show that for a constant inlet particle concentration, it is shown how transitions 
between erosion-corrosion regimes are observed around the pipe For increases in particle concentration, 
significant variation of the erosion-corrosion regimes are observed, with a reduction of the corrosion 
dominated regime.  geometry.  The results are interpreted in the terms of the changes in local erosion 
conditions along the component in the flowing environments.  Typical results from the model are shown 
illustrating how this new mapping method can be used effectively to optimize process conditions and 
materials in such environments. 
   
Key words: Erosion-Corrosion maps, CFD Modelling, mild steel. 
 

1. NOTATION AND UNITS 

Latin letters: 
Ain Pipe inlet area.  [m2] 
c Particle concentration  [g cm-3] 
Cp Specific heat capacity  [J kg-1 K-1] 
d Diameter of the pipe.  [m] 
E Applied potential.  [V] (SCE) 
en Normal coeff. of restitution.   

F Faraday constant. (96485) [C mol-1] 
ft Numerical constant. (0.025)  
Hs Hardness of the substrate.  [Pa]
h Thickness of the oxide layer.  [m] 
ho Initial thickness of the oxide.  [m] 

Ip Impact frequency.  
[imp cm-2 
s-1] 

ianet Net anodic current density.  [A m-2] 
io Exchange current density.  [A m-2] 
Kc Pure corrosion rate.  [g m-2 s-1] 
Kec Total wastage rate.  [g m-2 s-1] 



Ke Pure erosion rate.  [g m-2 s-1] 
k Material constant. (0.699)  
k2 Material constant. (1.398)  

Mt 
Amount of mass removal per 
impact. 

 
[g impact-

1] 
mp Mass of impacting particle.  [kg] 
nc Strain hardening coefficient. (0.3)  
RAM Relative atomic mass of Fe. (55.8) [g mol-1] 
Tm Melting point of the Fe. (1808) [K] 
Vp Particle velocity.  [m s-1] 
vf Volume fraction of particles   
WC Erosion by cutting.  [kg kg-1] 
WD Erosion by deformation.  [kg kg-1] 
zm Number of electrons. (2)  

Greek letters: 
αp impact angle  [deg] 
λ Particle shape factor (0.0)  
µ Frictional coefficient (0.1)  

µf 
Critical friction coefficient 
(Sundararajan) 

 
 

π Pi ratio (3.142)  
ρf Density of the oxide layer. (5240) [kg m-3] 
ρp Density of the particle (2650) [kg m-3] 

Subscripts: 
ap Applied potential.   
rev Reversible equilibrium potential.   

2. INTRODUCTION 

In studies of modelling erosion-corrosion, both 
finite element (FE) [1] and computational fluid 
dynamics (CFD) [2-4] techniques have been used 
to investigate mass loss of  materials and to 
evaluate the effect of various parameters 
controlling the erosion and corrosion process. 
However, the majority of these investigations do 
not introduce a full definition for erosion-
corrosion regimes resulting from the interaction 
between erosion and corrosion. These regimes are 
very useful in identifying the synergistic, additive, 
and antagonistic behaviour of this phenomenon in 
addition to identifying the mechanism of 
degradation [5]. 
  
An approach to identify the transition regimes for 
the erosion-corrosion process and also to monitor 
the effects of various parameters was developed 
by Stack et al. [5] as an extension of earlier work 
on erosion-corrosion mapping [6-8]. Although 2D 
mapping is capable of capturing the influence of 
any particular parameter on erosion-corrosion 

regime boundaries, it does not give any indication 
of the combined effect of all the parameters on 
these boundaries, nor the metal degradation in a 
3D space. 
 
A new methodology was introduced in previous 
work [9] to study  the integrated effect of these 
parameters together (namely those related to the 
particle, fluid flow, and environment), on the 
boundaries of the erosion-corrosion regime and 
wastage maps by combining the concept of CFD 
with the erosion-corrosion mapping techniques. 
Such approach enables us to map the surfaces of 
any 3D component that are exposed to aqueous 
slurry flow. Furthermore, it provides a powerful 
predictive tool for estimating the predominance of 
various erosion-corrosion regimes.  
 
In this study, a 3D mapping technique is used to 
investigate the effect of the particle concentration 
and on the construction of erosion-corrosion 
mechanism and wastage maps.  The effects of 
particle concentration are evaluated on the regime 
boundaries.  The results are discussed in terms of 
the applications of this technique to erosion-
corrosion in slurry flows in addition to addressing 
some current limitations.      

3. METHODOLOGY 

A dilute slurry flow of water-alumina particles of 
size 10-3[m] and four volume fractions i.e.  0.025, 
0.05, 0.075, and 0.1 is ingested through a pipe 
bend inlet with bore diameter (D) equal to 0.078 
[m] and (R D-1) ratio of 1.2.  
 
The CFD simulation generated by FLUENT 
ver.6.3 [10] uses a finite element based finite 
volume method to solve the flow governing 
equations. Table 1 summarizes the equations used, 
operating and boundary conditions used in this 
study while Table 2 lists the mechanical and 
physical properties for the slurry and target 
material.  
 
Validation of the erosion results is carried out in 
[9] by comparison to previous experimental work 



as described elsewhere [11], and  is summarised in 
Table 3. The simulation validation was carried out 
for a SS304L stainless steel alloy using Forder’s 
erosion model [12] as in the case study, and the 
results were simulated for mild steel using 
Sundararajan’s second model [13]. 
 

Table 1. CFD modeling equations, operating and 
boundary conditions 

 
Model parameter Water Sand 

Particles 
Solver equations Navier-Stokes DPM 
Turbulence model Standard k-ε  
Wall treatment Standard wall 

function- no slip 
 

Coupling  One way 
Operating cond. ambient  
Inlet velocity [m s-1] 3.0 3.0 

 
 

Table 2. Physical and mechanical properties for the 
slurry and target material 

 
 Fluid 

(water) 
Particles 
(alumina) 

Target (mild 
steel) 

density 
[kg m-3] 

998 2670 7850 

particle size 
[m] 

 10-3  

Flow rate  
[kg s-1] 

14.3  variable  

k2 [14]   1.398 

 
 

Table 3. Comparison between the current study and 
Experimental and simulation work of Wood et al. [11] 

 
 Experimental 

[11] 
Simulation 

[11] 
current 
study 

Erosion rates 
[mm3 imp-1] 

2.2-5.5 5.5 5.45 

3.1. Erosion modelling 

The second model of Sundararajan is divided into 
two expressions; one accounts for the localised 
deformation at the impact point, whilst the other 
addresses the ductile cutting mechanism during 
the impact. The total erosion rate is the summation 
of these two mechanisms. The formulation is as 
follows [13]: 
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and en is the normal restitution ratio [12] : 
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       (4) 

 For unit consistency, erosion rates should be 
converted to [kg m-2 s-1] in line with the calculated 
corrosion rates below. 
 

3.2. Corrosion rates 

3.2.1. Active corrosion model 
 
In the active region, it is assumed that the total 
corrosion is estimated from knowledge of the 
dissolution current density from the Butler-
Volmer equation: 
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where the over-potential ΔE is defined as: 
 

ap revE E E           (6) 



The corrosion rate is therefore given by: 
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3.2.2. Repassivation model 
 
For the passivation mechanism, we assume that 
pure corrosion (Kco) rate is sufficiently low as to 
be negligible and the corrosion rate is the additive 
effect of corrosion enhanced by erosion (ΔKc) 
[14]. An expression for the corrosion rate in 
passivation conditions has been introduced [5] and 
is currently modified to include the effect of the 
oblique impact [9, 15]. 
 

   
0.5

2

2
1

1
sin

6
p n

t f p p
s

e
M k h d V

H


  

 
 
  

     (8) 

 
The constant k is defined as the mass ratio 
between the metal and the oxide created during 
the corrosion reaction, multiplied by the number 
of moles of metal involved in the reaction and is 
related to k2  in [14] by definition as  (k = k2/2 ). 
The thickness of the passive layer h can be 
assumed to vary with the potential difference and 
may be given from [16] assuming a linear 
relationship between the over-potential and 
passive layer thickness: 
 

 93 10o ap pash h E E                      (9) 

 
and:     ho=1×10-9 [m]. 
 
The unit given by equation (8) is [kg impact-1]. To 
convert to [kg m-2 s-1], it is multiplied by particle 
impact flux as outlined in [14]. This can be varied 
according to the application under investigation. 
For example, if the flow is homogeneous then 
particle impact frequency may be used and is 
given as [17]: 
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3.2.3. Erosion-corrosion boundaries 
 
The regime boundaries are determined in terms of 
the ratio Kc/Ke as 
 

0.1c

e

K

K
    (Erosion dominated)    (11) 

0.1 1c

e

K

K
   (Erosion-Corrosion dominated)   (12) 

1 10c

e

K

K
   (Corrosion-Erosion dominated)   (13) 

10c

e

K

K
   (Corrosion- dominated)    (14) 

 
The transition boundaries for the wastage maps 
are given as follows: 
 

1ecK    [mm year-1] (low wastage)      (15) 

1 10ecK   [mm year-1] (medium wastage)    (16) 

10ecK  [mm year-1] (high wastage)    (17) 

4. RESULTS 

Figure 1 illustrates the Pourbaix diagram for Fe at 
T=298 [K] and identifies the possible corrosion 
mechanisms (i.e. immunity, dissolution and 
passivation mechanisms) for various values of 
temperature, pH and applied potential. 
 
 

 
Figure 1: Simplified Pourbaix diagram for Fe at T=298 

[K]. 



To investigate the particle concentration effect, a 
homogeneous particle distribution in the pipe inlet 
is assumed and the particle concentration is thus 
related to the particle mass flow rate according to 
the relation: 
 

p p p p inm V A        (18) 

 
The simulation was thus run at various particle 
mass flow rates; namely 0.957, 1.9169, 2.87 and 
3.8276 [kg s-1] which are equivalent to particle 
inlet volume fractions of 0.025, 0.05, 0.075 and 
0.0909 respectively. 
 
Figure 2 shows the regime maps at the inner 
surfaces of the pipe bend at pH=7 and applied 
potential E=-0.6 [V] (SCE), illustrating the 
changes in erosion-corrosion regimes with 
increasing the particle volume fraction. As the 
particle volume fraction increases, the erosion 
rates increases linearly and as a result, the erosion-
dissolution and erosion dominated regimes are 
enlarged.   In addition, the dissolution dominated 
regime reduces with increasing particle volume 
fraction.  This indicates the importance of the 
volume fraction (or particle concentration) as a 
factor affecting the erosion-corrosion regimes.  
 

(a)  

(b)  

(c)  

(d)  
 
Figure 2: Regime maps on the outer surface of Fe pipe 
bend at pH=7 and E= -0.6 [V] (SCE) for particle mass 
flow rates: (a) 0.957 (b) 1.9169 (c) 2.87 (d) 3.8276 [kg s-1]. 
 
Figure 3 illustrates the wastage maps for pH=7 
and at applied potential E=-0.6 [V] (SCE) for the 
same particle mass flow rates listed above as in 
figure 2. Again the high wastage regime area (red 
colour region) is increased as the particle mass 
flow rate increases.       
 

(a)  

(b)  

(c)  

(d)  
 
Figure 3: Wastage maps on the outer surface of Fe pipe 
bend at pH=7 and E= -0.6 [V] (SCE) for particle mass 
flow rates: (a) 0.957 (b) 1.9169 (c) 2.87 (d) 3.8276 [kg s-1]. 



5. DISCUSSION 

The results indicate that particle volume fraction 
effects play a significant role in changing the 
erosion-corrosion regime in 3-D, Figs. 2-3.  In the 
3-D case, various regimes are observed over the 
surface, Fig. 2.  With increasing volume fraction, 
the erosion-dominated regime is enhanced.  This 
is due to the increase in erosion rate with 
increasing particle concentration, shifting the 
corrosion affected regimes towards those 
dominated by erosion.     
 
The above trends in the variation of erosion-
corrosion regimes on the pipe bend are also 
observed in earlier work by the current authors 
[9].   In this work, the significant changes in 
particle concentration and velocity for the 
component are identified, resulting in a variation 
of erosion intensity on the surface.  In addition, 
the local impact angle also changes.  Hence, the 
erosion-corrosion regime variation on the 
component can be attributed to these factors.     
 
Nonetheless, it should be noted that the variation 
of the erosion-corrosion regimes only occurs at the 
pipe bend only and the remaining parts (i.e. 
entrance and exit straight pipes) exhibit no 
erosion-corrosion regime change (results not 
shown). This indicates that the erosion rates at 
these regions remain unaffected during the 
simulation. For the wastage maps, the pipe exit 
exhibits a minor variation from the medium to the 
high wastage regime as the particle concentration 
increases. Hence, the erosion-corrosion mapping 
technique is a potentially sensitive method of 
detecting any change in the erosion-corrosion 
behavior in such environments where changes in 
component geometry are anticipated.  
 
For the present study, additive erosion-corrosion 
behaviour is assumed i.e. erosion enhanced 
corrosion and the effect of corrosion on erosion is 
negligible.  The latter effect, the so-called 
“synergistic/antagonistic” interaction has been 
attributed to  a number of possible mechanisms  
relating to the material microstructure [18, 19] and 
it is acknowledged that this is a simplistic 

assumption.  Hence, initial work on mapping the 
component for the materials above has made such 
assumptions but future work will address such 
issues in more detail by assessing materials with 
composite structures. 
 
The erosion and corrosion rates are assumed to be 
constant with time, i.e. both processes are 
independent of time. The time interval between 
impacts is very important factor in the erosion-
corrosion process, as in the passive region, it 
determines the film thickness and growth kinetics.  
However, for this study, as the thickness of the 
passive film is assumed to be in the order of 
nanometers, significant increase in film thickness 
is not considered for long intervals between 
impacts, as defined for low concentrations of 
particles here.  This will be considered in further 
work.   
 
Hence, 3D erosion-corrosion maps provide a 
useful tool for predicting and identification the 
erosion-corrosion regimes and wastage regions for 
in-service conditions.  The results have indicated 
significant changes in regimes along the geometry 
of the component and as a function of increasing 
particle volume concentration in the pipe.  Further 
work will be to model the effects of other 
parameters such as oxygen concentration and 
temperature in addition to extending the range of 
materials in the model and the synergism 
/antagonism between the processes.  

6. CONCLUSIONS 

  CFD methods, involving fluid 
dynamics and multiphase flow 
parameters, have been used to model 
the erosion-corrosion behaviour of Fe 
at range of particle concentration 
values for a 3-D space. 

  The results indicate changes in 
erosion-corrosion regimes over the 
component geometry. 

   Increases in particle concentration 
have a significant effect on the 
boundaries on the erosion-corrosion 



regime maps, reducing the corrosion 
affected regimes in favour of those 
dominated by erosion. 
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a b s t r a c t

Erosion–corrosion of materials in aqueous environments is a complex phenomenon involving a very
large number of variables. In such cases, characteristics of the target, particle and the environment affect
the degradation mechanism. Predicting material behaviour may sometimes be a “black art” due to the
parameter size which is involved in such processes.

In studies of erosion–corrosion, there have been significant advances in the modelling of such processes
in recent years. Various methodologies employed include quasi-static modelling, using CFD modelling
and erosion–corrosion mapping. In such cases, the output of the various models can differ significantly.

In this work, a methodology combining CFD modelling and erosion–corrosion mapping has been devel-
oped to model the erosion–corrosion behaviour of pure metals, which variously passivate and dissolve
under a range of simulated conditions. This provides a means of mapping the component undergoing
erosion–corrosion and thus is a step change on previous modelling work in this area as it enables super-
imposition of the erosion–corrosion map on real surfaces. The relative advantages and limitations of this
approach are discussed in this paper.

© 2009 Elsevier B.V. All rights reserved.

1. Introduction

Particulate erosion–corrosion in aqueous conditions has been
the subject of much research in recent years concentrating on a very
wide range of materials and conditions [1–5]. Erosion–corrosion is
a process which is still the subject of much investigation mech-
anistically. Nonetheless, various modelling approaches have been
developed concentrating on many different kinds of output data.

An advance in studying the effects of chemical degradation,
caused by corrosion, and mechanical degradation caused by solid
particle erosion has been the development of mechanistic maps
showing the regime of degradation, the mechanism of wastage
and providing a basis for materials selection decisions in a range of
conditions [1–5]. Such maps have been developed using predictive
models of erosion–corrosion. However, a limitation of their applica-
tion to erosion in flowing conditions is that they do not incorporate
a parameter relating to fluid flow.

Aqueous fluid flow simulation can be divided into various cate-
gories. In the Lagrangian–Eulerian methodology, the Navier–Stokes
equations are numerically used to simulate fluid flow processes
and the effects of the particles dispersed in the flow are simu-
lated using particle tracking and erosion model techniques. In the

∗ Corresponding author. Tel.: +00 44 141 548 3754; fax: +00 44 141 552 5105.
E-mail address: margaret.stack@strath.ac.uk (M.M. Stack).

Eulerian–Eulearian approach, the fluid and particles are treated
essentially as fluids. The first method is thus generally used for
dilute multiphase flows where the particle trajectory can be tracked
and modelled. For dense flows, where particle–particle interactions
may be significant, the two phases can be interpreted and modelled
as interacting continuous media [6].

In studies of erosion–corrosion there are no models available
which attempt to combine the effects of particle erosion, corrosion
and fluid flow with mapping tribo-corrosion methodologies. This
has limited the characterization of tribo-corrosion phenomena in
real life environments to date.

In this work, various models of solid particle erosion are com-
bined with those for aqueous corrosion. In addition, these models
are incorporated in a simulated flowing environment using CFD
techniques. The results present a new technique for mapping
erosion–corrosion on real pipes, thereby introducing an important
step-change in the interpretation of erosion–corrosion mapping
techniques to date.

2. Methodology

The initial work involved evaluation of several erosion models
against some laboratory erosion results [7]. A methodology was
then developed to predict the combined effect of the erosion and
corrosion wastage using the model of Sundararajan [8] to predict
the erosion rates and a range of corrosion models to predict the

0043-1648/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
doi:10.1016/j.wear.2009.09.013
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Nomenclature

Latin letters:
Ai area of the surface cell [m2]
ba anode Tafel slope [V decade−1]
bc cathode Tafel slope [V decade−1]
Cf non-dimensional constant (Finnie) (0.5)
Ck cutting characteristic velocity (Forder) [m s−1]
Cp specific heat capacity [J kg−1 K−1]
c particle concentration [g cm−3]
D, Dc diameter of the pipe roundness, crater diameter [m]
Dk deformation characteristic velocity (Forder) [m s−1]
d pipe diameter, crater depth [m]
E applied potential, relative to saturated calomel elec-

trode, modulus of elasticity of the material. V(SCE),
[Pa]

Ee reduced Young’s modulus of elasticity (modulus of
collision) [Pa]

e coefficient of restitution
Fr Faraday’s constant (96485) [C mol−1]
f(�) function depends on the impact angle
ft numerical constant (0.025)
H hardness [Pa]
h thickness of the oxide layer [m]
h0 initial thickness of the oxide layer [m]
Ip impact frequency [imp cm−2 s−1]
ianet net anodic current density [A m−2]
i0 exchange current density [A m−2]
Kc corrosion rate [kg m−2 s−1]
Kec total wastage rate [kg m−2 s−1]
Ke erosion rate [kg m−2 s−1]
k ratio of vertical to horizontal forces (Finnie) (2)
k2 metal to its oxide molecular mass ratio [8]
Mt total erosion rate by single impact particle

[kg impact−1]
mp mass of impacting particle [kg]
n empirical constant (Neilson–Gilchrist)
nf velocity ratio exponent (Forder) (2.54)
nc strain hardening coefficient (0.3)
PH eroding surface flow stress related to hardness

(Finnie) [Pa]
RAM relative atomic mass
Rf particle roundness factor (Forder) (0.5)
rp radius of impacting particle [m]
Tm melting temperature point of the metal [K]
U Crater volume [m3]
V Velocity [m s−1]
vf Volume fraction of particles
W erosion rates [m3 impact−1]
WC erosion by cutting [kg kg−1]
WD erosion by deformation [kg kg−1]
Wt total erosion (Sundararajan) [kg kg−1]
wav area weighted average wastage of metal

[kg m−2 s−1]
wi wastage of metal at centre node on the eroded sur-

face cell [kg m−2 s−1]
Y yield stress of the target material (Forder) [Pa]
zm number of electrons

Greek letters:
˛ impact angle [deg]
ε deformation wear factor (Neilson–Gilchrist)
� particle shape factor (0.0)
� frictional coefficient (0.1)

�f critical friction coefficient (Sundararajan)
� Poisson’s ratio
� Pi ratio (3.1416)
� density [kg m−3]
�p density of the particle (2650) [kg m−3]
˚ cutting wear factor (Neilson–Gilchrist)
� ratio of depth of contact to depth of cut (Finnie) (2)

Subscripts:
p particle
pas passivation
s substrate
o initial, reversible equilibrium potential
f friction, oxide film
t total, target
i node
c corrosion, crater
e erosion, reduced elasticity
m melting
1 impact
2 rebound
ap applied potential
av average
ce total wastage due to erosion and corrosion
K threshold, deformation(N–G)
tp threshold, cutting (N–G)

corrosion rates. The total wastage was estimated by combining the
erosion and corrosion rates.

The modelling processes thus involved several steps i.e.:

(i) A single elbow-pipe with diameter ratio RD−1 of 1.2 with a bore
diameter of 0.078 [m] was used for the simulation.

(ii) A standard k–εmodel was employed with standard wall func-
tion and zero roughness to model the turbulence [9].

(iii) A Lagrangian–Eulerian simulation was used to model the
multi-phase flow of the particles trajectories to evaluate the
erosion rate using the Discrete Phase Modelling (DPM) method
[6]. The DPM method is based on the Lagrangian tracking of
every particle using several discritizing methods for tracing
the ingested particles (the method used here is Runge–Kutta
method).

(iv) A user defined function (UDF) was developed in the above algo-
rithms to evaluate the erosion rate based on the models of
Forder et al. [10], Finnie (first model) [11], Neilson and Gilchrist
[12], and Sundararajan (second model) [8]. These are outlined
in Eqs. (2)–(5).

(v) A further UDF file was developed to calculate the corrosion
and erosion rates at every impact site (according to the origi-
nal erosion–corrosion mapping methodology generated in 2D
[15]).

(vi) For evaluation of the erosion–corrosion rates, Sundararajan’s
model [8] below was used to calculate the erosion components.
The impact angles computed ranged between 7.5 and 10◦ and
this is why this model was used as it accounts for impact angle
effects.

The simulation commenced by using a single phase CFD run
using FLUENT software and then injecting the particles uniformly
at the inlet by using DPM method. A sample of 1655 particles of
10−3 [m] diameter was injected with total mass flow rate equal
3.8 [kg s−1] to represent 22.88% particle concentration which cor-
responds to particle volume fraction of 0.09.
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(The work on 3D maps in this paper was based on earlier stud-
ies carried out by Stack and Jana [15], where 2D erosion–corrosion
maps for 1 mm diameter particle sizes were generated. A particle
size of 1 mm was thus chosen to be comparable with results in this
earlier study. In ref. [15], a value of 25.29% by mass (volume frac-
tion = 0.101) was used. This value is marginally above the allowed
limit for dilute slurries i.e. 0.1. Thus, a value of 22.88% was chosen
which corresponds to a volume fraction of 0.091. This means that
the value chosen is within the limit of using DPM in the FLUENT
simulation.).

The walls were chosen as “no slip boundary conditions” and the
initial flow velocity was 3 [m s−1]. The erosion rates were evaluated
in terms of volume loss per impact. The total erosion rate over the
surface was estimated by calculating the weighted average of all
erosion rates on the outer surfaces per unit area i.e. Ẇ [14]

ẇav =
∑

nodei
ẇiAi∑

nodei
Ai

(1)

2.1. Erosion models for impact by solid particles

For the various models, the erosion rates Ẇ are given as follows:
(all mathematical terms are given in the list of nomenclature).

(1) Finnie’s erosion model [11]:

Ẇ = Cf
V2

PH k
f (˛) (2.a)

f (˛) =
{

sin(2a) − 4 sin2 ˛ ˛ ≤ 14.04◦
1
4

cos2 ˛ ˛ > 14.04◦ (2.b)

Finnie recommended a value of 0.1, 2 and 2 for Cf,  , and k
respectively.

(2) Neilson–Gilchrest model [12]:

Ẇ =

⎧
⎪⎨
⎪⎩

1
2

(V2 cos2 ˛− V2
tp)

�
+ 1

2
(V sin˛− VK)2

ε
˛ ≤ �

2n
1
2

[
V2 cos2 ˛

�
+ (V sin˛− VK)2

ε

]
˛ >

�

2n
(3.a)

and

Vtp = V2 cos2 ˛[sin(n˛) − 1] (3.b)

(3) Sundararajan’s second model [8]:

ẆD = 5.5 × 10−2

(Tm − 436)0.75

2nc f̄tV2 sin2 ˛(1 − e2)
ncCp

(4.a)

ẆD = 5.5 × 10−2

(Tm − 436)0.75

(nc + 1)(�/�f)(2 −�/�f)V2 cos2 ˛

(1 + �)22−ncncCp

(4.b)

and

Ẇt = ẆD + Ẇc (4.c)

where

�f = 1
(1 + �)(1 + e) tan˛

(4.d)

e = 1.36H0.625
s

E0.5
e �0.125

p V0.25
(4.e)

Ee = EtEp

[Ep(1 − 	2
t ) + Et(1 − 	2

p)]
(4.f)

(4) Forder’s model [10]:

Ẇ = 100r3p
2
√

29

(
V

Ck

)nf
sin(2˛)

√
sin˛+ mp

2Ee
(V sin˛− Dk)2 (5.a)

Ck =

√
3

R0.6

f
�p

(5.b)

Dk = �2

2
√

10
(1.59Y)2.5

(
Rf

�t

)0.5
[

(1 − 	2
p)

Et
+ (1 − 	2

t )
Ep

]2

(5.c)

2.2. Corrosion and erosion—corrosion methodologies

The corrosion rate in the dissolution regime and full details
of corrosion reactions anticipated for the pure metals are given
elsewhere as generated for the earlier work on two-dimensional
erosion–corrosion maps for the pure metals studied in this paper
[15]. The corrosion rate in the dissolution regime is given by:

Kc = RAMianet

zmFr
(6.a)

where

ianet = i0
[

exp

(
2.303(Eap − E0)

ba

)
− exp

(
−2.303(Eap − E0)

bc

)]

(6.b)

In the passive region, the corrosion rates estimated for normal
impact are given elsewhere [16], based on the work of Tirupataiah
et al. [17] for determining a crater diameter for normal impact.
To account for the effect of impact angle, we have to modify this
approach.

Assuming that the energy involved in the erosion process is the
difference between the initial and rebound impact energy and that
the erosion process is adiabatic, the energy required to form a crater
can be written as:
mp

2
(V2

1 − V2
2 ) = HsU (7)

where mp is the particle mass, V is particle velocity, Hs is the mate-
rial hardness, U is the crater volume and the subscripts 1 and 2 are
for the impact and rebound process respectively. Assuming that
the surface shear stresses due to oblique impact may be neglected
for erosion of brittle materials, Finnie [11] stated that the crater
diameter of ring crack d is related to the vertical component of the
velocity. Hence, the energy balance in equation (7) is:

mp

2
(V2

1 sin2 ˛1 − V2
2 sin2 ˛2) = HsU (8)

where ˛1 and ˛2 are the impact and rebound angles respectively.
By definition, the normal impact velocity component is related to
the normal rebound velocity component by the coefficient of resti-
tution e, thus and by rearranging:

mp

2
V2 sin2 ˛1(1 − e2) = HsU (9)

Assuming that the particle is a sphere and the crater depth is
comparably smaller than the particle diameter i.e. at low particle
velocities, the shape of the crater on the passive film surface can
be assumed as part of a sphere and U can be related to the crater
diameter Dc by:

U = �D4
c

32dp
(10)

Substitution of equation (10) into (9) gives:

Dc = 1.5023

[
mpdp(1 − e2)

Hs

]0.25

(V sin˛1)0.5 (11)
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Table 1
Properties for pure metals selected and their passive films.

Metal properties Fe Fe2O3 Ni NiO Cu Cu2O Al Al2O3 Solid particles

� [kg m−3] 7800 5240 8900 6720 8930 6400 2700 3970 2670
k2 1398.9 – 1571.7 – 1597.7 – 1058.5 – –
E [GPa] 211 200 130 71 380 94
v 0.293 0.312 T 0.343 0.345 0.22 0.3
H [GPa] 0.82 8.012 0.862 6.561 0.495 2.7362 0.260 20 –

The crater depth d is related to crater diameter using the same
assumption above by:

d = D2
c

4dp
(12)

From [15], the mass of passive film removed per impact is given
as:

Mt = �k2dpdh�f (13)

Substituting equation (11) into (12) and apply to (13):

Mt = �k2h�fd
2
p

[
�p(1 − e2)

6Hs

]0.5

(V sin˛1) (14)

The unit given for the erosion model by equation (14) is
[g impact−1]. To convert to Ke [kg m−2 s−1], this can be varied

according to the application under investigation. For example, if
the flow is homogeneous (constant particle concentration) then
particle impact frequency may be given as:

Ip = cV sin˛
mp

(15)

and c is the particle concentration by mass [kg m−3]. The erosion
rate from Eq. (4)(a–c) can be multiplied by particle impact flux as
outlined in [15].

For evaluation of properties of the pure metals and their pas-
sive films, the mechanical properties for Fe, Ni, Cu and Al are given
below, in Table 1. The constant k2 is defined as the mass ratio
between the metal and its oxide created during the corrosion reac-
tion multiplied by the number of moles of metal involved in the
reaction [15].

Fig. 1. Pourbaix diagrams for: (a) Fe, (b) Ni, (c) Cu, and (d) Al. [13].
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Fig. 2. Prediction of erosion models [8,10–12] and comparison with experimental
results [7].

Fig. 3. Erosion rates contours on the outer surface predicted by (DPM) Discrete
Particle Method.

The thickness of the passive layer h can be assumed to be varied
with the potential difference and may be given from [15]:

h = h0 + 3 × 10−9(Eap − Epas) (16)

and: h0 = 1 × 10−9 [m].
All corrosion rates must be calculated in [gm cm−2 s−1]. The ero-

sion rates from Sundarararjan’s model [8] must be converted from
[kgtarget kgparticle

−1] accordingly as indicated above.
Eq. (14) is a simple expression for estimating the erosion rates

for the passive film on a substrate. It is valid only for the impact of
passive film formed during the erosion–corrosion process where
the erosion footprint (i.e. the deformed surface) has a ring shape
approximately (this is also assumed at oblique impact angles). The
equation is useful for CFD applications in which erosion occurs at a
range of impact angles. Should the particle fully penetrate the pas-
sive film and erode the substrate, another approach is considered
i.e. the use of a model for erosion of ductile materials [8].

The calculation of Kec, the total erosion–corrosion rate is out-
lined below.

2.3. Erosion–corrosion mapping boundaries

The regime boundaries are defined in terms of the ratio Kc/Ke.
Therefore, by combining and rearranging the above expression for

Fig. 4. Impact frequency by (DPM) Discrete Particle Method.

Fig. 5. Impact velocity profile on the surface of the elbow-pipe.

Kc, and Ke, the boundaries for the erosion–corrosion regime maps
at a given applied potential can be determined as [15]:

Kc

Ke
< 0.1 (Erosion dominated) (17)

0.1 ≤ Kc

Ke
< 1 (Erosion–Corrosion dominated) (18)

Fig. 6. Erosion–corrosion maps for the outer surface of elbow-pipe at pH 5,
Eap = −0.6 V(SCE), particle size = 1000 [�m] and concentration = 22.88% (vf = 0.1) for:
(a) Fe. (b) Ni. (c) Cu. (d) Al.
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1 ≤ Kc

Ke
< 10 (Corrosion − Erosion dominated) (19)

Kc

Ke
≥ 10 (Corrosion-dominated) (20)

where in the dissolution region, Kc can be determined from Eq.
(6)a and b. In the passive region, the corrosion rate is equal to the
additive effect of the erosion on corrosion (i.e. erosion controlled
corrosion or simply repassivation) which can be given directly from
equation (14). (The Pourbaix diagrams, Fig. 1, indicate whether
corrosion process involved in the erosion–corrosion interaction
will be erosion–dissolution or erosion–passivation as a function
of the pH and potential The ratios of the corrosion to the ero-
sion contributions above identify which process dominates i.e. If
the corrosion rate is 10 times the erosion rate then the surface is
corrosion dominated and if the Pourbaix diagram, Fig. 1, indicates
that dissolution can only take place, then the process is dissolution
dominated).

In order to present the erosion–corrosion regime on the pipe
surface, the Kc/Ke ratios at each node in the pipe surface are

Fig. 7. Erosion–corrosion maps for the outer surface of elbow-pipe at pH 7,
Eap = −0.6 V(SCE), particle size = 1000 [�m] and concentration = 22.88% (vf = 0.1) for:
(a) Fe. (b) Ni. (c) Cu. (d) Al.

Fig. 8. Erosion–corrosion maps for the outer surface of elbow-pipe at pH 9,
Eap = −0.6 V(SCE), particle size = 1000 [�m] and concentration = 22.88% (vf = 0.1) for:
(a) Fe. (b) Ni. (c) Cu. (d) Al.

evaluated and contour plots are generated to generate transition
boundaries of the erosion–corrosion regimes above.

The total wastage in the active and passive regimes can be given
by:

Kec = Kc + Ke (21)

The transition boundaries for the wastage maps:

Kec < 1 [mm year−1] (low wastage) (22)

1 ≤ Kec < 10 [mm year−1] (medium wastage) (23)

Kec ≥ 10 [mm year−1] (high wastage) (24)

Plots of these regimes at each node in the pipe were gener-
ated for the wastage maps below. The erosion–corrosion maps
constructed in this work are based on the pure metals data, electro-
chemical reactions, and pH values used in [15] and are considered
an extension from 2D to 3D mappings taking into consideration
the effect of the fluid flow properties on the erosion–corrosion
mappings, assuming potential controlled corrosion.
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3. Results

To clarify the dissolution and passive regions of influence for
every pure material selected in this study, Fig. 1 illustrates the Pour-
baix diagrams for Fe, Ni, Cu, and Al respectively. These diagrams
are the basis for constructing the erosion–corrosion maps below as
they determine the corrosion regimes which predominate for each
of the pure metals (i.e. dissolution, passivation and immunity). As
is shown from the figures, significant differences in the stability
regimes are observed for the pure metals as a function of pH and
potential which, in the context of the erosion–corrosion maps, will
be discussed further below.

3.1. Erosion model predictions

Fig. 2 indicates the various predictions of the erosion mod-
els and it can be seen that there are similarities between the
erosion rates calculated and evaluated in earlier work [7] when
the values in the earlier study were used and hence this was a
useful calibration exercise. The predictions on real surfaces are
indicated in Fig. 3 where the highest erosion rates were observed
at the bend in the pipe. Analysis of the impact frequency; Fig. 4
and the impact velocity profile. Fig. 5 indicates the area around
the bend experienced the highest impact frequency and veloci-
ties.

3.2. Effect of pH on the erosion–corrosion regime mapping for
pure metals

The erosion–corrosion mapping results Fig. 6 (a–d) show the
change in erosion–corrosion regimes for the various pure met-

Fig. 9. Erosion–corrosion maps for the outer surface of (Fe) elbow-pipe at pH 9,
Eap = −0.6 V(SCE) and concentration = 22.88% (vf = 0.1) for particle size: (a) 250 [�m].
(b) 500 [�m]. (c) 750 [�m].

Fig. 10. Erosion–corrosion maps for the outer surface of (Fe) elbow-pipe at pH 7,
particle size = 1000 [�m] and concentration = 22.88% (vf = 0.1) for Eap: (a) −0.75, (b)
−0.5 and (c) −0.25 V(SCE).

als at pH 5 and −0.6 V(SCE). It is clear that there were a number
of erosion–corrosion regimes operating on the component, under
nominally the same initial simulation conditions. Here, it was
shown that there were significant differences between the regimes
of erosion–corrosion behaviour observed, with dissolution and
dissolution–erosion being dominant for Fe, Fig. 6(a), a transition
to erosion-dominated behaviour for Ni and Cu, Fig. 6(b and c)
and to erosion–passivation for Al, Fig. 6 (d). At pH 7, Fig. 7, as
was observed at pH 5, Fig. 6, only Fe, Fig. 7(a), was affected by
dissolution. All the other metals were in the erosion-dominated
or in the case of Al, Fig. 7(d), passivation affected regimes. At
pH 9, Fig. 8, there was a transition to erosion-passivation and
erosion-dominated behaviour for the Fe, Fig. 8(a) which con-
trasted with the behaviour at lower pH values; Figs. 6(a) and
7(a); in which dissolution affected the process. For the Ni and
Cu, the erosion–corrosion processes were again characterized by
erosion-dominated behaviour, Fig. 8(b and c). For Al; Fig. 8(d) there
was a transition to a new corrosion affected regime, dissolution
dominated behaviour, which contrasted with the passivation dom-
inated processes observed at the lower pH values, Figs. 6(d) and
Fig. 77(d).

3.3. Effect of particle size and applied potential on
erosion–corrosion mapping of Fe

For the effect of particle size on Fe at pH 9 and −0.6 V(SCE),
Fig. 9, increases in particle size by a factor of three, Fig. 9(a–c)
changed the erosion–corrosion processes from passivation domi-
nated and passivation–erosion dominated behaviour to a situation
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where erosion–passivation was the dominant degradation process,
with the extent of this regime prevailing being greater at the higher
potentials, Fig. 9(b and c). Increases in applied potential, however,
Fig. 10 for Fe at pH 7 showed various significant transitions from
mainly erosion dominated behaviour at −0.75 V(SCE), Fig. 8(a) to
dissolution and mainly erosion–passivation dominated behaviour
as the potential was increased from t −0.5 to −0.25 V, Fig. 10(b and
c).

3.4. Comparison between erosion–corrosion wastage maps at the
various pH values

The results on erosion–corrosion wastage maps, Figs. 11–13,
indicate very significant differences for the pure metals at the var-
ious pHs. As in the case for the results above, a number of wastage
regimes predominated on the component. At pH 5, the highest
wastage was observed for the Fe, Fig. 11(a), with the wastage
decreasing for Ni and Cu, Fig. 11(b and c). The high wastage regime
had a greater presence for Al, Fig. 11(d) than for the latter met-
als, Fig. 11 (b and c). As the pH was increased to 7, the wastage
profiles were similar for all metals, Fig. 12(a–d) as had been the
case at pH 5, Fig. 11. However, at pH 9, there was a change in the
behaviour, Fig. 13(a–d) with the high wastage regime predomi-
nant for the Al, Fig. 13(d), to a greater extent than for the other
metals.

Fig. 11. Erosion–corrosion wastage maps for the outer surface of elbow-pipe at pH
5, Eap = −0.6 V(SCE), particle size = 1000 [�m] and concentration = 22.88% (vf = 0.1)
for: (a) Fe. (b) Ni. (c) Cu. (d) Al.

Fig. 12. Erosion–corrosion wastage maps for the outer surface of elbow-pipe at pH
7, Eap = −0.6 V(SCE), particle size = 1000 [�m] and concentration = 22.88% (vf = 0.1)
for: (a) Fe. (b) Ni. (c) Cu. (d) Al.

4. Discussion

The results indicate that it is possible to simulate the
erosion–corrosion mapping process on real components using such
an approach. It is shown that a number of mechanistic regimes
are possible, under nominally the same initial tribo-corrosion con-
ditions, Figs. 6–13, and that this may be in part related to the
difference in impact frequencies and velocities, Figs. 4–5 observed
on the component. This means that designing materials and pro-
cesses for optimum erosion–corrosion resistance is a complex
problem with more than one erosion–corrosion regime possible
on a single component.

It is interesting that, as in the two dimensional simulations for
erosion–corrosion of pure metals [15], significant differences are
found in the three-dimensional simulation between the regimes
dominating for the metals, with Cu and Ni being more immune and
less likely to be dominated by corrosion than Fe and Al, under the
window of conditions employed in the model, Figs. 6–8. However,
it should be emphasized that if the conditions differ the results will
change significantly. Moreover, it is important to note that vari-
ous metals will exhibit different erosion–corrosion behaviour and
because of the changes of velocity and particle frequency of impact
over the component, Figs. 4 and 5, a variety of erosion–corrosion
regimes are experienced on the surface of the component.
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It is clear that a significant area of the component modelled
will not experience any erosion or impact of flowing particles,
Figs. 6–13. In practice, the un-eroded surfaces may experience cor-
rosion through dissolution or passivation. Moreover, the corrosion
process may be controlled by the flow parameters (flow controlled
corrosion) such as fluid temperature and the oxygen concentra-
tion in the bulk flow [18,19]. The effect of these parameters will be
addressed in further work.

The transition from passivation to dissolution dominated
behaviour for Al, is illustrated in Figs. 6(d) and 8(d). Here, at higher
pH values, the Al dissolves, in contrast to that which occurs for the
other pure metals at such pHs, Fig. 8. This is a characteristic of Al
which makes it unsuitable for use at such pH values.

Increases in particle size by a factor of three, Fig. 9, for the Fe, not
surprisingly, reduces the passivation affected regimes on the com-
ponent. The increase in erosion footprint results from the higher
impact energy involved in the process. The three-dimensional
results highlight the important influence that particle size has on
the erosion–corrosion regime.

The effect of changing applied potential in the positive direction,
i.e. from −0.75 to −0.25 V(SCE), Fig. 10(a–c), has a very signifi-
cant effect on the erosion–corrosion degradation mode for the Fe.
Here, the regime is changed from dissolution to predominately pas-
sivation affected behaviour over the component. This illustrates
the importance of electrochemical potential on the stability of the
corrosion regime as identified by the Pourbaix diagrams for the
various pure metals and their influence on the erosion–corrosion
two-dimensional maps [15].

Fig. 13. Erosion–corrosion wastage maps for the outer surface of elbow-pipe at pH
9, Eap = −0.6 V(SCE), particle size = 1000 [�m] and concentration = 22.88% (vf = 0.1)
for: (a) Fe. (b) Ni. (c) Cu. (d) Al.

The wastage regime maps for the pure metals, Figs. 11–13, show
very little differences between the pure metals at pH 5 and 7, at
−0.6 V(SCE) which is surprising. However, at the higher pH values,
the wastage is significantly greater for the Al, Fig. 13(d) than at
lower pH values, possibly due to the high dissolution rate of this
material.

A limitation of the model developed to date is that it assumes no
interaction between erosion and corrosion i.e. no synergy or antag-
onism during the processes. However, the reasons for such effects
are not well understood and can be material specific [5,19,20].
This is why the initial work on mapping the component for the
materials above has made such assumptions. Further work will be
to incorporate such effects in the model, particularly in the case
where they can be directly related to material properties i.e. for the
erosion–corrosion of composites both in bulk and in coating form
[5,21].

It is acknowledged that in situations where re-passsivation can-
not take place due to a very short duration between impacts, a
transition to erosion affected dissolution behaviour may occur as
identified in other tribo-corrosion studies in aqueous environments
[22]. This is a potentially complex situation which has not been
considered to date in the above approach. Further work will be
to consider the more complex interactions in erosion–corrosion as
discussed above.

Hence, the model developed provides a new tool for repre-
senting the transitions between erosion–corrosion regimes on real
surfaces. The results indicate the variety of regimes possible over
one single component. Further work will be to investigate a range
of other variables in the model, such as temperature and oxygen
concentration, in addition to the above issues together with identi-
fying how materials and process parameters may be optimized for
erosion–corrosion resistance using such an approach.

5. Conclusions

(i) CFD methods which involve fluid dynamics and multi-
phase flow parameters have been used to model the
erosion–corrosion behaviour of a range of metal-corrosion sys-
tems.

(ii) The results indicate that it is possible to identify
erosion–corrosion mechanistic regimes on real components
under nominally similar fluid flow conditions.

(iii) The effects of erosion and corrosion parameters such as par-
ticle size and applied potential show significant differences
on the three-dimensional erosion–corrosion regimes indicat-
ing the important effects of erosion–corrosion variables on the
stability of such regimes observed on real life components.
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