
University of Strathclyde

Department of Physics

PhD Thesis

Some aspects of measurement of quantum systems

Author:

Andrew Colin

Supervisors:

Prof. Stephen Barnett

Dr. John Jeffers

December 2, 2012



The copyright of this thesis belongs to the author under the terms of the United Kingdom

Copyright Acts as qualified by University of Strathclyde Regulation 3.51. Due acknowledgement

must always be made of the use of any material contained in, or derived from, this thesis.

1



Abstract

This thesis is about two different aspects of measurement.

The first aspect concerns programmed discrimination, where a single binary digit is coded in

the relationship between three qbits. There are two different ‘program’ qbits, and a ‘data’ qbit

which is guaranteed to be identical to one or other of the program qbits. The task of programmed

discrimination is to discover, as accurately as possible, which of the two possibilities is true.

Most prior work assumes that the two program qbits are randomly placed on the surface of

the Bloch sphere. Our own research examines error and failure rates when there is some classical

information about the two program qbits. We considered three configurations:

• There is a known overlap between the program qbits

• Both program qbits are on a known great circle

• The program qbits are confined to polar caps of a known size.

Our results cover both error rates in optimum recognition and failure rates in unambiguous

discrimination, and consider the effects of using multiple copies of the qbits.

The second aspect studies the effects of frequent, but possibly incorrect, measurement on

otherwise closed quantum systems with two eigenstates. Previous work has set up a model

for this situation, and showed the existence of ’telegraphing’, in which the state of the system

changes very little over extended periods of time before switching to the opposite state. This is

related to the Zeno 1 effect, whereby a system that is measured repeatedly at frequent intervals

does not change state. Our work offers a mathematical analysis of the situation, and shows that

the analysis conforms well to practical results obtained from a simulator.

The overall arrangement of the thesis is:

• Chapter 1: A general introduction to relevant areas of quantum physics

• Chapter 2: A review of previous work in programmed discrimination

• Chapters 3 and 4: Reports on our own research in programmed discrimination

• Chapter 5: A summary of a recent paper on telegraphing

• Chapter 6: Our work on telegraphing

• Chapter 7: Conclusion.

Our original work is presented in Chapters 3, 4 and 6.

1Zeno (490-430 BC) held that motion is nothing but an illusion, and suggested various paradoxes, such as that

of the tortoise and the hare, to prove his point.
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Chapter 1

Background to the research

Alice laughed: “There’s no use trying,” she said; “one can’t believe impossible things.” “I dare-

say you haven’t had much practice,” said the Queen. “When I was younger, I always did it

for half an hour a day. Why, sometimes I’ve believed as many as six impossible things before

breakfast.” Lewis Carroll, “Alice in Wonderland”

1.1 Introduction

This chapter introduces techniques and concepts which are relevant to the subject of the thesis.

We have been selective:

Some topics, such as the derivation of the Lindblad equation from first principles, are de-

scribed in detail.

Certain areas, such as the response of atoms to radiation, are given as background and receive

a simple, non-technical description.

Other subjects, important though they are to quantum physics, are simply omitted because

they play no part in our research. For example, we say nothing about the Bell inequalities.

1.2 The tools of the trade

Research in theoretical quantum information uses a number of mathematical tools, algorithms

and special notations. In this thesis we use:

• Complex numbers. Many of the quantities that occur in quantum physics are best modelled

by complex numbers. The complex complement of a number z is usually written as z∗. A

useful relation is

zz∗ = z∗z = |z|2.

.
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• Hilbert 1 spaces. A Hilbert space is a home for vectors with complex elements. The space

can have any number of dimensions, in which each coordinate is a complex number.

• Vector algebra. Vectors are often written with the bra-ket notation, introduced in 1939 by

Paul Dirac [1]. Bras and kets are vectors in a Hilbert space. In a ket the elements are

enclosed by the signs | and 〉, thus : |a, b, c〉. In a bra the elements are enclosed by the signs

〈 and | , but here each element is the complex conjugate of the corresponding ket. A ket

is essentially a column vector, and a bra, a row vector. We may put

〈a, b, c| = (|a∗, b∗, c∗〉)T . (1.1)

It is common to represent the list of numbers in a bra or ket by a single symbol, as in |λ〉.
Bras and kets are subject to the normal rules of vector algebra. Thus, as long as λ and κ

both occupy the same Hilbert space, the form 〈λ|κ〉 is an inner product, and evaluates to a

complex number known as the overlap. Likewise |λ〉〈κ| is an outer product and represents

a square matrix.

In most cases, vectors can be multiplied by arbitrary factors, and it is common to scale the

elements so that the magnitude of each vector is 1. Such a vector is said to be normalised.

It is worth noting that:

– If |λ〉 is normalised, 〈λ|λ〉 = 1

– If |λ〉 and |κ〉 are orthogonal to one another, 〈λ|κ〉 = 0.

• Matrix algebra. By convention every matrix is written with a hat to distinguish it from a

scalar with the same name. (Â 6= A). Many matrices in quantum physics, including the

matrices of the form |λ〉〈λ|, are hermitian.

– Hermitian matrices are square

– Their diagonal elements are real, and the off-diagonal elements, which may be com-

plex, follow the rule a[j, k] = a∗[k, j]. A hermitian matrix is equal to the transpose of

its complex complement. Symbolically,

Â = Â†

– Every square matrix Â of order n has n eigenvalues λj (not necessarily distinct) and

n corresponding eigenvectors |λj〉. These are defined by the equation

Â|λj = λj |λj〉 (1.2)

– All the eigenvalues of a hermitian matrix are real

– All its eigenvectors are orthogonal to one another

1Names of mathematicians and scientists that are quoted exactly use initial capitals. When the name is

modified for use as an adjective, the first letter is in lower case, except when the word starts a new sentence.

Thus: Hilbert or Dirac but hermitian or hamiltonian
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– A hermitian matrix is deemed positive if none of its eigenvalues is less than zero

– Equation 1.2 remains true when the components of an eigenvector are multiplied by

any constant. In practice, eigenvectors are normalised.

When a matrix B̂ is not hermitian, it can always be split into two hermitian components

X̂ and Ŷ :

B̂ = X̂ + iŶ . (1.3)

Another useful concept is the unitary matrix. This matrix has the property that its inverse

is equal to its complex conjugate. Thus Û−1 = Û† and Û Û† = 1̂ (where 1̂ is the unit

matrix.)

Multiplication of a vector by a unit matrix is equivalent to a rotation about the origin of

the relevant Hilbert space.

• Tensor algebra. The use of tensor algebra in this thesis is minimal. The only relevant

operator is tensor multiplication. This example demonstrates the operation, as applied to

two vectors: (
a

b

)
⊗

(
c

d

)
=


ac

ad

bc

bd

 . (1.4)

Tensor multiplication of two matrices is equally straightforward:

(
a b

c d

)
⊗

(
p q

r s

)
=


ap aq bp pq

ar as br bs

cp cq dp dq

cr cs dr ds

 . (1.5)

• Laplace transforms. The main use of Laplace transforms is in solving linear differential

equations. The method works by transforming many functional relations, including those

with derivatives, into purely algebraic expressions, which can be manipulated by the normal

rules of algebra.

• The standard algorithms we used included:

– Gaussian Elimination, to solve large sets of linear simultaneous equations

– the Jacobi method of finding the eigenvalues and eigenvectors of hermitian matrices

– Runge Kutta 4th-order integration to find numerical solutions of differential equations

– Golden Section search to find extreme values of arbitrary functions

All these algorithms were taken from [2]. In addition, Mathematica TM proved invaluable

in finding both symbolic and numerical integrals of complex functions, and Microsoft Excel

was useful in plotting graphs.
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1.3 Classical and quantum physics

The laws of classical physics were derived from experiments and observations conducted on a

‘human’ scale. Physicists could devise mental models of nature, based on practical everyday

experience, and use them to make valid predictions.

The laws of classical physics proved to hold over a vast range of magnitudes, and were seen

to apply, without significant modification, to systems as small as a virus or as large as the solar

system. On the other hand, the laws of extremely small systems turned out to be largely different

from their classical counterparts, and not intuitively obvious to anyone familiar with classical

physics. For example, the only acceptable explanation for certain well-attested observations is

that photons are both particles and waves, and that they can be in two or more places at the

same time. In this context mental models no longer work.

These small systems are termed quantum systems, and generally consist of a few elementary

particles (typically one or two). Typical quantum systems are photons, electrons, or single atoms.

In reality there is no boundary of size, such that smaller systems follow quantum rules, but

larger ones behave classically. Everything follows the laws of quantum physics, but in larger

systems all we can observe is the statistical behaviour of immense numbers of quantum systems

acting at the same time. So the laws of classical physics are essentially statistical in nature. For

example, a classical physicist could take a sample of radioactive material, measure the radiation

it emits, and show that it is constant over short periods and decays exponentially over time.

The quantum physicist would point out that the apparently steady stream of radiation is due to

large numbers of atoms individually decaying at completely random times.

The link between quantum phenomena and classical physics is given by Ehrenfest’s Law [3],

which states that every quantum rule for the expectation for some variable (such as momentum)

has an exact parallel in classical physics that specifies an actual value for that variable.

1.4 Quantum systems and states

Initially we shall study the way quantum systems behave in isolation; that is, not subject to any

external influence. Such systems are said to be closed.

Each such system can be described by a number of observables: physical properties which

depend on the type of system. At any moment every particle has a position and a velocity2 but

otherwise the observables depend on the type of particle. For example

• A photon has a certain polarisation, and a frequency which is directly proportional to its

energy

• an electron has a charge, a mass, and a ‘spin’3

2Heisenberg’s Uncertainty Principle implies that it is impossible, even in principle, to know both the position

and velocity of a particle exactly.
3The spin of a particle has no direct equivalent in classical physics. It can only take two possible values - up

or down. Spin generates a momentum, but there is no related angular velocity.
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• an atom has a mass, and several alternative energy states depending on the orbits of its

outermost electrons.

We divide these properties into three groups:

Some properties, such as the speed of a photon in free space, the charge on an electron and

the mass of a given species of atom at rest with regard to the observer, are all constants of nature.

These are of no further interest to us. Other properties, such as position and momentum, are

continuously variable. In this thesis they will not be of central interest either. The remaining

properties, when measured, are discrete: for example, an electron can be either ‘spin-up‘ or ‘spin-

down‘, a photon can be either horizontally or vertically polarised, or a two-state atom can be

either in a high-energy or low-energy state.

It is worth noting that none of these observables is absolute. The polarisation of a photon

depends on the orientation of the measuring device; the spin of an electron is measured in relation

to a selected axis, and the energy of an atom is based on an arbitrary ‘zero-energy’.

A useful aspect of quantum physics is that all its mathematical laws, except those that refer

to measurement, are linear. This implies that we can use standard vector and matrix algebra to

express these laws, which simplifies what would otherwise be an intractable situation.

Dirac’s notation is useful for recording and describing the states of quantum systems. Systems

are generally named after Greek letters ψ, φ, ... and possible states of these systems by arbitrary

symbols, such as ↑ for a particle in the spin-up state, or ↓ for the spin-down state. The energy

states of an atom can be called‘0’ and ‘1’. Possible descriptions of states are |ψ〉 = | ↑〉 or

|φ〉 = |1〉.

1.4.1 Pure states

An important subdivision of states is into pure and mixed.

A fundamental feature of quantum physics is that a system can be in two or more states at

the same time. This is called superposition. If |ψ〉 = | ↑〉 and If |ψ〉 = | ↓〉 are two allowable

states of a system, then so is

|ψ〉 = a| ↑〉+ b| ↓〉 (1.6)

where a and b are complex numbers called probability amplitudes.

The actual values of a and b in any instance are generally unknown and unknowable. However,

if the system is measured in a suitable way, the measurement leaves it in state | ↑〉 with probability

aa∗ or |a|2, or in state | ↓〉 with probability |b|2. As one or other of these outcomes is certain,

then for a pure system:

|a|2 + |b|2 = 1. (1.7)

If the possible states of a system are known and assigned symbols in a fixed order, the state

symbols can be omitted, and the description of the state becomes a normalised ket of probability

amplitudes. Thus we can write

|ψ〉 = |a, b〉 (1.8)

with the | ↑〉 and | ↓〉 being implied.
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Such a ket is equivalent to a unit vector in a Hilbert space with as many dimensions as there

are possible states.

The outer product of a bra and a ket usually involves the same state in both vectors. The

result is called a density matrix:

ρ̂ = |ψ〉〈ψ|. (1.9)

As we have seen, ρ̂ is a hermitian matrix. Each row, and each column correspond to a possible

state. Every element on the diagonal is a real positive number and indicates the probability that

a measurement yields the corresponding state. The trace of the matrix ρ̂ is 1, and furthermore

it can be shown that the trace of ρ̂2 is also 1.

The density matrix of a system encapsulates everything that we can actually know about the

system in its current state.

1.4.2 Mixed states

Suppose we have means of creating both spin-up particles and spin-down particles (both pure

states), and mix them in the ratio x spin-ups to y spin-downs. The corresponding density matrix

will be the weighted sum of the density matrices for each type of particle:

x| ↑〉〈↑ |+ y| ↓〉〈↓ |. (1.10)

The trace of the density matrix for a mixed system is also 1, but the trace of its square is not 1;

this is the standard way to distinguish pure from mixed systems.

1.4.3 The Bloch sphere

The Bloch sphere [4] offers a useful way of representing quantum systems that live in a Hilbert

space of two dimensions. The sphere (shown in figure 1.1) has unit radius. By analogy with

the Earth, we can identify any point on its surface with two angles: φ which gives the longitude

starting from an arbitrary ‘Greenwich’ meridian, and θ, which specifies the latitude.4

Take a system in a superposition of two possible states:

|ψ〉 = a|0〉+ b|1〉.

Every system of this form can be mapped on to a point on the surface of the Bloch sphere with

the equation:

|ψ〉 = cos(θ/2)|0〉+ eiφ sin(θ/2)|1〉 (1.11)

because:

1. We can extract a common phase factor κ from |ψ〉, so that:

|ψ〉 = eiκ(c|0〉+ d|1〉) (1.12)

4Actually the geographical latitude is π/2 − θ, because the global North Pole is at 90o, but the north pole of

the Bloch sphere has θ = 0.
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where c is real, but d is still complex. The common phase factor has no physical significance and

can be ignored

2. We can replace d by eiφg, where g is real

3. As c2 + g2 = 1, we can replace c by cos(θ/2) and g by sin(θ/2). This substitution gives

equation 1.11 directly.

Equation 1.11 forms a useful alternative to the standard form. Figure 1.1 marks the points

that correspond to the states |0〉 and |1〉, respectively.

Mixed states are represented by points inside the Bloch sphere.

Figure 1.1: The Bloch Sphere.

1.4.4 Entanglement

Consider two systems |α〉 = |a, b〉 and |β〉 = |c, d〉. The overall state of the two systems taken

together and viewed as a single entity is the tensor product of α and β.

|α〉 ⊗ |β〉 = |ac, ad, bc, bd〉. (1.13)

However any normalised ket |p, q, r, s〉 can be seen to represent two possible states. If this ket

cannot be factorised into the form |a, b〉 ⊗ |c, d〉 the two states are said to be entangled, and any

measurement on one will instantaneously affect the other, even if they are physically separate.

The simplest examples of entanglement are provided by the four Bell states [5]:
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|Ψ−〉 =
1√
2

(|0〉 ⊗ |1〉 − |1〉 ⊗ |0〉)

|Ψ+〉 =
1√
2

(|0〉 ⊗ |1〉+ |1〉 ⊗ |0〉)

|Φ−〉 =
1√
2

(|0〉 ⊗ |0〉 − |1〉 ⊗ |1〉)

|Φ+〉 =
1√
2

(|0〉 ⊗ |0〉+ |1〉 ⊗ |1〉).

(1.14)

In no case can these states be factorised into a separate states for each system.

Schrődinger considered entanglement to be the essence of quantum physics.

1.5 Operators

In simple terms, an operator is a rule that can be applied to a state to produce a (generally)

different state. The identity operator 1̂ leaves a state unchanged. Operators have various uses

in quantum physics. Two of the most important are

• Defining the results of measurements

• Computing the evolution of a state through time.

When we investigate a continuous attribute (such as position or momentum) the relevant oper-

ator can be expressed algebraically; but when only a limited number of values are possible, the

operator can be written as a square matrix Â .

1.5.1 Operators and observables

Every observable in quantum physics is related to a hermitian operator, whose eigenvalues give

the possible values of the observable. For example, suppose we represent spin-up (in a given

direction) as +1, and spin-down as -1. Then the ‘spin’ operator is the matrix(
1 0

0 −1

)

This matrix has eigenvalues +1 and -1, and the corresponding eigenvectors are[
1

0

]
(= | ↑〉) and

[
0

1

]
(= | ↓〉). (1.15)

The converse is not true; we shall encounter many hermitian matrices that do not correspond to

any observable. From this point, when we refer to an ‘observable’ we imply its operator.
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1.5.2 Operators and system evolution

Quantum systems do not generally remain static, but constantly evolve in time. This evolution

is governed by the hamiltonian operator. Hamiltonians are derived from energy considerations,

and the eigenvalues of the operator give the various possible energies of the system. In the

case of continuous observables the hamiltonian would be a formula involving kinetic energy and

potential energy due to particle interaction, but in the case of discrete values of an observable

the hamiltonian is always a hermitian matrix. The derivation of a hamiltonian depends on a

detailed knowledge of the system, but we shall give two examples:

First, consider a charged particle in a uniform magnetic field. The particle can be spinning

in either direction. Its energy E in the spin-up state is

Eup =
γsBh̄

2
(1.16)

where γs is the spin gyromagnetic ratio, B is the strength of the magnetic field, and h̄ is Planck’s

constant [6]. The field can be adjusted, and the other two quantities are constants found by

experiment. Similarly, the energy in the spin-down state is

Edown = −γsBh̄
2

. (1.17)

Both energies are relative to an arbitrary base. The corresponding hamiltonian is:

Ĥ =

(
γsBh̄

2 0

0 −γsBh̄2

)
(1.18)

which has the correct eigenvalues.

Another example is taken from a different context. Consider a single atom, which has two

possible energy states, called |0〉 and |1〉, that correspond to different orbits of its outermost

electron. The outer orbit has the higher energy, and when the electron drops to the inner orbit

it emits a photon of a frequency that corresponds to the difference in energy. Likewise when an

atom in the low orbit state encounters a photon of just the right energy, it absorbs the photon

and jumps to the high energy orbit [7]. The hamiltonian governing this situation is:

Ĥ =

(
0 ih̄Ω

2

− ih̄Ω
2 0

)
(1.19)

where Ω is the frequency of the incoming radiation. The way that a closed system evolves in

time is governed by Schrődinger’s equation [3]:

ih̄
d|ψ〉
dt

= Ĥ|ψ〉. (1.20)

The formal solution of this differential equation, which specifies the state of the system at time

t (starting from a known state at time t = 0) is

|ψ(t)〉 = Û(t)|ψ(0)〉 (1.21)
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where

Û(t) = exp

(
−i Ĥt

h̄

)
. (1.22)

In simple cases Û(t) can be found analytically, but in most practical cases we must use numerical

methods running on a computer.

The properties of Û mean that evolution of a state in a closed system can be seen as a

rotation of the state vector about the origin of the Hilbert space. The norm of the state is

preserved. Schrődinger’s equation is entirely deterministic. Knowing the starting state |ψ(0)〉
and the hamiltonian Ĥ we can calculate the state at any other time, moving forward or backward.

Changes to the state are reversible.

When we solve the equations that relate to our single atom, the atom is found to execute

oscillations with a frequency Ω. These are known as Rabi oscillations [7]. The state of the atom

at time t can be described mathematically as

|ψ(t)〉 = cos

(
Ωt

2

)
|0〉+ i sin

(
Ωt

2

)
|1〉. (1.23)

Most of the time, therefore, the atom is in a superposition of the two states |0〉 and |1〉.

Schrődinger’s equation also has a form that applies to density matrices rather than states:

dρ̂

dt
= − i

h̄
[Ĥ, ρ̂] (1.24)

where the notation [Â, B̂] is called a commutator and is short for (ÂB̂ − B̂Â).

1.6 Measurements

There are many ways of measuring the states of quantum systems. For example, a photon can

leave a mark on a photo-sensitive film or trigger a charge-coupled device. It is said that under

the right conditions a human can actually see a single photon. The polarisation of a photon

can be detected by a polaroid filter. Again, as in the Stern-Gerlach experiment [8, 9], spinning

particles can be passed through non-uniform magnetic fields to see which way they are deflected.

All quantum measurements can be described by a theoretical framework which we describe

below.

All good measurements5 have certain common features:

• They are probabilistic, so that when a measurement is made of a system which has two (or

more) superimposed states, the outcome will (typically) be one of those states. The actual

outcome cannot be predicted; only its probability, which depends, as we have explained,

5The effect of “bad” measurements - that is, measurements which could return incorrect results - is more

complex. This area is discussed in Chapters 5 and 6.
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on the probability amplitudes in the state of the system. To give an example, if the state

of our atom at a given moment is

|ψ〉 =
1√
2
|0〉+

i√
2
|1〉 (1.25)

a measurement might return |0〉 or |1〉 : both are equally probable and we cannot tell in

advance which it will be.

• The measurement inevitably changes the state of the system. Thus the photon that strikes

the film or retina is absorbed, and the atom, after the measurement, will typically take on

the state which the measurement reported - either |0〉 or |1〉. The change is instantaneous,

and is known as the ‘collapse of the wave function’.

There is an unanswered philosophical question as to the true state of a system before it is

measured - or even whether it has a true state at all [10] .

Figure 1.2 shows the progress of a system through time. The smooth segments are the

determinate solutions of Schrődinger’s equation, and the sudden jumps, whose outcome is

unpredictable, correspond to measurements.

Figure 1.2: State of a quantum system with measurements. The jumps are not predictable.

1.6.1 Von Neumann measurements

The simplest kind of measurement is named after John Von Neumann [11]. As we said above,

every non-continuous observable of a quantum system can be represented by a matrix Â, which
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has real eigenvalues λn and corresponding orthogonal eigenvectors |λn〉. We may write,

Â =
∑
n

λn|λn〉〈λn|. (1.26)

Each eigenvector |λj〉 represents a possible state of the system.

Returning to the definition of overlap 〈ψ|φ〉, we mentioned that if |ψ〉 is the same as |φ〉 the

overlap is 1, but if they are orthogonal the overlap is 0.

Suppose that

|ψ〉 =
∑
n

aj |λj〉 (1.27)

where the aj ’s are the probability amplitudes of the possible states. Then the overlap 〈λm|ψ〉
will return am, which is precisely the probability amplitude that a measurement on |ψ〉 will yield

|λm. Likewise the overlap 〈ψ|λm〉 returns a∗m, and their product, 〈λm|ψ〉〈ψ|λm〉 gives pm, the

actual probability of this result. But |ψ〉〈ψ| is ρ̂, the density matrix of |ψ〉, so we may put

pm = 〈λm|ρ̂|λm〉. (1.28)

As ρ̂ is hermitian, it can be shown that

pm = Trace (ρ̂|λm〉〈λm|). (1.29)

The outer product |λm〉〈λm| is commonly called a projector P̂m.

A set of projectors derived from an ‘observable’ matrix have several important properties:

• Each projector is hermitian

• Each projector is positive - that is, all its eigenvalues are real and positive or zero

• Each projector corresponds to a possible outcome of the measurement

• The set of projectors is complete: that is,
∑
n P̂n = 1̂

• The square of a projector (or any positive integral power) is equal to itself

• The projectors in the set are orthonormal; P̂jP̂k = 0 unless j = k.

In the ideal case, we can see the measurement process as presenting the unknown system with

such a set of projectors. Just one of them ‘clicks’ (to use the jargon) and gives the corresponding

measurement. The system then adopts the state that corresponds to that measurement. This

process is indeterminate. All we know in advance are the probabilities of the different outcomes.

A useful notation gives the expectation of an observable:

〈A〉 = 〈ψ|Â|ψ〉. (1.30)

This means that if the measurement is applied to a large number of identical copies of |ψ〉 the

average result tends towards the real number 〈A〉. It does not mean that the same system is

measured many times; for after the first measurement the system will take one or other of the

eigenvectors of the matrix, and further measurements will not give any useful information.

18



1.6.2 Generalised measurements

We have seen how a Von Neumann measurement can be constructed from the projectors of an

observable. Such a method is insufficient in many practical cases. For example, once a photon

has been “measured” by striking a retina it ceases to exist as an entity, and its “state after the

measurement” is meaningless. A more flexible system is known as ‘Generalised Measurement’

[13]. Like a projective measurement, it consists of a set of operators {π̂n} such that

• Each operator corresponds to a possible outcome of the measurement

• Each π̂j is hermitian

• Each π̂j is positive

• The set of operators is complete:
∑
n π̂n = 1̂

It is no longer necessary for operators to be orthogonal. Their number is not bound to

the order of the observable, but can be greater or less. The operators that comprise a general

measurement are called a Positive Operator Measure, often shortened to POM.6

A simple corollary of Naimark’s Theorem [15, 16] shows that any set of operators that obey

the rules for a POM are equivalent to a projective measurement in a space with added dimensions.

This is equivalent to selecting a hypothetical “ancillary” system with a selected state and finding

its tensor product with the state to be measured. The correct selection allows the extended

operators to be orthogonal. When a measurement is made with a POM, the probability of

outcome pj is Trace(ρ̂π̂j).

1.6.3 Quantum discrimination

A common problem in quantum physics is to discriminate between two or more possible states

of a system. A full discussion of this topic can be found in “Quantum State Discrimination”,

a review article by S.M. Barnett and S. Croke [12]. If the permitted states are orthogonal

and known in advance, a simple projective measurement will suffice; but if they are not, the

problem is to find a generalised measurement that is optimised in some respect. Various types

of optimisation are possible, but we consider only two:

• Minimum error discrimination aims to find a POM such that the average error rate is as

small as possible

• Unambiguous discrimination seeks to find a POM such that discrimination is sometimes

accurate, but at the cost of frequent failure to return any result at all.

To give a very simple illustration of minimum error discrimination, consider a two-dimensional

system that can take either of the two states |ψ1〉 or |ψ2〉, as shown in figure 1.3. We take it

that each state is equally likely to occur with a probability of 0.5. These two states are not

orthogonal, and cannot be accurately discriminated by a projective measurement.

6Some authors prefer Positive Operator-valued Measure or POVM
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Figure 1.3: Two states to be discriminated optimally.

Consider two orthogonal vectors |π1〉 and |π2〉 and the corresponding operators π̂1 and π̂2,

where π̂1 = |π1〉〈π1| and π̂2 = |π2〉〈π2|. The probability of |ψ1〉 causing π̂1 to ‘click’ is its projec-

tion on to |π1〉 , giving a correct identification. But because |ψ1〉 and |π2〉 are not orthogonal,

there is also the chance that |ψ1〉 clicks |π2〉, leading to a false result. In terms of operators, the

overall error rate E is

E =
Tr (ρ̂1π̂2 + ρ̂2π̂1)

2
(1.31)

where ρ̂1 and ρ̂2 are density matrices: ρ̂1 = |ψ1〉〈ψ1| and ρ̂2 = |ψ2〉〈ψ2|.
Clearly, the error rate is minimised in the symmetrical situation shown in figure1.3. Here 2α+

β = π/2. Most practical situations are more complicated. There may be a priori probabilities

for the states, there may be any number of states, and number of dimensions in the underlying

Hilbert space can exceed 2. The problem of finding a minimum eror rate has been investigated

by C.W. Helstrom in [17], who found a particularly elegant result for two states and any number

of dimensions. The following derivation is due to [18].

Let η1 and η2 be the a priori probabilities of the two states, ρ̂1 and ρ̂2 their associated density

matrices, and π̂1 and π̂2 the components of a POM used to discriminate the two states. We note

that η1 + η2 = 1 and π̂1 + π̂2 = 1̂. Given that the actual state of the system has density matrix

ρ̂1, the probability of it being identified correctly is Tr(ρ̂1π̂1), and the probability of incorrect

identification is Tr(ρ̂1π̂2). Similar considerations apply to the other state. As every measurement

must have some outcome, then clearly

2∑
j=1

2∑
k=1

Tr (ρ̂j π̂k) = 1. (1.32)

The overall probability of correct identification Pright is given by

Pright = η1Tr(ρ̂1π̂1) + η2Tr(ρ̂2π̂2). (1.33)
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Using equation 1.32, we can write the overall probability of failure, Pwrong, as

Pwrong = (1− Pright) = η1Tr(ρ̂1π̂2) + η2Tr(ρ̂2π̂1). (1.34)

We now introduce the hermitian operator

Λ̂ = η1ρ̂1 − η2ρ̂2. (1.35)

Simple algebra (replacing Λ̂ by its definition) will show that

Pwrong = η1 + Tr(Λ̂π̂1) = η2 − Tr(Λ̂π̂2). (1.36)

The spectral decomposition of Λ̂ is:

Λ̂ =

D∑
k=1

λk|φk〉〈φk| (1.37)

where D is the number of dimensions in Λ̂, λ̂k is an eigenvalue of Λ̂, and |φk〉 the corresponding

eigenvector. All the eigenvalues are real, but (in general) some may be zero or negative. This

lets us rewrite the equation for the probability of error as

Pwrong = η1 +

D∑
k=1

λk Tr (|φk〉〈φk|) = η2 −
D∑
k=1

λk Tr (|φk〉〈φk|). (1.38)

The problem of finding the minimum error rate now reduces to finding the POM elements π̂1

and π̂2 so that the right hand sides of equation(1.38) are minimised, under the constraint that

0 ≤ 〈φk|π̂j |φk〉 for (j = 1, 2 and 1 ≤ k ≤ D)

as each term of the form 〈φk|π̂j |φk〉 is a non-negative probability. This can be achieved by en-

suring that 〈φk|π̂1|φk〉 = 1 and 〈φk|π̂2|φk〉 = 0 are true for eigenstates with negative eigenvalues.

Likewise 〈φk|π̂1|φk〉 = 0 and 〈φk|π̂2|φk〉 = 1 should be true for eigenstates with non-negative

eigenvalues. The best forms for π̂1 and π̂2 follow directly; π̂1 is the sum of the projectors as-

sociated with negative eigenvalues, and π̂2 is the sum of the projectors with zero or positive

eigenvalues.

It is convenient to reorder the eigenvalues and their eigenvectors so that λ1 to λq are negative,

and λq+1 to λD are zero or positive. Then

π̂1 =

q∑
k=1

|φk〉〈φk| and π̂2 =

D∑
k=q+1

|φk〉〈φk|. (1.39)

Inserting these operators in equation (1.34) , the minimum error is

Pwrong = η1 −
q∑

k=1

|λk| = η2 −
D∑

k=q+1

|λk|. (1.40)

Adding these equations, and noting that η1 + η2 = 1,

2Pwrong = 1−
D∑
k=1

|λk|. (1.41)
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This leads directly to Helstrom’s rule:

Construct Λ̂ = η1ρ̂1 − η2ρ̂2 and calculate z, the sum of the absolute values of the eigenvalues of

Λ̂. Then the optimum error rate E, the smallest error rate that can be achieved, is given by

E =
1− z

2
(1.42)

This relationship is used extensively in our own work, discussed in Chapters 3 and 4.

The possibility of unambiguous discrimination was pointed out by I.D. Ivanovic, D. Dieks

and A. Peres [19, 20, 21] in 1987 and further elaborated by A. Chefles and S.M. Barnett in 1998

[22]. The argument can be stated in terms of a system with two possible states, |ψ1〉 and |ψ2〉,
with corresponding density matrices ρ̂1 and ρ̂2, and a POM with two component operators π̂1

and π̂2, derived from the vectors |π1〉 and |π2〉. Suppose that |π1〉 is made orthogonal to |ψ2〉,
and |π2〉 is made orthogonal to |ψ1〉, as shown in figure 1.4. Evidently, as Trace(ρ̂1π̂2) = 0, state

|ψ1〉 can never make π̂2 click. If π̂2 does click, the state of the system must be |ψ2〉. Likewise, if

π̂1 clicks, the state must be |ψ1〉.

Figure 1.4: Two states to be discriminated unambiguously.

Unfortunately there remains a snag. As |ψ1〉 and |ψ2〉 are not orthogonal to one another,

nor are the vectors |π1〉 and |π2〉. The resulting operators π̂1 and π̂2 do not sum to the unit

matrix, and so violate one of the essential conditions of a POM. It is necessary to introduce a

third operator, π̂0 , such that

π̂0 = 1̂− π̂1 − π̂2 (1.43)

π̂0 must be a positive operator ; that is, all its eigenvalues must be equal to or greater than zero.

To ensure this condition, it is necessary to scale down the other two operators, which decreases

the likelihood that they will click with a given state. This third operator corresponds to the result

‘don’t know’, and its presence is the penalty that must be paid for intermittent, unambiguous
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discrimination. Furthermore, the measurement process, like all quantum measurements, destroys

the system being measured, so one cannot go back and measure it again. In practice, the ‘don’t

know’ result is far more frequent than a successful discrimination. Unambiguous discrimination

also features in Chapters 3 and 4.

1.6.4 Practical measurements

To this point, we have described the measurement of quantum systems from a purely theoretical

point of view. We have presented a Von Neumann measurement as a set of orthogonal projec-

tors, and a general measurement as a group of π operators. Making the corresponding practical

measurements is hard7 because the experimenter must deal with single quantum systems which

are many orders of magnitude smaller than those normally encountered in laboratories.

Most work reported in the literature [12, 23, 24] uses single photons in various states of polar-

isation as the quantum systems to be measured. A fully equipped quantum optics laboratory

might contain

1. Light sources, which must generate precisely directed beams of single photons of a well-

defined wavelength, and polarisation. This can be done by lasers with strongly attenuating

filters, or quantum dots. Sometimes non-linear crystals are used to generate pairs of

entangled photons moving in different directions

2. Photon detectors, which can react to single photons and emit a recordable electric pulse

3. Coincidence sensors, which can detect simultaneous pulses from two photon detectors

4. Wave-plates, which rotate the polarisation of a beam. They are described as half- or

quarter- wave plates depending on the angle of rotation

5. Mirrors, to change the direction of the light

6. Beam splitters, which are basically semi-silvered mirrors, reflecting half the incident light

and allowing the other half to pass without change. A polarising beam splitter can separate

the horizontally and vertically polarised components of the incident light. The Glan-

Thomson polariser deflects both output beams symmetrically.

Figure 1.5 is a typical quantum optics laboratory. The various components are fastened to

a heavy steel table which keeps them in alignment. They include mirrors, beam-splitters,and a

photo-diode, and are apparently arranged as a Mach-Zehnder interferometer [26].

Figure 1.6 shows the schematic symbols used for the various components, and figure 1.7

represents an experiment due to R.B.Clarke, A. Chefles, S.M. Barnett and E. Riis [24]. The aim

7This area has been described to me as “a young person’s job”. Regretfully I have no personal experience of

it.
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Figure 1.5: Quantum optics laboratory (Courtesy of Department of Physics and Astronomy,

Dickinson College, Carlisle, PA).

is to distinguish between three possible states of a polarised photon:

|ψ1〉 = |H〉

|ψ2〉 = −1

2
|H〉+

√
3

2
|V 〉 (1.44)

|ψ3〉 = −1

2
|H〉 −

√
3

2
|V 〉

where |H〉 and |V 〉 stand for the horizontally and vertically polarised states, respectively. In

figure 1.7, the unknown photon is injected at the bottom, and is seen by one of the three

detectors PD1, PD2 and PD3. The accuracy is that predicted by the Helstrom limit.

It is often very difficult to devise a configuration that will carry out a generalised (that is, a

non Von Neumann) measurement directly. However this can always be done by taking another

quantum system known as an ‘ancilla’, reacting it with the system being measured so that they

become entangled, and making a Von Neumann measurement on the ancilla. The result will

give information about the original system.

1.7 Qbits

An important category of quantum systems includes those which have certain observables with

only two eigenvalues, which we call |0〉 and |1〉. As superposition is allowed, the state of such a
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Figure 1.6: Optical components

Figure 1.7: Discriminator for three states.

system can be represented by the equation

|ψ〉 = a|0〉+ b|1〉. (1.45)

The category includes photons with vertical or horizontal polarisation, particles in the ‘spin-up’

or ‘spin-down’ state, and certain species of atom which can exist in one of two energy states.

These systems are somewhat analogous to classical binary digits, and form a valuable resource

in quantum information studies. They are called qbits 8.

There are several important differences between a qbit and a classical bit:

• Classical bits are stable; there is no reason that they should not endure indefinitely. On the

8This word has alternative spellings, and many authors use “qubits”. I prefer the version used by [27].
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other hand qbits are subject to corruption by external noise, and can be quite extremely

unstable. Error correction techniques offer some mitigation to this problem, but not much.

• Classical bits have only two possible values, but as superposition exists, a qbit can possess

an uncountable infinity of different states. The only states that can be measured with

certainty are those where there is no superposition.

• Classical bits can be replicated without limit, but it is in general impossible to ‘clone’ a

qbit [25]. Here is a simple demonstration of the fact, as given in [13]:

We could start with an unknown qbit |ψ〉 and a ‘blank’ qbit |B〉. Suppose that cloning

works for the two special states |ψ〉 = |0〉 and |ψ〉 = |1〉. Then

|0〉 ⊗ |B〉 → |0〉 ⊗ |0〉

|1〉 ⊗ |B〉 → |1〉 ⊗ |1〉.

Now consider the more general state |ψ〉 = a|0〉+ b|1〉. It will be transformed as

(a|0〉+ b|1〉)⊗ |B〉 → a(|0〉 ⊗ |0〉) + b(|1〉 ⊗ |1〉). (1.46)

This is not the same as a pair of copies of the original state, which is

(a|0〉+ b|1〉)⊗ (a|0〉+ b|1〉) = a2(|0〉 ⊗ |0〉) + ab(|0〉 ⊗ |1〉+ |1〉 ⊗ |0〉) + b2(|1〉 ⊗ |1〉). (1.47)

The impossibility of cloning has important practical consequences. As we have seen, it is (in

general) impossible to measure the state of a qbit accurately. If cloning were possible, one

could generate a large number of clones, measure them all, and use statistics to determine

the state of the original qbit. But this cannot be done.

It is convenient to write the state of a qbit in terms of angles on the Bloch sphere:

|ψ〉 = cos(θ/2)|0〉+ eiφ sin(θ/2)|1〉. (1.48)

1.8 The behaviour of atoms under radiation

Many techniques in quantum physics rely on illuminating atoms or ions with radiation. There

follows a very brief, simplified overview of the resulting phenomena.

Radiation consists of a stream of photons. A photon behaves both as a massless particle

and as a wave of a certain frequency. The energy of the photon is h̄ω, where ω is the angular

frequency of the photon and h̄ is Planck’s constant.

An atom consists of a massive, positively charged central nucleus, surrounded by negative

electrons arranged in orbits or shells. The number of electrons depends on the species of the atom

and varies from 1 (Hydrogen) to over 100 for some heavy elements. The number of electrons in

each shell is limited, and all except the outermost shell are full. If any electrons are removed

from the outer shell, or extra ones added, the atom becomes ionised. The atom acquires an
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electric charge (which may be of either sign), and its chemical properties, which depend on the

number of electrons in the outermost orbit, are profoundly modified.

When an atom or ion is in its ‘ground state’, the electrons in the outermost shell are in

their lowest energy states. However, when the atom is disturbed, by radiation or other means,

an electron may jump or ‘transit’ to an orbit of higher energy. Each change of orbit has an

associated energy difference. Once it has reached the higher energy orbit, the atom may remain

stable for a while, but eventually it will drop back to the lower energy, and emit a photon of

exactly the right frequency to take the extra energy away. This is called ‘fluorescing’.

One way of producing an ‘upward’ transition to a higher energy level is to illuminate the atom

with a photon with precisely the right energy needed. If the atom is illuminated continuously

it will alternate between the high and low energy states, and execute a Rabi cycle [7], with a

frequency that depends on the strength of the illumination.

1.9 Random telegraph signals

When a two-valued variable - such as a voltage in a digital circuit - switches unpredictably

between its two states, the phenomenon is called Random telegraphing.

Many species of atom have more than one excited state, each with its own characteristic

energy gap above the ground state. In certain atoms, such as ionised Barium, one energy level is

close to the ground state, so that a weak transition is excited by a relatively low energy photon

(“red”) while the other is higher, and needs a more energetic photon (“blue”) to cause a strong

transition. This is shown in figure 1.8. Strong transitions are relatively easy to detect; when the

atom is illuminated with photons of the right energy it fluoresces with such brilliance that the

light can be seen with the naked eye. Weak transitions are much harder to observe.

Dehmelt [14] set out to detect weak transitions, by illuminating a three-state atom with both

strong blue and weak red light. For much of the time the atom responds to the blue light,

and fluoresces visibly, just like a two-state atom. However, when the atom responds to the red

light and makes a weak transition, it can no longer react to the blue light, because a direct

transition from one excited state to another cannot occur. Fluorescing stops until the atom

drops spontaneously back to the ground level.

A photocell sensitive to blue light will observe bursts of radiation separated by periods of

darkness. Each dark period corresponds to the time that the atom is in the lower excted state,

and gives an indication of a weak transition. This alternation between light and dark is called

telegraphing. The duration of each state (light vs. dark) is referred to as a dwell.

Suppose the probability of a transition during a time period δt is p δt. As δt tends to 0, this

gives a random dwell duration with a negative exponential distribution of e−p .
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Figure 1.8: States of a three-state atom

1.10 Imperfect measurements

We have seen that a perfect measurement of a system in the state

|ψ〉 = a|0〉+ b|1〉

will return state |0〉 with probability aa∗ and state |1〉 with probability bb∗, and leave the system

in one of the two eigenstates. However, an imperfect measurement, which can sometimes deliver

results not in keeping with this rule, will leave the system in an intermediate state. In particular,

a measurement so bad that it gives hardly any information about the system will alter its state

very little.

There is, of course, no practical purpose in making bad measurements. On the other hand,

sequences of imperfect measurements that make only minute changes to the state of a system

can act as a surrogate for other types of interference, such as stray photons or proximity to

other systems, while being more straightforward to handle mathematically. For this reason, the

analysis of sequences of imperfect measurements is a topic of current interest, and relevant to

part of this thesis.

1.11 Open systems

Schrődinger’s equation describes the reversible evolution of a closed quantum system which has

no interaction with the environment. We have seen that whenever a system is measured, it

undergoes a sudden change, and Schrődinger’s equation no longer holds.

Whenever a system has any link with its surroundings, either through the transfer of energy

or by measurement, it is called open, and its evolution through time is generally irreversible. It

is governed by a Master equation.
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There are several varieties of Master equation. Perhaps the simplest is the Lindblad form [28] ,

which depends on two key assumptions:

• The environment is so huge compared to the system under investigation that it is not

significantly altered by the evolution of the system

• The evolution is Markovian; that is, it depends solely on the current state of the system,

and in no way on its past history.

The Lindblad form of the Master equation defines the rate of change of ρ̂S with time, as a

function of its current state and various time-independent operators. Following Salo, Stenholm,

Kurizki and Kofman [29] the basic form of the Lindblad equation can be derived by using several

key considerations:

• Quantum mechanics is linear, so we seek a linear form

• Probability is conserved; the trace of a density matrix at any time t is always 1

(Tr(ρ̂(t)) = 1 ∀t)

• ρ̂ is always hermitian (ρ̂(t) = ρ̂†(t) ∀t)

• ρ̂ is always positive (〈ψ|ρ̂|ψ〉 ≥ 0 ∀ψ).

Applying these constraints, [30] it can be shown that the most general linear transformation T
is:

T (ρ̂) = B̂ρ̂+ ρ̂†B̂† +
∑
j

K̂j ρ̂K̂
†
j . (1.49)

The K̂s are called Kraus operators. B̂ and the product K̂jK̂
†
j must be hermitian, but this does

not necessarily apply to the individual operators K̂j .

We now specify a transformation that yields the derivative of ρ̂ with respect to time.

T (ρ̂) =
dρ̂

dt
. (1.50)

As the trace of ρ̂ is always 1, the trace of its derivative must be zero. Symbolically:

Tr(T (ρ̂)) = 0. (1.51)

Next, we replace B̂ by (P̂ + iĤ) and B̂† by (P̂ − iĤ) where P̂ and Ĥ are hermitian. We can

now use the cyclic property of the Trace operator, and the fact that Tr([Â, B̂]) = 0 (∀Â, B̂) to

show that

T (ρ̂) =
dρ̂

dt
=
−i
h̄

[Ĥ, ρ̂] +
∑
j

(K̂j ρ̂K̂
†
j − 1

2K̂
†
j K̂j ρ̂− 1

2 ρ̂K̂
†
j K̂j). (1.52)

This is the required Lindblad form. The term −i
h̄ [Ĥ, ρ̂] represents the closed Schrődinger

evolution, Ĥ being the hamiltonian. The other term gives the effect of interaction with the

environment. pecification of the Kraus operators is an ad hoc process, depending on the problem

under consideration.
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1.12 History of quantum information

The era of Quantum Physics began in the first half of the twentieth century, and was based on

the work of Planck, Bohr, Einstein, Heisenberg, Schrődinger, Ehrenfest, Dirac, von Neumann,

and others. Initially experiments were relatively crude, and could only be made by studying

the behaviour of large ensembles of particles. The properties of individual quantum systems

were little more than far-sighted hypotheses, just as, a couple of centuries earlier, Lavoisier and

Dalton originated atomic theory on the basis of simple experiments with substantial quantities

of various substances.

Practical developments during the first part of the era all harnessed the quantum properties

of ensembles of particles. Examples include atomic reactors, atomic weapons, the transistor, and

the laser.

From about 1980, technical developments made it possible to observe the properties of indi-

vidual systems. For example, photo-detectors became sensitive enough to respond to individual

photons, and a single atom could be suspended in a vacuum and subjected to radiation of vari-

ous kinds. This led to the possibility that individual quantum systems could carry information.

Thus a photon can be either vertically or horizontally polarised, and its state can represent a

single binary digit, commonly called a qbit.

One valuable application of quantum information is in communication. Alice9 transmits a

stream of information to Bob by a sequence of photons, polarised in one or the other direction.

Bob measures them to recover the information.

A key feature of quantum measurement is that it cannot generally be done without changing

the system that is measured. This is used in various protocols [31], to ensure that if there is an

eavesdropper, the fact is known; the stream can be discarded and another one sent in its place.

Of course this only makes sense if the stream of information is not a valid message in its own

right, but merely a set of random digits which will form the key for encoding a ‘real’ message

that will be transmitted by classical means. If the key is as long as the message itself, the coded

form will be, in principle, unbreakable.

The photons that Alice sends to Bob travel along fibre-optic cables which attenuate the

signal. This limits the distance over which transmission can take place. Intermediate amplifiers

cannot be used because, as we have seen, it is impossible to clone a quantum state without error.

At the time of writing, quantum communication is limited to a range of some tens of kilo-

metres, but the quality of fibre optic cables, and the distance that they can reliably carry single

photons, is being continuously improved.

Another potential application of quantum information is in quantum computation. Qbits can

be input to logic gates which invert and combine them in various ways, to calculate useful results.

A major theoretical advantage is that using superposition, a quantum computer can effectively

carry out many calculations at the same time, making it much faster than any classical computer.

There are, however, two key problems to be overcome before this can be put to good use.

9Alice and Bob are accepted symbols for entities (people or machines) exchanging confidential information.

Eve tries to read or corrupt this information in transit (because she ‘eavesdrops’).
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• Quantum computation requires the accurate storage of qbits for significant lengths of

time. With current technology, the probability of a qbit decohering and changing its

state increases rapidly with time. It is possible, even now, to build very small quantum

computers with perhaps a dozen qbits, which have a significant chance of completing a

calculation before any of the qbits decohere sufficiently to invalidate the result; but any

serious application would need hundreds or even thousands of qbits. The stability of a qbit

must increase by several orders of magnitude before quantum computers become of any

practical use.

• There are very few known problems where a quantum computer would gain a significant

advantage over a classical machine. Two examples are

– Grover’s Search Algorithm [32]

– Shor’s Factorisation algorithm [33].

At present, the most widely used method for secret communication over public networks is

public key encryption coding [34]. The key used is the product of two very large prime numbers

(several hundred decimal digits). The code would be broken if the key could be factorised, but

there is no known classical algorithm that could do this in an acceptable time-scale. However,

Shor’s algorithm could do the task if it could be implemented on a quantum computer. This has

led to intense interest in quantum computing from governments anxious to read messages sent

by terrorists and other methods.

The technique of quantum computing was first suggested by Richard Feynman [35] in the

early 1980’s, but progress has been slow. The best known achievement to date has been the

factorisation of 15 to give (15 = 5× 3).
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Chapter 2

Programmed Discrimination between Quantum States

“ Everything should be made as simple as possible, but not simpler” Albert Einstein

This chapter describes recent work most relevant to our own research. It offers a time-line of

developments in Programmed Discrimination, and a detailed summary of a paper that was key

to our work.

2.1 Classical and quantum computing

The earliest digital computing machines were designed to carry out fixed functions, such as

multiplication and calculation of square roots, by mechanical means. A major step in their

evolution occurred when Charles Babbage [36] designed the Analytical Engine, a machine that

could be adapted to carry out a wide range of different functions, using a fixed mechanism and

supplied with a set of instructions as data. This is the fundamental configuration used in all

present-day (classical) computers.

It might be that quantum computers will follow a similar line of evolution, but every system

proposed at present depends on hardware dedicated to solving one specific problem such as

searching or factorisation.

The term programmable quantum computer has received two different interpretations. On

one understanding, it relates to universal quantum gates that can be switched, by classical

control inputs, to perform a flexible range of different functions. Significant advances in this

area have already been reported [37] . The other understanding refers to assemblies of gates

whose combined unitary function is controlled entirely by quantum inputs, so retaining the

adaptability of a general-purpose computer without the need to carry out measurements of

intermediate results. It is this latter interpretation that is of interest here. No design for a

general-purpose quantum computer has yet been proposed, but it seems likely that programmed

discrimination will play a major role in extracting the result of any algorithm that such a machine

might carry out.
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2.2 History of programmed discrimination

In the first chapter of this thesis, we discussed measurement of quantum systems in absolute

terms, such as finding the actual spin of a particle or the current energy status of an atom. We

also considered discrimination between two or more known states. In general, measurements

cannot be both exact and fully determined, but there is a choice to be made. Either

• each measurement has a definite error rate, determined by the Helstrom limit, or

• error-free measurements can sometimes be made, but at a high price, as the most common

outcome of the process is to yield no information at all.

These two modes are termed optimal [17] and unambiguous[19, 20, 21], respectively. Both

play major parts in this thesis.

When groups of two or more systems are involved, we can use different forms of measurement:

we can try to determine the relationship between the systems. For example, consider a pair of

qbits, A and B. The result of a measurement on the pair might be that A is in the same state as

B, or not in the same state. This is information about the pair as a whole, and tells us nothing

about the actual states of A and B as individual systems. Nevertheless such information can be

extremely useful. To give an example, a qbit which is transmitted over a long distance, or stored

for an appreciable length of time, may undergo unitary evolution which will render attempts to

recognise its original state useless. On the other hand a pair of qbits in the same circumstances

will both undergo the same evolution, so the relationship between them will be maintained and

can yield reliable information.

The idea of such measurement first emerged in the 1990s, following initial developments in

quantum information studies. In an early paper Jaeger and Shimony [38] considered the discrim-

ination of two quantum states that are not necessarily orthogonal, and suggested procedures for

the task, together with estimates of the probability of success. In 2003 the topic was taken up

by Barnett, Chefles and Jex [39, 49]. They were the first to propose the use of POMs which can

sometimes deliver unambiguous measurements, at the cost of frequent inconclusive results.

The notion of programmable state discrimination was introduced by Bergou and Hillery [40]

in 2005. To quote from their paper:

We shall, therefore, consider the following problem which is perhaps the simplest version of

a programmable state discriminator. The program consists of the two qubit states that we wish

to distinguish. In other words, we are given two qubits: one in the state |ψ1〉 and another in

the state |ψ2〉. We have no knowledge of the states |ψ1〉 and |ψ2〉. Then we are given a third

qubit that is guaranteed to be in one of these two program states, and our task is to determine,

as best as we can, in which one. We are allowed to fail, but not make a mistake. What is the

best procedure to accomplish this?

33



The paper presents the task as a measurement optimisation problem which may, or may

not, lead to an unambiguous result. The authors also include another innovation: instead of

considering the two possibilities to be equally likely, they assign a variable probability, η1, that

the third qbit is in the same state as |ψ1〉, and η2 = (1− η1) to the other possibility. This leads

to a range of results, with the interesting property that when η1 is near to one or zero, only

one of the possibilities can be recognised unambiguously; the other will never be recognised at all.

In 2006 Hayashi, Horibe and Hashimoto [41] extended the subject to consider multiple copies

of the program qbits. 2006 also saw the publication of a paper by Bergou, Bužek, Feldman,

Herzog and Hillery [42] which tied together all existing results and considered several new aspects

of the problem, including

• Optimal discrimination (as opposed to unambiguous discrimination). An optimal proce-

dure is not allowed to fail, but it may return an incorrect result. The problem here is to

make the error rate as small as possible

• Using multiple copies of the various qbits

• Assuming that one of the program qbits is either known exactly, or completely unavailable.

This paper proved so important for our own work that we summarise its findings in the final

section of this chapter.

Another useful paper by Bergou [43] appeared in 2007. It discusses the application of both

discrimination strategies to the B92 quantum key distribution protocol [44]. In 2008, Herzog

and Bergou [45] again extended the area to consider discrimination of qudit states; that is, of

systems that can have n different internal states, where n ≥ 2. A paper by Hillery, Andersson,

Barnett and Oi entitled Decision problems with black boxes [46] appeared in 2010. It drew the

analogy between the states |ψ1〉 and |ψ2〉 and operators, represented by black boxes.

Finally we mention our own papers, which contribute to this area. With the exceptions of

[40] and [42], which mention the case where the program qbits have a known average overlap,

all previous work assumes that this relationship is unknown, and presents symbolic results as

averages over all possible cases. This generally allows analytic methods to be used. In contrast,

both our papers assume that we do have classical knowledge of the relationship between the

program qbits. We have selected three particular types of relationship:

• A known overlap between the reference qbits

• Both reference qbits on the same known great circle of the Bloch sphere

• Both qbits confined to known areas centred on the poles of the Bloch sphere.

In 2011 we published Programmed discrimination of qbits with added classical information [47].

This paper uses numerical methods to explore both optimal and unambiguous recognition rates

for each type of relationship. In 2012, in Programmed discrimination of multiple sets of qbits
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Figure 2.1: Developments in programmed discrimination

with added classical information [48] we extend this study to multiple qbits, including non-

symmetrical arrangements, and consider the performance of groups of qbits in the context of

data transmission. These two papers constitute much of the work reported in this thesis, and

form the basis for Chapters 3 and 4. Figure 2.1 gives a timeline of developments in programmed

discrimination.

2.3 Summary of a key paper

In this section we present a brief summary of the paper entitled Programmable quantum-state

discriminators with simple programs by Bergou, Bužek, Feldman, Herzog and Hillery [42], whom

we term the Hunter Group by reason of their academic affiliation. The starting point is a triad

of qbits. Two of them, |ψ1〉 and |ψ3〉 are the program qbits, and the third, |ψ2〉, is the data qbit.

The data qbit is guaranteed to be identical to one or other of the program qbits, and the task is
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to discover which. The paper discusses the theoretical limits of such a discrimination process.

Consider a Triad. As |ψ2〉 must be the same as either |ψ1〉 or |ψ3〉, there are only two

possibilities for the input state of the discrimination device:

|Ψin
1 〉 = |ψ1〉A|ψ1〉B |ψ3〉C

|Ψin
2 〉 = |ψ1〉A|ψ3〉B |ψ3〉C . (2.1)

As both |ψ1〉 and |ψ3〉 are unknown, the Hunter Group finds two density matrices, both averaged

over the Bloch sphere:

ρ̂1 = |Ψin
1 〉〈Ψin

1 |

ρ̂2 = |Ψin
2 〉〈Ψin

2 |. (2.2)

The states |ψ1〉 and |ψ3〉 are independent of one another, so ρ̂1 can be written as the tensor

product λ̂1 ⊗ µ̂1, where

λ̂1 = |ψ1〉|ψ1〉〈ψ1|〈ψ1|

µ̂1 = |ψ3〉〈ψ3|. (2.3)

Both λ̂1 and µ̂1 are averaged over the whole Bloch sphere.

For a general qbit |ψ1〉 =cos(β/2)|0〉+eiα sin(β/2)|1〉, the product state is the four-component

vector:

|ψ1〉|ψ1〉 = (cos(β/2)|0〉+ eiα sin(β/2)|1〉)⊗2 (2.4)

=


cos2(β/2) |00〉

+eiα sin(β/2) cos(β/2) |01〉
+eiα sin(β/2) cos(β/2) |10〉
+e2iα sin2(β/2) |11〉


so that λ̂1 is the 4×4 matrix which is the tensor product of this vector and its complex conjugate,

where each element is averaged over the Bloch sphere. Computing this average gives:

λ̂1 =
1

4π

∫ 2π

0

dα

∫ π

0

dβ|ψ1〉|ψ1〉〈ψ1|〈ψ1|

=
1

6


2 0 0 0

0 1 1 0

0 1 1 0

0 0 0 2

 , (2.5)

where the rows and columns correspond, in order, to the states |00〉, |01〉, |10〉 and |11〉.
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Alternatively, |Ψin
1 〉 is symmetrical in the two components |ψ1〉A| and ψ1〉B . In general, any

system of two components |ψ〉A ⊗ |ψ〉B can be in a superposition of four possible states:

|u1〉 = |0〉|0〉

|u2〉 = |1〉|1〉

|u3〉 =
1√
2

(|0〉|1〉+ |1〉|0〉)

|u4〉 =
1√
2

(|0〉|1〉 − |1〉|0〉) (2.6)

where
∑4
j=1 uj = 1̂. But the symmetry of |Ψin

1 〉 implies that |ψ1〉A and ψ1〉B can be interchanged,

so the coefficient of |u4〉, which is usually referred to as the asymmetric Bell state |ψ−〉, must be

0. It follows that λ̂1 can be expressed in the normalised form

λ̂1 =
1

3
(1̂− |ψ−〉〈ψ−|) (2.7)

λ̂1 is therefore proportional to the projector on to the symmetric two-qbit subspace.

A similar calculation shows that µ̂ is proportional to the identity operator:

µ̂1 =
1

4π

∫ 2π

0

dα

∫ π

0

dβ|ψ3〉〈ψ3|

=
1

2

(
1 0

0 1

)
(2.8)

Tensor multiplication of these gives

ρ̂1 = λ̂1 ⊗ µ̂1 (2.9)

This density matrix applies to the first of the two states, where the first and the second qbits

are identical. Similarly, if the second and third qbits are identical,

ρ̂2 = µ̂1 ⊗ λ̂1 (2.10)

These two density matrices form the basis for calculating optimum error rates for the minimum

error strategy.

2.3.1 Minimum error

Suppose that η1 is the a priori probability that the data qbit is the same as |ψ1〉, and η2 the

probability that the data qbit is the same as |ψ3〉 . Clearly, η1 + η2 = 1. To find the minimum

error the Hunter Group compute the difference matrix:

Λ̂ = (η1ρ̂1 − η2ρ̂2) (2.11)

Following Helstrom [17], the lowest probability of error (P.E.) that can be achieved in the dis-

crimination is given by :

P.E. =
1

2
(1− z ) (2.12)
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where z is the sum of the absolute values of the eigenvalues of Λ̂. It is worth noting that when

η1 = η2 = 1/2, so that there is no bias either way, and in the absence of any classical data, P.E.

≈ 0.356. As η1 tends to 1 (or zero) the probability of error falls accordingly, in a nearly linear

way.

2.3.2 Unambiguous discrimination

The Hunter Group’s method is an adaptation of the process described in [40], which we sum-

marise below. The method depends on finding an unambiguous discrimination POM that consists

of the set of operators {π̂0, π̂1, π̂2} such that π̂1 is orthogonal to ρ̂2 , π̂2 is orthogonal to ρ̂1, and

π̂0 = I − π̂1 − π̂2. Possible measurement outcomes mean:

• π̂1 : The system is certainly in state ρ̂1

• π̂2 : The system is undoubtedly in state ρ̂2

• π̂0 : No information about the state is available, and the original state is changed by the

measurement so that further measurements are useless.

As ρ̂1 is symmetric in qbits |ψ1〉A and |ψ1〉B , π̂2 can simply be a multiple of the projector on

to the (zero) asymmetric sub-state of these two qbits, so that 〈Ψ1|π̂2|Ψ1〉 = Tr(ρ̂1π̂2) = 0.

This projector is

|ψ−〉ABAB〈ψ−| (2.13)

where |ψ−〉AB is the antisymmetric state:

|ψ−〉AB =
1√
2

(|ψ1〉A|ψ⊥1 〉B − |ψ⊥1 〉A|ψ1〉B) (2.14)

.

Given that the system is in state |Ψin
j 〉, (j=1,2) the overall probability of correct identification,

pj , is

pj = 〈Ψin
j |π̂j |Ψin

j 〉 (2.15)

Substituting for π̂j in this equation, and simplifying, it can be shown that

pj = cj/2(1− |〈ψ1|ψ3〉|2)(j = 1, 2) (2.16)

where c1 and c2 are unknown real positive constants and 〈ψ1|ψ3〉 is the overlap between the two

program qbits.

It remains only to find optimum values for c1 and c2, while ensuring that π̂0 remains a positive

operator. The outcome depends on η1 and η2, the a priori probabilities that the system is in

state |Ψin
1 〉 or |Ψin

2 〉. For a broad range, centred on η1 = 1/2, the analysis shows that

c1 =
2

3
(2−

√
η2/η1) (2.17)

c2 =
2

3
(2−

√
η1/η2) (2.18)
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The overall probability of correct unambiguous identification of the qbit is given by

P = η1p1 + η2p2 (2.19)

Substitution from equations (14)-(17) shows that

P =
2

3
(1−√η1η2)(1− |〈ψ1|ψ3〉|2) (2.20)

For this to be valid both c1 and c2 must be non-negative, and this is only true when 1
5 ≤ η1 ≤ 4

5 .

Outwith this range it is better to use a projective von Neumann measurement aligned with the

more frequent possibility. Here the probability of correct discrimination for η1 >
4
5 is

Phigh η1 =
1

2
η1(1− |〈ψ1|ψ3〉|2) (2.21)

Conversely, if η1 <
1
5 ,

Plow η1 =
1

2
η2(1− |〈ψ1|ψ3〉|2). (2.22)

In the case considered by the Hunter group, the position of the program qbits is undefined,

and their average overlap is 1√
2 . This leads directly to their formula for failure to make an

unambiguous discrimination in the central range of η of

QF =
2 +
√
η1η2

3
. (2.23)

This completes our review of some of the Hunter Group’s principal results. They will be

fundamental for our own findings, which we report in the following chapters of the thesis. In

particular, we note that the success of unambiguous discrimination depends only on two factors:

the a priori frequencies η1 and η2, and the overlap between the program qbits.

The configuration of qbits directly of interest to our work all include two program qbits

(possibly in multiple copies) and one data qbit (also possibly in multiple copies).

Table 2.1 summarises the analytic error rates results derived by Bergou and his colleagues. In

the table we refer to a configuration that has j copies of program qbit |ψ1〉, k copies of the data

qbit, and m copies of the other program qbit as {j, k,m}. ηmin is the smaller of {η1, η2} and

ηmax the larger.

Table 2.2 shows the failure rates for unambiguous discrimination.

These expressions are useful in our own research, as they represent special cases of the

configurations that we consider and offer confirmation of our numerical computations.
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Configuration Condition

{1, 1, 1} P.E = ηmin

(
1− 1

2
ηmax

ηmax−ηmin+
√

1−ηmaxηmin

)
{1, n, 1} P.E. = ηmin

[
1− n

n+1
ηmax

ηmax−ηmin+
√

(ηmax−ηmin)2+ 4n(n+2)

(n+1)2
ηminηmax

]

{n, 1, n} P.E = ηmin

[
1− n

n+1
ηmax

ηmax−ηmin+
√

(ηmax−ηmin)2+
4nηminηmax

(n+1)

]
Table 2.1: Probable error rates for optimal discrimination

Configuration Range Failure rate

{1, 1, 1} η1 <
1
5 1− η2/4

{1, 1, 1} 1
5 ≤ η1 ≤ 4

5

2+
√
η1η2

3

{1, 1, 1} η1 >
4
5 1− η1/4

{1, n, 1} η1 <
1

1+(n+1)2 1− η2n/(2n+ 2)

{1, n, 1} 1
1+(n−1)2 ≤ η1 ≤ (n+1)2

1+(n+1)2 1− 1
n+2

[
n+1

2 −
√
η1η2

]
{1, n, 1} η1 >

(n+1)2

1+(n+1)2 1− η1n/(2n+ 2)

{n, 1, n} η1 <
2

2+(n+1)(n+2) η1 + η2

n+1

{n, 1, n} 2
2+(n+1)(n+2) ≤ η1 ≤ 2(n+1)

2(n+1)(n+2)
η1

2 + η2

n+2 +
√

2η1η2

(n+1)(n+2)

{n, 1, n} η1 >
2(n+1)

2+(n+1)(n+2) η1
n+2
2n+2 + η2

2
n+2

Table 2.2: Probable failure rates for unambiguous discrimination
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Chapter 3

Programmed discrimination of qbits with added classical

information

“Quantum particles are the dreams that stuff is made of.” Anonymous

3.1 Introduction

This chapter describes the work published in Programmed discrimination of qbits with added

classical information by Colin, Barnett and Jeffers [47]. Starting from the Hunter Group’s anal-

ysis described in Chapter 2, we consider programmed discrimination when there is a known

classical relationship between the two program qbits.

We aim to find how these classical relationships affect the best attainable error and failure

rates. We consider three specific cases, illustrated in figure 3.1:

• A known overlap between the two program qbits (figure 3.1a)

• The knowledge that both program qbits lie on a given great circle on the Bloch sphere.

(figure 3.1b)

• The knowledge that one program qbit is restricted to a cap centered on the north pole of

the Bloch sphere, and the other to a similar cap centered on the south pole. (figure3.1c)

The classical relationships are expressed as constraints on the values of the two program

qbits. In keeping with the Hunter group, we also take into account the effect of different a priori

probabilities of the two outcomes.

We refer to the set of three qbits A, B and C, prepared in the states { |ψ1〉A, |ψ2〉B , |ψ3〉C}
as a Triad, where the subscripts {A,B,C} identify the position of the qbits in the Triad state,

with the data qbit B placed between the other two. The state |ψ2〉 will, of course, be either |ψ1〉
or |ψ3〉. η1 and η2 are the a priori probabilities of the two possible outcomes, where η1 + η2 = 1.
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Figure 3.1: Three types of classical knowledge about a qbit

3.2 Brief overview of the Hunter Group’s method

The Hunter Group’s work is the paradigm on which our own research is based. To clarify the

rest of the chapter we restate the Group’s methods here.

The starting point is the input to the discrimination system:

|Ψin
1 〉 = |ψ1〉A|ψ1〉B |ψ3〉C

|Ψin
2 〉 = |ψ1〉A|ψ3〉B |ψ3〉C . (3.1)

The next stage is to find two density matrices, averaged over the Bloch sphere:

ρ̂1 = |Ψin
1 〉〈Ψin

1 |

ρ̂2 = |Ψin
2 〉〈Ψin

2 |. (3.2)

The minimum error rate uses Helstrom’s rule:

Take

Λ̂ = (η1ρ̂1 − η2ρ̂2). (3.3)

Then the smallest attainable probability of error is given by

P.E. =
1

2
(1− z) (3.4)

where z is the sum of the absolute values of the eigenvalues of Λ̂.
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Unambiguous discrimination relies on finding a set of three measurement operators {π̂0, π̂1, π̂2},
such that:

• π̂1 is orthogonal to ρ̂2, so if it clicks the system is certainly in state ρ̂1

• π̂2 is orthogonal to ρ̂1, so if it clicks the system is certainly in state ρ̂2

• π̂0 is a positive operator such that (π̂0 + π̂1 + π̂2) = 1̂. If it clicks, the discrimination

process has failed.

The Hunter Group’s paper goes on to show that the success rate P in unambiguous discrim-

ination depends only on the overlap between the program qbits and the values of η1 and η2. For

the central range of η1 and η2 they give the relation

P =
2

3
(1−√η1η2)(1− |〈ψ1|ψ3〉|2). (3.5)

When the a priori probability is close to 1 (or 0) this equation is no longer valid, and the best

success rate for unambiguous discrimination is given by testing directly for the more common

possibility. This implies that the less common possibility will never be detected.

In the Hunter Group’s research, which is based on one data qbit and two program qbits,

equation 3.5 is valid in the range (0.2 ≤ η1 ≤ 0.8). When the qbits are replicated (as we discuss

in Chapter 4) the range varies. We use these rules extensively in computing our own results.

3.3 Known overlap between the program qbits

3.3.1 Finding the density matrices

Here we calculate density matrices ρ̂1 and ρ̂2, analogous to those used by the Hunter Group, but

modified to account for the known overlap between the program qbits. We address this problem

in two stages: firstly we solve a simple case where the position of one of the program qbits is

fixed, and secondly, we extend this solution to cover the general situation.

To find ρ̂1, we provisionally place one of the program qbits at the north pole of the Bloch

sphere

(|ψ1〉 = |0〉).

The other program qbit can be now written in the general form

|ψ3〉 = cos(β/2)|0〉+ eiα sin(β/2)|1〉. (3.6)

The overlap is given by:

〈ψ1|ψ3〉 = (cos(β/2)〈0|0〉+ eiα sin(β/2)〈0|1〉)

= cos(β/2). (3.7)
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Figure 3.2: Bloch sphere with locus of constant overlap with |0〉

The overlap is independent of α, as shown in Figure 3.2. For all values of β except 0 and π, |ψ3〉
lies on a circle of latitude given by (0 ≤ α < 2π).

We first find the provisional density matrix ρ̂1(prov). We use

|ψ1〉 = |0〉

|ψ3〉 = cos(β/2)|0〉+ eiα sin(β/2)|1〉. (3.8)

Assuming that |ψ2〉, the data qbit, is the same as |ψ1〉, we get the product ket

|Ψ1(prov)〉 = |ψ1〉|ψ1〉|ψ3〉 (3.9)

= (cos(β/2)|000〉+ eiα sin(β/2)|001〉).

The provisional density matrix ρ̂1(prov)is the value of |Ψ1(prov)〉〈Ψ1(prov)| averaged over the circle

of constant overlap. This requires us to average over all values of the azimuthal angle α. Before

averaging,

ρ̂1(prov) = (cos(β/2)|000〉+ eiα sin(β/2)|001〉)(cos(β/2)〈000|+ e−iα sin(β/2)〈001|). (3.10)

But
∫ 2π

0
dα eiα = 0. When the provisional density matrix is averaged, the off-diagonal terms

vanish, leaving

ρ̂1(prov) = cos2(β/2)|000〉〈000|+ sin2(β/2)|001〉〈001|. (3.11)

To find ρ̂2(prov) , where |ψ2〉 = |ψ3〉, we use a similar argument, but this time placing |ψ3〉 at |0〉,
instead of |ψ1〉. We obtain

ρ̂2(prov) = cos2(β/2)|000〉〈000|+ sin2(β/2)|100〉〈100|. (3.12)

Next we generalise these results by removing the restriction that one of the program qbits must

be at the north pole. To make the appropriate transformations we replace |0〉 by the general

form

|0′〉 = cos(θ/2)|0〉+ eiψ sin(θ/2)|1〉 (3.13)
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and |1〉 by the state orthogonal to |0′〉, namely,

|1′〉 = sin(θ/2)|0〉 − eiψ cos(θ/2)|1〉. (3.14)

The generalised forms of |Ψ1〉 and |Ψ1〉 are now given by

|Ψ1〉 = cos(β/2)|0′0′0′〉+ eiα sin(β/2)|0′0′1′〉 (3.15)

|Ψ2〉 = cos(β/2)|0′0′0′〉+ eiα sin(β/2)|1′0′0′〉.

We can write |Ψ1〉 as the sum of two column vectors:

|Ψ1〉 = |p〉+ |q1〉 (3.16)

where |p〉 is the expansion, in terms of the computational basis states |0〉 and |1〉, of the term

cos(β/2)|0′0′0′〉, and |q1〉 is the expansion of eiα sin(β/2)|0′0′1′〉. Similarly,

|Ψ2〉 = |p〉+ |q2〉 (3.17)

where |q2〉 is the expansion of the term eiα sin(β/2)|1′0′0′〉. The full forms of these vectors are:

|p〉 = cos(β/2)



cos3(θ/2) |000〉
+eiψ sin(θ/2) cos2(θ/2) |001〉
+eiψ sin(θ/2) cos2(θ/2) |010〉
+eiψ sin(θ/2) cos2(θ/2) |100〉
+e2iψ sin2(θ/2) cos(θ/2) |011〉
+e2iψ sin2(θ/2) cos(θ/2) |101〉
+e2iψ sin2(θ/2) cos(θ/2) |110〉

+e3iψ sin3(θ/2) |111〉


(3.18)

|q1〉 = sin(β/2)



cos2(θ/2) sin(θ/2) |000〉
−eiψ cos3(θ/2) |001〉

+eiψ cos(θ/2) sin2(θ/2) |010〉
+eiψ cos(θ/2) sin2(θ/2) |100〉
−e2iψ cos2(θ/2) sin(θ/2) |011〉
−e2iψ cos2(θ/2) sin(θ/2) |101〉

+e2iψ sin3(θ/2) |110〉
−e3iψ cos(θ/2) sin2(θ/2) |111〉


(3.19)

|q2〉 = sin(β/2)



cos2(θ/2) sin(θ/2) |000〉
+eiψ cos(θ/2) sin2(θ/2) |001〉
+eiψ cos(θ/2) sin2(θ/2) |010〉
−eiψ cos3(θ/2) |100〉
+e2iψ sin3(θ/2) |011〉

−e2iψ cos2(θ/2) sin(θ/2) |101〉
−e2iψ cos2(θ/2) sin(θ/2) |110〉
−e3iψ cos(θ/2) sin2(θ/2) |111〉


(3.20)
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Note that the computational states are not listed in the order of the corresponding binary

numbers, but are grouped according to the number of |1〉s they contain; this will generate

density matrices with compact sub-matrices on the main diagonal and zeros elsewhere.

Each term in this expansion is the product of the appropriate elements of |0〉 and |1〉.
For example, the coefficient of |101〉 in the state vector |q1〉 is the product of: eiψ sin(θ/2)|1〉,
cos(θ/2)|0〉, and −eiψ cos(θ/2)|1〉.

Let A denote the outer product |p〉〈p| and B denote |q1〉〈q1|. The density matrix ρ̂1 is the

average, over the Bloch sphere, of the weighted sum of two matrices A and B:

ρ̂1 =
1

4π
(

∫
S

AdS) +

∫
S

BdS). (3.21)

The integral
∫
S
dS denotes integration over the surface of the Bloch sphere.

Similarly, using the definition of ρ̂2 we find

ρ̂2 =
1

4π
(

∫
S

AdS) +

∫
S

CdS) (3.22)

where C is the outer product |q2〉〈q2|.
The expanded forms of these integrals are.

X =
1

4π

∫
S

AdS =
1

12



3 0 0 0 0 0 0 0

0 1 1 1 0 0 0 0

0 1 1 1 0 0 0 0

0 1 1 1 0 0 0 0

0 0 0 0 1 1 1 0

0 0 0 0 1 1 1 0

0 0 0 0 1 1 1 0

0 0 0 0 0 0 0 3


(3.23)

Y =
1

4π

∫
S

BdS =
1

12



1 0 0 0 0 0 0 0

0 3 −1 −1 0 0 0 0

0 −1 1 1 0 0 0 0

0 −1 1 1 0 0 0 0

0 0 0 0 1 1 −1 0

0 0 0 0 1 1 −1 0

0 0 0 0 −1 −1 3 0

0 0 0 0 0 0 0 1


(3.24)
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Z =
1

4π

∫
S

CdS =
1

12



1 0 0 0 0 0 0 0

0 1 1 −1 0 0 0 0

0 1 1 −1 0 0 0 0

0 −1 −1 3 0 0 0 0

0 0 0 0 3 −1 −1 0

0 0 0 0 −1 1 1 0

0 0 0 0 −1 1 1 0

0 0 0 0 0 0 0 1


(3.25)

Finally, for any value of the overlap β, we have:

ρ̂1 = X cos2(β) + Y sin2(β) (3.26)

ρ̂2 = X cos2(β) + Z sin2(β).

3.3.2 Optimum discrimination with a known overlap

Having obtained the density matrices, we may now use Helstrom’s rule to find optimum discrim-

ination rates. The rule is summarised in equations 3.4 and 3.5.

Figure 3.3 presents a set of results for the error rate expected from Triads with various degrees

of overlap between the program qbits and a range of values for the a priori probabilities. The

left-hand border describes the system when the two program qbits are orthogonal (zero overlap)

and shows that the worst discrimination, for all overlaps, occurs when η1 = 1/2. For values of

overlap close to 1, a nearly optimal strategy is to choose the most likely value of the data qbit,

depending on η1. The error probability for η1 = 1/2 and zero overlap (β = π) coincides with

the analytic solution presented at the end of the last section. Figure 3.4 gives a different view

of some of the same data. With each value of overlap, the probability of error increases almost

linearly to a maximum when the a priori expectations of the two states are equal.

3.3.3 Unambiguous discrimination with a known overlap

Finding the failure rate for unambiguous discrimination uses the same analysis as was presented

in [40] and summarised in the previous chapter. The only difference is that whereas the Hunter

Group found an average overlap of the program qbits of
√ 1

2 we can use specific values. Figure

3.5 shows how the success rate depends on η1 for various fixed overlaps, using the formula

P =
2

3
(1−

√
(η1η2))(1− |〈ψ1|ψ3〉|2). (3.27)
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Figure 3.3: Probable errors for known overlap between program qbits. η1=0.1 (lower curve) to

η1=0.5 (upper curve) in steps of 0.1

Figure 3.4: Probability of error against a priori frequency for overlap = 0 (upper curve), 0.4

(centre curve), and 0.8 (lower curve)
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Figure 3.5: Probability of success in unambiguous discrimination against a priori frequency for

overlap = 0 (upper curve), 0.4 (centre curve), and 0.8 (lower curve)

3.4 Both program qbits on a known great circle

3.4.1 Finding the density matrices

In the great circle case, we have a priori knowledge that both the program qbits lie on a given

great circle of the Bloch sphere. This condition is important, as any two randomly selected

different points on the Bloch sphere define some great circle, but we can exploit knowledge of

the specific great circle in the choice of our measurement.

Another point to note is that any given great circle can be transformed to coincide with the

equator, or with what we might call the extended Greenwich Meridian, just by rotating it about

the sphere. It follows that the error rate for all given great circles will be the same.

Taking the great circle to be the extended Greenwich Meridian for which the azimuthal angle

is either 0 or π, we can incorporate both possibilities by writing

|ψ1〉 = cos(α/2)|0〉+ sin(α/2)|1〉

|ψ3〉 = cos(γ/2)|0〉+ sin(γ/2)|1〉 (3.28)

and allowing α and γ to take values in the range 0 to 2π. Following the now accustomed pattern,

we write

|Ψ1〉 = |ψ1〉|ψ1〉|ψ3〉

ρ̂1 = |ψ1〉|ψ1〉〈ψ1|〈ψ1| ⊗ |ψ3〉〈ψ3|

= λ̂1 ⊗ µ̂1. (3.29)

Both λ̂1 and µ̂1 must be averaged on our great circle (rather than the surface of the full

Bloch sphere). Averaging λ̂1 over a circle defined by (0 ≤ α ≤ 2π) gives the density matrix:
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λ̂1 =
1

8


3 0 0 1

0 1 1 0

0 1 1 0

1 0 0 3

 (3.30)

Similarly, averaging µ̂1 over a circle defined by (0 ≤ γ ≤ 2π) leads to:

µ̂1 =
1

2

(
1 0

0 1

)
. (3.31)

It then follows that

ρ̂1 = λ̂⊗ µ̂. (3.32)

The density operator ρ̂2 is worked out by a similar method:

ρ̂2 = µ̂⊗ λ̂. (3.33)

The explicit forms of these two density operators are:

ρ̂1 = λ̂1 ⊗ µ̂1 =
1

16



3 0 0 0 0 0 1 0

0 3 0 0 0 0 0 1

0 0 1 0 1 0 0 0

0 0 0 1 0 1 0 0

0 0 1 0 1 0 0 0

0 0 0 1 0 1 0 0

1 0 0 0 0 0 3 0

0 1 0 0 0 0 0 3


. (3.34)

ρ̂2 = µ̂1 ⊗ λ̂1 =
1

16



3 0 0 1 0 0 0 0

0 1 1 0 0 0 0 0

0 1 1 0 0 0 0 0

1 0 0 3 0 0 0 0

0 0 0 0 3 0 0 1

0 0 0 0 0 1 1 0

0 0 0 0 0 1 1 0

0 0 0 0 1 0 0 3


. (3.35)

3.4.2 Minimum error for a triad confined to a known great circle

The minimum-error strategy for distinguishing between these states requires us to find the eigen-

values of Λ̂, as defined in equation 1.32. For equal prior probabilities (η1 = 1/2) we find the

minimum error probability P.E. ≈ 0.323 .

50



3.4.3 Unambiguous discrimination for a triad confined to a known

great circle

When the two program qbits are confined to a great circle, their average overlap is
√ 1

2 We

conclude that the probability of failure QF is

QF =
2 +
√
η1η2

3
. (3.36)

as in the general case described by the Hunter Group.

For unambiguous discrimination, knowledge that both program qbits are on a known great

circle makes no difference to the probability of failure, as the overlap of the two program qbits

is the same as when their positions on the Bloch sphere are unrestricted.

3.5 Program qbits confined to polar caps

The polar cap configuration posits a Triad in which one program qbit is located in a cap centred

on the north pole of the Bloch sphere, and the other in a cap centred on the south pole. Both

caps are the same size, bounded by lines of latitude defined by the angle θ, as shown in figure

3.1c.

3.5.1 Finding the density matrices

The northern program qbit may be written as

|ψN 〉 = cos(β/2)|0〉+ eiα sin(β/2)|1〉 (3.37)

where (0 ≤ β ≤ θ). Similarly, the southern program qbit is

|ψS〉 = cos(δ/2)|0〉+ eiγ sin(δ/2)|1〉 (3.38)

where (π − θ ≤ δ ≤ π). The two possible states of the discriminator are:

|Ψ1〉 = |ψN 〉|ψN 〉|ψS〉

|Ψ2〉 = |ψN 〉|ψS〉|ψS〉. (3.39)

The density matrix for the first of these two states is obtained as before, by averaging the states

over the relevant cap. If we define

µ̂ = |ψN 〉|ψN 〉〈ψN |〈ψN |

λ̂ = |ψS〉〈ψS | (3.40)

then averaging gives

µ̂1 =
1

κ

∫ 2π

0

dψ

∫ θ

0

dβ sinβµ̂

=


a 0 0 0

0 b b 0

0 b b 0

0 0 0 c

 (3.41)
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where κ = 2π(1− cos θ) is the surface area of the cap and

a =
1

κ

∫ 2π

0

dα

∫ θ

0

dβ cos4(β/2) sin(β) (3.42)

=
2

3

(
1− cos6(θ/2)

1− cos θ

)
b =

1

κ

∫ 2π

0

dα

∫ θ

0

dβ cos2(β/2) sin2(β/2) sin(β)

= 4

(
1
4 sin4(θ/2)− 1

6 sin6(θ/2)

1− cos θ

)

c =
1

κ

∫ 2π

0

dα

∫ θ

0

dβ sin4(β/2) sin(β)

=
2

3

(
sin6(θ/2)

1− cos θ

)
.

(3.43)

Similarly, averaging λ̂ over the southern cap gives

λ̂1 =
1

κ

∫ 2π

0

dψ

∫ π

π−θ
dδ sin δλ̂ (3.44)

=

(
d 0

0 e

)
(3.45)

where

d =
1

κ

∫ 2π

0

dγ

∫ π

π−θ
dδ cos2(δ/2) sin(δ) (3.46)

=

(
sin4(θ/2)

1− cos θ

)
e =

1

κ

∫ 2π

0

dγ

∫ π

π−θ
dδ sin2(δ/2) sin(δ) (3.47)

=

(
1− cos4(θ/2)

1− cos θ

)
.

Tensor multiplication of these two matrices gives the density operator:

ρ̂1 = µ̂⊗ λ̂. (3.48)

The second density operator is obtained in the same manner:

ρ̂2 = λ̂⊗ µ̂. (3.49)
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Figure 3.6: Probable error for θ = π/4 (bottom curve) to θ = π/ (top curve) in steps of π/4

Both matrices, expressed in terms of the variables a to e, are:

ρ̂1 = µ̂⊗ λ̂ =



ad 0 0 0 0 0 0 0

0 ae 0 0 0 0 0 0

0 0 bd 0 bd 0 0 0

0 0 0 be 0 be 0 0

0 0 bd 0 bd 0 0 0

0 0 0 be 0 be 0 0

0 0 0 0 0 0 cd 0

0 0 0 0 0 0 0 ce


. (3.50)

ρ̂2 = λ̂⊗ µ̂ =



ce 0 0 0 0 0 0 0

0 be be 0 0 0 0 0

0 be be 0 0 0 0 0

0 0 0 ae 0 0 0 0

0 0 0 0 cd 0 0 0

0 0 0 0 0 bd bd 0

0 0 0 0 0 bd bd 0

0 0 0 0 0 0 0 ad


. (3.51)

Figure 3.6 shows how the probable error varies with η1, for a selection of values of θ. It is worth

noting, as a check, that when θ = π, and the positions of the program qbits are unrestricted,

the results are identical with those of the Hunter Group for a similar configuration.

3.5.2 Unambiguous discrimination for a triad in the polar cap case

As before, the success rate of unambiguous discrimination is determined only by the ratio of η1

and η2, and by the overlap of the two program qbits. In the polar cap case the overlap changes
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Figure 3.7: Overlap between polar caps for values of θ

with the angle θ in a non-linear manner, shown in figure 3.7. The corresponding success rates S

are displayed in figure 3.8, using the formula

S = 1− 2

3
(1−

√
(η1η2))(1− |〈ψ1|ψ3〉|2). (3.52)

3.6 Conclusions

We have investigated the error rates in discriminating the two possible states of a Triad, when

certain types of additional information are available. In practice, this could often be the case.

For example, if the two program qbits are coded as photons with different linear polarisations,

they will lie on a great circle of the Bloch sphere.

We can report a number of findings, first for minimum error measurements:

• When the two program qbits of a Triad are orthogonal, and the two possible states are

equally likely, the probability of error is less than if they were selected randomly (0.211

as opposed to 0.356). The minimum error rate rises monotonically as the overlap between

the qbits increases.

• If both program qbits are on the same (given) great circle, the expected minimum error

rate is 0.323.

• If the program qbits are confined to ‘caps’ centred in antipodal points on the Bloch sphere,

the error rate grows as the areas increase in size. In particular, if each area covers just half

the Bloch sphere, and η1 = η2 = 1
2 , the error rate in recognition is 0.203.

54



Figure 3.8: Probable error for θ = π/4 (top curve) to θ = π (bottom curve) in steps of π/4

Our results on minimum error rates broadly confirm our expectations - that additional classical

information about a Triad can improve the successful discrimination rate. An interesting result

is that the error rate for the case when the two program qbits are in the northern and southern

hemispheres of the Bloch sphere is actually slightly lower than the rate for orthogonal program

qbits. It seems that absolute positional information carries more weight than relational data.

Second, for unambiguous measurements, the failure rate is disappointingly large. However,

the rate is improved when the data qbits are known to have a small overlap, or are confined

to small areas about antipodal poles. The knowledge that the program qbits are confined to a

given great circle makes no difference to the error rate.
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Chapter 4

Programmed discrimination of multiple sets of qbits with

added classical information

“Controlling complexity is the essence of computer programming.”

Brian Kernighan, Software Tools (1976)

4.1 Introduction

In this chapter we present more new results in the area of programmed quantum discrimination,

which attempts to determine whether a data qbit is the same as the first or second of a given

pair of program qbits. In Chapter 3 we examined the effect of additional classical information

on this process. We now extend the investigation to consider the effects of replicating some or

all of the qbits in the group. As the parameters to the calculations can take many values in

several dimensions, we offer only a sample of results.

Turning to a possible application of the method, we investigate the efficacy of programmed

discrimination in the context of data communication. The technique offers a key advantage over

other methods of quantum-based data transmission; namely, that it is insensitive to any unitary

transformation that may occur in transit, provided only that the same transformation applies

equally to all the qbits in the group. However, the technique is costly in its use of resources. Using

the best configuration we could find, with unambiguous discrimination, orthogonal program

qbits, and a duplicated data qbit, the transmission of one binary digit reliably still needs 8 qbits.

A key aspect of any scientific paper is that the results should be independently verifiable and

repeatable. To this end we describe our algorithms in some detail.

Chapter 4 is closely based on our paper “Programmed discrimination of multiple sets of qbits

with added classical information”, published in 2012 [48].

4.2 The problem

Our basic aim is to extend the analysis described in Chapter 3 to configurations where each of

the qbits in the triad may be replicated two or more times. Chapter 2 quotes some analytic
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solutions to this problem, but they only apply to symmetrical configurations where the program

qbits are uncorrelated.

It is convenient to refer to a configuration which has x copies of one program qbit, y copies

of the data qbit, and z copies of the other program qbit as {x, y, z} (for example, {1,3,2}).
In the existing literature the state of a system might have been described as:

|Ψ〉 = |ψ1〉 ⊗ |ψ2〉 ⊗ |ψ3〉 (4.1)

From this point we drop the position indicators 1, 2 and 3 because these qbits may be repeated.

Instead, we rely on the ordering of the qbits (or groups of qbits), which is always first group

of program qbits - group of data qbits - second group of program qbits. . A useful notation for

groups of identical qbits is |ψ〉⊗n, which signifies the n-fold tensor product |ψ〉⊗|ψ〉⊗···⊗|ψ〉←−n−→ .

The problem can be solved in a parameter space that spans many dimensions. Two primary

dimensions are:

• a) The type of relationship between the program qbits (fixed overlap, same given great

circle, and confined to caps)

• b) The type of discrimination (optimal or unambiguous)

Continuous dimensions include:

• c) The a priori probabilities of identity η1 and η2

• d) The degree of overlap (for a known overlap)

• e) The size of the caps (for confined qbits)

Within all these dimensions we also consider different patterns of replication.

The parameter space of the problem is massive; it would be impractical to explore it in full

and present the results in this thesis. Instead, we display just a few sample results, and give the

URL 1of a website that holds our programs [?]. Readers can use this software to explore other

parts of the space in which they have an interest.

4.3 Methods

This section presents describes the methods used to establish our results. They are derived from

those described in Chapter 3, but there is a major difference. In chapter 3 we were dealing with

systems consisting of just three qbits, and the analysis could largely be done by hand. Here we

are concerned with qbits in far greater numbers. The analysis of any system with a total of n

qbits involves matrices of dimension 2n × 2n. Increasing values of n results in an exponential

growth in the size of the problem. For n > 3 it is no longer feasible to carry out the analysis by
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Figure 4.1: Program structure

hand except in special cases, so we rely on a computer to help solve the problem.

Figure 4.1 shows the structure of the programs we used for the problem. The computation

of the density matrices depends on the type of constraint on the program qbits, and not at

all on the mode of discrimination. Likewise, the discrimination process - whether optimal or

unambiguous - is independent of the qbit constraint.

Figure 4.1 indicates that there are six routes through the programs, linking each type of con-

straint with each mode of discrimination. In practice each route has been made into a separate

module, but this is only for convenience. The modules could easily have been combined, with a

single extra parameter to indicate the routing to be followed.

Appendix 1 gives the “ReadMe” file [51] on the web site together with the modules.

4.4 Calculation of density matrices

The data qbit is always the same as one or other of the program qbits. It follows that for any

configuration {x, y, z}, there are only two possible states of the system:

|Ψ1〉 = |ψ1〉⊗(x+y)|ψ3〉⊗z (4.2)

|Ψ2〉 = |ψ1〉⊗x|ψ3〉⊗(y+z) (4.3)

We need density matrices for |Ψ1〉 and |Ψ2〉 for each of the three types of constraint. These

are illustrated in figure 4.2 (in a diagram similar to one in Chapter 3)

1These programs are included in the CD-ROM which forms part of this thesis.
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Figure 4.2: Three types of classical knowledge

4.4.1 Density matrices for fixed overlap

This case is illustrated in figure 4.2a. Following the approach used in Chapter 3, we provisionally

place one of the program qbit groups at the north pole of the Bloch sphere.

|ψ1(prov)〉⊗(x+y) = |0〉⊗(x+y)

The other provisional program qbit group can be written as:

|ψ3(prov)〉⊗z = (cos(β/2)|0〉+ eiα sin(β/2)|1〉)⊗z

where the known overlap is cos2(β/2). This leads to a provisional density matrix:

ρ̂1(prov) = cos2(β/2)|0〉⊗(x+y+z)〈0|⊗(x+y+z) (4.4)

+ sin2(β/2)|0〉⊗(x+y)|1〉⊗z〈0|⊗(x+y)|〈1|⊗z

where x, y, and z form the pattern of replication.

The provisional density matrix for |Ψ2(prov)〉 is found by placing the other program qbit group

at the north pole. It is:

ρ̂2(prov) = cos2(β/2)|0〉⊗(x+y+z)〈0|⊗(x+y+z) (4.5)

+ sin2(β/2)|1〉⊗x|0〉⊗(y+z)〈1|⊗x〈0|⊗(y+z)

Next we apply a generalising transformation that lets both qbit groups be anywhere on the

Bloch sphere. We replace |0〉 by the general form:

|0′〉 = cos(θ/2)|0〉+ eiψ sin(θ/2)|1〉 (4.6)
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and |1〉 by the state orthogonal to |0′〉, namely,

|1′〉 = sin(θ/2)|0〉 − eiψ cos(θ/2)|1〉 (4.7)

The generalised forms of |Ψ1〉 and |Ψ2〉 are now given by

|Ψ1〉 = cos(β/2)|0′0′0′〉⊗(x+y+z) (4.8)

+ eiα sin(β/2)|0′0′〉⊗(x+y)|1′〉⊗z

|Ψ2〉 = cos(β/2)|0′0′0′〉⊗(x+y+z) (4.9)

+ eiα sin(β/2)|1′〉⊗x|0′0′〉⊗(y+z).

We can write |Ψ1〉 as the weighted sum of two column vectors:

|Ψ1〉 = cos(β/2)|p〉+ eiα sin(β/2)|q〉 (4.10)

where |p〉 is the expansion of the term |0′0′0′〉⊗(x+y+z), in terms of the computational basis states

|0〉 and |1〉, and |q〉 is the expansion of
(
|0′0′〉⊗(x+y)|1′〉⊗z

)
. Similarly,

|Ψ2〉 = cos(β/2)|p〉+ eiα sin(β/2)|r〉 (4.11)

where |p〉 is the same as before and |r〉 is the expansion of the term
(
|1′〉⊗x|0′0′〉⊗(y+z)

)
.

Let A denote the outer product |p〉〈p| and B denote |q〉〈q|. The density matrix ρ̂1 is the

average, over the Bloch sphere, of the weighted sum of two matrices A and B:

ρ̂1 =
1

4π

(
cos2(β/2)

∫
S

AdS + sin2(β/2)

∫
S

BdS

)
. (4.12)

The integral
∫
S
dS denotes integration over the surface of the Bloch sphere. Similarly, using the

definintion of ρ̂2 we find

ρ̂2 =
1

4π

(
cos2(β/2)

∫
S

AdS + sin2(β/2)

∫
S

CdS

)
(4.13)

where C is the outer product |r〉〈r|.
We now turn to the calculation of the individual elements of the matrices A, B and C. Let

n be the total number of qbits in the configuration (n = x + y + z). Each of the matrices will

be of order 2n, and we can label the rows and columns by the binary numbers 0 to (2n − 1), so

that - for example - A[J,K] is the element of A at row J and column K. Each element of any

of the three matrices is the average, taken over the surface of the Bloch sphere, of an expression

that has two factors:

• a) a ket |Xj〉 that is the same for all the elements in column J

• b) a bra 〈Yk| that is the same for all the elements in row K.

We may put:

I[J,K] =

(
1

4π

)∫
S

|XJ〉〈YK | (4.14)
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where the integration is over the whole sphere. I stands for A, B or C as appropriate. It is

useful to code the current configuration as three binary numbers P , Q and R:

P = 0000000000...0000000000
←−n−→ (4.15)

Q = 00000...00000
←−x+y−→

11...11
←−z−→ (4.16)

R = 111...111
←−x−→

00000...00000
←−y+z−→ . (4.17)

The factor |XJ〉 for any of the matrices A, B or C can now be worked out by taking the

appropriate number (P , Q or R) and matching it, bit by bit, against the binary version of the

column label J . It is clear, from the definition of |0′〉 and |1′〉 that |XJ〉 will be the product of:

• a sign factor s1, which may be +1 or −1

• a term et1iφ where t1 is an integer such that (t1 ≥ 0)

• the cosine of the angle (θ/2), raised to the power u1

• the sine of the angle (θ/2), raised to the power v1. In all cases (u1 + v1) = n.

The generation of each term in |XJ〉 starts by initialising four integer variables which represent

a partial product:

• s1 = +1 (the sign of the term)

• u1 = 0 (the power of the cosine term)

• v1 = 0 (the power of the sine term)

• t1 = 0 (the coeffiicent of φ ).

The final product will be

|XJ〉 = s1e
t1iφ cosu1(θ/2) sinv1(θ/2) (4.18)

Each step in generating this product consists of taking a digit from one of P , Q or R (say i) and

the corresponding digit from the binary form of J , (say j) and applying the following rule. The

order in which the bits are used is immaterial:

• i = 0, j = 0 : Increment the cosine count u1

• i = 0, j = 1 : Increment the sine count v1 and the exponent count t1

• i = 1, j = 0: Increment the sine count v1

• i = 1, j = 1: Increment the cosine count u1, and the exponent count t1. Change the sign

of s1.
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The rule works because each of the four possible combinations of i and j identifies one of the

terms in the expansion of |0′〉 and |0′〉 and multiplies it into the partial product.

The derivation of the factor 〈YK | is the same, except that we use a row label K instead of a

column label. As we are working on a ket, we decrement the exponent count instead of adding

to it. We find:

〈YK | = s2e
t2iφ cosu2(θ/2) sinv2(θ/2) (4.19)

and expect t2 to be negative.

The expression to be integrated is the product of |XJ〉 and 〈YK |. As the integration is over

the surface of a sphere we factor in sin(θ), in the form 2 sin(θ/2) cos(θ/2).

The average is: ∫
S

dS =
s

4π

(∫ 2π

0

dφetiφ
∫ π

0

dθ cosu+1(θ/2) cosv+1(θ/2)

)
(4.20)

where s = s1 × s2, t = t1 + t2, u = u1 + u2, and v = v1 + v2.

A useful feature of this expression is that it evaluates to zero for all values of t except 0.

As the values of t1 and t2 for any column or row depend only on the number of ones in the

binary expansions of J and K, it follows that the only non-zero terms in the matrix will be those

where the intersecting row and column labels have the same number of ones. For these cells, the

average can be worked out by a simple recursive method that uses a standard integral:

Define I(m,n) as
∫ π

0
cosn(θ/2) sinm(θ/2)dθ. Then

n = 1⇒ I(m,n) =
1

m+ 1
(4.21)

otherwise,

I(m,n) = I(m,n− 2)− I(m+ 2, n− 2 (4.22)

The C code that implements this module can be found at fobm.c.

4.4.2 Density matrices when both program qbits are on a given great

circle

In this section, it is given a priori that the program qbits lie on a pre-defined great circle, as

shown in Figure 4.2b. We note that any great circle on the Bloch sphere can be transformed

into any other, just by rotating the sphere. The most convenient one to use is the ‘Greenwich

meridian’, where the azimuth angle is always zero. We may put:

|ψ1〉 = cos(α/2)|0〉+ sin(α/2)|1〉 (4.23)

|ψ3〉 = cos(γ/2)|0〉+ sin(γ/2)|1〉 (4.24)

Following the established pattern,

|Ψ1〉 = |ψ1〉⊗(x+y)|ψ3〉⊗z
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As |ψ1〉 and |ψ3〉 are independent, we can define the density matrix of the first state as:

ρ̂1 = λ̂1 ⊗ µ̂1

where

λ̂1 = |ψ1〉⊗(x+y)〈ψ1|⊗(x+y) (4.25)

µ̂1 = |ψ3〉⊗z〈ψ3|⊗z. (4.26)

We compute λ̂1 and µ̂1 separately, and then form their tensor product to find ρ̂1.

The derivation of the individual terms in either of the matrices follows the general lines described

in the previous section.

Each term has the form: (
1

2π

∫ 2π

0

dω cosv(ω/2) sinu(ω/2)

)
where ω stands for α or γ, and (v + u) is twice the number of bits in each row or column label.

The integration rule is:

• define J(m,n) as
∫ 2π

0
dω cosn(ω/2) sinm(ω/2)

Note that (m+ n) cannot be odd.

• m and n both odd ⇒ J(m,n) = 0

• n = 0⇒ J(m,n) =
∏m/2
h=1

(
2h−1

2h

)
• otherwise J(m,n) = J(m,n− 2)− J(m+ 2, n− 2).

The density matrix of the second possible state ρ̂2 is found by multiplying λ̂ and µ̂ in the opposite

order:

ρ̂2 = µ̂⊗ λ̂. (4.27)

The code for this module is in gcbm.c.

4.4.3 Density matrices when the program qbits are confined to polar

caps

Figure 4.2c shows the assumed positions of the polar caps that hold the program qbits. As these

qbits are independent, we can use the approach set out in the previous section, and define each

density matrix as the tensor product of two smaller matrices, entirely based on one or other of

the polar caps.

We can again define the density matrix of the first state as:

ρ̂1 = λ̂1 ⊗ µ̂1

where

λ̂1 = |ψ1〉⊗(x+y)〈ψ1|⊗(x+y) (4.28)

µ̂1 = |ψ3〉⊗z〈ψ3|⊗z. (4.29)
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The general form of |ψ1〉 is cos(α/2) + eiβ sin(α/2). Assuming that |ψ1〉 is in the northern

cap, bounded by the angle θ, each term in the density matrix λ̂ will be of the form:

1

κ

∫ 2π

0

dβeniβ
∫ θ

0

dα cosu(α/2)sinv sin(α/2)

where κ is the area of the cap (κ = 2π(1− cos(θ))) and (u+ v) = the number of bits needed to

label a row or column of the matrix.

The powers v and u are obtained in the same way as in the other cases, but the integration

process is different:

• define K(m,n, θ) as
∫ θ

0
dω cosn(ω/2) sinm(ω/2)

• m and n both odd ⇒ K(m,n) = 0

• n = 0⇒ K(m,n) =
(

4
m−1

)(
1

1−cos θ

) (
1− cosm+1(θ/2)

)
• otherwise K(m,n) = K(m,n− 2, θ)−K(m+ 2, n− 2, θ)

pcbm.c is the code for this module.

4.5 Computing error and failure rates

4.5.1 Optimum discrimination error rates

Helstrom’s rule [17] allows the optimal discrimination error rate to be calculated directly

from the two density matrices. We substitute various values of η1 and η2 and take the following

steps:

• 1. Compute a difference operator Λ̂ = (η1ρ̂1 − η2ρ̂2)

• 2. Find s, the sum of the magnitudes of the eigenvalues of Λ̂

• 3. Calculate the error rate as (1− s)/2.

4.5.2 Unambiguous discrimination failure rates

Finding the unambiguous discrimination failure rate also requires several steps and is an

order of magnitude more laborious than calculating the optimum error rates.

Following the procedure described in [50], we establish a POM with three component opera-

tors:

• Π̂1, which unambiguously recognises state |Ψ1〉

• Π̂2, which unambiguously recognises state |Ψ2〉

• Π̂0, which returns the result unknown.
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Figure 4.3: System of equations to calculate projectors

As one of these outcomes is certain to occur, we may write

Π̂0 + Π̂1 + Π̂2 = 1 (4.30)

or Π̂0 = 1− Π̂1 − Π̂2

where 1 is the unit matrix.

The steps in the computation are:

First we need to find two projectors P̂1 and P̂2, such that :

• a) Tr(ρ̂1.P̂2) = Tr(ρ̂2.P̂1) = 0

• b) P̂1 and P̂2 are completely orthogonal to one another

Using Jacobi’s algorithm [?], we calculate the s eigenvectors of ρ̂1 and ρ̂2. and discard those

with zero eigenvalues. We are left with a (rectangular) array Z1 with s rows and x columns

from ρ̂1, and an array Z2 of dimension s× y from ρ̂2. Both x and y may be less than s (where

s is the order of both ρ̂1 and ρ̂2). We suppose that each vector in Z2 is composed of a linear

combination of all the vectors in Z1, plus a residual vector, which is what we need. This allows

to write down x equations in s unknowns, which would not in general be enough to determine

the residual vector, as x ≤ s. We can find the extra equations by specifying that the residual

vector is orthogonal to each of the vectors in Z1.

The conditions can be arranged into a set of simultaneous linear equations, as shown in figure

4.3. Here all the vectors in Z2 have been assembled into a matrix, padded out with zeros. When

this system is solved using Gaussian elimination, the resultant array V holds the orthogonal

vectors in its lower s columns. Naming them |v1〉 to |vy〉, the projector P̂1 can be constructed

as:

P̂1 =

y∑
k=1

(|vk〉〈vk|) (4.31)

P̂2 is constructed in exactly the same way.

The probability for successful unambiguous discrimination is:

Q = η1Tr(c1ρ̂1P̂1) + η2Tr(c2ρ̂2P̂2)
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where c1 and c2 are constants which must be selected so that Π̂0, defined in equation 4.31, has

a smallest eigenvalue of zero, and Q has a minimum value.

It turns out that the relationship between the constants and the smallest eigenvalue of Π̂0 is

not linear. We use a version of the Golden Section Search [2] to satisfy these conditions.

For certain small values of η1 and η2 the search does not converge, and there are no acceptable

values of c1 and c2. This defines the range where the three-component POM is not valid.

The proportion of measurements, (1 − Q), which return the result ‘unknown’ is the failure

rate.

4.6 Results

The results in this section are generated by a suite of six programs that cover the three types of

relationship (fixed overlap, known great circle, and polar caps) and both modes of discrimination

(optimal and unambiguous) as applied to each relationship. We present the results of the fixed

overlap programs in some detail, but give only brief summaries for the other two types.

4.6.1 Fixed overlap with optimal discrimination

First we examine multiple copies of the data qbit. Some results are given in table 4.1 for the

configuration {1,1,1} and in table 4.2 for {1,6,1}. In these tables the vertical axis covers different

values of η1. The horizontal axis gives different values of β, where the overlap is cos2(β/2).

Figures in the body of the table represent error rates. Results for intermediate cases are not

shown but can easily be calculated using the programs in [?]. In all cases the user can adjust

the intervals between the values of β and η1.

β π/6 π/3 π/2 2π/3 5π/6 π

η1

0.25 0.241 0.217 0.183 0.150 0.125 0.116

0.50 0.481 0.428 0.356 0.283 0.231 0.211

0.75 0.241 0.217 0.183 0.150 0.125 0.116

Table 4.1: Fixed Overlap Optimal Discrimination {1,1,1}

β π/6 π/3 π/2 2π/3 5π/6 π

η1

0.25 0.236 0.196 0.142 0.088 0.049 0.035

0.50 0.471 0.392 0.283 0.175 0.096 0.067

0.75 0.236 0.196 0.142 0.088 0.049 0.035

Table 4.2: Fixed Overlap Optimal Discrimination {1,6,1}
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Figure 4.4: Configuration {1,n,1}. Optimal error for fixed overlap given by β = π/6 (top curve)

to β = π (bottom curve) in steps of π/6

Figure 4.4 is based on the configuration {1, n, 1}(1 ≤ n ≤ 6). and shows how the error rate

varies with the number of copies of the data qbit, for various degrees of overlap. The error rate

generally falls when the number of copies is increased, but this effect is most marked when the

overlap is small, and barely visible when the overlap is large.

Next we investigate the case where there are multiple copies of the program qbits, arranged

symmetrically. We compare configurations of the forms {1, 2n − 1, 1} with those of {n, 1, n},
which have the same number of qbits. Results show that the error rates are very similar.

Table 4.3, which is based on η1 = 0.5 and includes columns for β = π/2 and β = π makes this

clear.

To end this section, we consider various non-symmetrical configurations. For β = π/2 the error

rates for all configurations with the same number of qbits are close to one another, but for β = π

the relationship breaks down. Table 4.4 gives the figures.

The interesting conclusion is that in this mode (fixed overlap, optimum discrimination) it makes

little difference how the qbits are used provided the arrangement is symmetrical: any symmet-

ric configuration with n qbits in total will result in substantially the same probable

error rate.

4.6.2 Fixed overlap with unambiguous discrimination

The results in this section are presented for a mid-range overlap (β = π/2). Figures for other

degrees of overlap can be found by running the programs in [?].
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Configuration qbits Error rate Error rate

(β = π/2) (β = π)

{1,1,1} 3 0.356 0211

{1,3,1} 5 0.306 0.113

{2,1,2} 0.308 0.115

{1,5,1} 7 0.289 0.077

{3,1,3} 0.288 0.076

{1,7,1} 9 0.280 0.059

{4,1,4} 0.279 0.057

Table 4.3: Fixed overlap optimal discrimination for symmetrical duplication of program qbits,

compared to repetition of the data qbit.

Configuration qbits Error rate Error rate

(β = π/2) (β = π)

{1,1,1} 3 0.356 0211

{1,2,1} 4 0.323 0.146

{1,1,2} 0.319 0.138

{1,3,1} 5 0.306 0.113

{1,2,2} 0.287 0.073

{1,1,3} 0.302 0.105

{1,4,1} 6 0.296 0.092

{1,3,2} 0.272 0.045

{2,1,3} 0.294 0.089

{1,2,3} 0.272 0.045

Table 4.4: Fixed overlap optimal discrimination with asymmetrical replication of program qbits

As we mentioned briefly in the previous section, the graph of the relationship between the

error rate and η1, for any configuration, has three distinct sectors. In the centre of the range the

best unambiguous discrimination is provided by a POM with three components. Outside this

range, the ‘best’ discrimination rate is obtained by using one or other of the projectors P̂1 or P̂2.

When η1 is small, the error rate is given by:

Failure rate = η1 + (1− η1)Tr(ρ̂2P̂2) (4.32)

A similar equation holds when η2 is small.

It is worth noting that when only one projector is used, one of the possible states of the

system can sometimes be recognised unambiguously, but the other can never be detected. This

suggests that in some circumstances, it might be better to keep using the three-component POM,

even though it does not give the ‘best’ discrimination rates.

Typical curves are shown in figures 4.5, 4.6 and 4.7. Figures 4.5 and 4.6 use a fixed overlap
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Figure 4.5: Fixed overlap = 1√
2 , failure rate in unambiguous discrimination for{1, 1, 1}

of 1√
2 . Corresponding figures drawn from analytic studies based on random program bits would

look the same. We include our results here to give a more complete overview of the topic. The

discrimination rates that correspond to the individual projectors are shown as dashed lines.

These curves illustrate two trends:

• 1) Symmetrical configurations, where the data qbit is repeated several times, improve the

rate of successful discrimination. They also widen the useful range of the three-component

POM.

• 2) Non-symmetrical configurations, in which one of the program qbits is duplicated, narrow

the range of the POM, and give hardly any improvement in the rate of discrimination.

4.6.3 Known great circle with optimal discrimination

This set of results has one dimension fewer than the previous set, as we do not need to investigate

different overlaps.

Figure 4.8 shows the error rates for three symmetrical configurations - {1, 1, 1}, {1, 2, 1}
and {1, 3, 1}. Increasing the number of data qbits gives a modest improvement of some 20%

in the correct discrimination rate. Figure 4.9 illustrates the error rate for non-symmetrical

configurations - {1, 1, 1} to {1, 1, 3}. As the number of program qbits on the right increases, the

discrimination rate improves slightly, and the optimum value of η1 shifts away from 0.5.

4.6.4 Known great circle with unambiguous discrimination

Failure rates for {1, 1, 1} to {1, 3, 1} are shown in Figure 4.10. Finally, figure 4.11 shows the

failure rates for non-symmetrical configurations - {1, 1, 1} to {1, 1, 3}.
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Figure 4.6: Fixed overlap = 1√
2 , failure rate in unambiguous discrimination for{1, 3, 1}

Figure 4.7: Fixed overlap = 1√
2 , probable error rate in unambiguous discrimination for{1, 1, 3}
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Figure 4.8: Known great circle, error rate in optimal discrimination for {1, 1, 1} (upper curve)

to {1, 3, 1} (lower curve)

Figure 4.9: Error rates (great circle, optimal discrimination) for {1, 1, 1} (upper curve) to {1, 1, 3}
(lower curve)
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Figure 4.10: Failure rates (great circle, unambiguous discrimination) for {1, 1, 1} (upper curve)

to {1, 3, 1}, (lower curve)

Figure 4.11: Failure rates (great circle, unambiguous discrimination) for {1, 1, 1} (upper curve),

{1, 1, 2} (central curve) and {1, 1, 3} (lower curve)
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Figure 4.12: Optimal error rates (polar cap confinement) for {1, 1, 3}. The upper curve is for

θ = π, and the lower one for θ = π/6.

4.6.5 Confinement to polar caps with optimal discrimination

Figure 4.1c shows how the angle θ is related to the size of the polar caps that hold the program

qbits. Figure 4.12 plots the variation of the minimum error against η1 for different values of θ.

As the area of confinement decreases, so does the minimum error.

Doubling up the data qbit has little overall effect except to decrease the error rate slightly.

Doubling up the right program qbit skews the diagram to the right.

4.6.6 Confinement to polar caps with unambiguous discrimination

Figure 4.13 shows how the unambiguous discrimination rate varies with the degree of confinement

for various sizes of polar cap. This diagram is for the asymmetric configuration {1, 1, 3}, but

apart from a small skew it is similar to other configurations in this context. In summary, it

appears that discrimination rates in both the minimum error and unambiguous regimes depend

strongly on the degree to which the program qbits are confined to the poles of the Bloch sphere.

The number of qbits available, whether as data or program qbits, has only minor influence.

4.7 Transmitting data using programmed discrimination

The merits of using qbits to ensure data security are well established, and several appropriate

protocols have been defined [31, 44, 52]. A potential application of programmed discrimination

is in data transmission. The two possibilities |ψ2〉 ≡ |ψ1〉 and |ψ2〉 ≡ |ψ3〉 are used to encode the

binary digits 0 and 1. In this section we examine the data-carrying capacity of a data transmission

system that uses programmed discrimination. We use some of the results presented in previous

sections of this chapter, as well as those derived from expressions in other published material

[41, 42]. A useful measure will be the amount of information, in bits, reliably transmitted by a
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Figure 4.13: Failure rates (polar cap confinement) for{1, 1, 1}. The upper curve is for θ = π,

and the lower one for θ = π/6.

single qbit.

The advantage of programmed discrimination over other methods is that the qbits can be allowed

to undergo any unitary transformation during transmission without affecting the data they

represent, as long as the same transformation applies to all the qbits in a group. In our study

this advantage holds for groups in which the overlap of the program qbits is fixed, but not for

the other two modes, as an arbitrary transformation could move the qbits away from a known

great circle, or away from given polar caps on the Bloch sphere. Another restriction is that we

only consider configurations in which the two possible signals are handled symmetrically.

It is well known that any digital data transmission system will work at its highest efficiency if the

expectations of zeros and ones are statistically equal. There exist many algorithms to compress

data to this standard. We would therefore expect that in any discrimination system, η1 and η2

(as previously defined in equations 1 and 2) should both be 0.5. If one used a configuration with

unequal expectations where, for example, η1 = 1
3 and η2 = 2

3 , the data would have to be recoded

so that the ratio of zeros and ones was 2 to 1. This is not a realistic proposal.

Another form of asymmetry occurs when the numbers of program qbits of each type are not

equal, as in the configuration {1, 3, 2}. The figures we have derived for these configurations are

averages, but without symmetry the recognition rates will be different for zeros, as opposed to

ones. The analysis of this situation is beyond the scope of this chapter.

4.7.1 Using optimal recognition

Consider a channel in which the probability of receiving a binary digit incorrectly is p. Shannon‘s

Noisy Channel Theorem [53] states that provided that p 6= 0.5, standard error correction methods

allow the channel to be used for error-free transmission, albeit at a reduced data rate. The
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Configuration {1,n,1} {2,n,2} {3,n,3}
Data qbits (n)

1 0.02033 0.02192 0.01908

2 0.02304 0.02411 0.02064

3 0.02222 0.02292 0.01959

4 0.02063 0.02111

5 0.01899

6 0.01747

7 0.01613

Table 4.5: Bits per qbit, with random program qbits and optimal discrimination

effective data rate R, per bit transmitted, is:

R = 1 + p× log2(p) + (1− p)× log2(1− p) bits. (4.33)

Suppose a group of n qbits is used to transmit a (classical) bit, with an expected error rate

of p. The amount of information k sent by one qbit is:

k =
1 + p× log2(p) + (1− p)× log2(1− p)

n
(4.34)

Using error rates for optimal discrimination with no correlation between the program qbits,

[42] the information transmitted per qbit, for various configurations, is shown in table 4.5. The

efficiency of communication in this context, when compared to a possible standard of one qbit

per bit, is barely 2% with the configuration {1, 1, 1}. This figure improves slightly as the data

bit is duplicated, and then falls away again when further copies are brought into play. With

multiple program qbits the best configuration, by a small margin, is {2, 2, 2}.
In previous sections of this thesis, we have calculated the expected error rates for various

configurations, and for various degrees of fixed overlap. For orthogonal program qbits (where

the overlap is 0) the number of bits per qbit is shown in table 4.6. Here the presence of classical

information gives a four-fold improvement, and further illustrates the small, but real advantage

of using multiple qbits.

4.7.2 Using unambiguous recognition

Shannon’s theorems are not relevant to the protocol that might be used with unambiguous

discrimination. Suppose Alice is sending data to Bob [54], using the basic {1, 1, 1} configuration

with no correlation between the data qbits. We know that Bob can only make an identification

in one sixth of the triads, but in these cases there is no uncertainty about the outcome. For

effective communication Bob must use a conventional data link to tell Alice when he receives a

triad that he recognises. To send a bit reliably, Alice must keep re-transmitting the corresponding

triad until she learns that Bob has received it. With the basic configuration Alice must send an

average of six triads or 18 qbits for every bit, giving a rate of 0.0555 bits per qbit.
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Configuration {1,n,1} {2,n,2} {3,n,3}
Data qbits (n)

1 0.08533 0.09690 0.08721

2 0.09978 0.11219 0.10013

3 0.09840 0.10996 0.09800

4 0.09295 0.10339

5 0.08671

6 0.08068

7 0.07513

Table 4.6: Bits per qbit, with orthogonal program qbits and optimal discrimination

Program qbits 1+1 2+2 3+3

Data qbits

1 0.05556 0.04000 0.03061

2 0.06250 0.04630 0.03515

3 0.06000 0.04463

4 0.05556 0.04375

5 0.05102

6 0.04688

7 0.04321

Table 4.7: Bits per qbit, with random program qbits and unambiguous discrimination

The effectiveness of different configurations without correlation is shown in table 4.7, and that

for zero overlap in table 4.8. The best overall rate is achieved with the configuration {1, 2, 1},
using orthogonal program qbits and unambiguous recognition.

4.8 Conclusion

Our overall conclusion, which applies for all the cases we have considered, is that increasing the

qbit count generally gives only modest increases in the rate of successful discrimination.

One exception to the rule, worth noting, is that confining the program qbits to small areas

near the poles of the Bloch sphere does lead to a substantial improvement in the rate of correct

discrimination. But this restriction violates the freedom to subject all the qbits in the triad to

any unitary transformation, so the finding is of doubtful value, at least where data transmission

is concerned.

Another curious result is that in the minimum error mode, the error rate depends mainly on

the number of qbits used to transmit a bit, and much less on how they are distributed between

program and data qbits.

For data transmission, the best performance we could find is given by a configuration with
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Program qbits 1+1 2+2 3+3

Data qbits

1 0.11111 0.08000 0.06123

2 0.12500 0.09259 0.07031

3 0.12000 0.09184

4 0.11111 0.08750

5 0.10204

6 0.09375

7 0.08642

Table 4.8: Bits per qbit, with orthogonal program qbits and unambiguous discrimination

orthogonal qbits, unambiguous discrimination and some replication of the data qbit. We would

need 8 qbits to transmit a single binary digit reliably. This figure is poor when compared to

other communication methods. There would need to be good reasons to justify the use of this

method in a practical situation.
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Chapter 5

A summary of “Measurement Master Equation” [55]

“Sometimes the probabilities are very close to certainties, but they’re never really certainties.”

Murray Gell-Mann

For the next two chapters of this thesis, we consider measurement from a different point of

view. We are no longer interested in discrimination between two states, but in the effect that

measurement has on the evolution of an otherwise closed system.

This chapter summarises the paper entitled Measurement master equation, by Cresser, Bar-

nett, Jeffers and Pegg [55]. This paper forms the background to our own investigation, which is

described in Chapter 6 [56].

5.1 Summary of “Measurement master equation”

The authors used a Master equation [28, 29] to examine the behaviour of a quantum system

under weak, but frequent measurement. The physical system they considered is an isolated

two-state atom, with energy eigenstates |1〉 and |0〉, resonantly driven by an electromagnetic

field. On its own, this forms a closed system. The probable state of the atom undergoes Rabi

oscillations, at a rate that depends on the strength of the applied field.

It is helpful to treat the atom as effectively spinning, and in this context we introduce two

Pauli operators:

σ̂1 = |0〉〈1|+ |1〉〈1| (5.1)

σ̂3 = |1〉〈1| − |0〉〈0|.

The hamiltonian that describes the interaction between the field and the atom is

Ĥ = − h̄Ω

2
σ̂1 (5.2)

where Ω is the Rabi frequency.

The application of measurements implies that the system is no longer closed. Its trajectory

is best described by a Master equation in the Lindblad form [28]:

dρ̂

dt
=
−i
h̄

[Ĥ, ρ̂] +
∑
j

γj

(
K̂j ρ̂K̂

†
j −

1

2
K̂†j K̂j ρ̂−

1

2
ρ̂K̂†j K̂j

)
(5.3)
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where ρ̂ is the reduced density operator, Ĥ the system hamiltonian, and γ and Kj the Kraus

operators which depend on the frequency and characteristics of the measurements.

Energy measurements would ideally correspond to the projectors |1〉〈1| and |0〉〈0|. However,

it is specified that the measurements may be weak, and have only a probability p (p ≤ 1) of

returning a correct result. This leads to a POM with two elements:

π̂1 = p|1〉〈1|+ (1− p)|0〉〈0| (5.4)

π̂2 = p|0〉〈0|+ (1− p)|1〉〈1|. (5.5)

These operators satisfy the requirement that
∑
j π̂j = 1.

As the interaction with the environment takes the form of a measurement, each pair of Kraus

operators [57] corresponds to one of the elements of the POM, according to the rule

π̂j = K̂†j K̂j . (5.6)

These relationships do not specify a unique set of operators Kj . The simplest realisation of

these Kraus operators are the square roots of the POM elements which, for our two probability

operators, are:

K̂1 = K̂†1 =
√
p|1〉〈1|+

√
1− p|0〉〈0| (5.7)

K̂2 = K̂†2 =
√
p|0〉〈0|+

√
1− p|1〉〈1| (5.8)

Having defined the concept of a weak measurement, the paper now considers the aspect of

measurement frequency. The authors use a parameter R, which indicates how often a measure-

ment takes place, in terms of the average number of measurements per Rabi cycle. The presence

of R modifies the basic Master equation, as follows:

T (ρ̂) =
−i
h̄

[Ĥ, ρ̂] +R

∑
j

(K̂j ρ̂K̂
†
j − 1

2K̂
†
j K̂j ρ̂− 1

2 ρ̂K̂
†
j K̂j)

 . (5.9)

Using the fact that ∑
j

(K̂†j K̂j) = 1

this can be written as

dρ̂

dt
= i

Ω

2
[σ̂1, ρ̂] +

R

2

(√
1− p−√p

)2

(σ̂3ρ̂σ̂3 − ρ̂) (5.10)

or
dρ̂

dt
= i

Ω

2
[σ̂1, ρ̂] + γ(σ̂3ρ̂σ̂3 − ρ̂) (5.11)

where

γ =
R

2

(√
1− p−√p

)2

. (5.12)

The analytic solution of this equation shows that starting in a pure state |ψ〉 = |0〉 or |ψ〉 =

|1〉 a sufficiently large ensemble of atoms will decay into an average mixed state

ρ̂ =
1

2
(|0〉〈0|+ |1〉〈1|). (5.13)
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The decay is oscillatory if γ is small, but exponential for larger values of γ.

The Master equation can also be solved numerically to provide individual trajectories of

the atom. The actual intervals between measurements depend on a random number generator.

These trajectories are quite different from the analytic solution; they do not decay, and with high

values of γ they exhibit telegraphing, where the Rabi cycle is suppressed and the atom spends

long periods at or near the upper or lower energy level. Figures 5.1 to 5.4 show some simulated

trajectories.

Figure 5.1: Trajectory with low gamma

Figure 5.1 uses a very low value of γ. The basic Rabi cycle is hardly disturbed. This continues

indefinitely. Figure 5.2 is a trajectory produced by an intermediate value of γ. It is not obvious,

from the graph, whether telegraphing is occurring or not. Figure 5.3 uses a much higher value

of γ, and demonstrates the ‘telegraphing’ effect. The horizontal scale has been extended to 20

Rabi cycles. Figure 5.4 illustrates the details of a trajectory when the system is telegraphing,

and switches from one state to the other. The ‘spikes’ can only occur when there is a possibility

of incorrect measurement.
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Figure 5.2: Trajectory with intermediate gamma

Figure 5.3: Trajectory with high gamma

Figure 5.4: Switching trajectory when p < 1
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In the final section of their paper, the authors provide a qualitative description of several

phenomena which can be seen in these trajectories:

• Why very low values of γ have little effect on the continuous Rabi cycle

• Why telegraphing occurs with high values of γ

• Why the trace has a ‘whiskery’ appearance when telegraphing (as in figure 5.2)

• Why transitions between the two energy states may not be instantaneous but ‘jagged’ (as

in figure 5.4).
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Chapter 6

Measurement-driven dynamics for a coherently-excited

atom

“You are never too old to set another goal or to dream a new dream.”

C. S. Lewis

Chapter 6 offers a quantitative analysis of the phenomena described by Cresser, Barnett,

Jeffers and Pegg [55] and summarised in Chapter 5. The predictions of our theoretical analysis,

which takes into account two alternative definitions of telegraphing, are matched against practical

observations derived from a simulator. Please note that there are several references to figures in

the previous chapter.

6.1 The simulator

Our results are derived from a simulator, which is based on a 4th-order Runge Kutta integration

procedure using a time-step, δt, of 1
1000 of a Rabi cycle. Our reported statistics are based on

runs of 1000 Rabi cycles, or 106 time-steps. The simulator takes two parameters:

• R, the average rate of measurements. In the simulator this is converted to a fraction q,

the probability of a measurement in any one time-step.

q = δt

(
2πR

Ω

)
. (6.1)

where Ω is the angular frequency of the Rabi cycle.

• p, the probability that a measurement returns a result in keeping with the current value

of the density matrix. There is a probability (1− p) that this result be inverted.

The Rabi cycle is simulated by solving Schrődinger’s equation

dρ̂

dt
=
−i
h̄

[
Ĥ, ρ̂

]
(6.2)

where

Ĥ =

(
0 −h̄Ω

2
−h̄Ω

2 0

)
(6.3)
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and Ω is the angular frequency of the Rabi oscillation.

As a starting value we take

ρ̂ =

(
1 0

0 0

)
(6.4)

which corresponds to an initially excited atom. The occurrence of a measurement during any

time cycle is determined by a rectangular random number generator with a range g, where

(0 ≤ g ≤ 1). A measurement takes place if (g < q). It is assumed that measurements are so rare

that there will never be more than one measurement in the same time-step. The validity of the

model is bounded in two ways:

• The model is inaccurate for very high values of R, as there is then a significant chance

that two or more measurements could fall in the same time-step. The simulator does not

handle this situation, but its validity could be extended by using a shorter time-step.

• When R is very low, there are not enough events, even during 1000 Rabi cycles, to yield

accurate statistics. A longer period of observation would solve this problem.

Notwithstanding these practical limitations, the model is accurate over a wide range of values

for R : (0.01 ≤ R ≤ 1000).

The overall effect of an imperfect measurement was computed as follows: suppose that the

measurement has a probability p of being correct, and that when it is applied, the atom is

part-way through its Rabi cycle, so that the probability of its being in state |1〉 is x. Then a

correct measurement, using the projectors |1〉〈1| and |0〉〈0|, would return |1〉 with probability x,

and |0〉 with probability (1− x). But allowing for the weakness of the measurement, the actual

probabilities are

(P |1〉) = px+ (1− p)(1− x) (6.5)

(P |0〉) = p(1− x) + (1− p)x (6.6)

If the measurement is imperfect, the final state of the atom will not be the same as the result of

the measurement. If the measurement returns |j〉, the change in the density matrix is

ρ̂→
K̂j ρ̂K̂

†
j

Tr(K̂j ρ̂K̂
†
j )

(6.7)

where Kj and K†j are defined in equations 5.7 and 5.8. If p = 1 the effect is to shift the density

matrix exactly to one of the states |1〉 or |0〉, but for any other value of p the density matrix is

moved towards one of the states without actually reaching it [13].

6.2 Definitions of telegraphing

The atom under investigation alternates between two phases which we term ‘up’ dwells, associ-

ated with the eigenstate |1〉, and ‘down’ dwells, associated with |0〉. Measurements which move

the state of the atom towards a given eigenstate are ‘up’ or ‘down’ measurements, respectively.
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Telegraphing can be defined in two different ways:

• The Measurement Centred method relies entirely on the record of measurements. A dwell

is defined as the interval between the first measurement to yield a given result (say |1〉) and

the next following measurement that gives the opposite result. Intermediate measurements

that give the same result are ignored. If measurements are widely spaced the atom may

undergo several Rabi oscillations during the dwell. If there are no measurements, the dwell

time is infinite. This method has the advantage that as the statistics rely on the outcomes

of measurements, they could be obtained from real (not simulated) systems.

Figure 6.1: A typical measurement-centred dwell record with p = 1

• The State Centred method defines a dwell as the uninterrupted time period during which

the probability of the atom being at or near one of its energy states |1〉 or |0〉 is greater

than 0.5. This can only be found by a device or simulator that ‘knows’ or can estimate

the state of the system between measurements. On the other hand, this definition is much

closer to the intuitive understanding of telegraphing, specially for high values of γ.

When an atom undergoes an undisturbed Rabi evolution without any measurements, then

under the state-centred method, there will be two dwells for each Rabi cycle. The state

centred method forms a basis for the Telegraph index, a numerical descriptor of the be-

haviour of an atom. Figure 5.3 illustrates a trajectory with state centred dwells, most of

which last considerably longer than one Rabi cycle.

We present theoretical analyses for both methods with perfect measurement, and compare the

results with readings taken from the simulator.

6.3 Telegraph index

A comparison of figures 5.3 and 5.1 clearly shows that telegraphing is present in one case, but

not in the other. Figure 5.2 cannot readily be assigned to either of these classes; the presence
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of telegraphing is not a binary quality. This suggests the definition of a ‘telegraphing measure’

or index, which would vary between 0 when a system is not telegraphing at all, and 1 when

measurement is so frequent that the system almost never changes state. We define the telegraph

index to be the time-averaged quantity:

T =
1

τ

∫ τ

0

dt[2〈σ̂3〉2 − 1], (6.8)

where τ greatly exceeds the Rabi period. For pure Rabi oscillations this quantity is zero, but

for a perfect telegraph evolution, in which at all times the atom is in state |0〉 or state |1〉, it will

be unity. Applying this formula to the trajectories in figures 5.2 to 5.4 we find:

Figure Telegraph Index

Figure 5.1 0.019

Figure 5.2 0.672

Figure 5.3 0.958

We would expect the Telegraph index to be asymptotic to 1 as γ increases indefinitely. Figure

6.2, which includes the points listed above and some others, shows that this is so. The fit is not

exact, as the points on the graph are derived from a procedure that includes random elements.

Figure 6.2: Relationship of Telegraph Index and γ

6.4 Analysis of the measurement centred method, with

perfect measurements

This analysis is based on [30]. The derivation assumes measurements that give correct results

(p = 1), so that after a measurement the state of the atom is exactly either |1〉 or |0〉. A jump is

a measurement that produces the opposite result from the previous measurement. R is the rate

of measurements per unit time.

Suppose that at t = 0 (just after a measurement) the state of the atom is |1〉 . (It could

equally well be |0〉, as the argument is symmetrical about these two states.)
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If Ω is the Rabi frequency, the Rabi evolution gives

|ψ〉 = cos

(
Ωt

2

)
|1〉+ i sin

(
Ωt

2

)
|0〉. (6.9)

The first measurement after t = 0 occurs between t and t+ dt. The probability P1 of a jump is:

P1 = e−RtRdt sin2

(
Ωt

2

)
. (6.10)

The components of this expression are

• e−Rt is the probability of reaching time t without a measurement

• Rdt is the probability of a measurement during this period

• sin2
(

Ωt
2

)
is the probability that a measurement causes a jump down to state |0〉.

The probability ∼ P1 that the first measurement does not give a jump is

∼ P1 = e−RtRdt cos2

(
Ωt

2

)
. (6.11)

We can now extend this to the case of several no-jumps, at times t′, t′′, · · · (working backwards)

followed by a jump at time t. For example,

P3 = e−Rt
′′
Rdt′′ cos2

(
Ωt′′

2

)
×e−Rt

′
Rdt′ cos2

(
Ω(t′ − t′′)

2

)
×e−RtRdt sin2

(
Ω(t− t′)

2

)
. (6.12)

This can be rewritten as

P3 = e−RtR3dt′′ dt′ dt sin2

(
Ω(t− t′)

2

)
× cos2

(
Ω(t′ − t′′)

2

)
cos2

(
Ωt′′

2

)
. (6.13)

Now we find the average time T between changes of state:

T =

∫ ∞
0

Rte−Rtdt

[
sin2

(
Ωt

2

)
(6.14)

+

∫ t

0

Rdt′ sin2

(
Ω(t− t′)

2

)
cos2

(
Ωt′

2

)
+

∫ t

0

Rdt′′ sin2

(
Ω(t− t′)

2

)
cos2

(
Ω(t′ − t′′)

2

)
cos2

(
Ωt′′

2

)
+ . . .] .

Using the technique of differentiation under the integral sign we get

T =
−d
dq

∫ ∞
0

e−qRtdt [. . .]

∣∣∣∣
q=1

(6.15)

where the contents of [· · · ] are the same as in the previous equation. When this expression is

expanded, the first term ∫ ∞
0

e−qRtdt sin2

(
Ωt

2

)
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has the form of a Laplace transform, and the second and subsequent terms, the form of Laplace

transform convolutions such as:∫ ∞
0

e−qRtdt sin2

(
Ωt

2

)∫ t

0

Rdt′ sin2

(
Ω(t− t′)

2

)
× cos2

(
Ωt′

2

)
.

By evaluating the transforms and convolutions we can replace the integrals with algebraic ex-

pressions. This leads to the transforms

S = L
[∫ ∞

0

e−qRtdt sin2

(
Ωt

2

)]
=

1

2

[
1

qR
− qR

q2R2 + Ω2

]
C = L

[∫ ∞
0

e−qRtdt cos2

(
Ωt

2

)]
=

1

2

[
1

qR
+

qR

q2R2 + Ω2

]
.

(6.16)

It follows that

T =

(
−d
dq

)[
S(qR) +RC(qR)S(qr) +R2C2(qR)S(qR) + · · ·

]
|q=1 (6.17)

=

(
−d
dq

)
S(qr)

1−RC(qR)

∣∣∣∣
q=1

=

(
−d
dq

)
(
1

2
)

[
1
qR −

qR
q2R2+Ω2

]
1− R

2

[
1
qR −

pR
q2R2+Ω2

]
∣∣∣∣∣∣
q=1

Simplifying, differentiating with regard to q and simplifying again, gives

T =
2R

Ω2
+

2

R
(6.18)

This is the dwell time, or average time between changes of state. It remains to be shown that

the Pn form is a valid probability distribution. We define a moment generation function I(q) as:

I(q) =

∫ ∞
0

e−qRtdt[sin2(
Ωt

2
) + ...]. (6.19)

We expect that

R I(q)|q=1 = 1. (6.20)

Writing I(q) as a Laplace transform gives:

I(q) =

1
2 ( 1
qR −

qr
q2r2+Ω2 )

1− R
2 ( qr

q2r2+Ω2 )
=

Ω2

2

(
q3R3 − q2R3 + qRΩ2 − RΩ2

2

)−1

(6.21)

It follows that

R I(q)|q=1

RΩ2

2

(
R3 −R3 +RΩ2 − RΩ2

2

)−1

= 1 (as expected) (6.22)

We can also find the variance of the dwell times, using similar methods. The variance of the

dwell time V is given by

V = T
2 − (T )2 (6.23)
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where

T
2

=
1

R

(
d2

dq2

)
(I(q))

∣∣∣∣
q=1

=
4R2

Ω4
+

4

R2
+

8

Ω2
(6.24)

which results in

V = T
2 − (T )2 =

(
4R2

Ω4
+

4

R2

)
(6.25)

and the standard deviation of each dwell

σ =

√(
4R2

Ω4
+

4

R2

)
(6.26)

6.4.1 Measurements of measurement-centred dwells

Measurements on the simulator are subject to the expected statistical variation, but the averages

show excellent agreement with the dwell lengths predicted by this formula. We ran the simulator

for some 60 values of R ranging from 0.01 to 1000 measurements per Rabi cycle, increasing

exponentially in steps of 1.2 . Figure 6.3 is a plot of log(R) against log(T ); we use logs as

otherwise small values of R and T would disappear.

Figure 6.3: Agreement between calculated and simulated dwell times for Measurement-centred

method with p = 1.

The calculated and measured standard deviations alse agree well, and yield a plot almost

identical to figure 6.3 .

The corresponding analysis for imperfect measurements is beyond the scope of this chapter,

but when measurements are sufficiently far apart to ensure that a random number of Rabi cycles

elapse between one measurement and the next, both outcomes of the later measurement are

equally likely. This is not changed by a fractional success rate. We conclude that for sparse
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measurements the measurement-centred dwell time is independent of the accuracy of the mea-

surements.

6.5 Telegraphing statistics for the state centered method

with perfect measurement

Any perfect measurement of the atom will move its state to exactly one or other of the states

|0〉 or |1〉. This fact simplifies the analysis.

When an atom is telegraphing, the state-centred method assumes that it dwells at or near

one of its two possible energy eigenstates for extended periods before it switches to the other.

This section calculates the statistics of dwells for a range of values of the parameter R, the mean

measurement frequency, and compares the results with measurements made on actual (simulated)

trajectories. We use the shorthand ‘half-way’ to label the state in which the eigenstates are

equally probable.

The heart of the method consists of computing the average evolution of the system for one

‘dwell’ which consists of one or more ‘episodes’. Our explanation is based on an ‘up’ dwell near

|1〉, the high-energy state, but the problem is symmetrical about the two states, and we could

equally well have chosen the low-energy state.

The analysis of the state-centred method is complicated because there are two different ways

that an atom can change its state. On one hand, a measurement that returns the opposite

value to the current dwell causes an immediate switch, but on the other hand, in the absence of

measurements, the natural Rabi evolution will bring about a switch in a quarter of a Rabi cycle,

as the atom passes through the half-way state - that is, the state in which a measurement would

be equally likely to return either result.

In many cases, an ‘up’ dwell starts in the |1〉 state, directly following an ‘up’ measurement in

the preceding ‘down’ dwell. However, the preceding dwell might have ended with a quarter Rabi

cycle without measurements, in which case the dwell will start in the half-way state. A way to

resolve this complexity is to consider the dwell as consisting of two components:

An initial segment that starts in the half-way state, followed by s final segment that starts

in the eigenstate. In many cases the initial segment will be absent, and in some cases the final

segment will vanish.

Figure 6.4 illustrates two types of final segment, and three types of initial segment.

1. Type 1 final segments start with an ‘up’ measurement from the preceding ‘down’ dwell.

As time passes, the atom Rabi cycles, until another measurement occurs. As the state is

still near |1〉, the probable result is another ‘up’ measurement which restores the atom to

exactly the |1〉 state. The exact probability depends on how far the atom has progressed

on its Rabi cycle since the last measurement. This continues until a measurement returns

‘down’ . This ends the dwell and starts the following ‘down’ dwell at its eigenvalue, without

an initial segment

2. Type 2 final segments start in the same way, but ends when the gap between measurements

90



Figure 6.4: Types of segment

is quarter of a Rabi cycle, which is long enough for the atom to reach the state where the

two eigenstates are equally probable. This ends the current dwell and starts the next one,

with an initial segment that starts in the half-way state

3. Type 3 initial segments start in the half-way state, when the preceding ‘down’ dwell ends

with a quarter Rabi cycle. The initial quarter Rabi cycle is undisturbed by a measurement

4. Type 4 initial segments start in the half-way state, but are interrupted by an ‘up’ mea-

surement.

5. Type 5 initial segments start in the half-way state, but are interrupted by a ‘down’ mea-

surement. This type of segment is not followed by a final segment, but leads directly to a

dwell in the opposite state.

Now we introduce episodes, the individual components that constitute a segment. An episode

starts when the system is exactly in the upper energy eigenstate, at time t = 0, and will evolve

away from that state. The episode can end in any of three ways:

1. A measurement can return it to the initial eigenstate (the dwell continues)
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2. A measurement can switch it to the other eigenstate (the dwell ends, and the next one

starts at the eigenvalue in the opposite phase)

3. If no measurements occur, the atom will execute part of a Rabi cycle, and reach the half-

way state after a quarter-cycle. (the dwell ends, and the next one starts in the opposite

phase, at the half-way point).

As we shall see, the duration of an episode is variable. The length of a dwell is the sum of

the durations of all the consecutive episodes that return to the initial eigenstate, plus the final

episode.

Consider a system that is modelled by time-steps of duration δt. The probability of a mea-

surement occurring at any step is Rδt. Suppose the system starts in state |1〉, at the ‘top’ of the

Rabi cycle.

In the absence of any measurement, the density matrix at time t is

ρ̂ = cos2

(
Ωt

2

)
|1〉〈1|+ sin2

(
Ωt

2

)
|0〉〈0|+ i sin

(
Ωt

2

)
cos

(
Ωt

2

)
(|0〉〈1| − |1〉〈0|) . (6.27)

Each time-step can have three possible outcomes:

1. With probability (1−Rδt), no measurement takes place. Time moves forward by one step

2. With probability Rδt cos2
(

Ωt
2

)
, a measurement takes place, and the atom returns to the

state |1〉. This signals the end of this episode and the start of the next episode in the same

dwell

3. With probability Rδt sin2
(

Ωt
2

)
this measurement returns the value |0〉. This implies the

end of this episode and of this dwell.

Figure 6.5 is a probability tree for such an episode. The ellipses are intermediate states

reached by time-steps in which no measurements take place. Rectangles are terminal nodes .

Each arc is marked with the probability that will be followed.

• The probability that the atom reaches time t without a measurement is (1−Rδt)t/δt ≈ e−Rt

• The probability that the atom returns to eigenstate |1〉 at time t is e−Rtδt cos2
(

Ωt
2

)
• Similarly the probability that the atom switches to state |0〉 at time t is e−Rtδt sin2

(
Ωt
2

)
• The duration tn of a quarter Rabi cycle (when no measurements take place) is

tn =
1

4
× 2π

Ω
=

π

2Ω
. (6.28)

The probability p0 that the atom reaches the end of chain, a quarter way round the Rabi cycle,

without any measurements is

p0 = exp

(
−Rπ

2Ω

)
. (6.29)
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Figure 6.5: Probability tree

The overall probability p1 that the atom completes the episode and returns to the starting

eigenstate is

p1 =

t=tn∑
t=0

δt R cos2(
Ωt

2
). (6.30)

Similarly, the overall probability p2 that the atom completes the episode and switches to the

opposite eigenstate is

p2 =

t=tn∑
t=0

δt R sin2(
Ωt

2
). (6.31)

As δt→ 0 these relations can be replaced by

p1 =

∫ tn

0

dt R cos2(
Ωt

2
)

p2 =

∫ tn

0

dt R sin2(
Ωt

2
). (6.32)

The average length A of each episode that ends with an ‘up’ measurement can be found by

summing the probabilities of exit at each stage, multiplied by the time of exit. As this type of

episode is not the only possible outcome of the evolution, we must divide by p1, the probability
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of the outcome. We may put:

A =

∫ tn

0

dt tR cos2

(
Ωt

2

)
/p1. (6.33)

Likewise, the average length of an episode that ends with a ‘down’ measurement is

B =

∫ tn

0

dt tR sin2

(
Ωt

2

)
/p2. (6.34)

Similar adjustments must be made to all calculations of average episode length.

As p1 is a probability (p1 ≤ 1), d1, the total length of a type 1 segment, is:

d1 = A(1 + p1 + p2
1 + p3

1 + . . .) +B = A

∞∑
n=0

pn1 +B =
A

1− p1
+B. (6.35)

Similarly, d2, the length of a type 2 segment is

d2 =
A

1− p1
+ tn (6.36)

The statistics of initial segments can be calculated in a similar way to those of final segments,

except that:

• Each initial segment consists of only one episode

• The segment starts at the half-way state.

The following equations serve. p3 to p5 are probabilities, and d3 to d5, expected durations.

p3(segment reaches the eigenvalue state (type 3)) e−tn

p4(segment ends with an ‘up’ measurement(type 4))
∫ tn

0
dt e−Rt cos2(Ωt

2 − πtn)

p5(segment ends with a ‘down’ measurement (type 5))
∫ tn

0
dt e−Rt sin2(Ωt

2 − πtn)

d3( duration of a type 3 segment) 0.25 Rabi cycle = tn

d4(duration of a type 4 segment)
∫ tn

0
dt t e−Rt cos2(Ωt

2 − πtn)/p4

d5(duration of a type 5 segment)
∫ tn

0
dt t e−Rt sin2(Ωt

2 − πtn)/p5

Next we consider the average duration of dwells (as opposed to segments). There are two

patterns of dwell that start at the eigenvalue, and no fewer than six that start with an initial

segment. Figure 6.6 is a taxonomy of these different dwell types. Each arc of the graph is labelled

with the probability that the arc is traversed, and each dwell type is marked with its duration.

The average dwell length for each of many different values of R was calculated by summing

the durations of each of the dwell types, multiplied by the probability of their occurrence. Where

the initial segment ends with a ‘down’ measurement, the calculation accounts for two dwells (one

of each phase), so the contribution from this type of dwell is halved.

Statistics of measurement-centred dwells

For this part of the investigation the simulator was adjusted to detect steps in which the prob-

ability of one of the energy eigenstates switched from > 0.5 to < 0.5. A run with a given value
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Figure 6.6: Taxonomy of dwell types

of R took 1000 Rabi cycles or 106 steps. This produced a number of dwells varying greatly in

their length, but a roughly constant factor was the standard deviation of the lengths was close to

their average. This is consistent with a negative exponential distribution, as might be expected

and is typical of a random telegraph [71]. The average dwell times delivered by the separate

runs were close to one another.

The graph in Figure 6.7 shows that for R values higher than 10 measurements per Rabi cycle,

the relationship between R and the dwell time is almost linear. In this region, the end effects

due to long gaps between measurements are negligible. When measurements are frequent, most

of them occur when the state of the atom is close to its eigenstate. Here the density matrix is

closely approximated by

ρ̂ =

(
1−

(
Ωt

2

)2
)
|1〉〈1|+

(
Ωt

2

)2

|0〉〈0|+
(
iΩt

2

)
(|0〉〈1| − |1〉〈0|) (6.37)

and the probability of a quarter Rabi cycle without any measurements is negligibly small. With

these approximations, the average episode duration is inversely proportional to R, the frequency

of measurement, but the probability of an episode ending with a ‘down‘ measurement is inversely

proportional to R2. It follows that the dwell time increases linearly with R.
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Figure 6.7: Measured and calculated dwell times for the Value-centred model

6.6 Observations of dynamics with error-prone measure-

ments

Theoretical analysis of this regime is beyond the scope of this paper, but we offer some observa-

tions derived from the simulator.

6.6.1 Effect of imperfect measurements on dwell times, using the state-

centred model

It is to be expected that when measurements are imperfect, any incorrect measurement is likely

to force a premature change of the dwell state, and this is borne out by experiment. We collected

statistics for three measurement frequencies (in terms of measurements per Rabi cycle): R = 20,

R = 50, and R = 80.

The results are shown in figure 6.8, which illustrates the relationship between the error rate

and the dwell time for each of the three R values. Error rates in measurement were varied

between 0 and 0.5. Any error rate is likely to cause the dwell time to drop sharply, in an

(approximately) exponential decay.

6.6.2 Effect of imperfect measurements on the telegraphing index.

The Telegraphing Index for runs with imperfect measurements are shown in figure 6.9, again

using three values of R. For R = 20 the drop is almost linear, but for higher values of R, a high

degree of telegraphing is maintained even for moderately high error rates.
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Figure 6.8: Relationship of dwell times and error rate in measurement

Figure 6.9: Relationship of Telegraph Index and R

6.6.3 Dwell state switching under imperfect measurement

Equation 6.7 shows that the state of an atom after an imperfect measurement is not in general

either of the states |0〉 or |1〉, but rather a superposition of both. When p = 1 each measurement

gives an abrupt change to an eigenvalue, but when p < 1 this is no longer the case, and switching

between dwell states can take several measurements. As each measurement occurs when the
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atom is in an intermediate state, the outcome is indeterminate, and the state can move in either

direction. This is illustrated in figure 5.4.

As well as generating this trajectory, the simulator also produced the corresponding measure-

ment record. Figure 6.10 is a much-expanded version of figure 5.4, which shows the relationship

of measurements and the state of the atom. A copy of figure 5.4 is included for comparison.

Figure 6.10: Imperfect measurements and the state of the atom during switching, using the

state-centred model

The measurement record (alone) can also be used to find the dwell state of the atom according

to the measurement-centred model. This is illustrated in figure 6.11.

Figure 6.11: Dwell state of the atom during switching, using the measurement-centred model

6.7 Conclusion

The concept of frequent measurement is a useful tool for investigating the interaction of an atom

with its environment. The general effect of the interaction is to exert a ‘drag’ on the closed evolu-

tion of the atom, so that it remains at or near one of its eigenstates longer than would otherwise

be the case. We have suggested a ‘telegraph index’ as a measure for this drag, and offered two
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possible definitions of telegraphing. Assuming perfect measurements, we have made theoretical

analyses of both definitions of telegraphing. Measurements made with a simulator agree closely

with those found by theoretical analyses. We found that when measurements are frequent the

statistics associated with each definition coincide, but when they are sparse the statistics diverge.

Turning to imperfect measurements (such are defined in [55]) , we have no theoretical anal-

ysis, but we present graphs produced by the simulator. A general observation is that imperfect

measurements make the atom much less stable; telegraphing times are reduced, the telegraph in-

dex generally drops, and switching between dwell states takes longer, with the state occupying an

intermediate position in which the next measurement could easily be in either direction. During

the switching process the measurement-centred model shows the dwell-state values oscillating,

at a frequency similar to the frequency of measurements.
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Chapter 7

Conclusion

“When I am in the company of scientists, I feel like a shabby curate who has strayed by mistake

into a drawing room full of dukes.”

W. H. Auden

With this thesis, my supervisors and I have made contributions to Physics in the general

area of quantum measurement. Within this area, we have addressed two unrelated subjects:

• Programed discrimination with known classical relationships between the program qbits

• A quantitative analysis of the effect of frequent, but sometimes imperfect measurement of

an otherwise closed quantum system

In both cases the research relied on certain key papers - [42, 55] as starting points. These

papers were so important to our own work that we have included summaries of them in Chapters

2 and 5.

7.1 Programmed discrimination

In our first published paper we examined triads consisting of two program qbits |ψ1〉 and |ψ3〉,
and one data qbit |ψ2〉. It is given that the data qbit is identical to one or other of the program

qbits, thus being a representation of a classical binary digit. There is a known a priori probability

η1 that |ψ2〉 ≡ |ψ1〉 . We investigated three kinds of classical knowledge, namely

• The program qbits have a known, fixed overlap

• The program qbits are confined to a known great circle on the Bloch spheres

• The program qbits are confined to polar caps of known size

In all three cases we looked at error rates in optimum recognition, and failure rates in

unambiguous discrimination, and took into account varying values of the a priori probability

η1. The results confirmed the general principle that more information yields better recognition

rates, but the effect was small. Another feature which emerged clearly was that unambiguous

recognition can only be used in the central range of a priori probabilities. Outside this range the

100



best recognition rate is given by a Von Neuman measurement of the most likely configuration,

but this means that the other, less probable configuration can never be detected. This could be a

serious drawback in some circumstances; but in mitigation we note that in all conventional data

storage and transmission techniques which handle binary digits (whatever their representation)

the best efficiency is achieved when the numbers of zeros and ones are statistically equal.

In the second paper we extended the research to the case where the data qbit, and both the

program qbits could be supplied in multiple copies. A configuration with n qbits in total (no

matter how distributed) will lead to density matrices of order 22n. The procedure to set up the

matrices requires a complicated algorithm in its own right, and the computer time needed to

handle these matrices increases exponentially with n. The largest configuration we looked at

had 13 qbits (this took an all-night run on a standard IBM PC).

With an arbitrary number of qbits, as well as different types of classical knowledge and

recognition methods, the number of potential cases which can be investigated is very large. In

our paper we only present a few of them, but we have published the relevant programs so that

interested readers can pursue this subject on their own account 1.

Again, we found that the added information improved the recognition rate, but not a great

deal. If costs are proportional to the number of qbits involved, then with certain exceptions,

using multiple copies of qbits is not cost-effective.

The exceptions arise in the context of data transmission. The triad representation offers an

advantage over other qbit transmission techniques, because the relationship between the three

qbits is not destroyed when the qbits undergo unitary transformations (as long as they affect all

three qbits equally).

This argument is only valid for the ‘known overlap’ case, as in the other two an arbitrary

unitary transformation could move the qbits away from the known great circle, or out of the

polar caps. Furthermore we take it that the a priori probability is exactly 1
2 , a universal rule

for data transmission engineers.

With optimal recognition, the error rate in all cases is less than 0.5. Shannon’s noisy channel

theorem implies Alice can get information through to Bob reliably, although at a much lower

rate. With orthogonal program qbits, the best possible rate is about 41 qbits per (reliable) bit.

This is achieved with doubled program qbits and a doubled data qbit, but other configurations

with small numbers of qbits yield similar figures.

With unambiguous discrimination (where there are failures but no errors) Shannon’s theorem

is not applicable. It is not a feasible way to transmit actual messages, but the method can be

used for Alice and Bob to build up a key of random binary digits which they can then use to

code a real message for Alice to transmit by classical means.

Alice records and sends Bob a long sequence of randomly coded triads. Bob only recognises

some of them, but keeps a record of successful recognitions. When the sequence is ended, he

contacts Alice over a classical channel and informs her which triads were recognised. The result

is a long string of random digits that Alice can use as a key.

1These programs can be found on the CD which is part of this thesis.
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The best configuration for such a transmission is just two program qbts and a doubled-up

data qbit. This gives a rate of 8 qbits per (successful) bit transmitted; substantially better than

the case for optimal recognition.

There is good reason to believe that in the future programmed discrimination will be a

valuable technique with quantum-based logic devices (including computers).

7.2 Repeated measurement

Frequent measurement of closed quantum systems is interesting because it is a model for inter-

action with the outside world. As such, it has been used to investigate friction and could be

used to examine many other types of interaction.

In our paper, which is presently in preparation and reported in Chapter 6, we examine the

phenomenon of telegraphing. We propose a numerical measure for this phenomenon, and suggest

two different mathematical models. In both cases, the predictions of the models coincide closely

with observations made on a simulator of a closed system under frequent measurement.

An interesting feature of imperfect measurement is that unlike a good measurement, which

always returns a system to one of its eigenvalues and destroys its previous state, a poor mea-

surement, with a significant chance of yielding the wrong result, will only change the state of

the system slightly.

7.3 Possible future work

In the area of programmed discrimination, a possible topic for further investigation is recognition

when the basic constraint - that is, that the data qbit should be exactly the same as one of the

program qbits - no longer applies. What if the condition specifies a minimum overlap instead?

Another potential investigation might be to examine the behaviour of groups made of qdits.

For example, a group could consist of a program qdit with four possible states and four program

qdits.

A topic that interests me greatly - although it has little to do with the topics of this thesis - is

the automatic design of quantum discriminators working under various conditions. The problem

could be addressed using various AI techniques such as genetic algorithms.

The End
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Appendix A

A.1 The Readme File

Read Me:

==== ==

Programs for

======== ===

Programmed discrimination of multiple sets of qbits with added

========== ============== == ======== ==== == ===== ==== =====

classical information

========= ===========

Introduction

============

This is not a commercial product, and we do not offer a "Wizard" to set the

system up for you. To use these programs effectively, you should have some

familiarity with

a) A Text editor such as EMACS or TextPad. Do not use Microsoft Word,

although Microsoft WordPad would serve.

b) Using a command line processor, which would be an emulated terminal

under UNIX and its descendants LINUX or UBUNTU, or the program "cmd.exe"

under Windows 7. On a PC running under Windows you will generally find this

program at c:\Windows\System32\cmd.exe.
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c) Compiling C programs with gcc (or another C/C++ compiler) and

running them. We assume that the compiler has been downloaded to your

computer.

To summarise, you should at least know how to enter, compile and run the

traditional "Hello World!" program in C. If necessary, you should ask a

colleague for help.

The programs have been tested on an IBM PC under Windows 7, using both

the GNU and Borland compilers, and under UBUNTU using GNU.

The work reported in this paper was done with six C programs, whose functions

are evident from their names:

fixedoverlapbest.c

fixedoverlapunam.c

greatcirclebest.c

greatcircleunam.c

polarcapbest.c

polarcapunam.c

The programs are provided in source form, so that they can be used on

a variety of different computers and operating systems.

Setup

=====

1. Make a new directory (suggested name: "Discrimination"). Under UNIX

and its variants LINUX and UBUNTU, the directory should be in your home

directory. For Windows it can be in any convenient place,

2. You have already unzipped the file you have down-loaded (otherwise you

would not be reading this). Copy all the files into the new directory.

3 Open the command line processor or a simulated terminal

(if you have not already done so),

4. Move to the new directory, using a ’cd’ command.

5. To compile the first program, enter
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gcc fixedoverlapbest.c -lm -o fixedoverlapbest.exe

This assumes that the GNU C/C++ compiler has been loaded. If necessary

you can use another C/C++ compiler such as the one issued by Borland. In

this case the command line would read

bcc32 fixedoverlapbest.c

6. Do the same for the other programs (now or later), using their

names instead of "fixedoverlapbest.c".

Executing the programs:

========= === =========

To run the first program, enter the command line

fixedoverlapbest.exe a b c

where a,b and c stand for small whole numbers: For example

fixedoverlapbest.exe 3 2 1

Here a is the number of program qbits on the "left";

b is the number of data qbits;

c is the number of data qbits on the ’right’.

The program displays a message like

Output will be sent to:

fixedoverlapbest(3,2,1).txt

This file will be in the same directory as the programs.

As the program runs, it displays a * from time to time to reassure

you of progress.

When the program ends, it displays a message like

Elapsed time = 314 seconds
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The other programs in suite are run in the same way,

but using their names instead of "fixedoverlapbest" .

Timing

======

The time taken to analyse any configuration increases more than

exponentially with the total number of qbits. It also varies

with the number of rows in your table, and doubles when the

input parameters are not symmetrical, so that (1,2,3) takes at

least twice as long as (2,2,2).

The programs for unambiguous discrimination take much longer

than the ones for best discrimination.

We strongly suggest that you start with small configurations

(such as (1,1,1)) and work up. with the total number of qbits.

Modification

============

You can make various changes by editing the configuration.c document

in your directory.

Formats

=======

The default format of the output is a table like this:

Fixed Overlap Optimum {1,1,3}

Beta pi/6 pi/3 pi/2 2pi/3 5pi/6 pi

Eta

0.0000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000

0.2500 0.23995 0.21250 0.17500 0.13750 0.11005 0.10000

0.5000 0.47354 0.40126 0.30253 0.20379 0.13151 0.10505

0.7500 0.23719 0.20219 0.15439 0.10658 0.07158 0.05877

1.0000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000

This can be loaded into a spreadsheet for further analysis and drawing graphs
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You can alter the number of decimal places in the table by

changing the line

#define DECIMALS 5

appropriately. For example,

#define DECIMALS 8

will generate tables with 8 decimal places.

If you edit the source text by inserting the line

#define LATEX

the output will be in a format suitable for inclusion in a

Latex document:

\begin{table}[h]

\begin{center} \begin {tabular}{|l|cccccc|}\hline

$\beta$ & $\pi$/6 & $\pi$/3 & $\pi$/2 &2$\pi$/3 &5$\pi$/6 & $\pi$ \\

\hline

$\eta$&&&&&&\\

0.00 &0.000 &0.000 &0.000 &0.000 &0.000 &0.000\\

0.25 &0.240 &0.212 &0.175 &0.137 &0.110 &0.100\\

0.50 &0.474 &0.401 &0.303 &0.204 &0.132 &0.105\\

0.75 &0.237 &0.202 &0.154 &0.107 &0.072 &0.059\\

1.00 &0.000 &0.000 &0.000 &0.000 &0.000 &0.000\\

\hline

\end{tabular}

\caption{Fixed Overlap Optimum \{1,1,3\}}

\end{center}

\end{table}

The number of decimal places in the table is controlled by the line

#define LATEXDECIMALS 3

Changing the interval between values of eta

======== === ======== ======= ====== == ===
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Suppose you want the interval between successive values of eta to be 0.05.

Find the line which says,

#define ETAINTERVAL 0.25

and change it to

#define ETAINTERVAL 0.05

It is important that the interval be a sub-multiple of 1

Changing the interval between values of beta in the two

======== === ======== ======= ====== == ==== == === ===

fixed-overlap programs

===== ======= ========

Suppose you want the interval between successive values of beta to be PI/8.

Find the line which says,

#define BETAINTERVAL (PI/6)

and change it to

#define BETAINTERVAL (PI/8)

It is important that the interval be a sub-multiple of PI. The round brackets

are essential.

Changing the interval between values of theta in the two

======== === ======== ======= ====== == ===== == === ===

polar caps programs

===== ==== ========

Suppose you want the interval between successive values of theta to be PI/4.

Find the line which says,

#define THETAINTERVAL (PI/6)

and change it to
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#define THETAINTERVAL (PI/4)

It is important that the interval be a sub-multiple of PI. The round brackets

are essential.

Important

=========

When you have changed the configuration file you MUST recompile the programs!

Help

====

If you have difficulties which cannot be solved, even with expert help,

send an email to Andrew at andrew@crm.scotnet.co.uk
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A.2 Contents of the CD ROM

• The complete text of this thesis (in PDF format)

• PDF version of Programmed discrimination of qbits with added classical information

(A.J.T. Colin, S.M. Barnett and J. Jeffers), Eur.Phys J.D. 63, 463-472 (2011)

• PDF version of Programmed discrimination of multiple sets of qbits with added classical

information

(A.J.T. Colin), Eur.Phys J.D.66 185 (2012)

• PDF version of Measurement-driven dynamics for a coherently-excited atom

A.J.T. Colin, S.M. Barnett and J. Jeffers (in preparation)

• A zip file containing

– All six programs mentioned in Chapter 4 (in C)

– A library of useful functions (in C)

– The ‘ReadMe’ file
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A.3 Poster presented at Pecs at the 2012 Quantum Infor-

mation Conference

dd

Programmed quantum discrimination of 
qbits with added classical information

References:  
J.A.  Bergou, V. Buzek, E.Feldman, U. Herzog and M. Hillery      Phys. Rev.A73 062334 (2006)
                      Programmable quantum-state discriminators with simple programs
A.J.T. Colin, S.M. Barnett and J. Jeffers, Eur. Phys. J. D. 63,463-472 (2011)
                      Programmed discrimination of qbits with added classical information
A.J.T. Colin, Eur. Phys J. D.  (in press, 2012)
                      Programmed discrimination of multiple sets of qbits with added classical information

Andrew J.T. Colin

2 Types of Discrimination

Optimal
Best error rate
(without class-
ical knowledge)

0.356

UnambiguousUnambiguous
Best failure rateBest failure rate
(without classical (without classical 
knowledge)knowledge)

0.8330.833

3 Types of Classical Knowledge

Using multiple copies of qbits
Both program and data qbits can be supplied 
in multiple copies.
This improves recognition rates (but not as 
much as you might expect!)

Failure rate for un-
ambiguous discrim-
ination (great circle) 
upper: 1 data qbit 
lower: 3 data qbits   
  h is  P(data = prog1)

Advantages of programmed discrimination in data transmission and storage

Single qbit

Arbitrary Unitary Transformation

Discrimination ambiguous

(The data qbit 
is guaranteed 
to be the same 
as one of the 

program qbits)

Relationship maintained!

Arbitrary Unitary Transformation

Triad of qbits
Program  Data   Program
  qbit 1      qbit      qbit 2

Known 
overlap 
between
 qbits

Program qbits 
confined to
areas near the 
poles of the 
Bloch sphere

Both program 
qbits on the 
same known 
great circle of 
the Bloch 
sphere

Optimum error for 
fixed overlap using 
2 program qbits: 
Small overlap (top)
Large overlap 
(bottom)

Efficiency in data communication and storage

r

These tables show the number of qbits needed to 
transmit one bit reliably. Table A is based on optimal 
recognition with random program qbits, and relies 
on Shannon's noisy channel theorem to correct 
errors. Table B uses unambiguous recognition, with 
orthogonal program qbits. The best configurations 
are coloured red.

Table A                                         Table B
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