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ABSTRACT 

In China, demands for housing and infrastructure have increased significantly in 

recent years. However, such problems as extra costs, time overruns, and low quality 

still afflict the Chinese construction industry. It is imperative that the researcher find 

an alternative and novel method to solve the problem. Off-Site Construction (OSC) 

methods are often introduced to address quality, cost, and delivery (QCD) problems in 

the current situation. Many such OSC organisations have been established in China 

over the past decade, providing good practice for Chinese OSC industry development. 

In order to implement the OSC method successfully, the process and features of the 

OSC method need to be elucidated. It is also necessary to understand the differences 

arising between traditional construction methods and those of OSC, the application of 

which may result in unique risk factors arising within the OSC approach. Previous 

articles presented many risks associated with OSC projects. However, only a few 

articles have thus far considered the risk factors that influence off-site manufacturing 

(OSM) processes, and there is currently no risk response method for OSM. Therefore, 

this research aims to develop a risk management framework to reduce the negative 

effect(s) caused by OSM risk in China.  

In this research, a mixed-methods approach, combining qualitative method and 

quantitative method was employed. Through the review of article, an introduction to 

OSC and OSM was presented. Semi-structured interviews were conducted as part of 

the qualitative research process. Thirty participants were interviewed. Based on the 

interview data, 3 sub-types, 13 groups, and 77 risk factors were identified and defined 

for the OSM process in China. As a consequence, a risk influence diagram reflecting 

the relationships arising between risk factors and QCD was developed. In order to 

identify the significant risk factors for the OSM process, a questionnaire survey was 

then developed based on the 77 risk factors identified from the interviews. 436 OSC 

practitioners participated in this quantitative research aspect and the researcher was 

able to identify the significant risk factors by evaluating the probability and impact of 

each risk via a five-point Likert Scale. The questionnaire identified 28 significant risk 
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factors that could cause QCD problems to arise within OSC projects. Based on the 

interviews and questionnaire data, a risk management framework was developed. In 

order to validate the significant risk factors and response methods, the OSM risk 

management framework was validated by case studies conducted for 2 OSC 

organisations. After the case study process had concluded, the OSM risk management 

framework was refined and presented. 

This research identified 3 risk types, 11 risk groups and 28 risk factors for OSM risk 

management. The significant OSM risk factor in China is caused by high initial cost, 

consultant lack of OSC experience and contract bidding problems. The risk 

management framework was divided into 4 groups: principles, framework 

development, process, and participant. 

The proposed OSM risk management framework seeks to help OSM organisations in 

China deal with risks pertaining to the OSC projects. This framework could help to 

identify those risk factors within the OSM process that may adversely affect QCD on 

the OSC project and presents the proposed response methods for each significant risk 

factor. Based on the type of organisation, the appropriate risk response method can be 

chosen from avoidance, transfer, reduction and retention. Thus, this framework is 

suitable for Chinese OSM organisations in helping them to understand the major 

barriers pertaining to the current situation. It may also have the potential to become a 

risk management guide for global OSM organisations. 
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CHAPTER 1 -  INTRODUCTION 

1.1 Background 

The construction industry is considered the most valuable asset of a country (Lam et 

al., 2010). However, the specific features of the construction industry result in lag 

behind other industries in the development process (Fulford et al., 2014; Latham, 

1994; Winch, 1998). The construction industry has not changed since the last century. 

It is still a relatively low technology industry even in the most developed countries 

(Arif et al., 2009).   

Due to the locations, workers, building types, time requirements, and governing 

policies, construction buildings are unique and built only once. It is thus almost 

impossible to summarise a general standard for the construction industry (Sousa et al., 

2014). However, most construction projects have a similar process in that they start 

with a definition of need, followed by a design process, subcontracting, and then and 

then a whole building construction process, and last the time for project completion. 

In each construction phase, different processes should be considered (Hughes et al., 

2001).   

Traditional construction methods have been proposed for many years. It is still the 

most widely used methodology in the construction industry. Over three-quarters of all 

new housing in the UK is currently provided by the private sector using mainly 

traditional, site-based construction methods (Lang et al., 2016). Traditional 

construction methods provide a flexible production approach that encourages the 

housebuilder to use traditional materials and subcontract labour (Payne, 2009).  

During long-term operations, traditional construction methods expose many problems. 

Yahya et al. (2012) concluded that the primary problems of traditional construction 

are that they require many workers, contribute less profit, entail many unnecessary 

activities, and frequently fail in terms of their timely completion. Schatteman et al. 

(2008) held the same view and emphasised that many construction projects fail to be 

completed on time, within budget, and quality goals. Zhang et al. (2016) defined that 
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traditional construction methods lead to many issues such as low field productivity, 

unreliable quality, high resource allocations, excessive energy consumption, frequent 

safety accidents, and significant environmental pollution.  

John et al. (2005) explained that the process of traditional construction comprised four 

stages, namely conceptual design, construction, operation, and maintenance. It would 

be simple in theory and construction projects would finish on time if they were strictly 

defined in terms of stages. However, two-thirds of projects in the UK are late due to 

their fragmented, complicated, risky and uncertain nature (Arayici et al., 2012). This 

suggests that a new approach to construction is necessary. 

No two construction projects are the same, which causes each project to require a 

unique risk management process (Mills, 2001). However, it is possible to reduce the 

differentiation of different construction projects, which could keep the risk 

management method consist in the construction method. In that case,  it is necessary 

to have a new construction method to solve the problem.   

Off-site construction (OSC), or called modular construction, has been proposed in 

recent years (Doran et al., 2011). It differs from traditional construction in that the 

process of OSC includes off-site module prefabrication, component transportation, 

and on-site component installation (Nadim et al., 2009). Compared with traditional 

construction methods, OSC offers significant savings in terms of costs, time, quality 

control, waste, safety improvement, hazards and injury mitigation (H. X. Li et al., 

2013).  

Although OSC is relatively new, the use of construction components has existed for 

centuries. For example, Brunel developed standardised and prefabricated hospitals for 

the Crimean war in the middle of the 19th century, resolving the dearth of army 

treatment centres. Arif et al. (2010) argued that, in the pyramid construction process, 

the use of big boulders instead of smaller bricks was another example of OSC. 

OSC is valued by many governments. Arif et al. (2009) found that Japanese 

housebuilders used OSC to produce attractive, customised and affordable homes. H. 
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X. Li et al. (2013) demonstrated that OSC was widely accepted across North America 

as an efficient construction method for accommodation. Blismas et al. (2006) 

indicated that OSC would become the primary means of improving the Australian 

construction industry in the ensuing decade. The UK government also considered 

OSC as the main route to improving construction in the twenty-first century (Arif et 

al., 2010). This view has since become a general consensus around the world, as the 

Chinese (Jiang et al., 2017), Singaporean (Park et al., 2011), and American (Nadim et 

al., 2011) governments have all presented similar white papers in support of OSC.   

OSC differs from traditional construction through its four principal steps, namely 

design, manufacture, cross-border logistics, and on-site assembly (Li et al., 2016). The 

differences in the process necessitate a new risk management method. Previous 

articles have identified the new risks associated with OSC, including high component 

transportation fees (Hong et al., 2018), lack of experience (Wuni, Shen, et al., 2019), 

and lack of governmental support (Wang et al., 2019).  

During the last decade, China’s increasing population and economic progress have led 

to a rapid annual increase in the rate of urbanisation. According to the National New-

type Urbanisation Plan (2014–2020), around 30 billion square meters of building area 

were newly constructed in China in 2020 (Taylor, 2015). It is impossible to meet the 

huge demand for building structures in China using a purely conventional approach. 

Better control of the construction process and working environment can only be 

achieved through predictable site conditions and by moving away from on-site 

manufacturing. The OSC method could help China to meet the requirements of both 

sustainability and housing demand (Zhai et al., 2013). 

OSC is widely practised by the Chinese construction industry. Over the next decade, 

OSC is expected to account for 30% of total construction in China (Taylor, 2015). 

According to the 13th Five-Year Prefabricated Building Action Plan, 15% of new 

buildings should be OSC and more than 200 OSC industry bases should be 

established by 2020 (MOHURD, 2017).  
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Moreover, an increasing number of Chinese government standards and policies 

promote more effective Chinese OSC (Wu et al., 2015). Hong et al. (2018) 

summarised a number of relevant Chinese standards and policies at the provincial 

level, which could suggest that Chinese demand for OSC is increasing.  

To achieve the aim of this research, the methods to be used for the current study 

comprised a comprehensive literature review which was followed by semi-structured 

interviews. The findings of these were subsequently transferred into a wider 

questionnaire survey and two case studies were used for the validation of the research.   

OSC process transfers the on-site material building process into the component 

manufacturing process. The manufacturer's contribution is crucial from the outset. The 

risk in OSC arises during the early stage and becomes inherent in the project (Arabiat, 

2013). Communication and coordination between the manufacturer and contractor are 

based on delivery orders, which are closely correlated to the progress of 

manufacturing and construction (Xiong et al., 2018). This presented that the Off-site 

manufacturing (OSM) process in the off-site manufactory is a relatively important 

process, especially for the component developing and producing process in the 

manufactory.  

Due to the incessant problems arising with OSC projects, OSM risk should be 

considered. However, the OSM process is relatively new to construction companies, 

and the current method of risk identification may not recognise those risks that are 

specific to OSM. For example, the manufacturer usually processes orders from serial 

contractors because the frequent change in the type of prefabricated components 

during production entails significant equipment adjustments and operating changes 

(Yang et al., 2016). Large quantities of prefabricated components are stockpiled in a 

factory awaiting delivery as it takes a long time to produce a single component order. 

Additionally, the prefabricated components produced are usually voluminous, large 

and heavy, and require large storage areas (Kong et al., 2017). In this case, the roots of 

these risks require further investigation. There is also a need to consider the type of 
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risk, its impact and probability. As risk management is a continuous process, the 

formulation of a risk framework for off-site manufactory is necessary. This framework 

should be generic for the off-site manufactory. It is also necessary for the framework 

to identify the key risks arising through the OSC project, especially in terms of the 

OSM process. 

1.2 Problem statement 

Schatteman et al. (2008) identified that one risk could cause at least one source of 

project delay. As resources were often shared among different projects, this disruption 

could lead to a complete project moratorium. Kaplinski (2013) identified that risk 

would have a significant influence during the management process as it also 

influenced operational strategy. Nonetheless, McGeorge et al. (2012) pointed out that 

traditional construction used few formal techniques of risk analysis and management 

due to a lack of familiarity with such approaches. 

In China, as a crucial pillar of the Chinese economy, the construction industry has 

contributed between 14% and 28% of Chinese GDP over recent years (Du et al., 

2019). However, problems such as rework, delay, and additional costs still recur in 

China. For example, many news outlets reported that significant quantities of grain 

were lost due to storage delays, which was ultimately attributed to construction delays 

in grain elevator projects (Chen et al., 2019). Z. Wu et al. (2017) identified that the 

construction risks were usually associated with delays and cost overruns. Thus 

construction risks in China have been a source of concern in recent years. 

Risk management has developed over recent years. Edwards et al. (1998) identified 

the main features of risk management as a systematic means of managing risks. An 

effective risk management system should:  

1. Establish an appropriate context. 

2. Set goals and objectives. 

3. Identify and analyse risks. 

4. Influence risk decision making. 
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5. Monitor and review risk responses.  

The primary advantage of using construction risk management for practices was in 

providing an understanding of and a degree of control in terms of identifying and 

managing inherent project risks. Dziadosz et al. (2015) demonstrated that risk 

management in traditional construction sought to identify undesirable factors, 

determine their impact on various elements of a construction project, and ultimately 

develop a solution to respond the risk factors identified. These risks might change 

during the project life cycle causing them to become a cumbersome challenge 

(Zavadskas et al., 2010). Risk management was designated as one of the eight 

principal areas by the Project Management Institute (Dziadosz et al., 2015). 

OSC was also defined by many articles as an off-site environment, such as a 

manufactory, in which the manufacture and assembly of a building or parts of 

buildings take place for later installation on-site. However, OSC was not adopted by 

many housebuilders. Arif et al. (2009) reported that OSC accounted for approximately 

2% of all UK construction and, of the top 100 housebuilders, few used OSC as their 

primary construction method.  

As traditional construction and OSC employ very different processes, the OSC risk 

management process needs to be considered. However, the current OSC risk 

management process still uses those of traditional construction (Arashpour et al., 

2015). In order to identify the new OSC risks and manage them, the specific features 

of OSC need to be addressed. For example, OSC issues such as health, safety, quality, 

human and environmental factors have not been considered (Blismas et al., 2006). 

Thus the OSC risk management method process remains unclear and needs to be 

improved.  

OSC is a combination of material processing, manufacturing, mechanical engineering, 

installation services, construction and civil engineering activities, and all off-site 

practitioners are required to cooperate. As such, there are no single overarching 

contributors in the OSC sector (Taylor, 2010). The OSC process requires more 
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attention to be paid to it, as the risks inherent within the process can adversely 

influence project cost, time and quality (Hashemi, 2015). As a part of the OSC process, 

OSM risk may interfere with the whole project. However, few articles have 

considered unique OSM risks or how other practitioners influence the OSM process. 

Therefore, it is necessary to first identify OSM risks and assess them to avoid the time 

wastages, quality issues and extra costs inherent in OSC projects. 

The OSM process causes a variety of risks. Previous articles have presented risk 

rankings for OSC processes such as cost (Pan and Sidwell, 2011), environment (Lu et 

al., 2013), housebuilders (Pan et al., 2007), designers, contractors (Lu, 2007), and 

owners (Gan et al., 2015). These ranking processes give OSC risk management an 

appropriate and necessary point of reference. Although this research discusses the 

risks intrinsic to OSM, whole life cycle practitioners of OSC including the owners, 

consultants, and contractors should still be involved. As the OSC process is 

considered to be a continuous process, the influence of other practitioners' may 

increase the risks of the OSM process.  

In order to develop a suitable risk framework for the OSM process, risk ranking is 

necessary to identify those risk factors of greatest significance. Risk ranking methods 

are based on probability and impact, and risk probability and impact matrices are used 

as per previous articles (Kassem et al., 2019). Therefore, this research attempted to 

reduce the risks inherent in a Chinese OSC project by developing a framework that 

specifically linked to particular areas of the OSM process that have been shown to 

cause delays, extra cost, or low quality. 

1.3 Research question 

Previous articles have highlighted the problems inherent in Chinese OSC projects. 

They also emphasise that the OSM process has a significant influence on successful 

OSC project completion. It is thus necessary to present a risk management method for 

OSM. Based on the problem statement above, the research questions are as presented 

below: 
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1. How does risk factor affect the OSM process in the Chinese OSC project? 

2. Which risk factor has a stronger influence on OSM performance? 

3. How can the risk factor be managed for the OSM process? 

1.4 Aim and objectives 

The review of the articles presented address identified risks and assess their relevance 

to OSM. Therefore, the aim and objectives of this thesis are as presented in Table 1.1.  

1.4.1 Aim 

The aim of this research is to develop a framework that provides a suitable risk 

management method for OSC projects in China. 

1.4.2 Objectives 

The objectives of this research are as follows: 

1. To evaluate the existing risk and risk management processes. 

2. To explore the main features of OSC and OSM. 

3. To investigate the risks inherent within each phase of the OSM process in 

China. 

4. To assess the significant risks of the OSM process in China. 

5. To develop and validate a suitable framework for implementing risk influence 

analysis. 
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Table 1.1: Structure of the thesis - development of aim and objectives 

Aim To develop a framework that provides a suitable risk management method for OSC projects in China 

Objectives Tasks Methodology Chapter Output Papers 

1- To evaluate the existing 

risk and risk management 

processes 

To cover the themes of risk and 

risk management methods 

Secondary 

data 
2-3 

Literature 

review 

‘Risk Definition for 

Construction: 

Risk, Uncertainty, Hazard, 

Opportunity’. Published in 

Hong Kong, CIB WBC 2019 

conference. 

2- To explore the main 

features of OSC and OSM 

To understand the differences 

between traditional construction 

and OSC, and define the process 

of OSC 

Secondary 

data 
4 

Literature 

review 

‘OSC: an opportunity for 

improving risk management’. 

Published in Salford, IRC 

2017 conference. 
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3- To investigate the risks 

inherent within each phase of 

the OSM process in China 

To obtain qualitative data for the 

data analysis and uncover the 

risk for OSM processes 

Primary 

data 
6 

Interview 

 

‘Influence diagrams for OSC 

manufacturing risk 

assessment’. Published in 

MLP journal. 

4- To assess the significant 

risks of the OSM process in 

China 

To obtain quantitative data for 

analysis and rank the risk factors 

for the OSM process 

Primary 

data 
7 Questionnaire 

‘Risk ranking for OSC 

manufacturing process’. 

Waiting for publishing. 

5- To develop and validate a 

suitable framework for 

implementing risk influence 

analysis 

To develop the framework for 

the OSM process and validate 

the framework. 

Structured the 

analysis 
8 Framework 

‘A framework for OSM risk 

management’ In 

development. 
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1.5 Research methodology 

The research methodology is necessarily influenced by which types of data need to be 

collected (Collis et al., 2013). This research used a mixed method as the methodology, 

and divided the process into four phases: 

1.5.1 Literature review 

The first step was desktop research via a systematic literature review of published 

articles in order to understand the current risk and risk management approach. This 

review helped to identify what the risks are and how they influence OSC projects. It 

also presents the role of the manufacturer in the risk management process. The 

knowledge gap in OSM risk is established during the literature review. 

1.5.2 Semi-structured interviews 

Semi-structured interviews were established with experts who have profound 

professional knowledge of OSM risks. The questions for the interviews were 

developed through the preview articles. The semi-structured interview included 

several standard questions plus some appended questions that were developed during 

the interview process. These interviews identify the specific risks associated with the 

OSM process and separate them from general OSC project risks. The interviews show 

the influence of off-site practitioners within the OSM project process. 

1.5.3 Questionnaire 

After the interviews concluded, a questionnaire survey was developed for the 

quantitative data collection. The result of the interviews provided the main source for 

questionnaire development. The questionnaire was distributed to current OSC 

practitioners. The purpose of this process was to give insight into OSM risks and 

identify the significant risk factors inherent within the OSM process.   

1.5.4 Framework development 

Based on the interview and questionnaire feedback, a framework was subsequently 

developed to rank and respond to the risks inherent within the OSM process. This 

framework presents the detail of the risk management process, and presents guidance 

based on the significant risk factors.  After the significant risk factors were identified, 
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the risk response method was identified based on the type of organisation. Two case 

studies were used to validate the risk management framework within the OSM 

process. 

1.6 Limitations in research  

This research focused on the Chinese OSC industry and the OSM process in particular. 

This research specifically addresses OSC manufactory in both the private and public 

sectors across China. The goal was to understand the features of risk in the OSM 

process and to rank the risks accordingly to measure the impact of how these 

influence OSC.  

The manufacturer is defined as the organisation which is accountable for off-site 

project component production. In some instances, this would be conducted in parallel 

to a private company that was hired by the owner. In others, it would correspond to 

those branch offices which form part of the assigned engineering, procurement and 

construction (EPC) company.  

Further to this, the scope of the present research only includes participants from 

mainland China. Taiwan was excluded due to differences in OSC industry standards. 

Hong Kong and Macao also have dissimilar OSC policies and development, as these 

two cities adopted different OSC development processes and this may affect the 

consistency of the research. In order to obtain more accurate findings, this research 

thus excluded these two cities. In order to avoid the potential dissimilarities arising 

due to the difference in the Chinese provinces, data were collected from major OSC 

locations in China, including Hubei, Guangdong, and Beijing. This should keep the 

data as uniform as possible. 

1.7 Thesis structure 

This thesis includes nine chapters which are as follows: 

Chapter 1 – Introduction 

The chapter presents the background of the research, leading to the extant gap in the 

current knowledge. It defines the concept of both OSC and OSM to give an 

understanding of the principle theories at the outset of the research. It also provides 



33 

 

background and key questions underpinning the reasons for choosing this topic. The 

aims and objectives of the research are outlined. This chapter also briefly introduces 

the methodology of this research.  The key findings of the study are highlighted at the 

end of this chapter.  

Chapter 2 – Concepts of risk and risk management  

The first part of this chapter presents an extensive literature review covering the 

concept of risk. It concludes with the theoretical background and definition of risk. It 

defines and explains the background and concept of risk. It also classifies the 

differences between risk, uncertainty, hazard, and opportunity. In conclusion, it 

explains three types of risk, namely internal risk, external risk, and project risk. 

The second part of this chapter presents an extensive literature review that addresses 

the concept of risk management. It concludes the theoretical background for risk 

management and how best to implement risk management successfully. It defines and 

explains the background and concepts underlying risk management. It also introduces 

the process of risk management itself. In summary, it presents both the benefits and 

limitations of risk management. 

Chapter 3 – Risk management method 

This chapter presents an extensive literature review covering the risk management 

methods used, which are categorised according to the identification of specific risks, 

their assessment, analysis, and appropriate response. Both quantitative and qualitative 

methods for risk management are identified and explained. 

Chapter 4 – OSC and OSM 

The chapter presents an extensive literature review covering the concepts of OSC and 

OSM. The background and definition of OSC are introduced. The unique features of 

the OSC industry and the appropriate risk management methods are considered 

carefully. Also, this chapter includes the benefits and barriers of OSC. As a part of the 

OSC process, OSM is identified and analysed within this chapter. From previous 

articles deploying risk management strategies in OSC projects, all risk management 

methods are duly classified and evaluated. This presents a gap in that there are few 
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articles that consider OSM risk management. By analysing the features of OSC and 

OSM, an appropriate methodology is selected for the project.  

Chapter 5 – Methodology 

This chapter introduces the methodology underpinning this research. The advantages 

and limitations of each method are defined and, in this case, a mixed methodology 

was chosen. The data collection process and limitations are presented as well as the 

reasons for the adoption of such software as NVivo and SPSS. Semi-structured 

interviews are employed for the qualitative methodology and a questionnaire survey 

was formulated for the quantitative aspects of this research. This chapter explains the 

construction of interviews and questionnaires and explains the pilot study for the data 

collection process. This chapter also explains how and why the research method was 

selected.  

Chapter 6 – Qualitative results 

This chapter introduces the findings from the qualitative methodology. The data 

presented within this chapter was derived from semi-structured interviews. The 

interviewees’ backgrounds and affiliations are explained in detail. Based on the data 

presented, the risk factors that influence OSM processes are identified. In order to 

classify the various risks pertaining to project members and processes and external 

factors are presented. Each risk results in at least one potential problem for project 

quality, cost and delivery (QCD). Thus, the QCD influences for each risk are 

identified.  

Chapter 7 – Quantitative results 

This chapter introduces the results of the quantitative methodology. The data 

presented in this chapter is derived from the questionnaires. The participants’ 

backgrounds and organisations are outlined. The pilot study itself is analysed to 

identify which risk factors were deemed suitable for formal research. The formal 

research is analysed to identify the significant risk factors associated with OSM. 

Based on the data obtained, the significant risk factors affecting OSM are identified.  

Chapter 8 – Discussion and validation  
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This chapter presents the results of the research and validates the results. It explains 

the framework obtained from the interviews and questionnaires, validates the 

framework and seeks to refine it. This chapter describes the justification process for 

the research which was the case study method. It also presents the validation process 

for the framework using the two case studies. The framework is validated by means of 

the case study methodology which was enacted via interview, site visitations and 

document analysis.   

Chapter 9 – Conclusion  

The chapter summarises the main findings of this research. It presents the limitations 

of this research. The chapter also concludes with recommendations for off-site 

manufacture and future research. 

1.8 Key findings 

OSC has become a new method for the Chinese construction industry. It is thus 

necessary to develop an OSM risk management framework for Chinese construction 

companies. Furthermore, the research provides additional knowledge in identifying 

the significant risk factors associated with OSM in China and presents solutions. A 

risk management framework for OSM is developed based upon this research. The 

findings guide Chinese OSC organisations, particularly in relation to off-site 

manufacturing, to better understand the associated risks and implement improved 

responses.   
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CHAPTER 2 -  RISK AND RISK 

MANAGEMENT DEFINITION 

2.1 Introduction 

The first part of this chapter explores the background and concept of risk, and how it 

influences both construction projects and projects more generally. Then, the 

differences arising between risk, uncertainty, hazard, and opportunity are presented. 

After risk is defined and discussed, its role in construction is addressed and presented 

for different aspects of the industry and then, finally, the chapter summarises the 

salient features of risk.  

The second part focuses on the concept of risk management itself. It presents how the 

researcher implements risk management in both general and construction projects. By 

introducing the background to risk management, its development process is presented 

from a historiographical perspective. It also introduces the different types of the risk 

management process and presents the benefits of deploying risk management 

mitigation strategies. 

2.2 Risk background and history 

2.2.1 Risk history  

In our everyday language, the concept of risk is frequently used and easily understood 

by the general population (Morgan et al., 1990). From an etymological analysis of the 

European notion, risk derives from the Greek nautical term ‘Rhizikon’ describing the 

need to avoid ‘difficulties at sea’ (Rivza et al., 2012). Another explanation is that risk 

was originally from a sailor’s term and meant ‘To run into danger or to go against a 

rock’ (Jannadi et al., 2003). More than 2,400 years ago, the Athenians offered the 

capacity to assess risk before making decisions (Aven, 2016). In that sense, the best 

approximation of risk would be fear of adventure. The fear refers to commercial 

activities and implies physical and mental distress, while the (ad)venture implies 

pecuniary ventures as a strategy by which to expand self-worth (Heckmann et al., 

2015). 
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In the 14th century, the renaissance brought more in the way of maritime trade 

opportunities for European countries. Those merchants accepted risk as a way of 

expressing the dangers of losing their ships. These risks not only came from external 

threats such as adverse weather or piracy, but also from internal sources such as the 

ship’s construction quality or the experience of sailors. The problems are inherent 

within the navigation process present potential developments and consequences (Klibi 

et al., 2012). These problems had to be considered by the merchants in order to find a 

solution by which to respond to these risks. Today this approach is widely used in 

planning and is commonly referred to as scenario analysis (Chermack, 2004). Within 

this context, risk definition changes with the fear that economic activities might lead 

to the loss or devaluation of an important asset or to a decrease in the performance of 

the business (Heckmann et al., 2015).  

At the beginning of the 17th century, risk analysis became a predominant theme in 

mathematics, which concentrated on the probability of events that resulted in a loss. 

Mathematicians focused on uncertainties in gambling, which led to the development 

of Probability Theory which, in turn, became the main concept of risk (Frosdick, 

1997). In the 20th century, risk analysis took a further development as many different 

kinds of risk are now discussed including business risk, social risk, economic risk, 

safety risk, investment risk, military risk, political risk, and so on. In these scenarios, 

risk is defined as a measure of the probability and severity of adverse effects, which 

has the probability and consequence for the project (Lowrance, 1976). In the 21st 

century, risk definitions have further evolved to disambiguate the meaning of 

probability and the adverse effects of risk definition. In the previous definition, the 

phrase ‘Probability and severity of adverse effects could be interpreted in two ways at 

the same time. The first was in terms of the probability of the occurrence of adverse 

effects, and the second was in relation to the probability of the severity of these 

adverse effects, given their occurrence (Haimes, 2009). By using a systems 

engineering approach, risk can be identified by answering four questions, namely 

‘What can go wrong?’, ‘What is the likelihood?’, ‘What are the consequences?’ and 
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‘Over what time frame?’ (Haimes, 2009).  

2.2.2 Risk background 

In the UK, a third of all projects were delivered late and over budget, and two-thirds 

were delivered late (Mulholland et al., 1999). In the USA, the health and safety 

problem resulted in small employers (<20 employees), which account for 37.5% of 

employment, being responsible for 57% of all fatalities (Ringen et al., 2018). The 

Alberta oil sands in Canada cost overruns of up to 100% (Jergeas et al., 2010). This 

problem is not unique to western countries. In China, old-fashioned construction 

methods led to many issues and the loss of time and money (Zhang et al., 2016). In 

Malaysia, delay is the most common, costly, complex and risky problem encountered 

in construction projects (Alaghbari et al., 2007). In South Korea, The average final 

cost at completion has increased by 122.4% compared to the original budgeted cost 

since the 1990s (Han et al., 2009). Mustafa et al. (1991) considered the reasons as 

coming from the lack of a rational, straightforward approach to combine all the facets 

of risk system into a single prioritised and manageable scheme. Nowadays, risk is 

recognised and perceived across many areas. In medical science, risk is defined for 

those people who are at risk of developing eating disorders (Striegel-Moore et al., 

2007). In economics, risk is monitored to find the reasons for small business failures 

(Everett et al., 1998). In agriculture, risk is analysed to avoid fatal accidents in the 

planting process (Arana et al., 2010). However, before the 1960s, risk had not 

appeared in relation to a construction article (Edwards et al., 2013). Latham (1994) 

presented the notion that no construction project is risk-free and the body of research 

considering construction risk is increasing annually. However, the construction 

industry has a poor reputation for risk analysis as compared to other industries such as 

finance or insurance (Laryea, 2008). In a construction project, risk exists through the 

life cycle, which may result in losses of life and property (Ji et al., 2022). The 

dynamic environments of construction project increase the amount of risk, which 

increase the difficulty to manage construction risk (Monzer et al., 2019). 

2.3  Risk features 
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2.3.1 Risk definition 

For most people, risk is a negative response to a given project or process and many 

articles offer similar definitions. The Oxford-Dictionary (2017) defined risk as a 

situation involving exposure to danger. Jannadi et al. (2003) defined risk as a measure 

of the probability, severity, and exposure to all the hazards of an activity. Serpella et al. 

(2014) agreed with this view and emphasised that risk is the probability of a damaging 

event occurring during a project. For the project manager, risk is the issue of the 

problem that might happen while performing the project (Cervone, 2006). Many 

articles pointed out risk has a negative impact on achieving project objectives, and 

risk may cause schedule delays, cost overruns and safety and quality problems (El-

Sayegh et al., 2018; Ghasemi et al., 2018; Li et al., 2019; Unver et al., 2021). 

However, risk is not always associated with a negative outcome. Some articles 

contend that risk can be treated as an uncertain event with possible positive or 

negative outcomes. Zavadskas et al. (2010) described risk as an uncertain or 

conditional event with a positive or negative effect on at least one project objective, if 

it occurs. Lichtenberg (2000) defined this duality of risk as a possible event that could 

have a negative or positive impact.  

The Project Management Body of Knowledge (PMBoK) stated that project risk is an 

uncertain event or condition that, if it occurs, has a positive or a negative effect on a 

project objective (PMI, 2017). For example, when General Electric launched 

Ecomagination, many people only saw the risk of solving environmental threats. 

Nonetheless, GE still captured the opportunity of environmental protection, an act that 

was highly praised by society (Bekefi et al., 2008).  

Risk has been defined by many international and national-level standards. The 

definition of risk in the standards was found in varying terminologies. Table 2.1 

presents the risk definition from the standards. 

Table 2.1: Risk definition divided from standards 

DOCUMENT DEFINITION KEYWORDS 



40 

 

ISO 31000:2018 

(ISO, 2018b) 

“Effect of uncertainty on objectives” and an 

effect is a positive or negative deviation 

from what is expected. 

Uncertainty, 

positive or 

negative 

PAS 7000:2014 

(BSI, 2014) 

Situation determined by the likelihood and 

impact of an incident arising from a 

particular threat scenario. 

Likelihood, 

impact 

BS EN ISO 

14971:2019 (ISO, 

2019) 

The probability of occurrence of harm, and 

the consequences of that harm, that is, how 

severe it might be. 

Probability, 

consequence 

ANSI/ASSP 

Z690 (ASSP, 

2011) 

Effect of uncertainty on objectives. 
Uncertainty, 

objective 

CAN/CSA-Q850-

97 (R2009) 

(CSA, 2009a) 

The chance of injury or loss as defined as a 

measure of the probability and severity of an 

adverse effect to health, property, the 

environment, or other things of value. 

Loss, probability 

GB/T 23694-

2013 (SAC, 

2013) 

Effect of uncertainty on objectives. 
Uncertainty, 

objective 

The professional bodies or societies also have a definition for risk. Table 2.2 presents 

the risk definition from the professional bodies or societies. 

Table 2.2: Risk definition divided from societies 

INSTITUTION DEFINITION KEYWORDS 

Association for 

Project 

Management 

(APM) (APM, 

2018)  

Risk can be perceived either positively 

(upside opportunities) or negatively 

(downside threats). A risk is the potential of 

a situation or event to impact on the 

achievement of specific objectives 

Positively, 

negatively, 

potential, 

objectives 

Project 

Management 

Institute (PMI) 

(PMI, 2009) 

An uncertain event or condition that, if it 

occurs, has a positive or negative effect on a 

project’s objectives. 

Uncertain event, 

positive or 

negative, 

objectives 

Institution of 

Civil Engineers 

(ICE) (ICE, 

2020) 

The possibility of outcomes different from 

those expected. 

Possibility, 

outcomes 

Australian 

Institute of 

Project 

Management 

(AIPM) (AIPM, 

2021) 

Factors that might adversely affect project 

outcomes. 

Factors, adverse 

effect, outcomes 

Project 

Management 

Research 

An uncertain event or condition that, if it 

occurs, has a positive or negative effect on a 

project’s objectives. 

Uncertain event, 

positive or 

negative, 
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Committee 

(PMRC) (PMRC, 

2002) 

objectives 

The various definitions of risks are presented in Table 2.3, although risk may have 

different definitions across the literature. There is, however, a consensus that risk can 

influence at least one project objective. The influence on project objectives may result 

in extra cost or time delay. 

Table 2.3: Risk definition divided from articles 

AUTHOR DEFINITION KEYWORDS 

Oxford-Dictionary 

(2017) 

A situation involving exposure to 

danger 

Situation, exposure, 

danger 

Jannadi et al. (2003) 

A measure of the probability, 

severity, and exposure of all the 

hazards of an activity 

Probability, severity, 

exposure, hazard 

Zavadskas et al. 

(2010) 

Risk is an uncertain event or 

condition. It has a positive or 

negative effect on at least one 

project objective, if it occurs 

Uncertain, positive, 

negative, project 

objective 

PMI (2017) 

Project risk is an uncertain event or 

condition that, if it occurs, has a 

positive or a negative effect on a 

project objective 

Uncertain, positive, 

negative, project 

objective 

Lichtenberg (2000) 

Risk is defined as the exposure to 

loss or gain, or the probability of 

occurrence of loss or gain multiplied 

by its respective magnitude 

Exposure, loss/gain, 

probability, magnitude 

Serpella et al. (2014) 

Most of the risk usually has negative 

outcomes leading individuals to 

consider only the negative side of 

risk 

Negative result 

In Chinese articles, there are also many research defined risks. (Huang et al., 2007) 

defined risk has a negative influence on the project. (Li, 2013) focused on the risk 

factor which has negative outcomes for the objective. Chen et al. (2017) agreed risk 

might have a positive influence on the project objective, but most articles consider 

risk only a negative aspect.  

2.3.2 Risk features 

Risk may have one or more causes and, if it occurs, may have one or more impacts 

which, in turn, may have positive and negative effects on the project objective. A 

cause may be a requirement, assumption, constraint, or condition that creates the 
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possibility of negative or positive outcomes (PMI, 2017). Risk may also represent 

opportunities, but the fact that most of the risks detailed usually have negative 

outcomes has led individuals only to consider the negative side of risk (Kasa et al., 

2018).  

From a qualitative perspective, risk could  be understood as (Aven et al., 2015): 

1. The possibility of an unfortunate occurrence. 

2. The potential for realisation of unwanted, negative consequences of an event. 

3. Exposure to a proposition of which one is uncertain. 

4. The consequences of the activity and associated uncertainties. 

5. Uncertainty about and severity of the consequences of activity with respect to 

something that humans value. 

6. The occurrences of some specified consequences of the activity and associated 

uncertainties. 

7. The deviation from a reference value and associated uncertainties. 

Another similar risk definition is shown below (Chia, 2006): 

1. A risk is a future event that may or may not occur. 

2. A risk must also be an uncertain event or condition that, if it occurs, has an 

effect on at least one of the project objectives, such as scope, schedule, cost or 

quality.  

3. The probability of the future event occurring must be greater than 0% but less 

than 100%. Future events that have a 0% or 100% chance of occurrence are 

not considered risks.  

4. The impact or consequence of the future event must be unexpected or 

unplanned for. 

Risk descriptions could also be (Aven et al., 2015): 

1. The combination of probability and magnitude/severity of consequences.  

2. The combination of the probability of a hazard occurring and a vulnerability 

metric given the occurrence of the hazard.  

3. A scenario, the probability of that scenario, the consequence of that scenario.  
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4. Some specified consequences and a measure of uncertainty associated with 

those consequences, with the background knowledge that supports the 

consequences and uncertainty.  

5. Expected consequences.  

6. A probability distribution for the associated damage. 

These various risk definitions present the commonalities associated with risk, wherein 

risk can be considered to comprise two elements, namely impact and probability. In 

order to calculate how a given risk can influence the project, a formula is often 

presented as follows (Dziadosz et al., 2015): 

CRI = I * P 

In this formula, CRI represents Composite Risk Index, I represents the impact of the 

risk event, and P represents the probability of the risk occurrence. However, Sumner 

(2009) considered preparedness another variable for risk in influencing the outcome 

of the project. Although some risks have a low impact and low probability, the lack of 

preparation for such project risk could still result in the project objective being 

adversely affected.  

In terms of construction, risk often constrains the main project objectives, namely 

timely delivery, cost, and quality (Zou et al., 2007). Similar ideas are presented by 

Abujnah (2010), who identified the project as being subject to interference in three 

crucial dimensions: 

1. The number of possible outcomes. 

2. The value (magnitude) of each outcome. 

3. The probability of the occurrence of each outcome. 

For a construction project, the Marsh Risk Universe can be used to define risk types 

(Visser et al., 2008). The Marsh Risk Universe is divided into internally driven risks, 

externally driven risks (stakeholder) risks. The bands, in turn, are divided into four 

quadrants, representing Financial, Strategic, Hazard and Operational risks. 

2.4  Risk differentiation 

Various definitions concur that risk is based on project uncertainty. However, the 
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definition of construction risk remains unclear and is easy to confuse with uncertainty. 

Taroun (2014) identified that definitions are needed, not only for the risk management 

process itself, but also for construction risk in general. 

2.4.1 Risk 

After the Second World War, risk management underwent a significant improvement 

(Chapman et al., 2003). Many project management textbooks now contain definitions 

of project risk. A consensus of opinion on risk can be taken from the Guide to the 

PMBOK, which defines risk as an uncertain event or condition that, if it occurs, has a 

positive or negative effect on a given project objective (PMI, 2017). In the UK, a 

similar official risk management book called the Project Risk Analysis and 

Management Guide, developed by the Association for Project Management, defines 

risk as an uncertain event or set of circumstances which, should it arise, will likely 

have an adverse effect on the achievement of the project's objectives (Bartlett, 2004).  

1. Risk is occurrence- or event-based 

Jablonowski (2006) defined risk as the chance or likelihood of events occurring with 

negative consequences, such as injury or loss. Busby et al. (2008) agreed with this 

opinion and emphasised project risk as the statistical concept of the probabilities and 

consequences of threatening conditions and events, contingent on the project event 

and its having either a positive or negative influence. Construction risk could be 

financial, technical, political or organisational, and may have internal, external or 

project-related influences on construction projects (Zhang et al., 2017). All risks must 

have at least one source and one subsequent event which may occur as a result of that 

underlying state of affairs (Winch, 2010).  

2. Risk is quantifiable and solvable 

Cervone (2006) defined risk through a simple and understandable question: What are 

the problems the project manager might encounter while performing this project and 

how the project manager avoids them? This means that risk must be quantifiable and 

solvable. Many risk identification tools have been developed based on this assumption 

including brainstorming, interviews, checklists, scenario analysis, and fault tree 
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analysis. However, most risks that have caused serious consequences had not been 

identified before the project process commenced (Dziadosz et al., 2015). Edwards et 

al. (2013) emphasised that if the risk could be found by a risk manager, the 

consequences of uncertainty could be avoided. 

3. Risk is the consequence of uncertainty 

Dziadosz et al. (2015) treat risk as a measurable component of uncertainty so that the 

occurrence probability and the extent of damage can be estimated. This view is shared, 

in turn, by Aven (2016) and Cleden (2017), who contend that risk is uncertainty about 

and severity of the consequences of activity with respect to something that humans 

value. The probability of the future event occurring must be greater than 0% but less 

than 100%, although the impact or consequence of the future event may be 

unexpected or unplanned (Chia, 2006).  

2.4.2 Uncertainty 

In the social sciences, uncertainty has most commonly been paired with risk. Beck 

(2014) pointed out that uncertainty has a strong relationship with risk. The Oxford-

Dictionary (2017) defined uncertainty as the state of being not able to be relied on or 

not known or definite.  

Compared with risk, uncertainty has fewer relevant definitions within the literature. 

Most articles conflate definitions of risk and uncertainty. However, some sources 

point out the differences between them. Jaafari (2001) defined uncertainty as the 

probability that an objective function will not reach its planned target value, or as an 

unknown probability of occurrence of an event. Winch (2010) pointed out that 

uncertainty in the plain English sense of ‘lack of certainty’ is in part about ‘variability’ 

in relation to such performance measurements as cost, duration, or ‘quality’. It is also 

about ‘ambiguity’.  

1. Uncertainty is a ‘state of unknowing’ 

Morris (2013) emphasised that uncertainty really reflects unknowns. Uncertainty is 

the state of mind of someone deciding on a course of action without a clear outcome 

(Wakeham, 2015). As argued by Howell et al. (2010), the core concept of uncertainty 
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is a lack of certainty over the parameters, context or possible outcomes of a particular 

set of circumstances. Therefore, the project is unknown due to this uncertainty and the 

project managers do not know that they do not know (NicholasTaleb, 2015). 

2. Uncertainty is a lack of information 

Frank (1999) divided uncertainty into either aleatory or epistemic uncertainty. 

Aleatory uncertainty is that uncertainty that cannot be foreseen in advance, and 

epistemic uncertainty is described as uncertainty deriving from a lack of knowledge. 

Either a deficit in information or knowledge will cause uncertainty (Grote, 2015).  

3. Uncertainty cannot be measured 

Unlike risk, uncertainty cannot be measured (Serpella et al., 2014). Knight (2012) 

stated that risk pertains to those events which are subject to known or knowable 

probability, whereas uncertainty refers to events for which it is impossible to specify 

numerical probabilities. Uncertainty always comes from some set of objective 

environmental characteristics, and most of them are unmeasured (Jauch et al., 1986). 

This feature of uncertainty causes the manager to be unable to control it, and thus they 

have to ignore it (Nowotny et al., 2001).  

4. Uncertainty is the context for risk 

Uncertainty should be treated as a context for risks, which risk causes a negative 

impact on the project’s objective (Perminova et al., 2008).  

5. Uncertainty can be positive and negative 

Hillson (2002) divided uncertainty into two categories: (i) risk referring exclusively to 

a threat, and (ii) opportunity which is uncertainty with positive effects. Perminova et 

al. (2008) explained that when the fact is questioned, uncertainty arises, and risks or 

opportunities happen in the project. Similar ideas can be found in several different 

sources (Cleden, 2017; Morris, 2013; Ward et al., 2003). 

2.4.3 Hazard  

In the Oxford English Dictionary, a hazard is defined as a danger or risk (Oxford-

Dictionary, 2017). However, some sources have pointed out that the distinction 

between risk and hazard is clear (Lofstedt, 2011). Hazard is associated with the 
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intrinsic ability of an agent or situation to cause adverse effects on a target (Renn, 

2008). 

1. Hazard is a potential event of risk 

Renn (2008) suggested that if a project is not exposed to hazards or has a solution for 

the corresponding risk, the condition of hazard may never materialise. The German 

Federal Institute for Risk Assessment (BfR), meanwhile, described hazard as the 

potential of a substance in toxicology to cause an adverse effect, while risk is the 

product of the scale and probable occurrence of damage (Spielmann et al., 2008).  

2. Hazard is negative 

Hazard is always negative. It is a potentially damaging physical event, phenomenon, 

or human activity, which may cause loss of life or injury, property damage, social and 

economic disruption, or environmental degradation (UN, 2004). A paper from the 

International Risk Governance Council (IRGC) provided a similar notion that hazard 

is the potential for harm or other consequences of interest (IRGC, 2005). The most 

authoritative view may come from the International Organisation for Standardisation 

(ISO), which provides the simplest and clearest idea of hazard as being a source of 

potential harm (ISO, 2018a). 

3. Hazard is associated with intrinsic abilities 

Although hazard is always negative, it would not be transferable to risk if there were 

no sensitive targets (Andretta, 2014). For example, there is a poisonous mushroom 

and, if somebody eats it, there will be a risk of him or her becoming poisoned. If 

nobody eats it, it will not be a risk (i.e., there are no sensitive targets), yet it remains a 

hazard. Hazard is associated only with the intrinsic ability of an agent, stressor, or 

situation to cause adverse effects to a target population or receptor (Asante-Duah, 

2017).  

2.4.4 Opportunity  

In general, opportunity is defined as a time or set of circumstances that makes it 

possible to do something (Oxford-Dictionary, 2017). Opportunity and threat are thus 

always considered elements of the relative possibility of risk (Hillson, 2002). 
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However, the inner feature of opportunity is still unclear. 

1. Opportunity is a dual risk 

Risk exposure could be understood as Probability (loss) multiplied by Impact (loss).  

Opportunity exposure could also be treated as Probability (gain) multiplied by Impact 

(gain). Opportunity could thus be treated as a dual risk. If seized, it can have a 

positive impact on a project, but if ignored, it will have a negative influence (Boehm, 

2014).  

2. Opportunity has positive influences on a project 

As with threats, opportunities also can involve uncertainty, with the potential to affect 

project objectives (Hillson, 2002). Chapman et al. (2011) provided a similar definition 

to support the idea that opportunities have a positive influence on a given project. 

3. Opportunity may increase risk 

Kendrick (2015) divided opportunities into three types: those related to project 

specifications, those related to planning decisions, and those related to beneficial 

uncertainties. Although some opportunities may reduce overall project risk, most will 

actually increase overall project risk and serve as sources of potential project 

problems. This is because the positive utility magnitude of improving an expected 

outcome is generally less than the negative utility magnitude of failing to meet an 

expected outcome (Pyster et al., 2012).  

From the literature cited above, a flowchart can be developed to explain the 

relationship arising between risk, uncertainty, hazard, and opportunity:  
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Figure 2.1: Uncertainty, risk, hazard, opportunity flowchart 

In order to understand the process of Figure 2.1, the project manager could follow 

seven steps to divide the project, as follows: 

1. A project begins, and the project manager defines the project into aims and 

objectives. 

2. Each objective has its uncertainty. At this stage, the project manager knows 

that the uncertainty could influence the project, although they do not know 

when, where, why, to whom, or how such uncertainty may arise. 

3. The project manager needs to use risk identification and risk assessment to 

know how the uncertainty may influence the project. Negative uncertainty 

transfers to risk, and positive uncertainty transfers to opportunity.  

4. For risks, the project manager needs to use risk analysis and risk response to 

understand how to manage the risk and how to respond to it. After this, the 

risk transfers to hazard, and the project manager needs to monitor the hazard, 

but does not need to take further action if the hazard is not exposed. If the 

hazard exposes, it means the hazard transfers back to risk, which requires 

managing the risk. 

5. For opportunities, the project manager needs to divide each opportunity into 

two parts: uncertainty and certainty. Uncertainty from the opportunity may 
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bring new risks or opportunities, and certainty can reduce the uncertainty of 

this objective. 

6. All the objectives can be broken down using a similar structure through steps 1 

to 5. 

7. After all objectives are achieved, the aim can be achieved, and the project can 

be completed. 

Figure 2.1 provides the interesting idea that each project can be treated as an 

opportunity. As each project has its own aim and several objectives, each objective 

could be treated as a smaller project. If the objective is seized, it could then be treated 

as the positive influence on the aim. If it is known that an opportunity has a positive 

influence on the project, if seized, then the relationship between objective, aim and 

project could be treated as depicted in Figure 2.2.  

 

Figure 2.2: Opportunity flowchart 

Figure 2.1 and Figure 2.2 provide the link between risk, uncertainty, hazard and 

opportunity. As presented, most construction project uncertainty can be divided into 

risks and opportunities. Those risks which are resolved will become hazards. 

Opportunities have a given uncertainty and could, in part, influence the outcome of 

the construction project. 
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2.5 Risk Type 

Risk is defined into three categories: risk group, risk type, and risk factor. Risk factor 

is defined as a variable associated with an increased risk of disease or infection, risk 

type is defined as a set that several risk factors have a similar source, and risk group is 

defined as the set that several risk types have a similar environment. The relationship 

between them is risk group includes risk type, and risk type includes risk factor 

(Parritz et al., 2013). Risk type for the construction business has been defined by 

many articles.  

El-Sayegh (2008) subdivided construction risk into two types: internal risk and 

external risk. Aleshin (2001) defined that internal risks are initiated inside the project, 

while external risks originate due to the project’s environment. Internal risks are then 

divided according to the party who might be the originator of such risk events, such as 

the owner, designer, contractor, etc. External risks are those initiated at the macro 

level.  

Renault et al. (2016) assigned construction risk into ten categories, namely: 

1. Design: Defective design; inaccurate quantities; an uncoordinated design; a 

rushed design; the awarding of a design contract to unqualified designers; a 

lack of consistency between the bill of quantities, drawings, and specifications 

are all potential design risks. 

2. Physical: Occurrence of accidents because of poor safety procedures, the 

supply of defective materials, insecurity of material and equipment, public 

insecurity, or varied labour.  

3. Logistics: Improper site investigations; inaccurate project programmes; 

unavailable labour; inadequate materials or equipment; high degrees of 

competition in bids; undefined scope for labour; poor communications arising 

between the home and field offices all constitute logistical risks. 

4. Legal: Ambiguity of work legislations; difficulties in obtaining permits; 

delayed dispute resolutions; legal disputes arising during the construction 
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phase among the parties to the contract; and no specialised arbitrators to help 

settle disputes fast all constitute legal risk factors. 

5. Environmental: Adverse weather conditions and difficulties in accessing the 

site are just two environmental risk factors. 

6. Construction: Gaps between implementation and specified completion dates 

due to a misunderstanding of drawings or specifications; actual quantities 

differing from contracted quantities; design changes; lower work quality due 

to time constraints; rush bidding; and undocumented changes to orders are 

some risks inherent in the construction process.  

7. Management: Including poor communication arising between involved parties; 

ambiguous planning due to unanticipated project complexity; changes in 

management styles; lack of availability of information; resource 

mismanagement, inter alia. 

8. Cultural: Religious, cultural customs clashing with schedules or requirements. 

9. Financial: Delayed payments on contract, unmanaged cash flow, inflation, 

financial failure of the contractor, exchange rate fluctuations, monopolising of 

materials due to closure, and other unexpected political conditions can create 

financial risk. 

10. Political: New governmental acts or legislation, inflation, and unstable security 

circumstances. 

A risk breakdown structure for sustainable construction has been developed by El-

Sayegh et al. (2018), which includes five categories, as follows:  

1. Management risks: risk would occur when managing the construction project. 

2. Technical risks: risk might occur during construction due to design changes, or 

insufficient/incorrect sustainable design information. 

3. Stakeholders risks: risks are only those that affect sustainable construction and 

have no effect upon traditional construction projects.  

4. Materials and technology risks: risks that relate to shortages, handling or 

quality of construction materials. 
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5. Regulatory and economic risks: such risk involve any codes or regulations 

enforced by the government and any economic crisis that might arise. 

Zavadskas et al. (2010) streamlined construction risk into three types, namely internal 

risk, external risk, and project risk. 

2.5.1 Internal risk 

Internal risk is that risk that is influenced by project participants. It includes resource 

risk, project member risk, construction site risk, documentation and information risk 

(Zavadskas et al., 2010).  

1. Resource risk: Materials and equipment involve considerable risks. The 

availability and productivity of the resources necessary to construct the project 

are risks that are proper for the contractor to assume. 

2. Project member risk: Team risk refers to those issues associated with the 

project team members which can increase the uncertainty of a project’s 

outcome, such as team member turnover, staff build up, insufficient 

knowledge among team members, a lack of cooperation, poor motivation, or 

team communication issues. 

3. Construction site risk: Exposures to accidents in the workplace are an inherent 

risk and are best assessed by the contractors and their insurance and safety 

advisors. 

4. Documents and information risk: Contradictions arising in documents, 

pretermission, legal and communication, changed order of negotiation and 

delayed dispute resolution are all significant risks arising during project 

construction. Communication is very important at all stages of construction 

and after completion. 

Lehtiranta (2014) asserted that internal risks are related to the project organisers’ 

ability to work together effectively. They represent the prominent face of the project’s 

organisation and serve as a potential source of risks and opportunities. 

2.5.2 External risk  

External risk is a risk that the risk management team cannot control. It includes 
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political risk, economic risk, social risk, and meteorological risk (Zavadskas et al., 

2010).  

1. Political risks: There are potential changes in government laws pertaining to 

the legislative system, regulations, policy and improper administration system, 

etc.  

2. Economic risks: There may be economic instability in the country, repayment 

issues as regards manufacture, uncontrolled inflation, and funding deficits. 

Considering the current economic situation, such factors can be reasonably 

anticipated. Economic disasters are periodic crises of such magnitude that a 

contractor is unable to properly assess its probability or impact on costs. 

3. Social risks: These are of growing importance to any effort in terms of risk 

allocation. It is an area in which political and social pressures from parties 

having little interest in a project, yet having a great impact on its completion, 

can greatly influence its outcome. The impact of financial aid on social and 

economic development within a region and the communication of risk in 

organisations can be analysed.  

4. Weather risk: Except for extreme conditions, this is a risk that the contractor 

may accommodate, as its impact on construction methods can be readily 

assessed by the contractor. 

These external risks all involve all other events or actors that the project’s 

organisation may encounter. Their influence and impact are determined by how the 

organisation is able to harness its resources and attribute them to risk management. 

2.5.3 Project risk  

Project risk is that risk which only arises during the period of construction. It includes 

time risk, cost risk, work quality risk, construction risk, and technological risk 

(Zavadskas et al., 2010). 

1. Time risk: Appraisal of delays in construction, technology and all other works.  

2. Cost risk: The cost of opportunity product rises due to the neglect of 

management. 
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3. Work quality: Deflective workmanship is considered a significant risk factor 

in this category, not only because it results in construction delays and 

additional costs to the contractor, but also because it leads easily to disputes as 

to the liability for the delays. 

4. Construction risk: Such risks are associated with construction delay, changes 

in work schedule and issues with construction technology.  

5. Technological risk: Includes design errors, a lack of appropriate technology, 

management errors, and shortages of qualified labour. 

2.6 Risk management background 

2.6.1 Risk management history  

The first evidence of risk analysis can be traced back as far as 3,200 BC within the 

Tigris-Euphrates valleys within a group of people known as the Asipu. The Asipu 

identified important dimensions of a given problem, proposing alternative actions and 

collecting data on likely outcomes (Baker et al., 1999b). During the Egyptian era, the 

construction process of the pyramids applied project management principles (Kwak, 

2005). In 1730, the Japanese Dojima rice market used contracts to mitigate trading 

risks (Schaede, 1989). This approach provided the trader with a competitive 

protection tool that complemented several other risk management strategies. 

The era of modern risk management began after World War II. Harrington et al. (2003) 

dated the origins of modern risk management to the period from 1955 to 1964. Snider 

(1956) observed that there were no risk management books available at that time and 

that none of the universities offered risk management courses. The first academic 

book pertaining to risk management was published by Mehr et al. (1963), and the first 

scholar to use risk analysis as a part of risk management was Hertz (1964), who 

generated probabilistic distributions of investment project rates of return. Since the 

commencement of the 1970s, the concept of financial risk management has evolved 

considerably (Dionne, 2013). Meanwhile, large companies began to develop self-

insurance to mitigate risk, providing effective coverage as insurers against many 

forms of small exposure. This insurance covered the consequences of an adverse 



56 

 

event or losses from an accident (Dionne et al., 1985). From the 1980s onwards, 

however, risk management became a well-established project management function 

(Taroun, 2014). Technological risk management models were developed, and pure 

risk management was considered. Risk management developed very quickly because 

companies began to actively consider financial management and portfolio 

management as separate entities (Dionne, 2013).    

2.6.2 Risk management method history 

The risk management method also entailed different stages over different decades. 

Before the 1950s, when project management and risk management were regarded as a 

single discipline, Henry Gantt developed the Gantt Chart in 1917 which became the 

most common tool for project risk management. Fayol (1949) later synthesised the 

fourteen principles of management and the five functions of a manager, a scientific 

management framework that became widely used within project risk management. In 

1950, the critical path method, project evaluation and review techniques were devised 

as a risk management method. In 1962, the work breakdown structure (WBS) was 

invented through project evaluations and review techniques (DOD et al., 1962). In 

1980, constraints theory was developed to improve the Critical Path method (Goldratt, 

1990). Barnes (1983) first modelled risk in terms of probability and impact (P–I). 

Around 1985, fuzzy sets theory (FST) was introduced to address subjectivity within 

the evaluation of construction-related risks. By 1990, the analytical hierarchy process 

(AHP) had been widely adopted within the risk management process, replacing 

Project Evaluation and Review Techniques (Mustafa et al., 1991). After 1997, 

Goldratt (1997) developed the concept of the critical chain which could provide a 

rigid project schedule for a given project. 

Since 2000, with the development of computer technology, personal computing has 

become a preferred tool for the modelling and assessment of construction risk. 

Decision support systems (DSS) were first used for risk assessment during this period. 

In the meantime, FST and AHP became the predominant approaches to solving the 

complex problem of risk management (Taroun, 2014). The disadvantages of P-I have 
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since been exposed in that excessive streamlining of risk probability and impact 

estimates increase the level of unnecessary uncertainty (Chapman et al., 2000). Hastak 

et al. (2000) tried to combine AHP and P-I to develop a risk management model. 

However, the method was still overly simplistic for risk management. Tah et al. (2000) 

accessed FST and P-I through specifying ranges instead of single scores, but this 

solution might not serve as an appropriate choice for every project. Ward et al. (2003) 

suggested using the term project uncertainty management instead of project risk 

management. Jannadi et al. (2003) developed the Risk Assessor Model that defines 

risk from three angles: risk probability of occurrence, severity of impact, and 

exposure to hazards. Choi et al. (2004) integrated FST and DSS for underground 

construction project risk management, enabling managers to handle different types of 

risk through frequencies and subjective judgements. 

After 2005, the sharp increase in the number of risk management issues marked the 

growing demand for suitable risk management approaches. For example, Cervone 

(2006) developed a new risk management model which intimated that risk 

discrimination should also be involved. Under this P-I risk analysis approach, risks 

are deemed to be independent of their environment, which is not the case in the 

context of a project. Nieto-Morote et al. (2011) considered a similar idea for risk 

interdependency issues. Dikmen et al. (2007) addressed the issue that risk 

manageability, or ‘controllability’, should also be brought into the P-I model. Zeng et 

al. (2007) suggested that the P-I model should add another factor index, one which 

reflects the surrounding environment and the influences arising between the identified 

risks. Other methodologies offered different forms of improvement. Zhang et al. 

(2007) combined the strengths of FST and AHP for assessing risks in joint venture 

construction projects in China. However, the limitations of FST and AHP do not 

necessarily overcome this challenge. New risk management models have since been 

developed. Zayed et al. (2008) proposed a risk model that computed the risk level of 

the project to prioritise a given set of projects, identifying the risks at both the macro- 

and micro levels, wherein the multiplier number is the project risk. The improvement 
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in machine learning approaches reinforced such improvements to the risk 

management method. In 2009, the Bayesian Belief Network (BBN) was first used in 

risk management. It models  the relationships arising between the risks in causing 

delays to the project and quantifies the likelihood of a delay in construction (Kim et 

al., 2009).  

2.6.3 Risk management in construction background 

Risk did not appear in the construction literature until the 1960s. Before the 1970s, 

most risk analysis processes employed statistical methods instead of Monte Carlo 

Simulations (Edwards et al., 1998). After project risk management became an 

essential element of project management in the late 1970s, most construction sites 

began to view risk management as being independent management of the project.  

Nowadays, the risk literature shows that many methods are available to treat risk at an 

early stage. Risk management could entail both time and cost savings for the project. 

However, the degree of risk management implementation in small projects was still 

relatively low, so risk management was more likely to be applied to those projects 

with higher costs (Hwang et al., 2014). The reason for this is that managing smaller 

projects may cost a premium and, when compared with the project duration, it is not a 

cost-effective solution (Griffith et al., 1998). Risk management in construction project 

plays an important role irrespective of measure, activity, and organisation (Kumar et 

al., 2021). This results that construction risk management requiring a comprehensive 

risk framework to identify, analyse, evaluate, and control the risks (X. Zhang et al., 

2020). 

2.7 Risk management definition 

2.7.1 Risk management situation 

Cooper (2004) defined risk management in terms of the culture, processes and 

structures that aim to realise opportunities while managing negative impacts. The 

Project Management Institute differentiated project management into integration, 

scope, time, cost, quality, human resources, communications, risk, procurement and 

stakeholders. Thus, risk management is considered to be one of the ten designated 
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project management areas (PMI, 2017). Zou et al. (2007) alternatively defined risk 

management as identifying, analysing and dealing with risk to achieve the project 

objectives without the negative impacts of risk. BSI (2008) presented risk 

management as a process. In this process, the risk can be accepted, or choose response 

method to mitigate probability or impact of risk. Risk management could improve the 

decision-making outcome (Mills, 2001), help the projects to be completed on time 

(Rashed, 2005), and keep costs within the agreed budget (Klemetti, 2006a). Akintoye 

et al. (1997) pointed out that many industries have since recognised the increasing 

importance of risk management and of developing risk management departments to 

control risk. However, risk management in construction projects only applied a simple 

approach which was unsuitable for quality project management (Serpella et al., 2014). 

The risk manager could, in theory, define all internal, external and project risks if the 

information was available. Unfortunately, it is impossible to obtain every detail for a 

given project. Also, the lack of time is another impediment to risk management 

(Tchankova, 2002). Not all the variables of the project can be defined and, during the 

project life cycle, new variables may be found or their probability may change (Jaafari, 

2001). Another problem that should be considered to determine what the project’s 

risks are and how they should be prioritised (Serpella et al., 2014). 

2.7.2 Risk management definition  

Project management should be viewed as a continuous process rather than as a 

planning tool, with a focus on actual performance rather than compliance with 

schedule, scope, quality and budget (Perminova et al., 2008). Where it differs from 

project management is that risk management is usually described as being a process 

applied to a respective function (Olsson, 2007). It should be clear that it is impossible 

to gather all the relevant information and develop a comprehensive risk management 

plan. In this case, most risk management plans should remain open to change and seek 

to minimise the impacts on project objectives (Jaafari, 2001). As such, each project 

should consider all the risks and have a solution for each of them. 

Risk management has been defined by many international and national-level 
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standards. The definition of risk management in the standards was found in varying 

terminologies. Table 2.4 presents the risk management definition from the standards. 

Table 2.4: Risk definition divided from standards 

DOCUMENT DEFINITION KEYWORDS 

ISO 31000:2018 

(ISO, 2018b) 

Coordinated activities to direct and 

control an organization with regard to 

risk 

Coordinated activities, 

direct, control. 

BS EN ISO 

14971:2019 

(BSI, 2014) 

Systematic application of management 

policies, procedures, and practices to 

the tasks of analysing, evaluating, 

controlling and monitoring risk. 

Systematic, 

management, 

procedures, practices, 

identify, analyse, 

evaluate, monitor. 

ANSI/ASSP 

Z690 (ASSP, 

2011) 

Coordinated activities to direct and 

control an organization with regard to 

risk. 

Coordinated activities, 

direct, control. 

CAN/CSA-

Q850-97 

(R2009) (CSA, 

2009a) 

The systematic application of 

management policies, procedures, and 

practices to the tasks of analysing, 

evaluating, controlling, and 

communicating about risk issues 

Systematic, 

management, 

procedures, practices, 

identify, analyse, 

evaluate, monitor. 

GB/T 23694-

2013 (SAC, 

2013) 

Guide and control the coordination 

activities of the organization with 

regard to risk. 

Coordinated activities, 

control 

The professional bodies or societies also have a definition for risk management. Table 

2.5 presents the risk management definition from the professional bodies or societies. 

Table 2.5: Risk definition divided from societies 

INSTITUTION DEFINITION KEYWORDS 

APM (APM, 

2018) 

Risk management is focused on 

anticipating what might not go to plan 

and putting in place actions to reduce 

uncertainty to a tolerable level. 

Plan, reduce, 

uncertainty 

PMI (PMI, 

2009) 

The process concerned with conducting 

risk management planning, identification, 

analysis, responses, and monitoring and 

control on a project 

Process, plan, identify, 

analyse, response, 

monitor, control 

ICE (ICE, 2020) 

The process to identify, evaluate and 

mitigate risks to increase the project's 

likelihood of success. 

Process, identify, 

evaluate, mitigate 

AIPM (AIPM, 

2021) 

The processes concerned with 

identifying, analysing and minimising the 

consequences of adverse events. The risk 

Process, identify, 

analyse, 

consequences, review, 
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management process is completed 

through review of the plan and recording 

of lessons learnt 

record 

PMRC (PMRC, 

2002) 

The process concerned with conducting 

risk management planning, identification, 

analysis, responses, and monitoring and 

control on a project. 

Process, plan, identify, 

analyse, response, 

monitor, control 

Risk management is defined as a process that can identify risks and analyse them. By 

using a suitable method and presenting the appropriate response to eliminate or reduce 

a given risk, the potential success of a project and its objectives can be augmented 

(Taylor et al., 1997). The primary goal of project risk management is thus to identify, 

evaluate and control the risks pertaining to project success (Lee et al., 2009). Risk 

management has thus become an integral part of an organisation's activities, as it can 

help an organisation to maintain a project and its aims directly and efficiently. Risk 

management is thus a continuous process that is directly linked to changes both inside 

and outside the organisation (Tchankova, 2002). Risk management mainly considers 

how the risk may cause effects and how to reduce the adverse effects (Flanagan et al., 

1993). Risk management is a process through which to ensure that a project can be 

completed within its agreed constraints (Clark et al., 1990). The purpose of risk 

management is thus to quantify previously identified unwanted random factors, 

determine their potential impact on the time and costs of a building project, and then 

find solutions to reduce or avoid these factors (Skorupka, 2008).  

In Chinese articles, there are also presented definition for risk management. M. He et 

al. (2021) defined risk management as a process to reduce risk negative influence for 

the project objective. Zheng (2021) presented risk management main focus on how to 

keep the time, cost, and quality of the project consistent with expectations. Yang 

(2021) emphasized the importance of risk management in construction project.  

2.8 Risk management process 

Risk management is defined as a continuous process, all the stages of the project 

should be considered during the risk management process (Veryzer Jr, 1998). During 

the construction project life cycle, it is necessary to analyse the risks for the whole 

process, and present a solution to respond to the risks. The construction project 
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manager is required to realise the project and decrease the level of uncertainty 

inherent within the project. Thus, risk management should be considered concurrently 

with project management. 

The risk management process has been defined by many articles. Risk management 

consists of three phases (Buchan, 1994): 

1. Risk identification: recognising and documenting associated risks.  

2. Risk assessment: examining the identified risks; refining the description of the 

risks; and estimating their respective probabilities and impacts.  

3. Risk response: identifying, evaluating, selecting, and implementing actions in 

order to reduce the likelihood of occurrence of risk events and/or lower the 

negative impact of those risks. 

Risk management process includes seven main steps (ISO, 2009a):  

1. Risk planning. 

2. Risk identification. 

3. Risk assessment (qualitative and quantitative). 

4. Risk analysis. 

5. Risk response. 

6. Risk monitoring. 

7. Recording the risk management process. 

Through the Project Management Institute (PMI, 2017), the PMBOK has been 

developed which consists of the six risk management processes:  

1. Plan risk management. 

2. Identify risks. 

3. Perform qualitative risk analysis. 

4. Perform quantitative risk analysis.  

5. Plan risk responses. 

6. Monitor and control risks.  

According to Perry (1985), the risk management process comprises three phases: 

1. Risk identification. 
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2. Risk analysis. 

3. Risk response. 

Kliem et al. (1997) divided the risk management process into four phases: 

1. Risk identification. 

2. Risk analysis. 

3. Risk control. 

4. Risk reporting. 

Ponniah et al. (1998) divided the risk management process into five phases: 

1. Risk identification. 

2. Risk estimation. 

3. Risk evaluation. 

4. Risk response. 

5. Risk monitoring. 

Hallikas et al. (2004) divided risk management into four phases: 

1. Risk identification. 

2. Risk assessment. 

3. Decision and implementation of risk management actions. 

4. Risk monitoring. 

Schieg (2006) identified six different phases for risk management: 

1. Identifying risks. 

2. Analysing risks. 

3. Assessing risks. 

4. Controlling risks. 

5. Controlling goals. 

Tummala et al. (2011) divided risk management into six phases: 

1. Risk identification. 

2. Risk measurement. 

3. Risk assessment. 

4. Risk evaluation. 
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5. Risk mitigation & contingency plans. 

6. Risk control & monitoring. 

As concluded from the preceding articles, the risk management process can be divided 

into four phases for the purposes of this research: 

1. Risk Identification. 

2. Risk assessment. 

3. Risk analysis. 

4. Risk response. 

2.9 Risk management benefit 

Risk management could serve to improve the quality of cost estimation and decision-

making (Mills, 2001), helping projects to be completed on time and within budget 

(Rashed, 2005), lowering transaction costs and facilitating better risk allocation 

(Klemetti, 2006b). 

Risk management may though require additional time and cost to complete the project. 

However, the cost and time savings were higher than the improvement in quality. 

Some organisations may ignore the potential benefits of risk management and instead 

emphasise the costs involved in the process. Actually, the implementation of risk 

management in small projects would bring more in the way of benefits than costs in 

the long-term (Hwang et al., 2014). 

In construction projects, the main achievement is the triangle of money, time, and 

quality (Rwelamila et al., 1995). Unmitigated risk could adversely influence the 

project causing a failure to deliver in relation to this triangle. Risk management thus 

provides both a forecast and a solution for project uncertainty. This process provides a 

clear outcome for the project manager through which to understand the influence of 

uncertainty.  

2.10 Chapter summary  

Based on the articles presented above, risk type identification is presented in Table 2.6.  

Table 2.6: Identification of risk types 

LITERATURE RISK RISK GROUP 
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TYPE 

Mustafa et al. 

(1991) 
 

Acts of God risks, physical risks, financial and 

economic risks, political and environmental risks, 

design risks, job site-related risks. 

El-Sayegh (2008) 

Internal 

risk 

Owners, designers, contractors, sub-contractors, 

suppliers. 

External 

risk 
Political, social & cultural, economic, natural, other. 

Renault et al. 

(2016) 
 

Design, physical, logistical, legal, environmental, 

construction, management, cultural, financial, 

political. 

El-Sayegh et al. 

(2018) 
 

Management risks, technical risks, green team 

(stakeholders) risks, green materials and technology 

risks, regulatory and economic risks. 

Zavadskas et al. 

(2010) 

Internal 

risk 

 

Resource risk, project member risk, construction 

site risk, documents and information risk. 

External 

risk 

 

Political risk, economic risk, social risk, weather 

risk. 

Project 

risk 

Time risk, cost risk, work quality, construction risk, 

technological risk. 

Table 2.6 shows that most articles have presented construction project risks in terms 

of internal, external, and project factors. Although some articles did not classify the 

types of risk, some risk groups such as cost, political, and design were commonly 

identified within the different articles. Thus, this research has categorised risk into 

three types: 

1. Internal risk: risk as affected by project participants. 

2. Project risk: risk arising in the project process. 

3. External risk: risk caused by other factors that cannot be controlled. 

Based on the articles presented above, risk management process identification is 

presented in Table 2.7: 

Table 2.7: Risk management process identification 

LITERATURE RISK MANAGEMENT PROCESS 

Buchan (1994) 

⚫ Risk identification. 

⚫ Risk assessment. 

⚫ Risk response. 

ISO (2009a) 

⚫ Risk planning. 

⚫ Risk identification. 

⚫ Risk assessment (qualitative and quantitative). 



66 

 

⚫ Risk analysis. 

⚫ Risk response. 

⚫ Risk monitoring. 

⚫ Recording the risk management process. 

PMI (2017) 

⚫ Plan risk management. 

⚫ Identify risks. 

⚫ Perform qualitative risk analysis. 

⚫ Perform quantitative risk analysis. 

⚫ Plan risk responses. 

⚫ Monitor and control risks. 

Perry (1985) 

⚫ Risk identification. 

⚫ Risk analysis. 

⚫ Risk response. 

Kliem et al. 

(1997) 

⚫ Risk identification. 

⚫ Risk analysis. 

⚫ Risk control. 

⚫ Risk reporting. 

Ponniah et al. 

(1998) 

⚫ Risk identification. 

⚫ Risk estimation. 

⚫ Risk evaluation. 

⚫ Risk response. 

⚫ Risk monitoring 

Hallikas et al. 

(2004) 

⚫ Risk identification. 

⚫ Risk assessment. 

⚫ Decision and implementation of risk management actions. 

⚫ Risk monitoring. 

Schieg (2006) 

⚫ Identifying risks. 

⚫ Analysing risks. 

⚫ Assessing risks. 

⚫ Controlling risks. 

⚫ Controlling goals. 

Tummala et al. 

(2011) 

⚫ Risk identification. 

⚫ Risk measurement. 

⚫ Risk assessment. 

⚫ Risk evaluation. 

⚫ Risk mitigation & contingency plans. 

⚫ Risk control & monitoring. 

Table 2.7 presents the identification of risk, its assessment, analysis (or evaluation), 

and response (or control) within the risk management process as identified by most 

articles. Accordingly, for the purposes of this research have divided risk management 

into four processes: 
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1. Risk identification: to identify the risk inherent in the project. 

2. Risk assessment: to assess the risk and explain how it occurs. 

3. Risk analysis: to analyse how risk influences the project. 

4. Risk response: to respond to the risk to reduce its negative influence. 

This chapter includes two major parts: risk and risk management. 

The first part of this chapter introduced the concepts of risk, including its history and 

background, before identifying its behaviours. Risk would necessarily cause project 

delay if it arises. Compared with uncertainty, hazard and opportunity, risk presents a 

unique feature that should be considered. However, the current practice shows that the 

risk classification process remains unclear, and thus it is necessary to understand how 

risk is managed within the construction process. 

The second part of this chapter covered the background and definitions of risk 

management. It divided risk management into its identification, assessment, analysis, 

and appropriate response. Risk could objectively cause project delay, in which case 

the potential risk sources should be identified. It is necessary to assess the risk 

probability and impact of each and every risk factor. In order to mitigate risk, the risk 

response method selected should combine the project objectives so as to minimise its 

negative influences. The benefits of risk management are presented to show that it is 

necessary to manage risk in a given project, and therefore risk management forms an 

integral part of project management and cannot be viewed as a separate entity. 

However, which method can be used in the risk management process and the 

advantage and disadvantage of each method is still unclear. In that case, the next 

chapter will explain the detail of how to manage risk. 
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CHAPTER 3 -  RISK MANAGEMENT 

METHODS 

3.1 Introduction 

This chapter highlights the related research that explains various approaches to risk 

management. By dividing risk management into four processes, namely risk 

identification, risk assessment, risk analysis, and risk response, it is possible to assign 

a process to each that may include one or more of several quantitative or qualitative 

methods. The explanation for each method is provided in this chapter. 

3.2 Risk identification definition 

Risk identification determines what could go wrong within the development process 

of a project. The process must include an investigation of all potential sources of 

project risk and the influences of those risks. It is important to have a risk 

identification approach, as the rest of the steps may only be performed on the potential 

risks identified (Nieto-Morote et al., 2011). During the project life cycle, the risk may 

evolve or new risks may become known, which means that risk identification is an 

iterative process. Different projects have different iteration frequencies during each 

cycle.  

Risk identification is the first step for risk management (Baker et al., 1998). For risk 

identification, a list of significant risk factors that influence the particular project 

should be developed during this process. In order to develop the list, the risk factors, 

the sources of the risk factors, and the potential effect of the risk factors. However, 

risk identification is influenced by external influences, such as educational 

background, practical experience, an individual's cognitive characteristics, the 

availability of information, peer group influence, etc. (Ritchie et al., 1993). Most risk 

identification methodologies revolve around a particular mathematical model, which 

sometimes causes the risk identification process to exclude human or social 

phenomena (Warner, 1992). Risk identification requires the cooperation of all parties 

in the project  (Suharyanto et al., 2020). 
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According to Tchankova (2002), the risk management process includes risk 

identification, assessment, analysis and response. If done properly, this ensures 

efficient risk management. Therefore, risk identification needs to be seen more 

broadly and not merely in terms of what can be insured or mitigated (Tchankova, 

2002). It should begin with the basic questions: 

1. How can project resources be threatened? 

2. What adverse effects can prevent the project from achieving its goals? 

3. What favourable possibility can be revealed? 

3.3 Risk identification method  

The risk identification method includes but not limited to: brainstorming, interviewing, 

checklists, Structured ‘What-if’ Technique (SWIFT), scenario analysis, fault tree 

analysis (FTA), bow tie analysis, and direct observations. 

3.3.1 Brainstorming 

Raz et al. (2001) identified that brainstorming is the most frequently used tool. 

Akintoye et al. (1997) agreed with this opinion and pointed out that intuition, 

judgement and experience are the most frequently used assets in risk assessment. 

Brainstorming is a term borrowed from enterprise management and is not specifically 

designed for risk management. The brainstorming process consists of redefining the 

problem, generating ideas, identifying possible solutions, developing them and 

conducting evaluations. Brainstorming is a method that asks its participants to discuss 

possible sources of risk within the project, how to identify the risk factors, and how to 

solve these risks within an open discussion environment (Smith et al., 2009). 

Brainstorming requires the high skill of the practitioners to identify the risks(Kobo-

Greenhut et al., 2019). 

In the early 1950s, Osborn (1963) presented brainstorming as a problem solving 

method, as this method could yield a much greater number of ideas in a shorter time. 

Osborn (1963) argued that the effectiveness of brainstorming requires two essential 

components. The first is group thinking which is deemed more productive than 

individual thinking, and the second is the avoidance of criticism to improve the 
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production of ideas.  

For the first component, the generation of more ideas by group activity as opposed to 

individuals occurs as the free associations are more frequent within the group setting. 

Social facilitation can be found within the process, as other group members’ 

suggestions can elicit further ideas. For the second component, all suggestions made 

should be reinforced and criticisms should be suppressed as this could result in yet 

more suggestions. Osborn (1963) explained that the deferment of judgement is the 

essence of group brainstorming. The basis of suspended judgement is the deliberate 

alteration of the thought process. In other words, one should turn on his valuing mind 

at one time and his creative mind at another, instead of trying to think both critically 

and imaginatively at the same time. 

Two problems may occur in the brainstorming method. The first is that some 

participants may be very authoritarian and have domineering personalities, forcing the 

group to change the process of ideation. The second is that the number of participants 

may be incorrect, in that a small group may result in few suggestions while a large 

group may become inefficient and consume too much time. 

3.3.2 Interview 

The aim of the interview is to record and analyse the answers to questions. The 

interview consists of answering the developed questions and discussing the issues 

involved (Carter et al., 1994). The structured interview asks the participant to answer 

the question from certain options. The unstructured interview allows the participant to 

answer the question freely. There are two primary forms of interview: one-to-one and 

several-to-one. The one-to-one interview comprises one interviewer and one 

interviewee and may help to understand each aspect of risk at a deeper level. The 

several-to-one interview comprises one interviewer and several interviewees and can 

understand the knowledge of participants from several angles. The problem of the 

interview method is that it is very time consuming, as each interview takes time and 

their results have to be systematised and analysed. Accordingly, unduly confusing 

questions must be avoided and the questions should be well-structured so as to glean 
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more effective feedback from the interviewees (Chapman, 2001).  

3.3.3 Checklist 

The checklist is developed by listing items, steps, or tasks required for the project and 

then analysing this against selection criteria to determine if the procedure is 

completed correctly. Historical information or experience from previous projects 

should be considered during the checklist development process (Safeopedia, 2018). 

The checklist is analysed to determine the risks inherent within a particular project 

management plan. The checklist is usually developed based on prior knowledge 

gained from previous projects which were similar in nature to the pending project and 

historiographical information (PMI, 2017). The benefits of the checklist are 

appropriate for team members with lower experience. However, building an 

exhaustive checklist can be challenging as projects, each project has unique and 

different risks. If the checklist is not suitable for the project, the team members to 

review and prune the checklist. Lastly, the checklist should be reviewed during the 

closure of the project to improve future projects by incorporating valuable lessons 

learned (PMI, 2017). 

However, the checklist approach has a number of potentially serious disadvantages 

according to Chapman (Chapman et al., 2003):  

1. Important interdependencies between sources are not readily highlighted. 

2. A list, particularly a long one, provides limited guidance as to the relative 

importance of individual sources. 

3. Individual entries may encompass a number of important, separate sources 

implicitly. 

4. Sources not on the list are likely to be ignored. 

5. The list of sources may be more appropriate for some projects than others. 

6. Individual sources may be described in insufficient detail to avoid ambiguity 

and varying interpretations. 

7. A checklist presents an overly simplistic view of the potential effects of 

individual sources. 
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8. A checklist does not encourage the development of a more sophisticated 

attitude towards assessing and quantifying uncertainty. 

3.3.4 Structured ‘What-if’ Technique (SWIFT)   

The structured what-if technique (SWIFT) is a risk identification approach which 

employs structured brainstorming with the use of such pre-developed guide words as 

timing or amount, combined with similar phrases like ‘What if. . .’ or ‘How could. . .’  

The participants may proceed to examine risk and hazard in the project (Card et al., 

2012). 

It is important to assemble the right team and to find suitable participants for the 

SWIFT method, as it is a workshop-based technique wherein participants may pose 

potential risks. Thus, the participants should encompass the representation of all 

stakeholder groups and those people who have the most intimate knowledge of the 

project. SWIFT is dependent on utilising the participants’ knowledge of the systems 

and processes being assessed. Using SWIFT not only helps to identify the risk, but 

also helps the participants to enhance their commitment to both new and pre-existing 

risk controls (ISO, 2009b). 

12 procedures are presented for using SWIFT in risk management (Card et al., 2012): 

1. Prepare the guide word: The facilitator should select a set of guide words to be 

used in the SWIFT analysis. 

2. Assemble the team: Participants for the SWIFT workshop should be selected 

based on their knowledge of the system and/or process. 

3. Background: Describe the trigger word for the SWIFT. 

4. Articulate the purpose: Clearly explain the purpose to be served by the SWIFT. 

5. Define the requirements: Articulate the criteria for success. 

6. Describe the system: Provide high-level contextual and graphical descriptions 

of the system or process to be risk assessed. Do not get bogged down in detail. 

7. Identify the risks/hazards: This is where the SWIFT is applied. Use the guide 

words/headings allocated to each system, high-level subsystem, or process 

step in turn. Participants should use prompts starting with phrases like “What 
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if…” or “How could…” to elicit potential risks/hazards associated with the 

guide word. 

8. Assess the risks: With the use of either a generic approach or a supporting risk 

analysis technique, estimate the risk associated with the identified hazards. In 

light of existing controls, assess the likelihood that they could lead to harm 

and also the severity of harm that they might cause. Evaluate the acceptability 

of these risk levels and identify any aspects of the system that may require a 

more detailed risk identification and analysis. 

9. Propose actions: Propose risk control action plans to reduce the identified risks 

to an acceptable level. 

10. Review the process: Determine if the SWIFT met its objectives or whether a 

more detailed risk assessment is required for some parts of the system. 

11. Overview: Produce a brief overview document to communicate the results of 

the SWIFT analysis. 

12. Additional risk assessment: Conduct additional risk assessments using more 

detailed or quantitative techniques, if so required. 

3.3.5  Scenario analysis 

Scenario analysis could support the entire strategic management process, enclosing 

aspects as varied as the generation of options, the building of consensus or even the 

process of strategy implementation (Van der Heijden, 2011). 

Ringland et al. (1998) defined the process for scenario analysis as follows: 

1. Identify focal issue or decision. 

2. Key forces in the local environment. 

3. Driving forces. 

4. Ranking by importance and uncertainty. 

5. Selecting the scenario logics. 

6. Fleshing out the scenarios. 

7. Implications for strategy. 

8. Selection of leading indicators and signposts. 
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9. Feed the scenarios back to those consulted. 

10. Discuss the strategic options. 

11. Agree the implementation plan. 

12. Publicise the scenarios. 

Mietzner et al. (2005) defined the advantages of scenario analysis: 

1. The strength of scenarios is that they do not describe just one future, but that 

several realisable or desirable futures are placed side by side. 

2. Scenarios open up the mind to hitherto unimaginable possibilities and 

challenge the long-held internal beliefs of an organisation. 

3. Scenarios are an appropriate way to recognise ‘weak signals’, technological 

discontinuities or disruptive events and include them into long-range planning. 

4. Scenarios can lead to the creation of a common language for dealing with 

strategic issues by opening up a strategic conversation within an organisation. 

5. During the scenario process the aims, opportunities, risks, and strategies are 

shared between the participants which support the coordination and 

implementation of actions. 

6. The ways of building a scenario are very flexible and can be adjusted to the 

specific task/situation at hand. 

However, Mietzner et al. (2005) also introduced the disadvantages for scenario 

analysis: 

1. The practice of scenario analysis is very time-consuming. 

2. A more qualitative approach has to place a strong emphasis on the selection of 

suitable participants/experts and, in practice, this could not be an easy task to 

fulfil. 

3. Data and information from different sources have to be collected and 

interpreted which makes scenario building even more time-consuming. 

4. It could be difficult not to focus on black and white scenarios or the most 

likely scenario (wishful thinking) during the scenario-building process. 

3.3.6  Fault tree analysis (FTA) 
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In 1961, Fault tree analysis (FTA) was first developed by H. A. Watson of Bell 

Telephone Laboratories to study the Minuteman missile launch control system for the 

US air force (Lee et al., 1985). Then FTA was adopted by the nuclear power plant 

industry to qualify and quantify the hazards and risks involved in nuclear power 

generation (Baig et al., 2013). FTA is basically a cause-and-effect analysis which 

breaks down potential project failure into one or more failings at the lower levels. The 

fundamental concept of FTA is to translate a physical system into a structured logic 

diagram. One specified top event is caused by a certain sequence of basic events. The 

FTA is a deductive procedure for determining combinations of component failures and 

human errors, which may in turn lead to the occurrence of system-specific adverse 

events (Gupta et al., 2007). 

In order to construct an FTA, the process normally begins with the top event and 

proceeds in a top-down manner (Harms-Ringdahl, 2003). The AND-gate and OR-

gates are used to provide logical connections between the basic events. The fault tree 

symbol OR-gate, which is equivalent to the Boolean symbol ‘+’ represents the union 

of the events attached to the gate. One or more of the input events must occur to cause 

the event above the OR-gate to occur. The fault tree symbol AND-gate which is 

equivalent to the Boolean symbol ‘•’ represents the intersection of the events attached 

to the gate. All of the input events attached to the AND-gate must exist in order for the 

event above the gate to occur  

Eight procedures are presented for using FTA in risk management (Ayyub, 2014), as 

follows: 

1. Define the system of interest: the boundaries of interest are defined in this step 

on which analysis is to be made along with the conditions of the system. 

2. Define the top event of the system: Specify the problem on which the analysis 

will be based such as shutdown, pipe rupture etc.  

3. Define tree top Structure: Define the events and the conditions that lead to the 

top event.  
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4. Explore each branch in successive levels of detail: Determine the events and 

conditions that lead to the intermediate event and keep repeating this process 

at different successive levels unless the fault tree is completed.  

5. Solve the fault tree for the combination of events contributing to the top event: 

Examine all the event and conditions that are necessary for the top event to 

occur and develop a minimal cut set.  

6. Identify important dependent failure potentials and adjust the model 

appropriately: Study the event and find the dependencies amongst the events 

that can cause single or multiple events/conditions to occur simultaneously.  

7. Perform quantitative analysis: Use the past statistical data to evaluate or 

predict the future performance of the system.  

8. Use the results in decision making: Find the conditions in which the system is 

at greatest potential hazard and place appropriate measures and 

recommendations to counter such risks. 

The advantages of using FTA are that it starts from a top event which enables risk 

management to focus on the event. However, it is hard to get the failure data for all 

the eventualities within the fault tree, which may lower the credibility of the analysis 

(Baig et al., 2013). 

3.3.7  Bow tie analysis. 

Bow tie analysis is a graphical approach to representing a complete accident scenario, 

starting from accident causes and ending with its consequences. The left-hand side is 

a fault tree identifying the possible events that might cause the critical event, and the 

right-hand side is an event tree showing the possible consequences of the critical 

event itself based on the failure or success of safety functions. The fault tree and event 

tree are combined by a critical event (Delvosalle et al., 2006). Bow tie is an integrated 

concept which combines both techniques within a common platform, considering the 

top-event and initiating event as being linked to a common event called a critical 

event (Markowski et al., 2009).  

However, the bow-tie analysis requires the probability of input events to be provided 
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as precise crisp data or as defined probability density functions (Markowski et al., 

2009). However, given the variant failure modes, design faults, and poor 

understanding of failure mechanisms, it is hard to obtain crisp data or probability 

density functions for the project (Ferdous et al., 2011).  

3.3.8 Direct observation 

Direct observation is a method by which to observe the project to figure out the 

potential risks or uncertainties. For accurate data, observers should be reliable in 

making the necessary assessment judgments, documenting their findings and 

participating in the analysis. Based on the perceived purpose of study, the 

observability and frequency of events, the observers should adapt their observations 

process accordingly (Catchpole et al., 2017). The process of direct observations 

includes: 

1. An event, or events of interest that need to occur in the presence of the 

observer. 

2. They need to be detected by the observer. 

3. They need to be recorded. 

4. It will usually need to be classified either immediately or post-hoc. 

5. Then analysed in order to reach a higher level of understanding. 

One problem arising is that, although observers are treated as the instrument of 

detection during the direct observation process, the subjectivity of observers may 

respond to social and situational factors that may, in turn, affect the quality of the 

observations. In order to reduce such biases, critiques of observational data after 

observation are suitable which may be achieved by asking participants to share their 

views of the observed behaviours. Another problem is that the noise of an event may 

disturb the observation process. The clearer the ability of the observer to detect signal 

from noise, the more risk and uncertainty that can be detected.  

3.4 Risk assessment definition 

Differing from risk identification, risk assessment is a process by which to record the 

risks and explain the risk factors. This process requires the recording of the risks and 
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assigning each risk a brief description to ensure that it is clearly understood. After the 

risks have been described and descripted, each should be classified by category 

according to the risk source (Taylan et al., 2014). After risk identification, risk 

assessment provides both quantitative and qualitative assessment for each risk factor 

addressed (Lyu et al., 2020). The risk assessment could identify possible hazards, 

analyse the causes and consequences of the hazards, or describe risk with a proper 

representation of uncertainties. By making assumptions and simplifications, collecting 

and analysing data, and developing and using models, risk factors can be presented 

within the risk assessment process (Zio, 2018). It should be clear that risk assessment 

is treated as a scientific activity limited only by the available knowledge and the 

uncertainty inherent in risk, with the outcomes of risk assessment being one type of 

input, but never the sole basis for decision making (NRC, 1983). 

Based on risk assessment, there may be four types of accident events or scenarios in 

the project (Flage et al., 2015): 

1. Unknown-unknown: Identifies those events and scenarios that were unknown 

to everyone at the time of the risk assessment. 

2. Unknown-known: Indicates those events and scenarios unknown to the risk 

analysts performing the assessment, but known to someone else. 

3. Known-unknown: Identifies those situations of awareness in which the 

background knowledge is weak, but there are indications or justified beliefs 

that a new, hitherto unknown type of event or scenario (new in the context of 

the activity posing the risk) could occur in the future. 

4. Known-known: Indicates those events and scenarios that are known to the 

analysts performing the risk assessment, and for which evidence exists. 

Risk assessment is a method of systematic and structured effort through which to 

organise the knowledge available in those events, processes and scenarios that affect 

specific decisions in the management of risk. Risk assessment provides the framework 

for organising available knowledge within the system, to aid understanding of how the 

system can fail and to prioritise failure modes so that good decisions can be made 
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(Flage et al., 2015). The risk manager could use risk assessment to understand the 

potential magnitude of entry, establishment, spread and impact as well as the 

effectiveness of risk management options, and thereby establish the risk management 

decision (Health et al., 2018). 

3.5 Risk assessment qualitative method 

The risk assessment qualitative method includes but not limited to: brainstorming (see 

chapter 3.3.1), interview (see chapter 3.3.2), expert elicitation, Delphi method, SWOT 

analysis, Probability and Impact (P-I), Structured “What-if” Technique (SWIFT) (see 

chapter 3.3.4), and fault tree analysis (FTA) (see chapter 3.3.6). 

3.5.1 Expert elicitation  

By using expert elicitation, the participants' knowledge and experience about earlier 

projects could help to identify potential risk factors (Carter et al., 1994). Expert 

elicitation has been used to discern risk ranking, uncertainty and risk management 

options (Larkin et al., 2019). Self‐elicitation or interviewer‐elicitation can be chosen 

to obtain expert beliefs for expert elicitation. For self‐elicitation, the participants 

estimate risk either alone or within a group. For interviewer‐elicitation, an interviewer 

should participate to estimate risk either alone or within a group. Generally, weighted 

aggregates of subjective individual estimates are more accurate than the individual 

estimates that comprise the aggregates (Ashton et al., 1985). Although expert 

elicitation may not expose all risks, it could find risk in the early stage of project. The 

advantage of expert elicitation is that the participants could explain how risk could be 

solved.  

3.5.2 Delphi method 

In the early 1950s, the Delphi method was developed by the Rand Corporation for the 

US Air Force. This method is used to gather expert opinion (Robinson John, 1991). 

The Delphi method is a group communication process in which the group is treated as 

a whole in order to deal with complex problems. The Delphi method provides a series 

of intensive questionnaires for a group of experts to elicit a more reliable consensus 

(Linstone et al., 1975). The Delphi method is commonly used by academic 
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researchers in the field of construction engineering and management (Gunduz et al., 

2020). The Delphi method has three salient features: anonymity, iteration with 

controlled feedback, and statistical response (Dickey et al., 1978). The process of the 

Delphi method is that the participants remain unknown to one another and respond to 

a series of questionnaires and then, based on the new information gathered from the 

participants in each round, the participants can modify the feedback. After several 

iterations, the results can represent the best forecast from the participants (Corotis et 

al., 1981). 

The advantage of the Delphi method is that it solves the problem that some 

participants have strong personalities during the interview process which, in turn, 

reduces the chances of others to provide an opinion. Another advantage is that it can 

highlight topics of concern and evaluate uncertainty in the project (Robinson John, 

1991). Although the group view has a higher probability of being correct than that of 

an individual, its success depends principally on the careful selection of the 

component and the formulation of questions. The major difficulties of Delphi, 

however, lie in maintaining the high level of responsivity and in reaching and 

implementing a consensus (Robinson John, 1991). The disadvantage of this method is 

that it can be very time-consuming.   

3.5.3 SWOT analysis 

A Strengths, Weaknesses, Opportunities and Threats (SWOT) analysis is a commonly 

used tool for analysing internal and external environments (Wheelen et al., 2017).  

The strategic factors include internal and external environments which are 

summarised within the SWOT analysis. SWOT analysis can be used in the early stage 

of a project and help the strategic planners to develop and adopt a strategy for the 

project.  

Although SWOT analysis can be used in the strategy analysis, it requires further 

consideration, as SWOT analysis only points out the strengths, weaknesses, 

opportunities or threats of the project and it does not consider the most significant 

problem. The fact that a SWOT analysis is based on qualitative analysis and the 
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capabilities and expertise of the participants means that a SWOT analysis only can 

provide an incomplete qualitative examination of internal and external factors. 

3.5.4 Probability and impact (P-I) 

Risk probability and risk impact are random variables with a certain distribution. By 

using the random variable, this statistical method can be used to calculate and 

evaluate the significant risk factor(s). In order to obtain the data for a P-I of risk 

factors, it requires a relevant database about similar past projects. Risk probability is 

the likelihood that a given risk will occur. Risk consequences are the effect on project 

objectives if that risk event occurs. Risk analysis using P-I helps to identify risks that 

need to be managed dynamically (Boyd, 2011). The advantage of P-I includes 

simplicity and it can assess the risk conveniently (Ward, 1999). However, it is hard to 

build a database for risk management, as most P-I definitions are based on the 

participants' experience and knowledge. Although quantitative data would be better 

for statistical analysis, however, it is often impossible to calculate P-I for risk factors, 

rather it is possible only to estimate P-I as being either very high, high, moderate, low 

or very low (Carter et al., 1994).  

3.6 Risk assessment quantitative method 

A quantitative risk assessment method includes but not limited to: questionnaire, 

analytic hierarchy process (AHP), decision support system (DSS), failure mode and 

effects analysis, Bayesian belief network (BBN), and Markov chain analysis. 

3.6.1 Questionnaire  

The questionnaire is a method that always involves a list of questions to collect 

quantitative data from practitioners. Generally a questionnaire uses both open and 

closed questions to obtain data which may be of potential benefit to both qualitative 

and quantitative analyses (Gillham, 2008).  

The advantages of questionnaire include (Gillham, 2008): 

1. An efficient way to collect data. 

2. Utility in collecting information on sensitive matters. 

3. Research efforts are economical. 
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However, the disadvantages of questionnaire include (Gillham, 2008): 

1. Response rates are often low. 

2. They may only provide a snapshot. 

3. They tend to elicit socially desirable responses. 

3.6.2 Analytic hierarchy process (AHP) 

Wind et al. (1980) developed an analytic hierarchy process (AHP) method. For this 

method, the decision problem should first be formulated. Generally, there are three 

levels for AHP, and each element at an equivalent level must be related to some or all 

of the elements within the next higher level. The top level includes the element 

guiding the overall objective of the decision problem; the intermediate level includes 

those elements that affect the decision, and the lowest level includes those elements 

for the decision options. After the hierarchy has been constructed, the relative 

importance of the elements at each level should be determined. From the top level to 

the lowest level, comparing the elements of that level to the level above, several 

square matrices are formed. After the square matrices have been formed, the relative 

weightings for the various elements should be considered. The decision making 

process is based on the weights of the elements throughout the hierarchy (Wind et al., 

1980). 

3.6.3 Decision support system (DSS) 

Decision support systems (DSS) were recently used as a risk management method for 

a complex project (Menzel et al., 2012). DSS provides a computer-based environment 

to solve complex problems. In order to analyse the risk, it is first necessary to gather 

enough data and information to support the DSS as it is an automated system, 

providing all the information required to understand the problem; the possibility of 

exploring the data from different viewpoints; and the possibility of other options. DSS 

uses both the measured data and the knowledge of the participants (Torretta et al., 

2017). 

DSS comprises the following modules (Torretta et al., 2017): 

1. Graphical User Interface. 
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2. Data Base Management System. 

3. Model Base Management System. 

4. Generator of alternatives. 

5. Decision Model – Multi Criteria Decision Aid. 

3.6.4 Failure mode and effects analysis (FMEA) 

Failure mode and effects analysis (FMEA) includes three factors used to identify risk:  

1. Occurrence: The frequency of the risks. 

2. Detectability: The possibility of predicting risks before they occur. 

3. Severity: The seriousness of the risk to the system. 

The three factors are scored using a 10-point scale. The risk priority number is the 

product of the three factors ranking the failure modes. After multiplying the 3 factors, 

the highest risk priority number should be considered to analyse the failures and the 

reasons for this eventuality (Dağsuyu et al., 2016). 

FMEA is a method designed to (Lipol et al., 2011):  

1. Identify potential failure modes for a product or process.  

2. Assess the risk associated with those failure modes and prioritise issues for 

corrective action.  

3. Identify and carry out corrective actions to address the most serious concerns. 

The disadvantage of FMEA includes (Khasha et al., 2013): 

1. Different combinations of occurrence, detectability and severity may lead to 

an identical risk priority number value. However, failure modes with an 

identical risk priority number may correspond to different risk factors. 

2. In traditional FMEA, the occurrence, detectability and severity are assumed to 

be of the same significance. However, in reality, the degree of their 

importance may vary. 

3. RPN is simply calculated by multiplying the three input factors together, and 

the possible indirect relationships between these factors are not considered. 
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4. The three factors used in FMEA calculations do not encompass the entire 

range of causative factors leading to a failure mode, which may include 

mistakes, contradictions, uncertainties and ambiguities. 

3.6.5 Bayesian belief network (BBN) 

Bayesian Belief Networks (BBN) are a method that provides a deeper analysis of the 

interrelationships arising between each risk factor and the risk driver for each risk 

factor (Rechenthin, 2004). BBN becomes a framework by which to reduce the 

disadvantages of human reliability analysis from participants (Groth et al., 2013). The 

framework is presented as a unicycle graph as it only has one direction and cannot 

make up closed cycles. The nodes represent random variables and the arcs represent a 

direct dependency between variables. The arcs’ direction represents the cause and 

effect relation arising between variables (Pereira et al., 2016). 

BBN is based on two structural model components:  

1. A directed acyclic graph that denotes dependencies and independencies 

between the model's constituent variables (Kekolahti, 2011). 

2. Conditional probability tables denoting the strengths of the links in the graph 

(Aguilera et al., 2011).  

3.6.6 Markov analysis 

Markov analysis is a mathematical method by which to analyse risk in a project where 

it is well specified and has strong component dependencies (Diebel et al., 2005). 

Markov analysis presents a system with a number of discrete states with possible 

transitions arising among the states. The states are graphically presented as nodes in a 

directed graph, wherein the edges represent the probabilities of going from one node 

to another. According to the probability distribution, the system transits from its 

current state to the next state (Kwan et al., 2011). 

Hidden Markov Model (HMM) is a finite state machine that has some fixed number 

of states, providing a probabilistic framework for modelling a time series of 

multivariate observations (Hassan et al., 2006). This method is part of a Markov 

analysis which can be treated as Markov chain as viewed through a memoryless noisy 
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channel (Gallager, 1970). 

HMM is characterised by the following (Hassan et al., 2006): 

1. Number of states in the model. 

2. Number of observation symbols. 

3. State transition probabilities. 

4. Observation emission probability distribution that characterizes each state. 

5. Initial state distribution. 

The advantage of HMM includes (Li et al., 2005):  

1. HMM has strong statistical foundation.  

2. It is able to handle new data robustly.  

3. It is computationally efficient in developing and evaluating risk (due to the 

existence of established training algorithms).  

4. It is able to predict similar patterns efficiently.  

3.7 Risk analysis definition 

Risk analysis is a process through which to analyse both the probabilities and 

consequences of risk factors. This process is inspired by thinking in economics 

(Sjöberg, 1980). In construction projects, risk analysis mainly depends on intuition, 

judgement, and experience (Akintoye et al., 1997). Risk analysis can quantify some of 

the identified risk to help the project manager minimize the negative influence (Issa et 

al., 2020). 

Traditionally, a systematic risk analysis process is comprised of three steps (Purdy, 

2010):  

1. Identification of risk scenarios. 

2. Likelihood analysis. 

3. Effect analysis. 

There are 62 accepted methodologies for risk analysis. These methodologies are 

separated into three different phases (Tixier et al., 2002): 

1. An identification phase based on a site description. Such data are necessary to 

develop the processes of the methodologies. 



86 

 

2. An evaluation phase to realise a quantification of the risk. There are two ways 

to lead this; a deterministic approach and/or a probabilistic approach. This 

evaluation gives the previously identified consequences of scenarios and 

enables their impacts on the industrial site or on its vicinity to be taken into 

account. 

3. A hierarchisation phase, which seeks to rank results, is obtained via the two 

previous phases in order to put preponderant risks forward. This phase helps 

us to identify the most important risks and to solve them first. 

For input data, there are seven defined types (Tixier et al., 2002): 

1. Plans or diagrams: the description of the site, installation, units, fluid networks, 

safety barriers and storage. 

2. Process and reactions: operations and tasks description, physical and chemical 

features of process, kinetic and calorimetric parameters, operating conditions 

and normal functioning conditions.  

3. Substances: the type of substance, physical and chemical properties, quantities 

and their toxicological data. 

4. Probability and frequency: the type of failure, probability and frequency of 

failure, human failure, failure rate and the exposure probability. 

5. Policy and Management: maintenance, organisation, safety policy, safety 

management system, transport management, and equipment cost. 

6. Environment: the site environment, topographical data and population density. 

7. Text and historical knowledge: standards, regulations, and historical 

knowledge. 

From the review of 62 methods, four classes of output data are proposed (Tixier et al., 

2002): 

1. Management: actions, recommendations, modifications, and formation or 

operation procedures. 



87 

 

2. Lists: lists of errors, hazards, domino effects, causes/consequences, failures 

and damages, critical activities, failure mode, accident initiators, vulnerable 

places and major accident scenarios. 

3. Probabilistic: failure rate, reliability, scenarios or damages probability, and 

accident frequency. 

4. Hierarchisation: level risk index, severity and criticality, fire, explosion, toxic 

leakage index, organisational index, classification according to the type of risk. 

The chapter below explains a common risk analysis method divided into qualitative 

and quantitative components. 

3.8 Risk analysis qualitative method 

Risk assessment qualitative method includes but not limited to:  P-I (see chapter 3.5.4), 

project assumption testing, data precision ranking, risk categorisation, risk urgency 

assessment, and expert judgement. 

3.8.1 Project assumption testing 

Assumption is defined as a factor in the planning process where it is variously 

considered to be true, real, or certain, without available proof or evident 

demonstration (PMI, 2017). Assumptions Analysis is a technique that explores the 

accuracy of assumptions and identifies risks to the project from the inaccuracy, 

inconsistency, or incompleteness of assumptions (PMI, 2017). Two criteria should be 

tested for project assumption testing, specifically assumption stability and the 

consequences to a given project if the assumption is proven to be false. In the 

qualitative risk analysis process, alternative assumptions should be identified and 

tested in relation to their consequences for the project objectives (PMI, 2017). An 

assumption is a decision to proceed on the basis that one option will turn out to be 

correct and the other scenarios will not arise (Hillson, 2004).  

A problem in the assumption is that it may not always be current. As the realistic 

outcome may change, misjudgements as the facts underlying the assumption might 

potentially cause a problem for the project. To solve this problem, Hillson (2004) 

designed a simple method called the “IF–THEN ” statement. The statement is that the 
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IF side tests how likely the assumption is to be unsafe, and the THEN side tests 

whether it matters. The example is: ‘IF this assumption proved to be false, THEN the 

effect on the project would be …’ If the assumption is false, then it could have a 

significant effect on at least one of the project objectives in a manner akin to risk. In 

this case, the assumption can be turned into risk. 

3.8.2 Data precision ranking  

Data precision describes the extent to which risk is known and understood. It 

measures the scope of the available data and the reliability of that data. An assessment 

must be made of the source of the data used in determining the risk (Chinbat, 2009). 

Data precision ranking is a qualitative risk analysis approach that requires accurate 

and unbiased data if it is to be helpful to project management. Data precision ranking 

is a technique through which to evaluate the degree to which the data about risks is 

useful for risk management. It involves examining the extent of our understanding of 

the risk, the available data about the risk, the quality of that data, its reliability and 

integrity. 

During the risk collection step, the Risk Management team may ask such questions 

(VijayaKumar, 2013b): 

1. Is the data credible? 

2. Is the data used of high quality? 

3. Is the data and/or information accurate? 

4. Is the risk itself understood properly? 

Sometimes, the process of data gathering for risk analysis may go wrong, resulting in 

the data being unsuitable for the risk analysis. Risk data quality assessment is a 

technique for evaluating the utility of risk data employed for risk management. It 

involves examining the degree to which the risk is understood and also the accuracy, 

quality, reliability, and integrity of the data pertaining to the risk (PMI, 2017). If the 

information is not reliable, then fixing it is far less costly as compared to the impact of 

risk if it materialises (Knowledge, 2018).  

3.8.3 Risk Categorisation 
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Risks can be categorised into many types such as sources of risk, the aspect of the 

project affected, or common root causes. Risk categorisation helps to determine work 

packages, activities, project phases or even roles in the project, which can in turn lead 

to the development of effective risk responses (PMI, 2017). For example, risks are 

sorted by organisational areas, technical areas, or contract areas. These risks could be 

treated as risk breakdown structures (Hillson, 2003). The selection of categories is 

often based operationally on the purposes of risk reduction in a given project (Hillson, 

2003).  

3.8.4 Risk Urgency Assessment 

Risk urgency assessment seeks to identify near term risks that require immediate 

attention (VijayaKumar, 2013c). In order to identify near-term risks, three factors 

should be considered (PMI, 2017): 

1. The time available to put a risk response into motion: some risks require 

response within a certain time, otherwise the risk itself may become irrelevant. 

If the risk is implemented within a certain timeline, then the risk could be 

solved whereas, if the timeline is missed, only the response can mitigate the 

risk. 

2. The symptoms or warning signs of the risk: symptoms or warning signs are 

also known as risk triggers. Risk triggers could serve to identify which risk(s) 

require an immediate response. 

3. Risk rating score: Risks that have a higher score are typically those risks that 

may occur relatively soon and thus require more action. 

Indicators of priority of risk factor may include the probability of detecting the risk, 

the time required to affect a risk response, symptoms and warning signs, and the risk 

rating. In some qualitative analyses, the assessment of risk urgency is combined with 

risk ranking which is predetermined from the probability and impact matrix to give a 

final risk severity rating (PMI, 2017). 

3.8.5 Expert judgement 

Similar to expert elicitation, expert judgment requires the recruitment of experts 
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having experience with similar recent projects. This method is often accomplished 

through workshops or interviews. The experts’ bias should be taken into account in 

this process (PMI, 2017). Such an expert may be provided by any group or person 

with specialised education, knowledge, skill, experience, or training. It is common to 

seek an external group or person with a specific relevant skill set or knowledge for 

expert judgment (Sotille, 2016).  

The expert could include (VijayaKumar, 2013a): 

1. Individuals with similar project experience. 

2. Project team members who contribute to project planning and management 

activities. 

3. Specialists in risk management from outside the project. 

3.9 Risk analysis: quantitative methods 

Risk assessment qualitative method includes but not limited to: sensitivity analysis, 

decision tree, Monte Carlo simulation, influence diagrams, and criticality analysis. 

3.9.1 Sensitivity analysis 

Sensitivity analysis presents the impact of each risk factor (Flanagan et al., 1993). It 

can present the relationship between project’s objectives and risks. It examines how 

the risk may change if the objectives change. 

The purposes of sensitivity analysis are (Iloiu et al., 2009):  

1. To help identify the key variables which influence the project cost and benefit 

streams. 

2. To investigate the consequences of likely adverse changes in these key 

variables. 

3. To assess whether project decisions are likely to be affected by such changes. 

4. To identify those actions that could mitigate possible adverse effects on the 

project.  

The process of sensitivity analysis includes (Iloiu et al., 2009):  

1. Identifying key variables to which project decisions may be sensitive.  
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2. Calculating the effect of likely changes in these variables and a sensitivity 

indicator and/or switching value.  

3. Considering possible combinations of variables that may change 

simultaneously in an adverse direction. 

4. Analysing the direction and scale of likely changes for the key variables 

identified, involving the identification of the sources of change. 

The tornado diagram presents an example of such a sensitivity analysis. A tornado 

diagram is a special type of bar chart used in sensitivity analysis for comparing the 

relative importance of the variables. The tornado diagram could, for instance, 

compare the relative importance and incidence of variables with a high degree of 

uncertainty to those that are more stable. It also could analyse risk-taking scenarios 

enabled for specific risks (PMI, 2017). 

3.9.2 Decision trees 

If there are several alternative choices in the project process, decisions need to be 

made. Each choice may include more sub-choices, which could be presented as a tree 

structure and present all possible paths to the point of decision (Song et al., 2015).  

In order to implement such a decision tree, the process includes (Hulett, 2014): 

1. Identifying the objective. Some trees will be constructed so as to make 

decisions to maximise value, such as Net Present Value or profit.  

2. Identifying the major decisions to be made. In the decision tree this is called a 

decision node.  

3. Identifying the major uncertainties. Uncertainties are specified within event 

nodes that relate to the consequences and their probabilities.  

4. Constructing the structure of the decision and all of its (main) consequences. 

Because each decision or event node has at least two alternatives, the structure 

of the decision resembles a tree, although this is typically placed on its side 

with the root on the left and the branches on the right.  

5. Solving the tree. 

3.9.3 Monte Carlo Simulation 
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Monte Carlo simulation is a tool for estimating and analysing project risks. This 

simulation could be used in project time overruns (Hatmoko et al., 2010), project cost 

overruns (Karakas et al., 2013), and the level of project plan reliability (Rashki et al., 

2014). 

Monte Carlo simulation comprises a statistical simulation technique (Wall, 1997). To 

develop a Monte Carlo simulation method, first need to define the parameter that 

affects risk factor, then these parameters need to be treated as random variables. Each 

selected parameter is assigned a corresponding value rank and distributional 

probability function. The value of parameter is chosen randomly, the probability is 

determined by the distribution function. The values of the selected parameters, 

together with the corresponding probabilities, are used to calculate the corresponding 

exposure. This randomisation procedure is repeated 100 to 1000 times, when exposure 

itself also becomes a random variable. As the number of iterations increases, the mean 

and the standard deviation of the samples tend to converge (+/- S.D.) upon a normally 

distributed result (Smith, 1994). 

Monte Carlo simulations have several advantages (Vose, 2008):  

1. It allows model correlation between different dependent variables. 

2. Simple mathematics is involved. 

3. Calculation of the distribution functions is performed by computer. 

4. Availability of several commercial software. 

5. Treatment of linear and nonlinear models from simple to complex ones is 

achieved without great difficulty. 

6. Changes and tests to the model can be performed quickly and easily.  

7. Working with several independent variables simultaneously results in a 

probability distribution function for the output variable, aiding decisions in the 

acceptance of the risk of a particular action. 

3.9.4 Influence Diagrams 

An influence diagram is defined for formulating problems (Virtanen et al., 1998).  

Influence diagrams can aid the construction of models that expose the key influences 
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or risk factors for the project. 

Shachter (1986) defined an influence diagram as a framework through which to 

formulate problems combined with the knowledge of experts. Influence diagrams 

have been used for decision analysis, identifying probabilistic dependencies and 

characterising the flow of information (Agogino et al., 1987). An influence diagram 

normally includes 3 levels, namely relational, functional and numerical. The relational 

level is those interrelationships arising between the variables. The functional level is 

an inferential technique by which to manipulate risk (Tamimi et al., 1990). 

Following influence diagram conventions, uncertain variables and events are typically 

shown as ellipses; variables are calculated from predecessors and presented as double 

ellipses; while decision nodes are shown as rectangles; and value nodes are depicted 

as diamonds (or hexagons). Influence diagrams are directed acyclic graphs in which 

an arrow connecting node A to node B is interpreted as follows (Ezell et al., 2010): 

1. If node A is an event node and node B is a decision node, it means that “the 

event in A will be known prior to making the decision in B.” 

2. If both nodes A and B are both chance nodes, it means that “knowing the 

event in node A affects the probabilities of events in node B.” 

3. If node A is a chance or decision node and node B is an outcome node, it 

means that “the outcome depends on the predecessor nodes.” 

4. If nodes A and A′ are chance nodes and node B is a node characterising a 

calculated variable, it means that the variable in node B is calculated from the 

numbers representing the uncertain variable in A and A′.  

3.9.5 Criticality Analysis 

By defining the critical path of each task of the project, criticality analysis defines 

which path could become critical without appropriate risk management. Criticality 

analysis also can present the sub-critical paths that should be concerned with the 

critical path. Some critical path analysis includes significant risks which require 

particular attention (Vanhoucke, 2011). The scope of criticality analysis is extended to 

cover interdependent infrastructures and possible threat(s). Generally, criticality 
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analysis is performed for a large project and it usually involves higher impact scales 

(Theoharidou et al., 2009). 

3.10 Risk response definition 

After the risk factors have been identified, assessed and analysed, a risk response is 

required to deal with the risk factors identified. Risk response is a process by which to 

remove potential negative impacts and to increase the level of control over the risks 

(Zou et al., 2007). However, some risks cannot be eliminated, which means that these 

risks require more attention and the formulation of better strategies (Perry et al., 1985).  

Risk response is a process through which to enhance opportunities and reduce threats 

in projects. It could also create the essential conditions for optimal risk maturation in 

respect of the identification and assessment of risks (Motaleb et al., 2014). However, 

risk response always becomes the weakest part of the risk management process, and 

only a few projects stand to gain the full benefits of such risk management (Hillson, 

1999).  

The risk response process comprises four methodologies, namely risk avoidance, risk 

transfer, risk reduction, and risk retention (Hillson, 1999): 

1. Avoidance: seeks to eliminate uncertainty either by making it impossible for 

the risk to occur or by executing the project in a different way that will achieve 

the same objectives while insulating the project from the effect of that risk.  

2. Transfer: identifies another stakeholder who is better able to manage the risk 

and to whom the liability and responsibility for the action can be assigned.  

3. Reduction: reducing the size of the risk in order to make it more acceptable to 

the project or organisation by reducing its probability and/or the impact. 

4. Retention: recognising that residual risks must be taken and by responding 

either actively (by allocating the appropriate contingency) or passively (by 

doing nothing except monitoring the status of the risk). 

In order to reduce the influence of risk, the contents and effects of all alternative 

methods should be considered (Wang et al., 2003) which could help the risk response 

process to choose a proper strategy to mitigate the negative impact of the risk (Miller 
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et al., 2001).  

Zhi (1995) classified risks into three broad channels according to how they can be 

addressed: via contract, insurance, or retention management. The contract and 

insurance allocate the risks to external parties, while retention management seeks to 

control risks through internal management processes. However, the decision for the 

risk response is determined by the project’s characteristics (Fan et al., 2008).  

3.11 Risk response method 

Risk assessment qualitative method includes avoidance, transfer, retention, and 

reduction.  

3.11.1 Avoidance 

Risk avoidance means do not accept the risk and try to eliminate the risk (Flanagan et 

al., 1993). In order to avoid risk, the potential sources of each risk should be defined, 

and then all sources need to be solved. The most radical way to avoid risk is to refuse 

the contract and renounce the project. An alternative method is introducing a contract 

clause for some risk factors pertaining to risk avoidance. Risk avoidance should be 

used before the risk occurs, reducing the possibility and impact of a given risk factor 

to zero. However, risk avoidance should be considered as a negative coping method, 

because where there is no risk, there is also no opportunity (Bi et al., 2015). 

3.11.2 Transfer 

Risk transfer means transferring the risk to another project participant (Carter et al., 

1994). Risk transfer can only reduce risk impact during the risk management process. 

Mostly, risk transfer pertains to financial risk. By signing contracts with other 

participants, this could result in a certain level of project performance. Insurance is 

another means of risk transfer. Which participant(s) are involved within the project to 

optimise risk control should thus be considered. This approach can compensate for 

disadvantages in terms of poor financial strength or small production scales (Bi et al., 

2015). 

3.11.3 Retention 

Risk retention means taking no response to the risk (Tweeds, 1996). Still, the risk 
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factor should be monitored and controlled during the project process. In general, there 

are two types of risk retention: active and passive. Active risk retention means that the 

risk has been estimated and a contingency plan prepared and implemented, while 

passive risk retention means that the risk has already arisen and caused only limited 

damage within an acceptable risk tolerance range. In fact, risk retention is the most 

common method for risk response, as risk retention achieves the final goal for risk 

management: namely reducing risk to an acceptable level (Bi et al., 2015). 

3.11.4 Reduction 

The goal of risk reduction is to decrease the probability of a given risk factor or else to 

decrease the impact of risk on the project (Baker et al., 1999a). However, the 

additional costs for risk reduction should be considered. The costs of risk reduction 

should be smaller than the costs should that risk materialise. Risk reduction methods 

often come from some alternative methods for executing the project. 

3.12 Chapter summary  

This chapter explained the method of the established risk management process. Table 

3.1, Table 3.2, Table 3.3, Table 3.4, Table 3.5, Table 3.6 presented the methods of the 

risk management process.  
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Table 3.1: Risk identification methods 

METHOD FEATURE ADVANTAGES DISADVANTAGES 

Brainstorm 

Asking a group of people to consider the inherent 

risk in the project as far as possible, no matter 

whether the risk is reasonable or not. 

⚫ Could address a large 

amount of risk in a short 

time. 

⚫ May have bias if there is an 

authoritarian participant. 

⚫ The number of group members 

should be considered carefully 

Interview 

Asking one or several people to answer the 

developed questions and discuss the issues 

involved. 

⚫ Can understand the 

knowledge of participants 

from several angles. 

⚫ A time-consuming method. 

⚫ The results should be systematised 

and analysed. 

Checklist 

Listing items, steps, or tasks for the project, then 

analysing against criteria to determine if the 

procedure is completed correctly. 

⚫ Suitable for team 

members with less 

experience. 

⚫ Important interdependencies 

between sources are not readily 

highlighted. 

⚫ Individual entries may encompass 

a number of important, separate 

sources implicitly. 

⚫ Sources not on the list are likely to 

be ignored. 

SWIFT 

A structured brainstorming method. By combining 

similar phrases like ‘What if. . .’ or ‘How could. . .’ 

with the use of predeveloped guide words such as 

timing or amount. 

⚫ Could help the 

participants to enhance 

commitment to new and 

existing risk controls. 

⚫ Requires a group member with the 

most intimate knowledge of the 

system or process being assessed. 

Scenario 

analysis 

Estimating and analysing the scenario of the project 

in order to identify the risk in the project process. 

⚫ Scenarios that present 

realisable or desirable 

futures are placed side by 

side. 

⚫ Building a scenario is 

very flexible and can be 

adjusted to a specific task. 

⚫ Scenarios can lead to the 

⚫ The practice of scenario is very 

time-consuming. 

⚫ Selection of suitable participants is 

required. 

⚫ It can be difficult not to focus on 

black and white scenarios or the 

most likely scenario. 
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creation of a common 

language for dealing with 

strategic issues. 

FTA 

A cause-and-effect analysis which breaks down 

possible project failure into one or more failures at 

the lower levels. 

⚫ Can focus on the top risk 

factor from the lower 

levels. 

⚫ Hard to get the failure data of all 

the events in the fault tree. 

Bow tie 

analysis 

Combines fault tree method and event tree method 

to define the critical event. 

⚫ Could present accident 

causes and their 

consequences. 

⚫ Hard to obtain crisp data or 

probability density functions for 

the project. 

Direct 

observations 

Observes the project to figure out the potential risks 

or uncertainties. 

⚫ Could get the observed 

data, documenting the 

findings and participating 

in the analysis.  

⚫ Observers may respond to social 

and situational factors. 

⚫ Noise of event may disturb the 

observation process. 

Table 3.2: Risk assessment qualitative methods 

METHOD FEATURE ADVANTAGES DISADVANTAGES 

Brainstorm 

Asking a group of people to consider the risk in 

the project as much as possible, no matter whether 

the risk is reasonable or not. 

⚫ Can address a large amount of 

risk in a short time. 

⚫ May have a bias if there is an 

authoritarian participant. 

⚫ The number of group 

members should be 

considered carefully 

Interview 

Asking one or several people to answer the 

developed questions and discussing the issues 

involved. 

⚫ Could understand the 

knowledge of participants 

from several angles. 

⚫ A time-consuming method. 

⚫ The results should be 

systematised and analysed. 

Expert elicitation 
Self‐elicitation or interviewer‐elicitation can be 

chosen to obtain expert beliefs. 

⚫ The participants could explain 

how risk could be solved. 

⚫ Could find risk in the early 

stages of project. 

⚫ May not expose all risk. 

Delphi method A group communication process in which the ⚫ Solves the problem that some ⚫ This method can be very 
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group is treated as a whole to deal with complex 

problems. 

participants have strong 

personalities during interview 

process. 

⚫ Can highlight topics of 

concern and evaluate 

uncertainty in the project 

time-consuming. 

SWOT analysis 

Analyses the strengths, weaknesses, opportunities 

and threats of the project to develop and adopt 

suitable strategy. 

⚫ Could be used as a form of 

strategy analysis. 

⚫ Does not consider the most 

significant problems in the 

project. 

P-I 

By using random variables, the statistical method 

can be used to calculate and evaluate the 

significant risk factor(s). 

⚫ Could help to identify risks 

that need to be managed 

dynamically. 

⚫ Hard to build a database for 

P-I. 

SWIFT 

A structured brainstorming method combining 

similar phrases like ‘What if. . .’ or ‘How 

could. . .’ with the use of predeveloped guide 

words like timing or amount. 

⚫ Could help the participants to 

enhance commitment to new 

or existing risk controls. 

⚫ Requires a group member 

with the most intimate 

knowledge of the system or 

process being assessed. 

FTA 

A cause-and-effect analysis, which breaks down 

the project failure into one or more points of 

failure at the lower levels. 

⚫ Could focus on the top risk 

factor from the lower levels. 

⚫ Hard to get the failure data of 

all the events in the fault tree. 

Table 3.3: Risk assessment quantitative methods 

METHOD FEATURE ADVANTAGE DISADVANTAGE 

Questionnaire 
Asks a group of people the same question and then 

analyses the frequency of the data. 

⚫ An economical method. 

⚫ Can collect sensitive 

data. 

⚫ The answer may not accurate 

because of social 

desirability. 

AHP 

Three related levels. Top level includes those elements 

for the overall objectives of the decision problem; 

intermediate level includes elements that affect the 

decision; and the lowest level include elements for the 

⚫ Requires a little 

quantitative data. 

⚫ Cannot provide solutions for 

risk factor(s).  
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decision options. 

DSS 
A computer-based environment to solve complex 

problems for a complex project. 

⚫ Could provide different 

viewpoints and the 

possibility of other 

options. 

⚫ Requires gathering enough 

data and information to 

support DSS.  

FMEA 

A 10-point scale includes occurrence detectability, 

severity of the risk factor, and multiplying 3 factors to 

obtain the significant risk(s). 

⚫ Could identify potential 

failure modes for a 

product or process. 

⚫ Can identify and carry 

out corrective actions to 

address the most serious 

concerns. 

⚫ The importance of 

occurrence, detectability and 

severity may vary. 

⚫ Does not encompass the 

entire range of causative 

factors leading to a failure 

mode. 

BBN 

A unicycle graph has one direction and cannot make up 

closed cycles. The node represents random variables and 

arcs represent direct dependency between variables. 

⚫ Easy to maintain and 

implement the data. 

⚫ Cannot get the result if the 

input variables are related. 

Markov chain 

analysis 

A probabilistic framework for modelling a time series of 

multivariate observations. 

⚫ Could handle new data 

robustly. 

⚫ Could predict similar 

patterns efficiently. 

⚫ Only rely on the current 

stature and the observer 

objective.  

⚫ Could not connect previous 

or future factor. 

Table 3.4: Risk analysis qualitative methods 

METHOD FEATURE ADVANTAGE DISADVANTAGE 

P-I 

By using the random variable, the statistical method can 

be used to calculate and evaluate the significant risk 

factor(s). 

⚫ Could help identify risks that 

need to be managed 

dynamically. 

⚫ Hard to build a 

database for P-I. 

Project assumption 

testing 

Explores the accuracy of assumptions and identifies 

risks to the project arising from inaccuracies, 

inconsistencies, or incompleteness of assumptions. 

⚫ Suitable for projects with 

insufficient data. 

⚫ The realistic and 

assumptions may 

not be the same. 
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Data precision 

ranking 

Measures the scope of available data and the reliability 

of the data to understand the risk factor.  

⚫ Improves the understanding of 

risk. 

⚫ Requires accurate 

and unbiased data. 

Risk categorisation 

Categorises the risks posed by many types of category, 

such as sources of risk, the areas of the project affected, 

or common root causes. 

⚫ Determines work packages, 

activities, project phases & 

even roles in the project, 

leading to the development of 

effective risk response. 

⚫ Requires experts to 

define and group 

categories.  

Risk urgency 

assessment 

Identifies near term risks that require immediate 

attention. 

⚫ Can identify the primary risk 

that needs to be solved. 

⚫ May ignore some 

risk factors which 

are not urgent but 

important.  

Expert judgement 
Like expert elicitation this method gathers the data and 

information from project experts. 

⚫ Could define the risk based on 

the experience thereby 

improving accuracy.  

⚫ Requires many 

experts to 

participate. 

Table 3.5: Risk analysis quantitative methods 

METHOD FEATURE ADVANTAGES DISADVANTAGES 

Sensitivity analysis 

Presents the impact of each risk 

factor and investigate the 

consequences of likely adverse 

changes in key variables. 

⚫ Able to examine how the risk may change if the 

objectives change. 

⚫ The results may 

have 

subjectivity. 

Decision tree 

A tree structure includes alternative 

choices and sub-choices for the 

project.  

⚫ May observe the decision process for the project. 

⚫ The structure of the tree is easy to maintain and 

understand.  

⚫ May result in a 

complex 

structure.   

Monte Carlo 

simulation 

A statistical simulation technique 

that treats parameters that affect a 

particular risk factor as a random 

variable, and randomly chooses 

parameters to calculate. 

⚫ Changes and tests in the model can be performed 

quickly and easily. 

⚫ Allows model correlation between different 

dependent variables. 

⚫ Requires a lot of 

time to improve 

accuracy. 
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Influence diagrams 

Framework to formulate problems 

combined with the knowledge of 

experts. 

⚫ Could provide a visible diagram.  

⚫ Could be used for decision analysis, identifying 

probabilistic dependence and characterising the flow 

of information. 

⚫ Cannot 

determine which 

risk factors are 

more significant. 

Criticality analysis 
Defines the critical path for each 

task in the project. 

⚫ Could define which path could become critical 

without risk management. 

⚫ A small project 

may it hard to 

find the critical 

path. 

Table 3.6: Risk response methods 

METHOD FEATURE ADVANTAGES DISADVANTAGES 

Avoidance Refusing to accept any risk. 
⚫ Could reduce the possibility and impact of the risk 

factor to zero. 
⚫ Also erases the opportunity. 

Transfer 
Transferring the risk to 

another project participant. 
⚫ Could reduce risk impact on the risk-taker. 

⚫ The risk only changes taker, but 

still exists. 

Retention 
Taking no response to the 

risk. 
⚫ Could save on the cost of risk management. ⚫ Risk still exists in the project. 

Reduction 
Decreases the probability of 

risk or decreases its impact. 
⚫ Could mitigate the risk of negative influence. 

⚫ Additional cost may arise in risk 

reduction process. 
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Based on the table presented above, the respective advantages and disadvantages of 

each risk management method are presented. In this research, one of the primary risk 

management methods was chosen for the research. 

1. Risk identification: Interview is used in this research as a risk identification 

method. As an OSC project requires all OSC stakeholders to participate, it is 

first necessary to identify the OSM risk factor from all OSC participants. In 

this case, the interview is the method that is employed to collect data from 

owners, consultants, manufacturers, transporters, and contractors. 

2. Risk assessment: Expert judgement is used in this research as a risk 

assessment method. After risk factors are identified, experts could help to 

define how the risk influences the project through their experiences. After risk 

assessment, the risk factors can be divided into different risk types and risk 

groups. 

3. Risk analysis: An influence diagram is used in this research as a risk analysis 

method. As the OSC project is a lifecycle project, the interrelationship 

between each risk factor needs to be confirmed. An influence diagram could 

provide a visible diagram to help us to understand the risk factors and prepare 

a suitable risk response method.  

4. Risk response: All risk response methods are utilised in this research as risk 

response methods, including risk avoidance, risk transfer, risk retention, and 

risk reduction. The appropriate risk response method is determined by many 

reasons, according to the types of company, material, and country, all of which 

impact the selection process.  

By viewing articles, this chapter shows the method for risk management, divided by 

risk identification, risk assessment, risk analysis, and risk response, both qualitative 

and quantitative methods are presented. It also presents the advantage and 

disadvantage of the risk management method, and conclude certain risk management 

method would be used in this research. Risk management methods for the OSC 
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project are explained in this chapter. However, it is necessary to distinguish traditional 

construction method and the OSC method. In the next chapter, the definition of OSC 

and OSM will be explained.  
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CHAPTER 4 -  OSC AND OSM  

4.1 Introduction 

This chapter presents the background and history of OSC. It also presents those 

specific features of the OSC process which differentiate it from traditional 

construction processes. By breaking down the OSC process into discrete phases, OSM 

is defined in terms of its significant differences compared to traditional construction 

methods. It emphasises the importance of the OSM process in the OSC project and 

presents the relationship arising between traditional construction and OSC. 

4.2 History of OSC 

Although OSC is a relatively new method for construction projects, its related 

methodology dates back to ancient times. In order to understand the process of OSC 

development, the historical background of OSC must first be explained.  

4.2.1 Early off-site stage 

It seems that the earliest OSC prototypes can be traced back to the iron age with the 

use of timber crucks for barns (Hill, 2005). Arif (2009) argued that the use of big 

boulders instead of smaller bricks in pyramids is no different from using prefabricated 

wall components, methods which could be deemed OSC. The Roman Army also used 

OSC to build a 600-bed hospital in the UK between AD 83 and 86 (Gibb, 1999).  

4.2.2 Before 1945 

In the 17th century, the global expansion of the United Kingdom necessitated rapid 

construction across its various colonies, particularly in Africa, Australia, New Zealand, 

and Canada. This was relatively new for the UK, as components were manufactured 

in England and shipped by boat to various locations worldwide. The earliest case 

recorded was in 1624, when the UK assembled a house in England and sent it to the 

fishing village of Cape Anne which is now a city in Massachusetts (Arieff, 2002). In 

1851, a three-storey exhibition hall was built in London. The components were made 

in a manufactory and relocated from the original site (Gibb, 2001). In the 18th century, 
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some hospitals, storehouses and cottages were built and shipped to Sydney. These 

simple shelters were timber framed, with wooden components for the roofs, floors and 

walls (Herbert et al., 1978). This method was widely used by the UK, and such 

portable colonial cottages were delivered to many of its colonies. The timber frame 

used by the UK led to the balloon frame in the USA (Smith, 2009). However, in 1871, 

a large fire in Chicago destroyed most of the light frame timber houses causing the 

introduction of the steel frame house in the USA (Davies, 2005). 

Corrugated iron was developed after the timber house fell from favour. Compared 

with the timber frame, corrugated iron is not only transportable, but also non-

flammable. The features of corrugated iron caused it is widely adopted as a building 

material (Mornement et al., 2007). Corrugated iron houses could be ordered through 

magazines and other publications by patrons and it became a popular material of the 

time (Peterson, 1965). During the Second World War, corrugated iron was used to 

build Quonset huts and OSC became a widely used method in the UK following the 

First World War. The acute need for housing in the UK and shortages in labour and 

materials resulted in 50,000 houses being made by the OSC method between 1919 

and 1939 (Marshall et al., 2013). In other European regions, more than 20 

manufacturers offered pre-cut kit housing kits, including framing and enclosure 

houses (Smith, 2009).  

4.2.3 1945-1990 

The demand for housing increased around the world after the Second World War. For 

example, in 1947, 17,500 houses were constructed by the OSC method in Sweden 

(Waern, 2008). OSC was not only considered as a component provider for the housing 

sector, but also included integrated systems for electricity and plumbing at that time 

(Smith, 2009). In the UK, around 500,000 houses were systematically built by the 

OSC method during the period from 1945-1955 (Marshall et al., 2013). However, the 

collapse at Ronan Point caused societal concerns in relation to a non-traditional 

building method and OSC fell out of favour in the 1970s (Forum, 2002). In China, a 



107 

 

similar disaster occurred in Tangshan. In the 1976 Tangshan earthquake, over 95% of 

the houses in the city collapsed, and more than 600,000 residents were either killed or 

wounded, many of whom lived in OSC buildings. Therefore, the public nicknamed 

prefabricated components as ‘coffin boards’ after the disaster (Wang et al., 2019).  

4.2.4 After 1990 

Although Japan had few OSC buildings during the 1950s-60s, it became the world’s 

most successful OSC exponent after the 1970s. In 2004, 1 in every 7 new homes in 

Japan was built using OSC methods (Noguchi, 2005). By 2004, OSC provided 2.1% 

of the total value of the UK construction sector (Goodier et al., 2005). For instance, 

the Uxbridge Travelodge hotel comprised 86 containers. These containers were built 

in China and shipped to Uxbridge and installed by bolting them together (Robinson et 

al., 2012). Although OSC is uneconomic, the increase in quality and the reduction in 

on-site construction time lead to the method being widely considered. 

Different from developed countries, Chinese OSC has developed in recent years. 

After Tangshan earthquake, OSC had been dormant for a while in China. However, 

during the last decade, Chinese increasing population and economic progress led to a 

rapid annual increase in the rate of urbanisation. According to the National New-type 

Urbanisation Plan (2014–2020), around 30 billion square metres of buildings will be 

newly constructed in 2020 across China (Taylor, 2015). OSC is now widely practised 

by the Chinese construction industry. Over the next decade, OSC is expected to 

account for 30% of total construction in China (Taylor, 2015). According to the 13th 

Five-Year Prefabricated Building Action Plan, 15% of new buildings should use OSC, 

and more than 200 OSC industry bases were to be established by 2020 (MOHURD, 

2017).  

Azman et al. (2010a) presented the differences in components used in OSC from 1960 

until 2010. They presented the significant changes in the technology and the material 

used for off-site components. It presented that the OSC project is not limited to the 

certain material to build the component. However, building code is the same 
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regardless of material and production in the OSC project (Johnsson et al., 2009). 

4.3 Definition and classification of OSC 

4.3.1 OSC definition  

OSC, or so-called pre-assembly, encompassing industrialised building, system 

building, off-site fabrication, off-site production and other modern methods of 

construction (Kamar et al., 2011), is a method whereby construction components are 

produced in the factory, transported to a site, and finally assembled on-site (Pan et al., 

2012). 

Many articles have offered a definition of OSC. Goodier et al. (2005) presented OSC 

as the manufacture and pre-assembly of components, elements or modules before 

installation at their final location. Lu et al. (2008) defined OSC techniques so as 

including a spectrum of applications wherein buildings, structures, or parts thereof are 

manufactured and assembled remotely from the building site prior to their installation 

in situ. Arif et al. (2010) explained the philosophy behind OSC as the amount of effort 

needed to achieve the same result would be significantly less if some activities were 

moved to a manufacturing facility rather than being performed on a construction site 

where the workers would be exposed to the elements. Pan and Goodier (2011) defined 

OSC as the manufacture and preassembly of building components, elements, or 

modules prior to installation in their final locations. Hashemi (2015) defined OSC as a 

term used to describe a spectrum of applications wherein buildings, structures or parts 

are manufactured and assembled remotely from a building site prior to their 

installation in their final positions or, in other words, moving operations that are 

traditionally completed on-site to a manufacturing environment. 

In Chinese articles, OSC has been considered in recent years. L. Li et al. (2013) 

presented OSC as manufacturing of the precast component then assembling on-site 

construction method. Wang et al. (2017) explained OSC has three steps including 

design, manufacture and assembly. Guo et al. (2017) considered OSC as a new 

method to replace the traditional construction method.  
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4.3.2 Classification of OSC 

Gibb et al. (2003) classify OSC into four categories:   

1. Component manufacture and sub‐assembly: the components have always been 

made in a factory and would never be considered for on‐site production. These 

components include bricks, tiles etc.  

2. Non‐volumetric pre‐assembly: some components, like pre‐fabricated wall 

components, are created in the manufactory and cannot become a usable space 

there. The non‐volumetric units are then brought onto the construction site and 

installed onto a steel, concrete, or wooden frame structure.  

3. Volumetric pre‐assembly: the manufacturing process produces usable space 

and is finally installed on the construction site onto an independent structural 

frame. This type of technique is used to manufacture plant rooms, toilet pods, 

shower rooms etc.  

4. Modular building: this type of construction produces all the actual structure 

and fabric of the building in a factory which is then transported onto the site to 

be assembled. The majority of effort is concentrated in the manufacturing 

process, and only the final assembly and the finishing activities are performed 

on a construction site. 

However, Arif et al. (2010) detailed 5 categories in their hybrid system. The hybrid 

system can be configured by the categories derived. For hybrid systems, Arashpour et 

al. (2017) presented a WBS for hybrid infrastructure projects as off-

site/coordination/on-site triads. 

On the basis of the increasing amounts of pre-assembly and standardisation involved, 

Sharma et al. (2017) divided OSC into 4 levels: 

1. Component manufacture and sub-assembly. 

2. Non-volumetric pre-assembly. 

3. Volumetric pre-assembly. 

4. Whole buildings. 



110 

 

Azman et al. (2012) presented OSC as 4 subtypes: 

1. Component manufacture & sub-assembly: Items are always made in a factory 

and never considered for on-site production. 

2. Non-volumetric preassembly: Pre-assembled units which do not enclose 

usable space. 

3. Volumetric pre-assembly: Pre-assembled units which enclose usable space and 

are typically fully factory finished internally, but do not form the building’s 

structure. 

4. Modular building: Pre-assembled volumetric units which also form the actual 

structure and fabric. 

Across different countries the off-site system has slight differences. For example, 

Azman et al. (2010a) compared the US, the UK, Australia, and Malaysia, showing the 

differences arising between the pattern and the degree of technology changes in these 

countries (see  

Table 4.1). Although different countries have different OSC standards, Hashemi (2015) 

suggested that developing countries could learn OSC experience from other 

developed countries.  

Table 4.1: OSC types in different countries (Azman et al., 2010a) 

COUNTRIES CATEGORISATION OF OSC SYSTEM 

US 

⚫ Off-site pre-assembly 

⚫ Hybrid system 

⚫ Componentised system 

⚫ Modular building 

UK 

⚫ Component manufacture & sub-assembly 

⚫ Non-volumetric pre-assembly 

⚫ Volumetric pre-assembly 

⚫ Modular building 

Australia 

⚫ Non-volumetric pre-assembly 

⚫ Volumetric pre-assembly 

⚫ Modular building 

Malaysia 

⚫ Pre-cast concrete systems 

⚫ Formworks systems 

⚫ Steel framing systems 

⚫ Prefabricated timber framing systems 

⚫ Block work systems 

⚫ Innovative product systems 
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4.4 OSC processes  

Li et al. (2016) defined OSC processes in Hong Kong according to 4 categories:  

1. Design 

2. Manufacture 

3. Cross-border logistics 

4. On-site assembly 

The overseer of the OSC project in Hong Kong is the Housing Authority, as the client 

hires designers for architectural and engineering design and then transfers the design 

information to the manufacturer to produce components. The whole off-site 

manufacturing sector of Hong Kong has since been moved to the Pearl River Delta 

region in China. After the components are produced, they can be transported to the 

construction site in Hong Kong or else stored temporarily in Lok Ma Chau. Finally, 

the components are installed by the assembly company (Li et al., 2016) 

Aris et al. (2019) presented the OSC development process. First, the developer, as the 

owner of the housing project, acquires the proposed land. The designer, the 

manufacturer supplier, the transporter and the contractor are all involved in the OSC 

process from the design stage until the final assembly of components on-site. After the 

houses are handed over to the purchaser the maintenance of some housing projects, 

such as high-rise apartments, will be taken care of by the subsidised company with the 

developer’s cooperation. 

For the contractor on-site assembly process, Gong et al. (2019) presented the three 

steps to show the different statuses of pre-fabricated products: 

1. The expeditor delivers the daily order to the manufacturing factory. When the 

pre-fabricated products are produced and prepared well, they are then 

delivered to the construction site with an on-site check by the quality inspector. 

2. The pre-fabricated products are arranged by the buffer foreman before being 

lifted by tower crane. The tower crane will be maintained regularly by the 

tower foreman to guarantee the safe operation of the crane. During the on-site 
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assembly process, the crane banksman and the prefabricated products installer 

are essential in providing accurate information during the lifting and placing 

process. General workers will help to handle some temporary work on site. 

3. The assembled pre-fabricated products will then be checked by the quality 

inspector again. Substandard products will be returned to the factory for 

reworking. The site superintendent and the safety supervisor conduct the 

general planning and control and supervise safety issues on site. 

The OSC on-site assembly process is divided into four steps (Li et al., 2018): 

1. This phase beings when the pre-fabricated components arrive at the 

construction site and are checked by the on-site foreman after being delivered 

by the third-party logistics company. 

2. Inputs are the delivery of pre-fabricated components and relevant 

documentation.  

3. Concludes when the delivered pre-fabricated components are assembled and 

pass their respective inspections. 

4. Completion of the superstructure work ends phase four. 

4.5 OSC benefits and barriers 

4.5.1 OSC benefits 

As compared with traditional construction, OSC has proven to solve such issues as 

excessive project time (Arashpour et al., 2016); resource wastage (Lu et al., 2013); 

excessive project cost (Mao et al., 2016); and employee safety (Pan et al., 2008) and 

also improves project quality (Hashemi, 2015). 

As a new methodology for construction, OSC solved many risks which arise in 

traditional construction projects. The advantages of OSC can be divided into six 

categories. 

1. Cost: Gibb (2001) pointed out that the project team prefers to have a standard 

process which will simplify the overall construction process. It also reduced 
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wastage and resources. OSC could reduce the costs of construction project, 

reducing the burden during an economic downturn (Tam et al., 2007). 

2. Environment: Gibb (2001) found that OSC produces less waste and less 

impact on the environment. Li et al. (2016) agreed with that and considered 

that OSC reduces material waste, air and water pollution, dust and noise, and 

overall energy costs, so that the on-site environment could improve. Tam et al. 

(2007) determined that OSC was a means of reducing long-term waste. 

3. Health and safety: Gibb (2001) considered that if OSC participants understand 

more about the materials and components during the OSC project, then safety, 

health, productivity and quality performance should all increase. Gibb and 

Isack (2003) gave an example as to how OSC could improve safety for the 

construction project as, when working in prison, traditional construction 

participants have to have vetted and escorted to ensure their safety. OSC could 

easily employ workers, thereby reducing the cost of security. Li et al. (2016) 

proved that OSC gives more controlled conditions for weather, improves 

quality control and supervision of labour, affords easier access to tools, and 

means fewer material deliveries. 

4. Quality: Arif et al. (2009) indicated that well engineered OSC projects could 

also produce high performance products by using innovative materials and 

designs. Gibb (2001) agreed that OSC could improve the quality of 

construction projects and certified that OSC can be conducted reliably, be 

more easily maintained, and requires fewer spare parts.  

5. Time: Gibb and Isack (2003) worried about traditional construction projects, 

especially airports, roads, rail and prison projects, as there are too many 

participants working on-site at same time which may cause congestion and 

delay. Hashemi (2015) investigated several construction practitioners and gave 

them a solution for their risk in the form of OSC.  
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6. Work conditions: As OSC projects always hire only one company for 

construction, traditional construction methods which employ various sub-

contractors are no longer needed, providing better job security for workers 

(Arif et al., 2009). Li et al. (2016) noted that on-site material storage areas 

could be reduced, as many materials are stored inside the manufactory. 

4.5.2 OSC barriers 

Although the OSC method brings a variety of benefits to the construction industry, 

there are still many barriers to implementing an OSC project. H. X. Li et al. (2013) 

believed that OSC risk is constituted by the following elements: engineering, 

occupational, cultural, socioeconomic, and financial. There are many risks that 

become barriers to OSC.  

1. Cost: Li et al. (2014) pointed out that the project team prefers to have standard 

processes to simplify the overall construction process. Standard process also 

reduces waste and the use of resources. OSC could reduce the cost of a 

construction project, reducing the burden during an economic downturn (Tam 

et al., 2007). Although OSC could reduce building maintenance costs, the high 

initial capital expenditures, high design costs, and transport costs often deter 

developers (Arif et al., 2009). Blismas et al. (2005) worried that OSC always 

magnifies the advantages in terms of materials, labour and transportation costs, 

while neglecting other cost-related items such as site facilities, crane use and 

the rectification of works. For example, during OSC, manufacturing costs 

must also be considered, forcing developers to compress their costs before 

construction begins (Li et al., 2014). Blismas et al. (2006) pointed out that, 

given the high cost of initial investment, many construction industries refused 

to fully embrace OSC.   

2. Culture: There was still a bias that OSC could only produce low-cost products 

(Arif et al., 2009). However, Nawi et al. (2014) considered that if there were 
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excellence in design for an OSC project, it could provide higher levels of 

productivity.   

3. Flexibility: Blismas et al. (2005) considered that, although OSC could provide 

the design and specification before the construction process began, many 

clients and designers might change their demands during the construction 

process itself. Tam et al. (2007) considered the same risk that if the design of 

traditional construction had not been frozen in the development stage, it could 

affect the adoption of OSC. Nevertheless, many construction parties 

considered the inefficient design data and weak communications between the 

participating parties, and tried to use OSC to solve this problem (Li et al., 

2016). 

4. Health and safety: McKay (2010) considered that if OSC participants 

understand more about the materials and components employed during the 

OSC project, then safety, health, productivity and quality performance should 

all improve. Azman et al. (2010b) gave an example that OSC could improve 

the safety of a construction project in relation to working in prison, wherein 

traditional construction participants have to have vetted and escorted to ensure 

their safety. OSC could easily send employees to assembly plants, thereby 

reducing the cost of security. Li et al. (2016) proved that OSC affords more 

control over weather conditions, quality, supervision of labour, access to tools, 

and material deliveries. Most OSC projects used larger and heavier 

components for on-site assembly, which means regular mobile cranes are 

unsuitable for off-site components (Arif et al., 2009). Further, the heavy nature 

of OSC products increases potential hazards in the event of earthquake 

(Hashemi, 2015). 

5. Knowledge: Arif et al. (2009) considered that the lack of adequate knowledge 

was the main constraint for further development of OSC. Research also 

showed that architects needed to know more about OSC (Hashemi, 2015). 



116 

 

6. Supply chain: Arif et al. (2009) identified that the import of OSC products 

from a foreign country led to lower quality and non-compliance with standards. 

Blismas et al. (2005) emphasized that the OSC developer only prefers a 

supplier who has established a high degree of trust. 

4.5.3 OSC and traditional construction comparison 

By comparing OSC and traditional construction methods, the difference between OSC 

risk and traditional construction risk is outlined in the tables below. In order to clarify 

the differences arising in terms of risk between each, three risk categories are 

presented (Zavadskas et al., 2010). 

1.  Internal risk comparison 

Internal risk is influenced by project participants. It includes resource risk, project 

member risk, construction site risk, document and information risk (Zavadskas et al., 

2010).  

Table 4.2 presents the internal risk comparisons between OSC and traditional methods. 

The italics in the table mean risk in the construction method. 

Table 4.2: Internal risk comparison 

RISK TYPE 
TRADITIONAL 

CONSTRUCTION 
OSC 

Resource risk 
Many materials are small 

packages. 

More large load supply needs to 

be transported (Aburas, 2011) 

Project member 

risk 

The client can place different 

order from multiple suppliers. 

The client only places order from 

single-point supplier who has the 

highest degree of trust (Blismas et 

al., 2005) 

Construction site 

risk 

More possible congestion on 

construction site. 

Less likely congestion on 

construction site (McKay, 2010)  

The on-site environment has 

more hazard in control and 

design process. 

Factory environments could 

provide better control and design 

workplace (Meiling, 2010) 

Documents and 

information risk 

More information confusion 

during construction process. 

Less information confusion 

during construction process 

(Azhar, 2011). 

2. External risk comparison 

External risk is that risk which the management team is not able to control. It includes 

such aspects as political risk, economic risk, social risk, and weather risk (Zavadskas 
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et al., 2010). Table 4.3 presents the external risk comparisons between OSC and 

traditional methods. The italics in the table mean risk. 

Table 4.3: External risk comparison 

RISK 

TYPE 

TRADITIONAL 

CONSTRUCTION 
OSC 

Political 

risk 

Traditional construction is a normal 

method for construction. 

Government encourages to use 

OSC (Nadim et al., 2009). 

Economic 

risk 
Later income generation for clients. 

Clients get income earlier (Arif 

et al., 2009). 

Social risk 

More waste and more impact on the 

environment. 

Less waste and less impact on 

the environment (Jaillon et al., 

2009). 

Society agrees that traditional 

construction can build a variety of 

building structures. 

Society biased against OSC in 

that it can only provide low-cost 

building (Lu, 2007). 

Weather 

risk 
Hard to operate in bad weather. 

Compensates for local weather 

conditions (Lu et al., 2008). 

3. Project risk comparison 

Project risk is that risk which only arises during the period of construction itself. It 

includes time risk, cost risk, work quality, construction risk, and technological risk 

(Zavadskas et al., 2010). Table 4.4 presents the project risk comparison between OSC 

and traditional methods. The italics in the table mean risk. 

Table 4.4: Project risk comparison 

RISK TYPE 
TRADITIONAL 

CONSTRUCTION 
OSC 

Time risk 

Lower speed of construction. 
Higher speed of construction 

(Goodier et al., 2007). 

The process of construction is 

to step by step. 

Allows on-site building and OSM 

to run concurrently (Vernikos et 

al., 2012) 

Cost risk 

Higher site-related costs. 
Lower site-related costs (Boyd et 

al., 2013). 

Lower initial capital outlay, 

lower design and transport 

costs. 

Higher initial capital outlay, 

higher design and transport costs 

(Pan and Goodier, 2011). 

Work quality 

Complicated construction 

process. 

Streamlines the overall 

construction process (Aburas, 

2011). 

Harder to maintain and 

requires more spare parts. 

Easier to maintain and require 

fewer spare parts (Alvanchi et al., 

2011). 

Construction More construction delays or Less construction delay/changes 
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risk changes to work schedule. to work schedule (Pan and 

Sidwell, 2011). 

The design process is not 

frozen in the development 

stage. 

The design process is frozen in the 

development stage (Li et al., 

2011). 

Technological 

risk 

Perennial technology 

development. 

Lack of adequate knowledge in 

terms of OSC (Mao et al., 2015). 

4.6 OSM  

4.6.1 Traditional manufacturing features 

Some articles did not classify the differences arising between OSC and OSM. For 

example, Hashemi (2015) considered OSC and OSM to be the same, as both represent 

construction methods in which prefabricated and standardised components are 

manufactured within a controlled factory environment and then transported and 

assembled into the on-site structure. However, this does not distinguish the processes 

arising within off-site manufactories and the entire OSC process. To clarify the 

features of OSC and its denominations in terms of precast construction, prefabricated 

manufacturing, prefabricated construction, and so on. This research defines OSM as 

‘the process that is responsible by the off-site manufacturer, which may include 

building material buying, component manufacturing, component transporting, and so 

forth’. Other processes are not deemed to be the responsibility of the off-site 

manufacturer and are not considered further. 

Figure 4.1 presents a comparison between the traditional construction process and the 

OSC process (Salama et al., 2017). Compared with traditional construction methods, 

the OSC process involves component manufacturing and transportation and, as a 

consequence, OSC is more complex, dynamic and non-linear (Liu et al., 2016). OSC 

creates a ripple of secondary and tertiary impacts, which increase the complexity of 

the construction process (Slaughter, 2000). Therefore, it is imperative to understand 

the risks inherent within the off-site manufacture and transportation process, so that 

effective strategies can be developed accordingly. Previous studies also suggested that 

various contextual factors be considered (Gan et al., 2015). 
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Figure 4.1: Process comparison for different construction methods 

Before identifying OSM, it is first necessary to explain traditional manufacturing 

processes. Traditional manufacturing and OSM share many similarities which could 

serve to provide a greater understanding of the OSM process itself. 

Traditional manufacturing is defined as high volume production on a relatively simple, 

standardised and autonomous assembly line (Gann, 1996). Chryssolouris (2013) 

defined manufacturing as the process of transforming materials and information into 

goods to meet human needs. Lanigan (1992) defined manufacturing as the application 

of technology to wealth creation by providing cost-effective solutions to human needs 

and problems. This definition contends that manufacturing is a process intended for 

mass production. 

Over the past 40 years, many innovations have emerged to improve the traditional 

manufacturing process, as shown in Table 4.5 (Gann, 1996): 

Table 4.5: Traditional manufacturing management methods (Gann, 1996) 

TYPE METHOD 

Quality systems 
⚫ Statistical Quality Control (SQC) 

⚫ Total Quality Control (TQC) 

⚫ Total Quality Management (TQM) 

Planning and scheduling 

systems 

⚫ Materials Resource Planning (MRP) 

⚫ Manufacturing Resource Planning (MRP II) 

⚫ Optimized Production Technology (OPT) 

⚫ Just-In-Time (JIT) 

Manufacturing systems 
⚫ Group Technology (GT) 
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⚫ Cellular Manufacturing (CM) 

⚫ Flexible Manufacturing Systems (FMS) 

⚫ Computer Integrated Manufacturing (CIM) 

These various methods solved the limitations and inflexibility of traditional mass 

production, and provided alternative solutions to achieving high quality, low cost and 

delivery on time (Atkinson, 1999). These methods are discussed in more detail below. 

4.6.2 Quality systems 

Statistical quality control (SQC) and total quality control (TQC) evolved into total 

quality management (TQM), which means TQM is the primary quality management 

method for manufacturing processes (Gann, 1996). TQM is an integrated management 

philosophy aimed at continuously improving the performance of products, processes, 

and services to achieve and surpass customer expectations (Woon, 2000). Samson et 

al. (1999) pointed out TQM has been a widely applied process for improving 

competitiveness around the world, albeit with mixed success. The process requires 

assessing the attitudes with benefits and deploying these attitudes. The six most 

frequent TQM practices are: continuous improvement and innovation; information 

and performance measures; process management; strategic planning; process control; 

and product and service design (Lewis et al., 2006). The advantages of implementing 

TQM lie in increasing productivity and decreasing costs by improving products or 

services to customers (Psomas et al., 2014). In order to measure the operational 

performance of TQM, nine constructs were used as follows (Saleh et al., 2018):  

1. Improved product/service quality. 

2. Increased productivity. 

3. Reduced costs of defects and rework.  

4. Reduced delivery lead time of finished products/services to customers.  

5. Reduced customer complaints.  

6. Improved customer satisfaction level and a decline in the number of warranty 

claims.  

7. Purchase material turnover. 
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8. Total inventory turnover. 

9. Reduced inventory obsolescence costs. 

4.6.3 Planning and scheduling systems 

Materials Resource Planning (MRP) has been expanded, not only for materials, but 

also in scope to encompass the entire manufacturing process, including master 

production scheduling, material requirements planning, capacity requirements 

planning, production monitoring and control, in addition to the more traditional 

accounting, financial, and marketing functions of the organisation. Together these 

become Manufacturing Resource Planning (MRP II). At the end of 1970s, MRP II 

was born in America. Now it has become the core of Enterprise Resource Planning 

(ERP) Systems which have been widely used in manufacturing (Jiang et al., 2009). 

MRP II systems are computer-based manufacturing information programmes, 

originally designed to provide component parts exploration and production ordering 

(Burns et al., 1991). However, the limitations for traditional MRP II include (Jiang et 

al., 2009): 

1. The System Administrator has the tendency to set a longer lead-time which 

used to form the basis of manufacturing plans. 

2. Used fixed lead-time parameters that do not satisfy the requirements of 

building an adaptability manufacturing system. 

3. The precondition of forming the manufacturing plans is the assumption of 

Infinite Manufacturing Capability. 

4. Lack of restriction on Secure Stocks. 

In some cases, manufactories have moved from MRP II to Just-In-Time (JIT) to 

reduce the risk of the above eventualities (Rao et al., 1988). JIT was developed by 

Japanese car manufacturer Toyota as a method by which to control the company’s 

internal operations and relationships with suppliers. Although JIT is a production 

system, it involves all levels of the organisation and requires some modifications from 

top to bottom (Lee et al., 1984). The core practices of JIT include (Nakamura et al., 
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1998): 

1. Set-up time reduction. 

2. Schedule flexibility. 

3. JIT maintenance. 

4. Specific equipment layout configurations. 

5. Kanban. 

6. Pull system support. 

7. JIT supplier relationships. 

The JIT method provides numerous benefits (Goyal et al., 1992), as follows:  

1. Better quality. 

2. Less scrap. 

3. Less wip. 

4. Increased teamwork. 

5. Increased productivity.  

Bottlenecks are the key factor in Optimized Production Technology (OPT). OPT 

defines bottlenecks as those parts of the production system that have the lowest 

production potential. Such bottlenecks are the decisive factor in determining the 

production system’s effectiveness (Iveta et al., 2010). The OPT process includes 10 

rules (Iveta et al., 2010):  

1. Balancing materials flow rather than balancing capacity leads to more efficient 

production management. 

2. The level of resource utilisation in areas other than at production system 

bottlenecks is defined by system limitations and not the potential at that 

specific location. 

3. Utilisation and activation of resources are not synonymous. 

4. An hour lost at a bottleneck is an hour lost for the entire system. 

5. An hour saved at a non-bottleneck does not provide any value for the system. 
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6. Bottlenecks determine throughput as well as the level of inventory in the 

system. 

7. The transport batch does not have and often should not be the same as the 

production batch. 

8. The production batch should be variable over time along the entire production 

process schedule. 

9. Production schedule should be created with respect to all limitations of the 

production system. 

10. Lead times are a product of the schedule and cannot be established in advance. 

4.6.4 Manufacturing systems 

Cellular Manufacturing (CM) is an application of Group technology (GT) in 

manufacturing (Singh, 1993). GT is an attractive strategy which is employed to 

achieve economic efficiency within flexible manufacturing systems. The idea of GT is 

to group machines and parts together to save time and cost. The objectives for the GT 

are  (Wang et al., 2006):  

1. To reduce the number of duplicated machines.  

2. To reduce the number of exceptional elements.  

3. To increase machine utilisation rates.  

The advantages of GT include (Wang et al., 2006):  

4. Shortening throughput times. 

5. Providing better quality. 

6. Reducing material handling costs. 

7. Keeping loads balanced, thereby increasing capacity due to shorter set-up 

times. 

8. Bringing better job satisfaction due to increased teamwork.  

A Flexible Manufacturing Systems (FMS) process includes (Suri, 1985):  

1. Planning for the FMS. 

2. Initial design & detailed design. 
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3. Installation & production planning. 

4. Scheduling. 

5. Operation. 

6. Ongoing modifications.  

FMS is suitable for complicated design, planning, and operational problems, and also 

became the reason FMS is more difficult to operate (Saygin et al., 1999). 

Computer Integrated Manufacturing (CIM) is a system that involves the development 

of a digital computer database which integrates manufacturing, design, and business 

functions into a single cohesive system. CIM could help the manufacturer to obtain a 

computer-oriented system. CIM could be used to collect data from across the 

company and develop a corporation-wide computer database that could design and 

manufacture parts without disruption. The result would be reduced design and 

manufacturing lead times and this is often cited as a driver of greater market share and 

improved profitability (Bozdağ et al., 2003).  

The advantages of CIM include (Kahraman et al., 2004): 

1. Greater process flexibility. 

2. Reduced inventory. 

3. Reduced floor space. 

4. Faster responses to shifts in market demand. 

5. Lower lead times. 

6. A longer useful life of equipment over successive generations of products.  

4.6.5 OSM gap 

Traditional methods provide innovations and changes for traditional manufacturing. 

However, the adoption of these methods in traditional construction is relatively hard. 

The reason for this derives from the specific features of the construction industry.  

In traditional construction, each building is unique and designed by a consultant. 

These unique design aspects reduce the effectiveness of the building and become a 

source of inefficiency (Gann, 1996).  
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In order to solve the problem, Gann (1996) presented two solutions:  

1. To standardise buildings as per the systems building technique.  

2. To make the production process as flexible as possible, allowing a large 

variety of buildings to be made up of a small number of standard components.  

Also, component standardisation should be considered. The more components that are 

standardised and designed to be assembled in a simple and routine manner, the more 

productivity gains will likely result.  

These ideas point to OSM as a feasible solution for current construction issues. In 

OSC, the OSM process increases demand to transfer the traditional manufacturing 

method to the OSM process. However, solutions from traditional manufacturing 

industries cannot be simply transposed to the problems of OSM, and such solutions 

should be re-engineered (Gann, 1996). 

As OSM is a process of an OSC project, OSC risk and its risk management method 

could be considered as the reference resources for OSM risk and risk management 

development. In order to identify OSC risks, many articles divided OSC risks based 

on the participants, specifically the owner, consultant, manufacturer, and contractor. 

For an owner or developer, the most significant risk comes from ‘governmental 

support’. Research by Mao et al. (2015) involved a survey of Chinese developers. The 

respondents emphasised that a ‘lack of governmental regulations and incentives’ were 

the greatest obstacles inhibiting the adoption of OSC approaches. Wu et al. (2019) 

collected 112 questionnaires and found that ‘insufficiently developed regulation and 

policies to promote OSC’ was seen as a general risk in OSC. Using an online survey 

method to collect questionnaires from 19 different provinces, Ji et al. (2017) identified 

how policy support needs to be considered to promote the construction 

industrialisation process. In the absence of this, the owner is less willing to use OSC 

methods. 

For a consultant, the most significant risk comes from ‘off-site features’. Sutrisna and 

Goulding (2019) analysed two OSC cases in the UK and found that adopting ‘OSC 
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techniques in a project at an early stage’ was the main risk. As the off-site 

construction requires a freeze in the design process in its early stages, subsequent 

changes to design in OSC cause more problems than for traditional construction 

projects, including delays and time wastage. To avoid the risk of design change, some 

consultants provide a standardised design model for OSC buildings. However, this 

solution results in the other risk of ‘limited design options’ (Lu et al., 2008). Using an 

interview and questionnaire survey, Vernikos et al. (2012) pointed out that, although 

OSC improves the health and safety of on-site workers, which can reduce time and 

cost, this advantage has limited influence on the consultant. The complexity of OSC 

projects enhances the difficulty for consultants to realise the benefits of OSC. 

For a contractor, the most significant risk comes from ‘cost’. Pan et al. (2007) carried 

out combined phone interviews and questionnaires to identify the major risks for off-

site contractors. The main risk was found to be ‘high capital cost’ as, compared with 

traditional construction, OSC requires longer lead-in times, costing more during the 

preparation process (Mao et al., 2016). This view of high off-site costs is supported by 

Hong et al. (2018), who suggested that the provision of financial support should be 

considered when implementing OSC.  

In a review of manufacturers, L. Zhang et al. (2020) showed that the off-site 

manufacturing process risk could be divided into 77 different factors. These factors 

include several that differ from other OSC process risks, including ‘high component 

model fees’ and ‘rigid prefabricated rate requirements’. This research considered 

‘design error’ to be the most dominant risk within the off-site manufacturing process. 

These risks influenced at least one off-site manufacturing project’s QCD. 

Although some articles present the risks of the off-site manufacturing process, the 

relative importance of each risk still needs to be examined. Considering the whole life 

cycle of OSC, the manufacturing process requires more attention as it provides the 

production function for OSC. Risk analysis for the off-site manufacturing process is 

necessary to help manufacturers understand which risks need to be urgently solved 
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and which could be ignored. Therefore, conducting a study focused specifically on a 

mathematical method for considering an off-site manufacturing process risk analysis 

is worthwhile. 

Chapter 3.12 presented the risk management method that is generally used in OSC 

projects. Table 4.6 presents the articles cited in relation to OSC projects.  

Table 4.6: Risk management methods employed in OSC projects 

RISK MANAGEMENT 

METHOD 
LITERATURE AIM OF LITERATURE 

Risk identification method 

Brainstorm   

Interview (Ahn et al., 2020) 
OSC health and safety risk 

identification. 

Checklist 
(Wuni and Shen, 

2019) 

OSC supply chain risk 

identification. 

SWIFT   

Scenario analysis 
(Mostafa et al., 

2016) 

OSC system analysis, supply 

chain improvement. 

FTA (Hsu et al., 2017) Delay factor of OSC project. 

Bow tie analysis   

Direct observations 
(Xue et al., 2018a, 

2018b)  

OSC collaborative management 

for cost performance 

Risk assessment method 

Brainstorm   

Interview (Ahn et al., 2020) 
OSC health and safety risk 

identification. 

Expert elicitation   

Delphi method 
(Arashpour et al., 

2017) 

OSC uncertainty integrated 

management. 

SWOT analysis (Jiang et al., 2018) OSC method promotion in China 

P-I (Wu et al., 2019) 

OSC integrated design & 

construction project delivery risk 

identification. 

SWIFT   

FTA (Hsu et al., 2017) Delay factors in OSC projects. 

Questionnaire (Hashemi, 2015) OSC risk assessment in Iran. 

AHP 
(H. X. Li et al., 

2013) 

OSC risk identification and 

assessment.  

DSS (Pan, 2006) Optimising OSC project process. 

FMEA   

BBN (Yu et al., 2019) 
The influence of stakeholders in 

OSC quality risk. 

Markov chain analysis   

Risk analysis method 

P-I (Wu et al., 2019) OSC integrated design & 
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construction project delivery risk 

identification. 

Project assumption testing   

Data precision ranking   

Risk categorisation   

Risk urgency assessment   

Expert judgement (McKay, 2010) 
OSC influence on health and 

safety. 

Sensitivity analysis  
OSC optimisation for time 

schedule. 

Decision tree 
(Arashpour et al., 

2018) 

Optimal process integration 

architectures design for OSC 

project. 

Monte Carlo simulation 
(Rausch et al., 

2019) 

Tolerance analysis for OSC 

project. 

Influence diagrams 
(L. Zhang et al., 

2020) 

Risk assessment and analysis for 

OSC project. 

Criticality analysis   

Risk response method 

Avoidance (Pan and Goodier, 

2011; Rausch et al., 

2017; Wang et al., 

2018) 

Risk response for OSC project. 
Transfer 

Retention 

Reduction 

Table 4.6 presents those risk management methods used for OSC, explaining how the 

current OSC project has established several risk management methods to manage 

OSC risk. As OSM is a part of the OSC process, the risk management method 

deployed in an OSC project may become a solution by which to solve OSM risks. 

However, it seems that the OSM process had been ignored in the previous article. 

Thus, as a result, risk and risk management for OSM processes have suffered from 

insufficient research.     

In order to fill the gap, this research focuses on the use of current risk management 

methods for OSM processes to identify and respond to risk and develop a risk 

management framework for OSM processes within OSC projects. 

4.7 Chapter summary 

For risk management, the method of the process must first be identified, as it has been 

proven that such a method could help to manage project risk more effectively. This 

research has tried to combine a variety of methods for OSM risk management. To this 

end, this research selected a specific method as detailed in Table 4.7. 
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Table 4.7: The risk management methods employed in this research 

RISK MANAGEMENT PROCESS RISK MANAGEMENT METHOD 

Risk identification Interview 

Risk assessment Interview, Questionnaire 

Risk analysis Influence diagram 

Risk response Avoidance, Transfer, Retention, Reduction 

This research combined attempted to merge the methods of each risk management 

process and thereby create a risk management framework. In that case, the reason to 

choose each risk management method is presented: 

1. Risk identification: interview is chosen for this process. As OSC project 

requires all parties to participate, it is necessary to understand the risk from 

different angles such as owner, consultant or contractor. Interview could get 

data from different angles, which is the most suitable method for risk 

identification. 

2. Risk assessment: interview and questionnaire are chosen for this process. As 

the risk group and risk type should be divided in this process, it is necessary to 

get the detail for risk factor from more OSC practitioners. Questionnaire is a 

method to collect data from a large amount of people. Combining interview 

and questionnaire method, these methods could specify the groups and types 

of each risk factor. 

3. Risk analysis: influence diagram is chosen for this process. How risk factor 

influence QCD in OSC project is concerned in this process. Influence diagram 

could provide a visible diagram for the relationship between risk factor and 

QCD, which could be used for risk analysis process. 

4. Risk response: avoidance, transfer, retention, and reduction are chosen for this 

process. As all risk factors should have at least one risk response method, 

these methods could cover most situation in risk management process.  

This chapter showed the specific features of the OSC process as compared to 

traditional construction processes. By breaking down the OSC project into the 
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constituent phases which the OSM process (found in every OSC project) must first 

pass through during its realisation, it becomes clear that the risk implicit within the 

OSM process needs significant consideration as it may cause a negative impact upon 

cost, time and quality. 
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CHAPTER 5 -  METHODOLOGY 

5.1 Introduction 

This chapter explains the research design and provides a methodological comparison 

between different approaches. It presents a general review of research methodologies 

and considers a methodology suitable for this research. It also presents the rationale 

for the selection of the methodology used in this research. In order to achieve the aims 

and objectives, a mixed methodology was selected for this research. Semi-structured 

interviews were employed for qualitative research and questionnaire for the 

quantitative aspect of the study.  

5.2 Research Concept 

5.2.1 Fundamental concepts 

Research philosophy serves to explain the underlying theory of various research 

approaches (Maylor et al., 2016). Easterby-Smith et al. (2012) defined three benefits 

that an understanding of philosophical issues imparts:  

1. It helps to clarify research designs, and clarify what kind of evidence is 

required for the research. 

2. It helps to point out the limitation of approach, and identify which design is 

suitable for the research. 

3. It helps to identify or create a new design for the research. 

To define the philosophy behind the design of this research, epistemology, ontology, 

methodology and axiology are explained. Four sets of assumptions are defined by 

Creswell et al. (2017) in terms of the pursuit of acquisition of knowledge:  

1. What values go into it (epistemology)? 

2. How do we know that it is true (ontology)? 

3. How do we write about it (axiology)? 

4. How do we study it (methodology)? 

5.2.2 Epistemological position 
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Epistemology is a description of how an individual’s cognition becomes stable 

(Keeney, 2017). Baron (2019) used epistemology to refer to the nature of the 

observer’s knowledge. It is held that epistemology can be conceptualised in one of 

two ways (Hofer, 2001): 

1. As a systematic progression in the development of one’s ideas about 

knowledge and knowing.  

2. Personal epistemology is a system of more-or-less independent beliefs. 

Bryman (2016) explained epistemology as concerning the question of what is 

regarded as acceptable knowledge in a discipline. One central issue in this context is 

the question of whether the social world can and should be studied according to the 

same principles, procedures, and ethos as the natural sciences. The position that 

affirms the importance of imitating the natural sciences is invariably associated with 

an epistemological position known as positivism. MacIntyre (2013) believed that 

one’s worldview influences the interpretation and understanding of new information. 

Epistemology and worldview are, therefore, subjects that are closely linked in 

representing how one comes to know and the combined framework of one's individual 

knowledge. 

There are many epistemological branches, including essentialism, historical 

perspective, perennialism, progressivism, empiricism, idealism, rationalism, 

constructivism, and pragmatism, etc. For example, pragmatism chooses either or both 

observable phenomena and subjective meanings can provide acceptable knowledge 

which is dependent upon the research question and its focus on practical applied 

research, integrating different perspectives to help interpret the data (Saunders et al., 

2009). Realism chooses observable phenomena to provide credible data and instead 

focuses on explaining within a context or contexts (Saunders et al., 2009). 

The two major types of epistemological branches are positivism and interpretivism 

(Eldabi et al., 2001). Positivism is a method which considers that the world is 

constructed by concrete and external processes and thus the resulting world reflects an 
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objective, independent reality, and this reality provides the foundation for human 

knowledge (Weber, 2004). Hence positivistic research uses quantitative methods for 

data collection and analysis (Hovorka et al., 2010). Interpretivism is a method which 

considers the world to be based on culture, experience, history, and so forth. This 

knowledge of this world is thus built through social construction (Weber, 2004). In 

this case, human behaviour and feelings should be considered and monitored through 

this method (Rivas, 2010). 

The principal data for this research was collected from Chinese OSC practitioners, 

which means that it is based on their feelings and experiences. Further, the site 

observations, expert views, and literature review were also necessary for this research, 

which requires it to be explained from a personal standpoint. Also, the initial primary 

data for this research was generated from interviews, all of which followed research 

data (e.g. questionnaire, case study) that was developed based on the outcomes of the 

interviews. The differences arise between people and OSC organisations should be 

identifiable in the data analysis process. Thus, this research is mainly based on 

interpretivism. 

5.2.3  Ontological position 

Ontology stems from the Greek word ‘onto’ meaning being and ‘logos’ for word. It 

was developed by 19th Century German philosophers to distinguish various kinds of 

beings within the natural sciences (Sowa, 2001). Bunge (1977) defined ontology as a 

method through which the world can be organised in an orderly fashion. Heidegger 

(2008) alternatively defined ontology as interpreting the factual world. 

There are many ontological branches, including realism, idealism, materialism, 

objectivism and subjectivism. For example, realism contends that there is an external 

reality that is independent of what people may think or understand it to be, whereas, 

idealism maintains that reality can only be understood via the human mind and 

socially constructed meanings. Similar to realism, materialism also claims that there is 

a real world, but only the material or physical world is considered to be real (Snape et 
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al., 2003). 

The two major types of ontological branches are objectivism and subjectivism 

(Hamati-Ataya et al., 2014). Subjectivism contends that reality is based on the 

observer’s perspective, which means that our perceptions about the world are 

inextricably bound to our stream of experiences (Weber, 2004). Objectivism argues 

that reality is separate from the individual who observes it, and thus it cannot change 

between observers. Positivistic ontology is therefore argued to be dualistic in nature 

(Weber, 2004).  

This research aims to develop an OSM risk management framework for the Chinese 

OSC industry. This requires that the research be focused on feedback from current 

OSC practitioners which is, in turn, related to the experience of those practitioners. It 

also requires us to observe the current practices and actions from such projects. As the 

research attempt to choose interview for data collection method, it requires observing 

the current practices such as awareness and people’s perception of OSM risk. This 

means that this research primarily obtains data from a subjectivistic perspective.  

5.2.4 Axiological position 

Biddle et al. (2015) defined axiology as the nature of ethics and its values. Houston 

(2014) defined axiology (for scientific investigation) as being neutral and value-free. 

Axiology is an objective format for the measurement of intangible values and 

attitudes, it focuses on measuring the level of development, it also considers the type 

of perceptual bias arising within thought (Brown et al., 2007). 

There are many axiological branches including positivism, realism, interpretivism, 

and pragmatism. Positivism means that the research is undertaken in a value-free way 

in which the researcher is independent of the data and maintains an objective stance. 

Realism means that the research is value-laden, in that the researcher introduces bias 

based on their world views, cultural experiences and upbringing. Interpretivism means 

research is value bound, in that the researcher is part of what is being researched and 

thus cannot be separated and so will be subjective. Pragmatism means that values play 

https://research-methodology.net/research-philosophy/positivism/
https://research-methodology.net/research-philosophy/realism/
https://research-methodology.net/research-philosophy/interpretivism/
https://research-methodology.net/research-philosophy/pragmatism-research-philosophy/
https://research-methodology.net/research-philosophy/positivism/
https://research-methodology.net/research-philosophy/realism/
https://research-methodology.net/research-philosophy/interpretivism/
https://research-methodology.net/research-philosophy/pragmatism-research-philosophy/
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a large role in interpreting the results, given that the researcher adopts both objective 

and subjective points of view (Saunders et al., 2009). 

5.2.5 Methodological position  

Methodology explains the what, when, where, why, to whom, and how of the data 

collection process (Collis et al., 2013). Therefore, this research methodology needs to 

solve (Leedy et al., 2014):  

1. What data are needed? 

2. When the data are collected? 

3. Where the data are located? 

4. Why the data should be collected? 

5. From whom to collect data? 

6. How data is obtained and analysed? 

The methodological approach determines the primary focus of the research (Pathirage 

et al., 2008). The research approach is an interconnection of processes at a conceptual 

and empirical level (Maylor et al., 2016). To ensure that the data collection methods 

can solve the problem of the research question, the research approach itself should 

concern the data collection process. Three types of research design are commonly 

presented (Trochim et al., 2008): 

1. True experiment. 

2. Quasi-experiment.  

3. Non-experiment.  

The types of research design are chosen according to the features of the research in 

relation to the research aim, type of participant, or personal experiences of the 

researcher. There are many methodological branches, namely deductive (deduction), 

inductive (induction), abductive, analogical, cause-and-effect, critical thinking and 

metaphoric inference. For example, abduction uses an observation or set of 

observations to reach a logical conclusion, and this permits making the best guesses to 

arrive at the simplest possible conclusions (Walton, 2014). Analogical thinking finds 
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similarities between two or more things and then uses these characteristics to find 

other qualities common to both (Gentner et al., 2012). 

Generally, the two major types of methodological branches are deduction and 

induction. 

Deduction entails moving from the general towards the particular, whereas induction 

entails moving from the particular to the general. Deduction considers the theories 

and derived hypotheses, and then tests those hypotheses. Induction observes a 

phenomenon of interest and then considers theories based on the analysis of the 

phenomenon (Locke, 2007). Aristotle considered that induction was necessary to 

develop valid theories but also that deduction was needed to test and further refine 

those theories (Harriman, 2010). In this case, induction and deduction are viewed as 

complementary. There are five consecutive stages of deductive research (Saunders et 

al., 2009): 

1. Deduce the hypothesis from the theory. 

2. Articulate the hypothesis in functioning stipulations which recommend an 

association between the concept and variable. 

3. Test the functioning hypothesis. 

4. Examine the precise result of the investigation. 

5. If needed, adjust the theory to correspond to the findings. 

The characteristic of deduction is that it requires the evidence to be quantified and 

statistically generalised in line with human social behaviour. This means that the 

sample size of the data collection should be considered (Saunders et al., 2009). The 

feature of induction is that it requires the background of the event to be considered in 

detail. This results in focus on a small sample of subjects in the induction process 

(Saunders et al., 2009). 

The deductive approach is deployed in this research, as it focuses on developing an 

OSM risk management framework. In accordance the approach of this research 

includes four steps: 
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1. Reviewing the current literature and OSC practices in China with a view to 

understanding the current situation by means of an analysis of primary and 

secondary data. 

2. Developing an OSM risk management preliminary framework via data 

analysis from the previous step. 

3. Testing and validating the preliminary framework. 

4. Refining and documenting the final OSM risk management framework. 

Based on the philosophy identification, the research concept is concluded below. This 

research takes the stance of interpretivism for epistemology, subjectivistic perspective 

for ontology, deductive approach for methodology. Interpretivism and subjectivistic 

perspective results the research needs to collect data from Chinese OSC practitioners. 

The deductive approach requires to analyse data by quantify and statistically 

generalised the OSC practitioners’ behaviour. In order to collect and analyse the data, 

interview and questionnaire are deployed in this research. In that case, mixed method 

is selected as the research method. 

5.3 Research methods 

In considering the research methods, qualitative, quantitative and mixed methods 

were contemplated.  

5.3.1 Qualitative method 

Qualitative methods have been defined by many articles: 

1. Qualitative method is the application of observational techniques and/or the 

analysis of documents as the principal means of learning individuals or groups. 

Sometimes qualitative research is referred to as fieldwork, referring to the 

immersion of researchers in the life and world of those being studied (Hagan, 

1997).  

2. Qualitative method, as a field of inquiry in its own right, cuts across 

disciplines, fields, and subject matter. Qualitative researchers study things in 
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their natural settings, attempting to make sense of, or interpret, phenomena in 

terms of the meanings people bring to them (Falconer et al., 1999). 

3. The phrase qualitative method refers in the broadest sense to research that 

produces descriptive data – people’s own written and spoken words and 

observable behaviour (Taylor et al., 2015).  

4. A qualitative method collects open and emerging data primarily to develop 

themes based on the data (Creswell et al., 2017). 

From the definitions presented above, a qualitative method may fall into one of two 

domains (Maruna, 2010):  

1. Data collection techniques which include engagement, textual analysis and 

open-ended interviews.  

2. Involving the discovery of patterns in textual and linguistic data collected, 

often with phenomenological purposes. 

The advantages of a qualitative methodology include: 

1. Flexible and responsive interactions between the interviewer and respondents 

(Sykes, 1990).  

2. Useful when one needs to supplement, validate, explain, illuminate, or 

reinterpret quantitative data gathered from the same setting (Maruna, 2010). 

However, the qualitative method also has several disadvantages. It always relies on 

the interview as a principal means of methodology and, as a result, the data may lack 

diversity (Williamson, 2006). Another problem is that the size of samples is limited in 

qualitative methodologies, which will cause the research findings to lack universality 

(Castro et al., 2010). 

5.3.2 Quantitative method 

Quantitative methods have also been defined by many articles: 

1. Quantitative method is the application of statistical procedures and techniques 

to data collected through surveys, including interviews and questionnaire 

administration (Hagan, 1997). 
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2. In quantitative method, concepts are assigned a numerical value. This 

empirical orientation suggests that the same approach applicable to studying 

and explaining physical reality can be used in the social sciences (Hagan, 

1997). 

3. Quantitative method refers to counts and measures of things (Lune et al., 2017) 

4. A quantitative method is one in which the investigator primarily uses 

postpositivist claims for developing knowledge (i.e., cause and effect thinking, 

reduction to specific variables and hypotheses and questions, use of 

measurement and observation, and the test of theories), employs strategies of 

inquiry such as experiments and surveys, and collects data on predetermined 

instruments that yield statistical data (Creswell et al., 2017). 

From the definition offered above, a qualitative methodology can be defined as 

having two dimensions, as follows (Maruna, 2010):  

1. Data collection from surveys or quantitative records. 

2. Analysis involving some kind of statistical analysis to test hypotheses in a 

manner similar to the physical sciences. 

The advantages of quantitative methods include (Amaratunga et al., 2002):  

1. Comparison and replication are allowable. 

2. Independence of the observer from the subject being observed. 

3. Subject under analysis is measured through objective methods rather than 

being inferred subjectively through sensation, reflection or intuition. 

4. Reliability and validity may be determined more objectively than qualitative 

techniques. 

5. Emphasises the need to formulate hypothesis for subsequent verification. 

6. Helps to search for causal explanations and fundamental laws, and generally 

reduces the whole to the simplest possible elements in order to facilitate 

analysis. 

However, the disadvantages of quantitative research include that it may not concern 
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social or cultural aspects of the organisations (Myers, 2019). Another disadvantage is 

that it only measures variables at a specific moment in time, wherein the variables 

may change in the future (Amaratunga et al., 2002). 

5.3.3 Mixed methods 

Comparing qualitative and quantitative methods, qualitative research is exploratory 

and better for new or unexpected research and can provide better illustration than 

quantitative methods. However, the quantitative method is more replicable, precise, 

and generalisable than qualitative research, as it generally focuses on mathematical 

data. The statistical techniques used in quantitative methodology could reduce the 

influence of participants’ subjective opinion or bias (Maruna, 2010).  

Mixed methods research, variously called multi-method research, mixed model 

research, or mixed methodology, combines the advantages of both qualitative and 

quantitative methods to increase the breadth and depth of understanding (Johnson et 

al., 2007).  

Rossman et al. (1994) presented reasons to link qualitative and quantitative data: 

1. To enable confirmation or corroboration of one another via triangulation. 

2. To elaborate or develop analysis, providing richer details. 

3. To initiate new lines of thinking through attention to surprises or paradoxes, 

thereby ‘turning ideas around’ and providing fresh insights. 

The fundamental principle of mixed methods research should be its complementary 

strengths and non-overlapping weaknesses (Johnson et al., 2003). 

Mixed methods are appropriate in the following situations (Greene et al., 1989): 

1. When researchers would like to converge different methods or use one method 

to corroborate the findings of another about a single phenomenon. 

2. When researchers would like to use one method to elaborate, illustrate, 

enhance, or clarify the results from another method. 

3. When researchers would like to use results from one method to inform another 

method, such as in creating a measure. 
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4. When researchers would like to use one method to discover paradoxes and 

contradictions in findings from another method that can suggest reframing 

research questions. 

5. When researchers seek to expand the breadth and depth of the study by using 

different methods for different research components. 

For mixed methods, although they combine the feature of qualitative and quantitative 

methods, the proportion of each method still should be considered. Morse (2016) 

presented eight mixed methods modes:  

1. Inductive-simultaneous design, the core component is qualitative, and the 

supplemental component is quantitative. 

2. Inductive-sequential design, the core component is qualitative, and the 

supplemental component is quantitative. 

3. Deductive-simultaneous design, the core component is quantitative, and the 

supplemental component is qualitative. 

4. Deductive-sequential design, the core component is quantitative, and the 

supplemental component is qualitative. 

5. Inductive-simultaneous design, both components are qualitative. 

6. Inductive-sequential design, both components are qualitative. 

7. Deductive-simultaneous design, both components are quantitative. 

8. Deductive-sequential design, both components are quantitative. 

Another mixed methods process definition was developed by Teddlie et al. (2009): 

1. Parallel mixed designs: The quantitative and qualitative methods start at same 

time with parallel strands. The strand results are integrated into meta-

inferences after separate analyses are conducted. The quantitative and 

qualitative results are used to answer the same research question.  

2. Sequential mixed designs: The quantitative and qualitative strands start 

chronological phases, with start for the later strand depending on the previous 
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strand. The research questions are interrelated and sometimes evolve during 

the study. 

3. Conversion mixed designs: Transfer of one type of data to another type for 

subsequent analysis. The additional findings are then added to the results. The 

quantitative and qualitative results seek to answer the same research question. 

4. Multilevel mixed designs: Combined parallel mixed designs and sequential 

mixed designs to answer the same question. 

5. Fully integrated mixed designs: In these designs, mixing occurs in an 

interactive manner at all stages of the study. At each stage, one approach 

affects the formulation of the other, and multiple types of implementation 

processes can occur. 

As mentioned above, mixed methods combine the advantages of both quantitative and 

qualitative methods. Many articles used mixed methods for construction risk 

management or OSC projects (Arabiat, 2013; Mehdizadeh, 2012; Odimabo, 2016). 

Mixed methods have proven useful, particularly in construction research. For this 

research, mixed methods are used. 

Deductive-sequential design is used in this research. This research aims to develop an 

OSM risk management framework, which requires to define the significant risk factor 

for OSM process. The order of research method is qualitative then quantitative. First 

interview is used as qualitative method, which is the supplemental component for the 

research. The interview aims to define the risk factor for OSM process. Second, 

questionnaire is used as quantitative method, which is the core component for the 

research. The questionnaire aims to define the significant risk factor for the OSM 

process.  

5.4 Research process 

5.4.1 Sampling method 

For both the interview and the questionnaires, the snowball sampling method was 

used in this research. Snowball sampling is defined as collecting a sample from a 
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population in which a standard sampling approach is otherwise either impossible or 

prohibitively expensive, for the purpose of studying those characteristics of 

individuals within the population (Handcock et al., 2011). Snowball sampling is 

deemed suitable when the research subjects are difficult to access. Although snowball 

sampling may introduce bias because the sampling units are not independent and 

projecting data beyond the sample is not justified, it is nonetheless useful in specific 

circumstances and for locating rare populations (Acharya et al., 2013). The process of 

snowball sampling asks current subjects to recruit future subjects until data saturation 

is achieved (Grove et al., 2012). Snowball sampling is an alternative method when 

random sampling is otherwise not possible (Cohen et al., 2005). The advantage of 

snowball sampling is that it takes less time and provides the opportunity to 

communicate better with future subjects (Polit et al., 1994). In this research, the 

participant comes from OSC practitioners, which is a specific group in the 

construction industry, and this group has a relatively close internal relationship. For 

example, every Chinese province has OSC association, only OSC practitioners can 

join the association. This means OSC practitioners meet the requirement of snowball 

sampling subjects: rare populations and difficult to access. In that case, compared 

with random sampling, the snowball sampling method could get access with OSC 

practitioners in easier way. 

OSC practitioners were invited to participate in this research. As mentioned in the 

literature review, OSC is a new construction method in China which results in the 

population of OSC practitioners being relatively low in China. This means that 

snowball sampling would be a suitable method for the data collection process.  

The first-tier participants included the off-site owner, consultant, manufacturer, 

transporter, and contractor on the Chinese mainland. Then the chain method was used 

to ask the first-tier participants to invite more OSC industry participants and, as the 

second-tier participants have existing links to the first-tier participants, it also links 

them to the researcher (Naderifar et al., 2017). 
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5.4.2 Ethical approval 

Ethical approval should be concerned with reducing the ethical issues during the data 

collection process. The USA presented suitable criteria for approval of research by an 

institutional review board (Kanter, 2009): 

1. How are the risks to human participants minimised? 

2. Why are the risks reasonable in relation to the anticipated benefits? 

3. How is the selection of participants equitable? 

4. Are adequate procedures in place to ensure the privacy and confidentiality of 

participants? 

5. Is the plan used to monitor the data and safety of the participants? 

6. How is informed consent sought and documented? 

7. If applicable, what safeguards are used to protect vulnerable populations? 

8. Other relevant information. 

In the UK’s research ethics application process, the questions listed below should be 

answered to avoid ethical pitfalls (Smajdor et al., 2009):  

1. Is the research likely to provide useful new information? Is it investigating an 

area in which there is a compelling need for further research? 

2. Is the design of the study adequate to fulfil what it sets out to establish? 

3. Are patients likely to be harmed physically or psychologically as a result of 

participating? Are the potential harms proportionate to the likely benefits of 

the study? Have all possible means of reducing risk been explored? 

4. Does the study involve children, prisoners, or those who lack the capacity to 

make informed decisions? If so, is their inclusion justified? 

5. How are potential participants being identified? Is there a risk of coercion? 

6. Are adequate procedures in place for gaining consent? 

7. Is clear, comprehensible, and honest information provided? 

8. Who will be accessing records or data? Will it be anonymised? Where will it 

be kept? 
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9. Participants have a stake in the research. What arrangements have been made 

for reporting findings back to them? (Participants are unlikely to have access 

to medical journals in which studies are published, and such studies are 

unlikely to be readily understood by them.) 

10. How long will tissue samples or patient data be kept? Will it be used in future 

research? 

In order to protect the privacy of the participants, ethical approval is sought for both 

semi-structured interviews and the questionnaire process. To keep the participants 

anonymous, all necessary steps were taken to protect the process. Ethical clearance 

was granted for this research in advance of any data collection to ensure strict 

compliance with data management requirements and procedures. 

During the interview process, a consent form (see Appendix 1) was designed and 

distributed to interviewees. All interviewees read and signed the consent form by 

understanding that their data would be anonymised and only used for the purposes of 

this research. 

For the questionnaire process, a participant information sheet (see Appendix 2) was 

put in front of the questionnaire for download purposes and any participant could 

download the sheet and contact the researcher. The participant could leave the 

questionnaire survey at any time. 

5.5 Qualitative research: interviews 

5.5.1 Interview context 

In this part, the interview was developed and proceeded for collection of the 

qualitative data. This part contributed to the achievement of the purpose which was to 

understand the risks in the OSM process. To achieve this, the steps were: 

1. To provide the background of OSC. 

2. To identify participants for interview. 

3. To understand the activities and risks involved. 

5.5.2 Interview preparation 
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It is necessary to prepare for interviews as this could help to streamline the process 

and alleviate problematic circumstances that could potentially arise once the research 

is implemented (Turner III, 2010). For interview preparation, there were eight 

prerequisite principles (Turner III, 2010):  

1. Choose a setting with little distraction. 

2. Explain the purpose of the interview. 

3. Address terms of confidentiality. 

4. Explain the format of the interview.  

5. Indicate how long the interview usually takes. 

6. Tell the interviewee how to get in touch with the researcher later. 

7. Ask the interviewee if there are any questions before getting started with the 

interview. 

8. Don't count on the researcher’s memory to recall the interviewees’ answers. 

To this end, a pilot study was developed. A pilot study assists the research by 

determining the possibility of flaws, limitations, or other weaknesses within the 

interview design, enabling the researcher to make necessary revisions prior to the 

implementation of the study (Brinkmann et al., 2018).  

Effective research questions could serve to reduce time wastage and help to focus on 

the research objectives. Turner III (2010) explained what a good interview question 

requires: 

1. Wording should be open-ended. 

2. Questions should be as neutral as possible. 

3. Questions should be asked one at a time. 

4. Questions should be worded clearly. 

5. Be careful asking ‘why’ questions. 

The questions for the pilot study were based on the literature review and are presented 

in Appendix 3. 

In order to determine the questions for the interview, 15 people from academia and 
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industry were asked to identify whether the interview questions were suitable for 

interview. This pilot study was completed during the period from March 2019 to April 

2019, and the initial contact was through email. Four instances of feedback were 

given, representing a response rate of 26.7%. The feedback received is detailed in 

Table 5.1. 

Table 5.1: Pilot interviews - participant feedback 

NAME INSTITUTION ROLE SUGGESTION 

TP1 University Professor 

⚫ It would be better to cover focus on 

general contractors, not only suppliers. 

⚫ ‘Could you please define the process of 

[the] off-site manufacture phase?’ This 

question could be presented as 

background knowledge rather than as a 

question. 

⚫ Details of interview expect hypothesis 

and objectives are also necessary. 

TP2 University 
Senior 

lecturer 

⚫ Not only the title, but also the sub-title 

should contain numbers, which could 

help the interviewee to understand the 

process of the questions. 

⚫ Several questions are not clear enough. 

This should be presented in more detail 

to help the interviewee to understand. 

⚫ It would be better to divide the risk 

management process and to use risk 

management process to design the 

questions. 

TP3 
Off-site 

manufacturer 
Chairman 

⚫ As risk is a very wide ranging area, more 

detail could be presented to introduce 

which kind of risk you want to address. 

⚫ Several examples of risk could be 

provided to give the interviewee a hint. 

TP4 
Off-site 

contractor 
Chairman 

⚫ This participant misunderstood the 

request and gave the interview answers 

directly. 

Three of the four instances of feedback were valid and offered various advice. All 

advice was evaluated and incorporated within the interview questions. Based on the 

pilot study, the second version of the interview questions is presented in Appendix 4. 

5.5.3 Interview process 

Creswell et al. (2017) discussed the importance of selecting appropriate participants 

for interviews. An appropriate participant could provide the most credible information 



148 

 

for the research. It is also important to conduct the interviews in a comfortable 

environment, as the participants could share more information in an environment 

without restrictions. 

In order to collect data, a series of semi-structured interviews with selected 

practitioners was conducted. These practitioners derived from four different areas, 

namely Yichang, Wuhan, Beijing, and Foshan. The main reason for interviewing 

practitioners from different areas was that China is a relatively large landmass, 

leading to considerable diversity in the location of OSM (Wang et al., 2013). Ji et al. 

(2017) introduced a ranking for Chinese OSC across different provinces and indicated 

that east China and central China had developed large-scale construction 

industrialisation. The disparity in OSM between different provinces, however, is 

significant. Therefore, interviewees’ locations should be taken into consideration, as 

they may lead to a different emphasis on risks. The gross domestic product (GDP) per 

capita in Beijing (north of China), Hubei (middle of China), and Guangzhou (south of 

China) are relatively high (IMF, 2019). Beijing is ranked 12th in China and ranked 2nd 

in the north of China in terms of its GDP. Hubei is ranked 8th in China and 3rd in 

central China. Guangzhou GDP is currently ranked 1st in China (NBS, 2021). For the 

total output value of construction in China, Beijing is ranked 9th (1.19 billion RMB); 

Hubei is ranked 3rd (1.69 billion RMB), and Guangdong 4th (1.66 billion RMB) 

(CCIA, 2021). These three places also are identified as being priority areas for the 

promotion of OSC (SCGO, 2016). In this case, these places were selected for the 

interview location. The top three OSC companies for each province were selected and 

prioritised as the main off-site manufactories. 

The interviewees included not only manufacturer, but also a consultant, a contractor, 

and EPC (Engineering, Procurement, Construction) company. The reason for this is 

that OSC features relationships between clients, designers, developers, contractors, 

manufacturers and suppliers which are long term and necessarily amalgamated (Zhai 

et al., 2014). 
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5.5.4 Sampling method 

As the amount of information obtainable from qualitative research do not necessarily 

increase because more data is obtained, the size of this research sample was 

determined by ‘saturation’ in terms of interviews (Mason, 2010). For example, 

Charmaz (2006) suggested that 25 participants are adequate for smaller projects. 

Ritchie et al. (2013) identified that qualitative samples under 50 were misleading. 

Green et al. (2018) explained that it was unnecessary to interview more than 20 

participants.  

From other articles within similar research areas, the number of interviewees is 

typically around 10-40. For example, Yu et al. (2019) interviewed 12 managers (or 

engineers) to establish the structure of the Bayesian network and evaluate the 

probabilities of the node states for evaluating different stakeholder impacts on the 

occurrence of quality defects. Venables et al. (2004) interviewed 27 key participants 

in both manufacturing and housing development, suggested that the uptake of OSC is 

influenced by the perceptions of developers and by wider market and regulatory 

factors. Love et al. (2011) interviewed 29 construction practitioners from 8 civil 

infrastructure projects, revealing that a risk/reward model can influence stakeholders' 

behaviour. Li et al. (2017) conducted interviews with 10 experts to understand current 

practices, challenges, and opportunities of piping prefabrication. 

Snowball sampling is often used for interview sample definition. In order to qualify 

for the interview, all respondents were required to be active OSC industry 

practitioners. The top five respondents were contacted via e-mail or phone, and then 

further respondents were introduced by the top five. After these participants provided 

more respondents within similar organisations, and these participants had given 

referrals (though not all were from the same type of organisation), the total number of 

respondents was 30. All interviewees had experience in OSC projects. However, some 

interviewees were not willing to be recorded and 5 of the instances of interviewee 

feedback were not valid. The interviewees are marked from P1 to P25 for the benefit 
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of further study (see Table 5.2).  
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Table 5.2: Participants’ personal details for the interview 

NUMBER PLACE COMPANY ROLE POSITION EXPERIENCE (YEARS) DATE 

P1 

Yichang, Hubei province 

Manufacturer 
Engineer manager 14 09/05/2019 

P2 Factory director 18 09/05/2019 

P3 

Contractor 

Project manager 13 10/05/2019 

P4 Technical director 11 10/05/2019 

P5 Chief engineer 4 10/05/2019 

P6 

Wuhan, Hubei province 

EPC 

Vice general manager 12 16/05/2019 

P7 General manager 23 16/05/2019 

P8 Chief engineer 32 16/05/2019 

P9 Structural designer 6 16/05/2019 

P10 Vice general manager 3 16/05/2019 

P11 Consultant Vice chief engineer 19 17/05/2019 

P12 
Manufacturer 

Production manager 5 18/05/2019 

P13 Chief engineer 10 20/05/2019 

P14 

Manufacturer 

Chief engineer 5 21/05/2019 

P15 Factory manager 7 21/05/2019 

P16 Production manager 6 21/05/2019 

P17 
Beijing 

Manufacturer Chief engineer 6 03/06/2019 

P18 Manufacturer Technical director 20 04/06/2019 

P19 

Foshan, Guangdong province 

Manufacturer General manager 6 11/06/2019 

P20 

Manufacturer 

Assistant general manager 3 11/06/2019 

P21 Material manager 2 11/06/2019 

P22 General manager 19 12/06/2019 

P23 Vice technology minister 6 12/06/2019 

P24 Production manager 2 13/06/2019 

P25 Outsourcing manager 20 13/06/2019 
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The interviews were conducted individually at a face-to-face level. To further 

encourage commitment, interviews were carried out at those venues most convenient 

to the respondents, and all interviews were conducted in interviewees’ offices as the 

time could be set in accordance with their convenience. All interviewees had 

experience with OSC, and all were working on at least one off-site project during the 

interview process, which increased the likelihood that interviewees had a clear 

understanding of OSC and its risks. In order to avoid bias, interviewees from multiple 

sources were contacted and not only managers at different levels from the same 

company, but also at the same level across different companies (including 

entrepreneurial companies, multinationals, state-owned and private companies) were 

interviewed. In order to contact more interviewees, the snowball sampling method 

was employed by the researcher. The chief managers of the company were first 

contacted and then their company colleagues, and so on. To avoid ethical issues, all 

interviewees agreed to sign an ethical consent form which informed them that their 

name and that of their company would not be revealed and reassured them that the 

interview could be terminated at any time. 

As Mandarin is the mother-tongue language in China and English is not widely 

spoken, it was more comfortable for the interviewees to speak Chinese. As there are 

many dialects in China, some interviewees preferred certain dialects for their 

responses. Many participants do not know how to speak English which would become 

a significant barrier if the researcher only chose participants who understood English. 

The interviewees were permitted to choose any kind of language. 

Creswell et al. (2017) introduced the notion that respondents in an interview will not 

necessarily answer the question being asked by the researcher and, in fact, many 

answers a question that is asked in another question later in the interview. Sometimes 

the interviewees may misunderstand the question or else do not wish to answer the 

questions directly. In order to solve this problem, some questions may be 

reconstructed during the interview process to reduce this problem.  
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The interviews were typically 60 to 90 minutes in length. They began with 

background information and then interviewees were asked open-ended questions in 

six sections. Examples of questions included: ‘Could you please define the risk for 

each phase of the OSM process?’, ‘Is there a specific person on this project in charge 

of risk management?’, ‘Do you have any suggestions for the current risk management 

process?’ Interviews were conducted between 27/04/2019 and 13/06/2019. 

During the interviews, details of this study, the ethical approval form, and the purpose 

of the interview were presented and explained to the interviewees. After the 

interviewees had understood and agreed to participate, interviewees were asked to 

answer the interview questions, although other opinions and points of view were 

welcome. 

All interviews were recorded and transcribed. The transcriptions totalled 109 single-

space pages in Chinese. After the transcription was finished, the transcription was 

successfully delivered to 24 interviewees to get approval and further feedback, this 

activity was conducted from 29/09/2019 to 02/10/2019. Some further advice and 

detail were given by interviewees during this time as they had an opportunity to 

respond to the feedback and to clarify any understandings of the research objectives. 

The interview recordings were then transcribed, their meanings were extracted, 

translated into English and then presented. 

All interview data were processed through NVivo, a qualitative data analysis software 

that simplifies a significant number of manual tasks and gives the researcher more 

time to discover underlying trends, recognise themes and derive conclusions (Wong, 

2008). NVivo is widely used in qualitative data analysis, and its value has been 

proven by many articles (Chileshe et al., 2016; Sepasgozar et al., 2018). It creates an 

environment for the researcher to use notes to indicate that a particular passage 

belongs to a certain theme or topic in the interview. Code created in NVivo involves 

the desegregation of textual data into segments, examining data similarities and 

differences, and grouping them together conceptually as similar data in their 
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respective nodes (Wong, 2008). 

5.5.5 Data analysis process 

The purpose of the interview was to find out and categorisation the risk from OSM. 

The interviewees’ ideas should be transferred into sections or groups of information, 

also known as themes or codes (Creswell et al., 2017). In order to achieve our purpose, 

the data analysis for this research followed a linear path involving three steps:  

NVivo codes and notes were defined based on categories/themes identified from 

literature review. Zhang et al. (2017) identified three nodes in OSC, namely internal, 

project, and external. Internal is further divided into four nodes, specifically resource 

risk, project member risk, construction site risk, and document/information risk. The 

project was then sub-divided into four nodes of time, cost, construction, and 

technological risk. External risk was divided into four risk nodes, namely political, 

economic, social, and weather.  

The interview result was then transferred to NVivo by node and code. All feedback 

transcripts were read by the researcher to identify whether extra code was needed. As 

each interview result was read, some nodes and codes were identified and 

retroactively created or erased. Table 5.3 presents a node diagram for interview 

feedback. In this research, interview feedback was divided into three nodes, 

specifically project member, project process, and external. The Project Member node 

was divided into five codes, namely owner, consultant, manufacturer, transporter, and 

contractor. The Project Process node was divided into four codes: cost, time, feature 

of project, and project management. The external node was divided into four codes, 

specifically environment, resource, policy, and society. After the nodes and codes 

were identified, an NVivo analysis was developed, going through all the feedback for 

each transcript.  

Table 5.3: A node diagram for interview feedback 

NODE CODE 

Project member 

Owner 

Consultant 

Manufacturer 
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Transporter 

Contractor 

Project process 

Cost 

Time 

Feature of project 

Project management 

External 

Environment 

Resource 

Policy 

Society 

Third, some interviewees had contradictory or unusual feedback in the judgement of 

the researcher. Such feedback is related mainly to the external node, especially the 

social and political codes. This feedback is presented and explained in the following 

section. 

5.6 Quantitative research: questionnaire 

5.6.1 Questionnaire context 
In this part, the questionnaire is developed and processed for the purposes of 

quantitative data collection. This part contributes to the achievement of the purpose to 

define and rank the risks inherent within the OSM process. To achieve this, the steps 

are: 

1. To develop a suitable questionnaire through interview. 

2. To identify the impact and possibility of each risk. 

3. To rank each risk of the OSM process. 

5.6.2 Quantitative data types 

Generally, there are four types of quantitative data. Different types of data have 

different meanings in the research (Maylor et al., 2016): 

1. Nominal data: Any number assigned to a nominal variable is arbitrary, rather 

than essential of that variable. Many qualitative variables are converted to 

nominal values in scientific research. 

2. Ordinal data: Items on an ordinal scale are set into some kind of order by their 

position on the scale. This may indicate such as temporal position, superiority, 
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etc. Ordinal measures are often associated with attitude measures, such as the 

familiar ranked-order responses known as a Likert-type scale. 

3. Interval data: Interval data is measured along a scale in which each position is 

equidistant from one another. This allows for the distance between two pairs to 

be equivalent in some way. This is often used in psychological experiments 

that measure attributes along an arbitrary scale between two extremes. 

4. Ratio data: Ratio data is similar like interval data. However, ratio data has a 

zero point for the scale, which means there is no data in the zero point. In a 

ratio scale, numbers can be compared as multiples of one another. Ratio data 

can be multiplied and divided because not only is the difference between 1 and 

2 the same as between 3 and 4, but also that 4 is twice as much as 2.   

5.6.3 Questionnaire preparation 

Based on the purpose and steps of the quantitative data collection process, two types 

of data need to be collected, namely nominal and ordinal data. Nominal data includes 

the participants’ personal information, including that pertaining to the core business of 

the company, how many OSC projects they completed, etc. Ordinal data includes the 

impact and probability of each OSM risk, which requires knowing the attitude of 

questionnaire participants. In order to obtain ordinal data, a Likert scale is employed. 

A Likert scale or frequency scales which use fixed choice response formats were 

adopted and these were designed to measure attitudes or opinions (Rattray et al., 

2007). A close-ended questionnaire was developed with a certain selection in this 

research, and a Likert scale was used to measure the extent of each risk factor. 

Generally, a Likert scale is a measure of the degree of agreement or disagreement on a 

particular statement (Pimentel, 2019). There are two major types of Likert scale, even 

and odd. Even Likert scales are generally used to collect extreme feedback without 

providing a neutral option, whereas odd Likert scales could give the participant the 

option of responding neutrally (Brown, 2000). Dawes (2008) proved that no 

significant differences arose in terms of the mean score, variance, skewness or 
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kurtosis when using five-, seven- or ten-point Likert scales. However, five- or seven-

point Likert scales are considered to be typical ordinal Likert scales (Sullivan et al., 

2013) and so an odd Likert scale was used for this research.  

Commonly, a five- or seven-point Likert scale is suitable for such analysis (Van 

Laerhoven et al., 2004). The articles, which pertain to similar research areas, also used 

a Likert Scale as their questionnaire method. For example, Meiling et al. (2012) used 

a five-point Likert scale to measure the extent of respondent agreement with each 

statement to manage continuous improvement in off‐site construction. Pan et al. (2008) 

presented a five-point Likert scale survey to investigate the extent and strategies for 

OSC utilisation amongst large housebuilders. Lu et al. (2008) designed a seven-point 

Likert scale to identify how architects and contractors perceived the benefits and 

barriers of using OSC techniques. 

In this research, a five-point scale was used to identify OSM risk impacts and 

likelihoods. For risk impact, the scale was:  

1. Very Low impact. 

2. Low impact. 

3. Average impact. 

4. High impact. 

5. Very High impact.  

For risk possibility, the scale was:  

1. Very Low possibility. 

2. Low possibility. 

3. Average possibility. 

4. High possibility. 

5. Very High possibility. 

In order to avoid bias, a pilot study was designed and distributed from September 

2019 to October 2019 (see Appendix 5). The sample for the pilot study was selected 

from the interviewees from the qualitative study, as these interviewees had the 
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necessary research experience and could provide better feedback for the questionnaire. 

250 questionnaires were distributed and 54 were received with feedback. After the 

pilot questionnaire process had concluded, all pilot feedback was recorded in SPSS to 

identify the validity and reliability of the questionnaire.  

Validity is defined as the extent to which a concept is accurately measured in a 

quantitative study. Three types of validity are presented by Heale et al. (2015) (see 

Table 5.4). 

Table 5.4: Research validity types (Heale et al., 2015) 

TYPE OF 

VALIDITY 
DESCRIPTION 

Content validity 
The extent to which a research instrument accurately measures all 

aspects of a construct. 

Construct 

validity 

The extent to which a research instrument (or tool) measures the 

intended construct. 

Criterion 

validity 

The extent to which a research instrument is related to other 

instruments that measure the same variables. 

Content validity is designed to check whether the instrument adequately covers all the 

content that it should with respect to the variable (Heale et al., 2015). There are 3 

types of evidence that can be used to demonstrate that a research instrument has 

construct validity (Heale et al., 2015): 

1. Homogeneity: The instrument measures one construct. 

2. Convergence: This occurs when the instrument measures concepts similar to 

that of other instruments.  

3. Theory evidence: This is evident when behaviour is similar to theoretical 

propositions of the construct measured in the instrument. 

Criterion validity applies to any other instrument that measures the same variable. 

Criterion validity is measured in 3 ways (Heale et al., 2015): 

1. Convergent validity: An instrument is highly correlated with instruments 

measuring similar variables. 

2. Divergent validity: An instrument is poorly correlated to instruments that 

measure different variables. 
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3. Predictive validity: The instrument should have high correlations with future 

criteria.  

Reliability relates to the consistency of a measure. A participant completing an 

instrument meant to measure motivation should receive approximately the same 

responses each time the test is completed. Reliability is measured in 3 ways (Heale et 

al., 2015): 

1. Homogeneity: The extent to which all the items on a scale measure one 

construct. 

2. Stability: The consistency of results using an instrument with repeated testing. 

3. Equivalence: Consistency among responses of multiple users of an instrument, 

or among alternate forms of an instrument 

Homogeneity is assessed using item-to-total correlation, split-half reliability, the 

Kuder-Richardson coefficient and Cronbach's Alpha. In split-half reliability, the 

results of a test, or instrument, are divided in half. Cronbach's Alpha is the most 

commonly used test used to determine the internal consistency of an instrument 

(Heale et al., 2015). 

Stability was tested using test-retest and parallel or alternate-form reliability testing. 

Test-retest reliability is assessed when an instrument is given to the same participants 

more than once under similar circumstances (Heale et al., 2015). 

Equivalence is assessed through inter-rater reliability. This test includes a process for 

qualitatively determining the level of agreement between two or more observers 

(Heale et al., 2015). 

After the pilot questionnaire study is completed, the validity and reliability tests are 

implemented. The 77 risk factors in questionnaire were reduced to 61 risk factors, and 

the reasons why the risks were erased or changed are presented in Table 5.5. 

Table 5.5: Reason for reduction in risk factors 

TYPE OF VALIDITY OR 

RELIABILITY 

RISK ERASE OR 

CHANGE QUANTITY 
REASON 

Content validity 
4 (includes question 

change) 

Based on the feedback, 

these questions are 
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unclear. 

Construct validity 

3 
Rotated Component 

Matrix lower than 0.6 

5 

Rotated Component 

Matrix presented two 

components. 

Homogeneity (or internal 

consistency) 

2 

Cronbach's Alpha if the 

item deleted, the 

number would rise to 

0.9. 

4 
Reliability Statistics 

number lower than 0.8. 

Based on the qualitative interview feedback, a questionnaire was developed. Risk is 

then divided into 3 types and 13 groups (see Table 5.6): 

Table 5.6: Risk group and risk types for qualitative study 

RISK TYPE RISK GROUP 

Internal risk 

Cost 

Off-site feature 

Project management 

Time 

Participant risk 

Owner 

Consultant 

Manufacturer 

Transporter 

Contractor 

External risk 

Environment 

Government policy 

Resource 

Society 

5.6.4 Main questionnaire development 

Based on the pilot study, the questionnaire was divided into five sections. These were 

background information, internal risk, participant risk, external risk and extra risk (see 

Appendix 6). 

The first section was designed to capture participant demographics such as their 

position; the nature of the organisation, and the number of years of experience in the 

construction industry. It could help to ensure the relevance of the responder to obtain 

a comparison of different perspectives from different organisations. The background 

information includes the classification of each participant from 5 aspects; namely 

construction experience, OSC experience, OSC project, company area, and 
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component material. As the OSC constitutes the whole life cycle process and requires 

participant cooperation; the company area includes the owner, consultant, 

manufacturer, transporter, and contractor. It also addresses precast, steel and wooden 

components.  

From the second to the fourth sections, a number of risk factors identified from 

interviews are presented. These sections aim to identify the main risk factors in OSM. 

The risks are divided into 3 groups, 13 types and 61 factors. A five-point Likert scale 

was used by respondents to rate the impact and probability of each risk factor.  

The fifth section aimed to present a space for extra risks and to identify the impact 

and probability of additional risk. The general open-ended questions may help to 

identify those issues not covered by the closed questions, either by elaborating and 

explaining some of the findings from closed questions, or through identifying new 

issues (O'Cathain et al., 2004). However, the general open-ended question is hard to 

define in terms of whether it constitutes qualitative or quantitative data (O'Cathain et 

al., 2004). In order to avoid this issue, this section provides a semi-open question for 

the participants to provide more ideas as to the risks and to rank additional risks. In 

this case, these risks can be treated as quantitative data.  

5.6.5 Sampling methods 

To identify the sample size for the questionnaire, the sample size formula, or so-called 

Cochran's Formula, was used. Before this formula, several variables need to be 

identified. 

1. Population size: The total size of the population involved in the research. The 

sample size formula was considered especially appropriate in situations 

with large populations (Woolson et al., 1986). 

2. P value: The probability of finding the observed, or more extreme, results 

when the null hypothesis of a study question is true (Greenland et al., 2016). 

3. Type one error (or so-called false positive): Occurs when a researcher 

incorrectly rejects a true null hypothesis (Mecklin et al., 2005). 
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4. Type two error (or so-called false negative): Occurs when a researcher fails to 

reject a null hypothesis which is really false (Mecklin et al., 2005).  

5. Standard deviation: This determines how much the responses will vary from 

each other and from the mean. A low standard deviation means that all the 

values will be clustered around the mean, whereas a high standard deviation 

means that they are spread out across a much wider range with very small and 

very large outlying figures (Kadam et al., 2010). In general, the standard 

deviation is presented as sigma, the most common number include one sigma 

(68%), two sigma (95%), three sigma (99.7%) (Greenland et al., 2016). In this 

research, two sigma was used as the standard deviation. 

6. Confidence level: The variety is the average value of the attributed variable 

obtained from those samples and is equal to the true population value. It is 

obtained by the samples which are distributed normally around the true level, 

with some samples having a higher value and some obtaining a lower score 

than the true population value. If the confidence level is set too high, it may 

result more type one error. If the confidence level is set too low, it may result 

more type two error. (Israel, 1992). In that case, based on the standard 

deviation, 95% confidence level is set in this research. The 95% confidence 

level is two sided, which it excludes not only the one-sided p value 2.5% 

above the upper limit but also the one-sided p value 2.5% below the lower 

limit, which result the total p value is 5%. This cause there is a 5% chance test 

results are the result of a type one error (Greenland et al., 2016).  

7. Z-score: The Z-score, or so-called standard score, is a measure of how many 

standard deviations below or above the population mean a raw score is. For a 

confidence level of 95%, the Z-score is 1.96 (Cheadle et al., 2003). 

8. Margin of error (or so-called confidence interval): The number can determine 

how much of a difference arises between the mean of a sample and the mean 

population. In order to minimize both type one error and type two error, The 
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margin of error equal the Z-score multiple the standard deviation score. In that 

case, the result of margin of error is 5%. 

Figure 5.1 presents the formula (Glen., 2020): 

 

Figure 5.1: Sample size formula (Glen., 2020) 

where: 

1. e is the desired level of precision (the margin of error); 

2. p is the estimated proportion of the population that has the attribute in question; 

and 

3. q is 1 – p. 

The value of each variable is defined below. The number of those involved in the 

Chinese construction industry is approximately 55.63 million people (Thomala, 2019). 

The percentage of those in the OSC industry is around 9% (PIRI, 2019), which means 

that the population size of the OSC industry is some 5,006,700. The confidence level 

is 95% and the margin of error is 5% and, based on this formula, the ideal sample size 

is 385. 

The questionnaire collection process took place from September 1st, 2020 to October 

9th, 2020. The researcher invited 438 professionals to participate in the questionnaire 

survey as first-tier participants. In total, 120 participated in this questionnaire survey 

as first-tier participants. Thus, the response rate of the questionnaire survey was 

27.40%. After the first-tier participants had finished the questionnaire, a web-based 

questionnaire with a link was sent to them and they were asked to distribute the link to 

others OSC practitioners. After a snowball sampling process was enacted, 436 

questionnaires samples were collected during the process. All questionnaires that 

were returned were filled in completely. 

5.6.6 Data collection process 

As the questionnaire is published online, several potential risks should be considered. 
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Differing from face-to-face or phone calls, online questionnaires may be opened by 

the same participants. In order to avoid bias in this questionnaire, each participant was 

only allowed to complete the questionnaire once and the control is based on that of 

‘wenjuan.com’ which provides a monitor that only one Internet Protocol (IP) can 

complete the questionnaire and only on one occasion. However, many companies 

share one IP address (Kavisankar et al., 2011) and this sometimes can cause those 

participants who come from the same company to be unable to complete the 

questionnaire. In such a case, a single WeChat account can also complete the 

questionnaire only once. The participants who could pass one of the monitors could 

complete the questionnaire. To ensure the validation of questionnaires, only complete 

responses could be submitted online. 

Compared with the use of anonymous questionnaires, questionnaires with less 

perceived anonymity could result in more frequent terminations during the 

questionnaire process (Alvik et al., 2005). To protect the anonymity of participants, 

the questionnaires did not collect personal field data such as the company name, the 

level of the participants in the company, etc. A personal information sheet and 

informed consent were however provided at the top of the questionnaire with a 

downloadable link for the participants. The participants could thus quit the 

questionnaire without any consequence.  

Once questionnaires were comprehensive and free from ambiguity, qualified 

participants were invited to participate in the survey. To identify qualified participants, 

the questionnaires were distributed only through the snowball sampling method. 

Possible first-tier participants were identified and contacted at the beginning of data 

collection. The first-tier participants came from four sources, namely an OSC society, 

an OSC company, an OSC conference, or an OSC online group. The list of first-tier 

participant companies was identified through a local OSC society website which 

provides the company contact details of top-tier off-sites. Then a phone call, WeChat 

message, e-mail, or walk-in was used to connect with the companies. Table 5.7 
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presents the number of participants who were contacted as first-tier participants for 

this research questionnaire. Table 5.8 presents the participants who agreed to 

participate in the research.  

Table 5.7: Number of first-tier participants approached 

Participant group 

First-tier Participant 

(Approached / Contacted) 

Phone WeChat E-mail Walk-in Total 

Owner 22 32 18 7 79 

Consultant 15 21 14 5 55 

Manufacturer 40 65 33 17 210 

Transporter 4 7 1 1 13 

Contractor 23 27 16 15 81 

Total 104 152 82 45 438 

Table 5.8: Number of first-tier participant agreed 

Participant 

group 

First-tier Participant 

(Agreed) 

Phone WeChat 
E-

mail 

Walk-

in 
Total 

Receptiveness 

Rate 

Owner 3 15 0 6 24 37% 

Consultant 5 12 1 3 21 38% 

Manufacturer 5 22 2 11 40 19% 

Transporter 1 3 0 1 5 38% 

Contractor 2 18 0 10 30 37% 

Total 15 70 3 31 120 33% 

In order to avoid bias in pilot questionnaire results, the main questionnaire process 

only invited participants who did not fill the pilot questionnaire. Overall, acceptance 

rates were quite high given the sector in which manufacturers typically only respond 

favourably 19% of the time. This showed that trust problems were probably the result 

of fewer manufacturers wishing to participate. Nevertheless, first-tier participants 

numbered 120. They were then given a questionnaire website URL or questionnaire 

QR code to complete the questionnaire online. The questionnaire was created and 

maintained on a professional questionnaire data collection website ‘wenjuan.com’.  

These first-tier participants were used to contact other participants. The first-tier 

participants were asked to suggest or recommend any other organisations that would 

qualify to take part in this questionnaire and were asked to distribute the questionnaire 

through WeChat. Most of them were willing to provide more participants and agreed 
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to publish the questionnaire in their respective online OSC groups. 

In many cases, both the website URL and questionnaire QR codes were provided to 

participants. The reason for doing this was to give participants the opportunity to 

distribute the questionnaire across their social circles. The average completion time 

for each participant to finish the questionnaire was 7 minutes and 56 seconds.  

All questionnaires had to be filled in properly and completely, otherwise the results 

could not be submitted online.  

In China, e-mail is not a common contact method and e-mails drew few responses. 

However, although the number was small, it was still important to gather as many 

first-tier participants as possible. WeChat is an alternative method of contacting off-

site companies which has a better response rate. Walk-in has the highest response rate 

of all, as it has the most human feeling of contact, which results in the participants 

having a positive reaction. The telephone call is an alternative method for walk-ins 

which could save time.  

This research was conducted with the following data collection process to ensure that 

the data could be as objective as possible: 

1. All participants fully completed the questionnaire and so all of them could be 

used for analysis. 

2. Before the questionnaire was completed, some participants had been contacted.  

3. Multiple approaches were used to reach respondents and to send 

questionnaires. 

4. The participants’ views were sought after the questionnaire was finished. 

5. Providing ethics forms and participant information sheets to all participants, 

detailing all research information and aspects of confidentiality. 

5.6.7 Data analysis – Group factors and subfactors  

Factor analysis was first attempted to group these factors and sub-factors pertaining to 

OSC risk. It is a method used to identify the common factors that explain order and 

structure among the measured variables (Watkins, 2018). A factor is an unobservable 



167 

 

variable that influences more than one observed measure and which accounts for the 

correlations arising among these observed measures. If the latent construct was 

partitioned out, then the intercorrelations among the observed measures would be 

zero (Brown, 2015). As this research focused on the risks inherent within the OSM 

process, factor analysis was first considered. 

The factor analysis was based on the pilot questionnaire study, as it is the first step in 

identifying risks and categorising them. The sample size of the pilot study should be 

considered. While generally larger samples have been recommended, as larger 

samples can provide more precise results (MacCallum et al., 1999), Hair et al. (1998) 

considered that the minimum condition sample size would be 50 and so the pilot 

questionnaire study sample size (65) exceeded the recommended base value. Two 

methods could test the strength of correlations arising, namely Bartlett’s test of 

sphericity (less than 0.05), and the Kaiser Meyer-Olkin (KMO) test (with a minimum 

of 0.6) (Gliem et al., 2003). In this research, factor analysis is needed to divide OSM 

risk factors into different risk groups. Bartlett’s test of sphericity and KMO could help 

to identify whether the data is suitable for factor analysis.  

5.6.8 Data analysis – Main factors 

The Statistical Package of Social Science (SPSS) software was used to analyse the 

questionnaire results. Before the risk factor analysis, the details of all the participants 

involved in the project were extracted. Participant information included working 

experience, type of organisation, number of projects, and the type of component 

involved. 

The main section of questionnaire was dedicated to determining the ranking for each 

identified risk factor. In this case, the mean values in ranking each risk factor were 

employed. However, these rankings were not yet conclusive, as more statistical 

analyses should be used for the risk analysis process.  

Many articles considered the Likert scale to be an ordinal measure, which means that 

the response categories have a rank order and yet the intervals between values cannot 
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be presumed to be equal (Jamieson, 2004). However, an ordinal scale measure, 

sometimes in the form of a Likert scale, may violate the basic assumptions of an 

ordinal level measure as the Likert scale can perform arithmetic operations which are 

not otherwise permitted as ordinal level measurements (H. Wu et al., 2017). In that 

case, there are arguments which consider the Likert scale to be a continuous interval 

scale. Knapp (1990) considered treating ordinals as interval scales which resulted in 

many fruitful and meaningful findings. For example, Rosenberg’s Self-Esteem Scale 

is still widely used to measure global self-esteem (Rosenberg, 2015). Harwell et al. 

(2001) pointed out that many educational researchers analyse ordinal scale data using 

the interval scales method. Carifio et al. (2008) pointed out that the Likert response 

format empirically produces interval data at the scale level, and considered the Likert 

scale to be an ordinal scale that rarely considers abundant empirical findings. In order 

to incorporate parametric data analysis techniques within the Likert scale, Harpe 

(2015) presented five recommendations, namely: 

1. Scales which have been developed to be used as a group must be analysed as a 

group, and only as a group.  

2. Aggregated rating scales can be treated as continuous data.  

3. Individual rating items with numerical response formats at least five categories 

in length may generally be treated as continuous data.  

4. One should consider nonparametric or categorical data analysis approaches for 

individual rating items with numerical response formats containing four or 

fewer categories or for adjectival scales. 

5. One should remember the benefits of statistical models. 

Parametric statistics can be used in conjunction with Likert data, with small sample 

sizes, unequal variances, and non-normal distributions, with no fear of coming to the 

wrong conclusion (Norman, 2010). In this research, five-point Likert scale with 

numerical response formats is developed. For example, the risk probability in the 

questionnaire is presented from 1 to 5 to represent from very unlikely to very likely, 
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which may generally be treated as continuous data. The continuous data can be 

analysed by parametric method. In such a case, it is appropriate to use a parametric 

method to analyse Likert scales.  

The homogeneity of participant feedback should be addressed first. An independent 

samples T-test was used when comparisons involved only two levels, while a one-

way Analysis of Variance (ANOVA) test was more suitable for more than two levels 

(Arifin et al., 2017). In general, a significance level of less than or equivalent to 0.05 

means a violation of the assumption of homogeneity of variance (Tabachnick et al., 

2007). In general, there are two types of error in statistical hypothesis testing. These 

are known as Type I and type II errors. A Type I error is the rejection of a true null 

hypothesis, while a type II error is the non-rejection of a false null hypothesis 

(Banerjee et al., 2009). To avoid a Type I error, family wise error correction 

procedures and false discovery rate techniques are the most commonly used statistical 

methods (Genovese et al., 2002). Family wise error approaches are based on Monte 

Carlo simulations and/or Gaussian field theory using various cluster size corrections 

and are conceptually similar to Bonferroni.  In contrast, formal false discovery rate 

analyses take the distribution of P-values from analysis into account and end up being 

less conservative than family wise error (Lieberman et al., 2009). 

After the data was collected, the data was analysed by two statistical methods: 

descriptive statistics and inferential statistics. The descriptive statistic includes means 

and standard deviation and the inferential statistic includes ANOVA and regression 

analysis.  

The Pearson Correlation should be considered for the correlation arising between risk 

impact and risk probability for the OSM process. By checking the R-values for the 

variables, the linear associations arising between risk probability and risk impact can 

be presented (Benesty et al., 2009). 

5.7 Framework development and validation 

This research aims to develop a framework for OSM risk management. A Framework 
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could help to improve the consistency, robustness and reporting of the activity 

(Rodgers et al., 2016). Based on previous literature, the methods to develop 

framework are concluded in Table 5.9. 

Table 5.9: framework data collection method 

METHOD DEFINITION EXAMPLE 

Existing methods and 

guidelines 

Developing framework 

based on previous published 

framework or guidance. 

(Tserng et al., 2009) 

Refined and validated 
Refining and validating 

previous framework. 
(Walker et al., 2011) 

Experience and expertise 
Getting data or experience 

from experts in the field. 
(Monzer et al., 2019) 

Literature review 
Getting data from published 

articles. 

(Cagliano et al., 

2015) 

The process to develop a framework can be broadly divided into three phases 

(McMeekin et al., 2020) : 

1. Identifying data to inform the framework.  

2. Developing the framework. 

3. Validating, testing, and refining the framework. 

In this research, the framework development also includes three phases: 

1. Identifying data from experience and expertise, by using interview and 

questionnaire methods.  

2. Developing the framework based on existing methods and guidelines, such as 

ISO standards.  

3. Validating, testing, and refining the framework, by using the case study 

method. 

This research needs to validate the framework, which could ensure the quality of the 

research (Lucko et al., 2010). Validation could make this reference table valuable to 

society (Kennedy et al., 2005). Verification can be explained as doing things right and 

doing the right things (Lucko et al., 2010). The validation process could also help the 

research to ensure the highest standards of quality (Lucko et al., 2010). 

In general, the validation process can be divided into two main areas, specifically 
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internal validity and external validity when testing cause-and-effect relationships 

(Parsian et al., 2009). Internal validity is interrelated with the concept of causality, 

while external validity is interrelated with the concept of induction (Leedy et al., 

2014). Internal validity is defined as the degree of confidence that the causal 

relationship being tested is trustworthy and not influenced by other factors or 

variables, and external validity is the extent to which results from a study can be 

applied to other situations, groups or events (Trousselard et al., 2010). There is a 

trade-off between internal and external validity: Better internal validity often comes at 

the expense of external validity. A general solution is to conduct the research in a 

controlled environment, then a field experiment to analyse whether the research result 

is accurate in the real world (Lopes et al., 2015). 

There are several threats to internal validity, such as history, maturation, 

instrumentation, testing, selection bias, regression to the mean, social interaction, and 

attrition. In order to counter internal validity threats, methods like adding a 

comparable control group,  larger sampling group, random assignment of participants, 

or blinding participants (Steyerberg et al., 2016). 

External validity also has threats, for example, sampling bias, history, experimenter 

effect, Hawthorne effect, testing effect, aptitude-treatment, and situation effect. In 

order to counter external validity threats, methods like replications studying, field 

experiments, probability sampling, or recalibration (Steyerberg et al., 2016). 

Therefore, the validation of framework includes two parts: internal validation and 

external validation. For internal validation, this research used different testing groups 

in the pilot study and formal study for both interview and questionnaire process. This 

research also used a large sampling group in both interview and questionnaire process 

to keep the result less sensitive. 

For external validation, this research collected both interview and questionnaire data 

from different areas in China to enhance generalizability in the different Chinese 

provinces. This research also used case study to evaluate the result, which could prove 
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the result is not only suitable in the specific situation. 

5.8 Chapter summary  

In this chapter, the detailed methodological aspects of this research are presented. 

Based on articles that introduce the research methodologies, an appropriate 

methodology for this research was identified. Mix methods were employed for the 

purposes of this research which includes semi-structured interviews for qualitative 

analysis and questionnaire survey for quantitative analysis. Snowball sampling was 

used to gather respondents. Content analysis was used to address the qualitative data 

while statistical analytical tools were used for the quantitative data. 
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CHAPTER 6 -  QUALITATIVE 

RESULT 

6.1 Introduction 

In this chapter, the qualitative data obtained from interviews will be analysed through 

NVivo to present the salient risk factors for OSM. The interviews involved some 25 

OSC experts who took part in OSC projects. At the end of this chapter, a summary of 

the findings is presented. 

6.2 Risk factor and variety 

6.2.1 Interview background 

The investigation commenced with a semi-structured interview to identify the main 

activities and risks associated with the OSM process and the relevant risks arising 

among the various OSC process that may influence the off-site manufactory. The 

semi-structured interview process drew upon expert opinions from the OSC project. 

The schedule of interview includes: 

1. Introductions: Participant introduction, background, and interest in the 

research. 

2. Introduction to project: This includes an overview of the aims and objectives 

of the research.  

3. Areas to be covered: Identifying the main building elements for analysis. 

Activities associated with the methods of each off-site manufacture phase are 

verified along with the risks arising for each phase of off-site manufacture. 

Opinion/evidence is presented for each risk. Identify the current solution for 

off-site manufacture process risk and discuss whether the current solution 

could solve these risks. 

4. Further discussion needs to be added. 

5. Close. 

All interviews were conducted in quiet, comfortable areas within the interviewees’ 
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offices. During the semi-structured interviews, the interviewer recorded the audio for 

subsequent transcription and analysis. The interviews lasted between half an hour and 

one hour. The participants could provide any aspects of the risk factors pertaining to 

OSM or OSC. After the interview process, a tour of the manufactory was 

implemented, during which the interviewer could discuss further questions. 

6.2.2 Risk breakdown structure  

After the interview, the feedback was transferred into NVivo and the OSM risks 

arising are listed in a table. A risk breakdown structure is used to identify the risks 

arising within the OSM process.  

Based on the feedback from the interviews, a breakdown of the risk factors was 

developed and presented. After comparison with risk factors identified in other 

articles, the interviewee alludes to several new risks which are presented in Table 6.1, 

Table 6.2, Table 6.3, Table 6.4 in italics. In order to define the risk by criteria, the 

criteria for the risks identified were divided into 4 groupings, namely site condition, 

resources, project parties, and project features. 
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Table 6.1: Risk breakdown structure from interview: site conditions 

RISK GROUP RISK SUB-GROUP RISK FACTOR RISK STATEMENT 

Environment 

Unpredicted weather Strong wind/gale 
Bad on-site weather such as a strong wind causes a pause to on-

site activities and manufactory. 

Temperature 
High temperature affects labour Manufactory environment too hot affecting worker productivity. 

High temperature affects material Temperatures may influence component quality. 

Seasonal changes Labour number changed 
Worker numbers fluctuate seasonally. Insufficient number of 

workers during holidays or very hot days. 

Pollution Pollution limitation 
When smog occurs, the manufactory needs to stop to reduce levels 

of pollution. 
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Table 6.2: Risk breakdown structure from interviews: resource 

RISK 

GROUP 
RISK SUB-GROUP RISK FACTOR RISK STATEMENT 

Labour 

Labour skill level Lack of skilled labour 

Lack of experienced manufactory workers. 

Lack of experienced manager. 

Lack of experienced on-site workers. 

Labour availability Sub-contractor continuity Outsourcing workers - lack of continuity. 

Labour accidents 
Manufacture worker operation fault 

Worker operation error. 

Component binding is not firm enough. 

Driver operation fault Driver may exceed the speed limit. 

Labour responsibility Labour lack of responsibility 
Manufactory workers lack responsibility. 

On-site workers lack responsibility. 

Human resource planning 

Rapid growth of skilled labour cost Manager training cost is very high. 

Poor labour planning Too many workers in manufactory. 

Poor fleet management 

Hard to find who should take responsibility in owner 

transport group. 

Outsourcing transport group may cause component split. 

Equipment 
Equipment maintenance 

Incompetence of technology and 

equipment 
Reuse rate of PC component model is very low. 

Equipment malfunctions Equipment limitation Foreign assembly line is not suitable for China. 

Material 

Material delivery Delivery not on time Supplies not delivered on time. 

Material shortage Shortage of material supply Lack of materials. 

Material procurement Poor material quality Material quality is not good enough. 
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Table 6.3: Risk breakdown structure from interview: project member 

RISK GROUP 
RISK SUB-

GROUP 
RISK FACTOR RISK STATEMENT 

Owner 
Management 

strategy 
Unrealistic prefabrication schedule 

Planning is too late, causing insufficient time for further 

development. 

Engineering and 

design 

Team experience 
Incompetence of designer of 

prefabricated components 
Architects lack knowledge of OSC. 

Project goal Conflicting designer interests Consultant does not have notion to do a better drawing. 

Complexity of 

design 

Support of prefabricated components 

interference 

Assemble component is very complex, and there is limited 

operable space. 

Design change Change to orders Owner demands change. 

Design errors 

Errors and defects arising due to poor 

design ability of designers 

Conceptual design phase did not consider design 

development phase. 

Insufficient development design. 

Developing design did not consider the whole off-site 

process. 

Design limitations Design is too conservative. 

Design not suitable for assembly and 

installation 

Unreasonable lifting point design. 

Component joint is not suitable for assembly. 

Unreasonable model design for 

prefabricated components 

Poor model design, causes assembly and disassembly to 

be very difficult. 

Manufacturer 
Preliminary 

preparation 

Manufactory design error Manufactory design bad. 

Insufficient project evaluation Project evaluation is not good enough. 

Manufactory size limitation 
Manufactory size limitation cause some components to be 

unable to be produced. 

Longer lead-in time during design stage 
OSC needs a lot of time to prepare before beginning to 

build. 

Cost disadvantages due to higher Cost to build a manufactory is very high. 
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preparation costs 

Change of 

manufactory 
Manufacturer changes in late stage 

Manufacturer may change after conceptual design is 

finished. 

Number of 

projects 
Projects exhibit mutual interference 

Too many concurrent projects due to manufactory 

confusion. 

Number of 

manufactories 
Insufficient off-site manufacturers Not enough off-site manufacturers. 

Management 

experience 

Lack of management practices and 

experiences 

Lack of component classification method. 

Insufficient assembly line control. 

Incompetence of manufacturers of 

prefabricated components 
The process could become more effective. 

Process control Unrealistic manufactory project schedule 
Manufactory produce process cannot catch up with on-site 

building process. 

Production error Irregular prefabricated components 
Components are too high or too wide. 

Component does not follow the drawing. 

Management 

strategy 
New management method shortage 

Lean production cost is too high. 

Lean production is not suitable for complex component. 

Transporter 

Road problem 
Traffic restrictions Transportation limitations of road network. 

Road damage Road bumps cause component split. 

Transportation 

cost 
Transportation cost Transportation fee is high. 

Transportation 

damage 

Damage of prefabricated elements during 

transportation access to the building site 
Components may collide during transportation. 

Transportation 

distance 
Long distance of factory to site Component cannot be transported long distances. 

Contractor 
New technology 

Technology change 
On-site construction method change may cause production 

process to change. 

Technical faults in installation Cannot check whether grout sleeve is grouting well. 

Defective work Lack of experience of current contractors On-site construction process bad. 
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in assembly of prefabricated components 

Number of 

manufactories 
Manufactory mutual interference 

Contractor uses different manufactory components at the 

same time, causing some components to be unable to be 

assembled. 

Process control Unrealistic on–site project schedule 
On-site process too slow. Causes components to be kept 

long in stock. 

Labour cost Rapid growth of skilled labour cost On-site worker cost is high. 

Project 

management 

Quality control 

process 

Lack of a quality monitoring mechanism 

for the production process 
Lack of quality management method. 

Type of contract 
Poor cooperation between multiple 

interfaces 
The whole chain lacks transparency. 

Management 

strategy 
New management method shortage 

EPC could not make sure everybody is collaborating. 

EPC promotion is not good enough. 

BIM model lacks on-site process explanation. 
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Table 6.4: Risk breakdown structure from interview: project features 

RISK 

GROUP 

RISK SUB-

GROUP 
RISK FACTOR RISK STATEMENT 

Finance 

Type of funds 
High-cost pressure without economics 

scale effect 
Manufactory only gets profit from subsidy. 

Payment process Unreasonable payment process 

Financial pressure from contractor, manufactory can only get 

payment after the project is finished, which may be more than 

1 year. 

Politics 

Improper law and 

policy 

Loss due to insufficient laws pertaining 

to industrialised building 

Some places are not suitable for OSC, but still use OSC, 

because government has lowest OSC requirement. 

Inappropriate design codes and standards 

for industrialised buildings 

Government developed a development design standard, but it 

is not suitable for realistic. 

The standard of OSC does not have enough detail for OSC 

process. 

Insufficient 

government policy 

Few chances to get support from facility Insufficient supporting facilities. 

Few chances to get preferential policies 

on tax, loans, or subsidy 
Lack of policy subsidy. 

Lack of compliance to 

requirements/standards 
Lack of construction specification. 

Standard difference Different places have different industry standards. 

Incompetence of supervisor of 

prefabricated components 
Supervisor does not understand OSC. 

Lack of standardisation 

House type lacks standardisation. 

Transport lacks standardisation. 

Lack of appropriate specification or guidance. 

Schedule Project duration Longer on-site building time 
OSC needs more time to build than on-site during main 

structure building process. 

Society Socioeconomic Socioeconomic environment downturn. Real estate downturn lasts for years. 
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environment 

Social habit 

Unreasonable contract bid winning 

reason 

Only the lowest construction budget company can get the 

contract from owner. 

Projects discontinuous 
Projects suffer from discontinuity. Some have to wait after 

June to have more projects. 

Social prejudice 

High quality/performance expectations 
Component exterior requested to be more beautiful, although it 

is unnecessary to make it beautiful. 

Terminal user’s conservatism and 

scepticism 

Because there was an off-site building falling down, society 

lacks trust in OSC. 

Inefficient cost estimating for 

prefabrication 
OSC product price is higher. 
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6.3 QCD and risk factor 

6.3.1 Quality, cost, and delivery  

Once the grouping of the risk breakdown structure has been created, the influence of 

risk should be identified. The influence diagram is an acyclic graphical network of 

nodes connected with directed arcs (Varis et al., 1990). An influence diagram is 

simply a diagram that consists of nodes reflecting ‘variables’ and ‘decisions’ and 

‘influence’ reflected by arrows (Dikmen et al., 2007). It provides a clear directional 

graphic of how these nodes are interconnected and provides a convenient way of 

expressing the nature of the research target to others. The influence diagram is used 

by Ashley et al. (1987) in a construction project to explain the status and interactive 

relationships of underlying risk factors. The influence diagram is then applied to the 

risk analysis, decision analysis, and probabilistic inference in the construction project. 

The influence diagram is used to organise risk factors so as to describe the 

interrelationship arising between risk and risk stakeholders, which could provide a 

clear outcome for OSM risks. Lin et al. (2011) identified that an influence diagram is 

a suitable risk analysis method for construction, and a similar idea was presented by 

Zhi et al. (2010) who contended that construction risk could be assessed via the 

influence diagram. In this study, the influence diagram is used to produce a risk model 

which incorporates the interrelationships arising between project members, project 

risks and their influencing factors. It is the main approach used in developing an in-

depth understanding of OSM.  

To address how these risks influence OSM in the influence diagram; quality, cost and 

delivery (QCD) are incorporated, as these are the three elements that today’s company 

must consider. Sometimes QCD expanded to QCDMS (Quality, Cost, Delivery, 

Morale, Safety), it is a project management method, which is developed to help 

companies within the UK automobile sector (Imai, 2007). QCD method is used to 

assess different components of the production process, which could help managers 

make logical decisions (Kannan et al., 2006). Soin (1992) defined QCD as follows:  

1. Quality that includes customer satisfaction issues and product/process quality.  
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2. Cost which includes all costs, such as administrative expenses, manufacturing 

costs, and productivity issues. 

3. Delivery which includes the introduction of new product designs, research, 

development and manufacturing product commitments as well as the delivery 

of products to the customer.   

Many construction projects regard QCD as a direct result of the effectiveness of 

project management. Tayur et al. (2012) considered it to be based on teamwork, 

cooperation and effective coordination throughout the construction supply chain. 

Carpenter et al. (2016) analysed the public school construction project QCD over two 

years to understand the risks inherent within the project. QCD can be used in risk 

management to maintain sustainable project management (Krause et al., 2009). In this 

research, QCD was used to identify risk, and the influence diagram was employed to 

represent the influence of risks arising in the project.  

Figure 6.1 presents the methodology development process, which involves three steps. 

Step 1 is the interview preparation process itself, developing semi-structured 

interview questions for the evaluation of OSM risks. The variables and questions were 

based on the existing literature (Dalton et al., 2011; Pan et al., 2007; Shahzad et al., 

2013; Shang et al., 2013) which presented interviews as an effective and robust 

method for OSC risk identification. 

Step 2 is the interview process which incorporates three sections. Section 1 is the 

collation of general information about each interviewee, including their professional 

qualifications, industry experience and the specific characteristics of their respective 

industry organisation. Section 2 is the examination of their perception of OSM risks. 

Section 3 includes their response to the interactive relationships arising amongst these 

risks. 

Step 3, the influence diagram process which is separated into two sections. Section 1 

develops the influence diagram based on risks and interrelationships arising from Step 

2. Section 2 analyses how these risks influence the project by using the QCD model. 
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Figure 6.1: Process of qualitative data development process 

 

6.3.2 Risk factor and risk assessment framework 

Based on the risk breakdown structure, the risk type, risk group and risk factors for 

OSM are defined. As the risk breakdown structure provides a wider view of the risk 

factors, several risk factors are integrated into one risk to develop the risk framework. 

The risk assessment framework is presented in Table 6.5. 

The three types are defined within this framework as follows: Project Member, 

Project Process, and External. Project Members means the organisation which 

participates OSC project, including the owner, consultant, manufacturer, transporter, 

and contractor. Project Process means the situation that happened during OSC project 

process, including cost, project features, project management, and time. External 

means the situation OSC project manager cannot control, including environment, 

politic, resource, and society. 
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Table 6.5: Risk assessment framework used in qualitative research 

Risk type Risk group  Risk factor 

Project Member 

Owner 
Demand change 

Partner 

Consultant 

Design error 

Experience 

Responsibility 

Standardisation 

Technology 

Manufacturer 

Experience 

Component quality 

Participant 

Production process 

Project complexity 

Responsibility 

Size of factory 

Transporter 

Experience 

Responsibility 

Standardisation 

Storage process 

Transportation limitation 

Contractor 

Experience 

On-site complexity 

Participant 

Responsibility 

Standardisation 

Technology 

Project Process 

Cost 

Initial cost 

Labour cost 

Resource cost 

Feature of project 
Concrete feature 

Off-site feature 

Project management 

Cooperation 

New management method 

Risk management method 

Time 
On-site operation 

Preparation time 

External 

Environment 
Factory environment 

Natural disaster 

Politic 
Standard 

Support 

Resources 

Quality 

Shortage 

Standardisation 

Usability 

Society 

Prejudice for off-site 

Social convention 

Socioeconomic environment 
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The details for each risk are presented below to explain the risk based on the interview 

feedback. 

6.3.3 Project member risk 

1. Project Member – Owner risk 

P13 said: ‘Many owners have their plan for the off-site project. However, they do not 

follow their plan, they always delay their plan. This causes our components to have to 

be put in our storage yards, which is a waste of our time and money.’ 

It is understood that the owner may change their decision during the construction 

project process. The main decisive change comes from design demand. Arif et al. 

(2009) explained that OSC could benefit in terms of time and cost, but these 

advantages can only be realised when incorporated into the central approach from the 

design stage. This is particularly pertinent in the conceptual design phase when an 

owner makes a change, as it means that the whole OSC process has to change. Such 

changes will inevitably involve additional cost and time, especially in the OSM 

process.  

In traditional construction in China, other participants (e.g. contractor, consultant, 

supplier, etc.) come from different companies, and the fragmented nature of the 

construction industry leads to the power of decision making residing with the owners 

(Mao et al., 2015). This owner-led approach is central to OSC projects. However, 

current owners lack adequate knowledge of OSC, which causes them to make 

incorrect decisions at an early stage. 

2.  Project Member – Consultant risk 

P10 said: ‘Many Chinese designers do not know the on-site process, and they do not 

know the off-site process. They do not consider whether the design can be 

implemented for the construction project. As most of them only need to operate on the 

computer, it is hard for them to think about the tool or solution for the project.’ 

McCarney et al. (2012) explain that OSC requires an early design freeze to be 

effective, which requires a consultant with a high degree of expertise in the 

marketplace. However, Chinese consultants lack not only off-site experience but also 
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on-site process experience. In the traditional method, the consultant only needs to be 

responsible to the owner, restricting the opportunity for designers to cooperate with 

other participants.  

P1 said: ‘Sometimes the consultants need to do the design development phase for us. 

However, when the design needs to change, as this can reduce the cost for the 

manufacturer, the consultants can only get more risk and responsibility from changing. 

The willingness for them to change the design is very low.’ 

The consultant’s allocation of responsibility also brings with it another problem. The 

consultant has no responsibility for helping the manufacturer to improve component 

design. For example, if a consultant improves the quality of the design development 

phase, it will become a time-consuming process for consultants, and this design 

change is the main driver of both time and cost overruns in construction projects 

(Hwang et al., 2009). The consultant needs to take extra responsibility for the risk of 

design change. Haller et al. (2015) explain that the change in design may decrease 

OSC design quality (i.e., time, cost and product quality). However, consultants gain 

no profit from this phase, as only the manufacturer can take advantage of it. 

P14 said: ‘In general, the standardisation of off-site building construction is relatively 

low. Different owners require different types of building, which leads to the design of 

various types.’ 

Consultants lack experience and responsibility, with the result that current off-site 

design standardisation and technology are relatively low. Goulding et al. (2015) 

explain that the technical problem in off-site design should be considered as a 

medium-term priority (6-10 years).  

3.  Project Member – Manufacturer risk 

P12 said: ‘The main problem comes from the manufactory workers. Currently our 

degree of automation is insufficient, and the project is complex. Sometimes the 

manufactory workers may make some mistakes.’ 

P15 said: ‘there are a few people choose to become off-site managers, most of them 

are less than 30 years old. This causes our management team to not have much 
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experience, we have to use standard to solve this problem.’ 

P25 said: ‘Some managers do not understand the off-site project. Some of them are 

just graduate students. They only follow the theory from the class, and do not know 

how to solve the real problem.’ 

As with consultants, the manufacturer also has insufficient experience of OSC 

methods and, as Vernikos et al. (2013) explain, the manufacturing workforce’s lack of 

experience is the main reason for time delays. There is a difference however, between 

the lack of experience of the consultant and the manufacturer. The manufacturer needs 

to take responsibility for component quality and needs to fix the problems with 

components. However, as OSC is a relatively new method in China, most 

manufacturing managers are around 25-35 years old, which means that they lack not 

only OSC experience, but also traditional construction experience.  

P13 said: ‘If you found a problem and report it, it means you have the responsibility to 

solve the problem. So, the workers do not want to report a potential problem to the 

manager.’ 

OSM workers’ lack of responsibility is also an issue for the manufactory. In traditional 

construction, it is unnecessary to hire formal workers, as most traditional construction 

projects are discontinuous in nature and the flexibility of outsourcing workers can 

help the construction company to save on costs. Therefore, some manufacturers prefer 

to outsource workers so as to reduce costs. However, it is impossible to retain the 

responsibility for outsourced workers and this problem increases in the OSM 

environment. 

P9 said: ‘Sometimes the components are too complex, and the rebar workers have to 

use a lot of time binding the rebar. This causes a pause in the assembly line. If we 

have the experience, we should build more rebar assembly lines.’ 

Such a lack of experience means that some manufacturers have insufficient assembly 

lines not only for component production, but also for the manufacturing building 

process or otherwise some assembly lines are unsuitable for component production. 

This may also increase the complexity of the production process. An inappropriate 
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factory layout can cause chaos in the production process. For example, as the 

contractor requires more than one floor of components even before the on-site process 

begins, the manufacturer needs the components to be prepared in advance, and many 

factories have at least one yard for component storage. However, as the on-site 

construction process may be delayed, the current storage yard is always insufficient 

for OSM to such an extent that factories have to pause their production until the yard 

is empty.  

P1 said: ‘It is easier for us to build standard components. However, sometimes we 

have to produce only one component. This component may be very complex, and we 

have to build a mould for this component. It takes a lot of time to build it.’ 

Pan and Arif (2011) explain that, compared with other manufactured products, 

housing and buildings have more complex components. Production of these complex 

components is a problem for OSM. As with other factories, the off-site manufacturer 

also needs to reduce costs through mass production. However, most construction 

projects only need a few complex components and it is unnecessary to produce these 

complex components in the factory.  

P7 said: ‘Some deviation of components is allowed and in line with national standards. 

However, during the assembly process, these deviations are magnified. For a single 

component it is okay, but several deviant components cannot be assembled together.” 

P19 said: ‘When some quality inspection agency checks traditional construction 

component, they have a government standard to follow. However, in OSC, they do not 

have a standard, and are always knit-picking over tiny details like the surface 

smoothness.’ 

OSM production problems will increase in the on-site construction process, which 

means that off-site components have a higher quality requirement. However, the 

standard of off-site components is still unclear, which causes some misunderstandings 

in quality certification departments regarding quality definition. For example, some 

quality certification departments pay excessive attention to a surface feature of 

components, which is unnecessary.  
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4.  Project Member – Transporter risk 

P2 said: ‘Safety is the most important thing in off-site component transportation, as 

the component may weigh more than 4 tons.’ 

P21 said: ‘Our truck can transfer more than 30 tons of components. However, the 

irregular shape of components, like bay windows, increases our loading time, and 

decreases our loading amount.’ 

As OSC components are heavier than traditional construction materials, heavy off-site 

components increase risk in the transportation process (Motaleb et al., 2014). Heavy 

components mean a relatively higher cost to transport components over a long-

distance than for traditional construction. Even worse, most components have an 

irregular shape, which decreases the total volume of components transported for each 

truck. This problem happens more often in southern China, as southern Chinese 

temperatures are higher than those in the north, and more prefabricated bay windows 

are needed. The shape of prefabricated bay windows is such that fewer can be loaded 

at the same time. 

P16 said: ‘The off-site component transportation requires a better quality of road, 

also the width and height limitation.” 

As mentioned above, the off-site component is always heavy and large, requiring 

transportation trucks of corresponding size. Many roads have height and weight limits, 

which means that trucks may have to take a detour. As component transportation 

trucks may cause environmental problems, including noise and dust, off-site 

component transportation is banned during the daytime, especially in the city centre. 

Most components have to be transported at night. However, most on-site work occurs 

in the daytime, leading to a significant inconvenience for the component transporter. 

5.  Project Member – Contractor risk 

P5 said: ‘The on-site workers are inadequate, especially off-site assembly workers. 

They do not have enough experience to cooperate, and only know how to do their own 

job.’ 

As OSC is a relatively new method for many contractors, many workers in 
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contracting companies do not have experience with OSC component assembly. The 

complexity of component assembly increases the challenge for the workers. In 

traditional construction, the contractor hires sub-contractors such as carpenters, 

electricians, and steelworkers. This process is well developed in traditional 

construction, as sub-contractors do not need to be concerned about others’ work. 

However, OSC demands cooperation amongst all sub-contractors across the whole 

life cycle, and current sub-contractors have to learn how to avoid material or 

component collisions.  

P19 said: ‘When we produce the components, we treat them seriously. However, the 

on-site workers do not care about the quality of the components and may break them.’  

In traditional construction, over 90% of sub-contracted workers are migrant workers 

(Swider, 2015). Most are unregistered migrants, which means that they have no 

written contracts with their employers. This makes it almost impossible for the 

contractor to monitor which migrant worker is irresponsible. In OSC, this problem is 

amplified. Component assembly requires high precision working, especially in the 

component joint assembly process. However, some migrant workers do slapdash work, 

thus increasing the risk.  

P10 said: ‘Now we still cannot prove that the grouting process is 100% safe, and we 

still do not know how to solve this if there is a quality problem.” 

P16 said: ‘We are lacking experts for the checking of the grouting process. This 

technology problem should be solved.’ 

Another problem with the grouting process is that it is currently impossible to check 

the quality of the grout coupler. The present alternative solution is to record the whole 

process of grouting. However, this solution requires the manager to monitor the 

process, which increases the cost and duration of the project. 

Each influence diagram includes 4 parts:  

1. The first is the cluster presented in the upper-left of a square, such as the 

‘Owner’, ‘Consultant’, ‘Manufacturer’, etc.  



192 

 

2. The second is the feature that may happen in the OSM process in the green 

square, such as ‘Change demand’, ‘Wrong demand’, ‘Change partner’, etc. 

3. The third is the risk in the blue oval, such as ‘Demand’, ‘Partner’, ‘Design 

error’, etc. 

4. The fourth is QCD in the red hexagon, including ‘Quality’, ‘Cost’, and 

‘Delivery’. 

The fact that the cluster, feature, and risk are covered by a square means that they are 

in the same group. The arrow pointing from the feature to the risk means that the 

feature causes the risk. The arrow pointing from risk to QCD means that the risk 

causes the QCD problem. The identification of relationships is based on the interview 

feedback. The interviewees present the project influence of each risk which is defined 

for the QCD problem. As the risk causes the project delay, extra cost, or low quality, 

the relationships arising between risk and QCD lie in the unidirectional path. 

For project participants, two influence diagrams are developed to explain the category 

for each risk, these influence diagrams present how project member risks influence 

OSM project (Figure 6.2 and Figure 6.3). 
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Figure 6.2: Influence diagram for Project Members by interview: part one 
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Figure 6.3: Influence diagram for Project Members by interview: part two 
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6.3.4 Project Process risk 

1. Project Process – Cost 

P22 said, ‘If only the cost for component production is considered, our cost is lower 

than traditional construction. However, the costs of the manager’s salary, fixed assets 

cost, tax fee, etc., these costs increase our initial cost.’ 

Many previous articles have mentioned that the initial cost of OSC is higher than for 

traditional construction. For example, Goodier et al. (2007) presented a high initial 

cost as the reason why using off-site is more expensive than traditional construction. 

Pan et al. (2007) noted that higher initial costs were identified as the most significant 

barrier to the use of OSC methods.  

Although Pan and Sidwell (2011) maintained that off-site is the most cost-effective 

method of building in the UK, they only considered on-site costs and their research is 

based on UK OSC. The initial costs for Chinese OSM include three parts, namely 

OSM, transportation, and post-delivery. 

OSM costs include land, manufacturing and equipment. Although these costs can be 

decreased through apportioning across more PC components, an increased component 

rate will increase on-site costs including on-site pouring, more experienced on-site 

workers, and on-site management. If the contractor is not an ‘Engineering, 

Procurement, Construction’ (EPC) company, then the contractor and manufacturer 

cannot share these risks, as neither will be inclined to increase their own risk to 

decrease the other participant’s risk and, if the contractor refuses to increase the 

component rate, the OSM building costs are hard to decrease. 

Many manufacturers also agree to undertake the transportation of components as 

these costs should be the concern of the manufacturer. Lu (2009) noted that 

transportation constraints, including cost, impact negatively on OSC, while Lu et al. 

(2013) observed that transportation costs account for around 18–20% of total costs. 

Such costs depend on a range of factors, including component type, transportation 

distance, road quality, traffic jams, and time limits. It is difficult to reduce transport 

costs as they are largely externally determined.  

During component production, manufacturers are not paid, as most contractors follow 

a ‘pay after delivery’ rule. The manufacturer thus has to prepay the cost of materials, 

component moulds and storage. The manufacturer also has to be prepared to avoid on-

site emergencies, which adds to the burden of prepaid costs. Even when the project is 

finished, the manufacturer has to wait until the building works are finally signed off, 
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and some manufacturers may not get paid for up to two years.  

P18 said, ‘We still have labour shortages. The reason for these shortages is that the 

cost of experienced labour is very expensive.” 

As mentioned under the category of ‘Project Member – Manufacturer’, most 

manufacturing workers are around 25-30 years old and lack experience. Cross-

training may be an appropriate way to improve experience in dealing with OSC 

projects (Nasirian et al., 2018). However, manufacturers then need to provide training 

courses for workers, adding to labour costs. After training, workers require higher 

salaries (Liu et al., 2012), which further increases the cost of manufacturing. 

There are two types of labour involved in traditional construction. The first is formal 

labour and the second outsourced labour. However, in OSC, component production 

requires more experience and responsibility and, therefore, formal labour is more 

suitable. One problem is that formal labour requires monthly payments. However, as 

construction projects are discontinuous, sometimes the manufacturers will receive no 

projects for two or three months at a time and this may cause manufacturers to have to 

pay monthly salaries without receiving payment themselves. 

P12 said, ‘For example, some project contracts were signed in 2017. However, the 

project may begin in 2018. The material costs may see a significant increase during 

this time.’ 

OSC requires higher quality materials than traditional construction, and these are 

harder to obtain, especially as more and more OSMs are established. It is estimated 

that, typically, there is a 2% wastage of raw materials and a 3% wastage of finished 

products within the production process (Peng et al., 2011), increasing the resource 

costs for materials. 

Another resource cost comes from the PC moulds, one which varies depending on 

whether the material of the mould is steel, wood, glass fibre reinforced concrete 

(GRC), or polystyrene. Most manufacturing processes use a steel mould for 

standardised components and wood moulds for non-standardised components. The 

cost of the mould increases when the cost of different types of component increases 

and decreases when the number of the same type of component rises.  

2.  Project Process – Time 

P4 said, ‘The OSC grouting process requires more than 75% concrete strength before 

the next floor assembly. In traditional construction, we do not need to waste time for 

the grouting process.” 
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Previous articles indicate that OSC is a time-saving method for construction projects 

(Mao et al., 2015). However, many contractors responded that the OSC method is 

slower than traditional construction in the facade building process. For example, 

traditional construction can build at a rate of three days per floor, but OSC needs 

around five days per floor. The delays in the OSC method are due to a multitude of 

reasons. 

For many PC components, the component joint connection has to be completed on-

site, which is a very complex process for the on-site worker. As mentioned under 

‘Project member – contractor’, many on-site workers lack experience and 

responsibility, exacerbating the difficulties of component joint connections. This 

causes the contractor to slow down the whole process of OSC. The component joint 

connection in on-site assembling also brings with it another problem, as it requires a 

concrete grouting process, necessitating additional on-site assemble time and 

increasing the time for the overall OSC process.  

P23 said: ‘If the preparation time is not sufficient, then there may be a greater time 

risk in the future. The limitation on time may cause design error to increase, and the 

manufacturer may have to do reworking.’ 

Compared with traditional construction, OSC requires more preparation time. 

However, manufacturing rarely affords sufficient time for component production. For 

example, most off-site project preparation, including developing design, component 

design, component mould design, and component mould production requires two to 

three months to complete, yet most factories have only a month for preparation in 

China. Sometimes the plan is changed by the owner, placing more pressure on the 

manufacturer. 

3.  Project Process – Features of Project 

P11 stated, ‘The concrete component is very heavy, and it is hard to hoist on-site. Our 

current standard does not allow us to build PC components of more than 100 metres.’ 

The current material used for PC components is concrete. Compared with other 

materials such as steel or wood, concrete requires more energy input to construct the 

same building (Glover et al., 2002). This increased energy cost for OSC arises 

because a steam heating kiln is needed to accelerate the setting of the concrete which, 

otherwise, would require a further five days. Even with a steam heating kiln the 

component still requires 12 hours for setting. 

Another problem is that PC components are heavier than other materials, which 
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causes two problems. First, it is hard to transfer components to another location and, 

second, this restricts the construction of high-rise buildings. 

4.  Project Process – Project Management 

P20 said, ‘Although we are in the leading position for the design process, there is still 

some risk. For example, we cannot make sure whether the plumber and electrician 

understand how to cooperate with us, and so we may change our design process.’ 

Coordination and cooperation are necessary for OSC. However, the lack of 

transparency in the off-site chain often leads to delays in OSC projects. Such a lack of 

cooperation may result in many problems. Here are several examples: 

Between the consultant and the manufacturer, if the consultant does not consider the 

simplicity of component production, then the manufacturer has to produce non-

standardised moulds and components which cost more than the standardised 

component. 

Between the contractor and the manufacturer, many off-site factories have a large yard 

for component storage so as to accommodate on-site process changes or delays. 

However, the yard imposes a substantial cost on the manufacturer. 

P5 stated, ‘We have nine different types of BIM models, based on construction, 

structure, assembly, etc. However, these models only consider the final phase of the 

project. They do not consider the process of the project.’ 

New construction management methods, including BIM, lean construction, and EPC, 

could help OSM to reduce its risks. However, many factories are still unclear as to 

how to use these methods. The risks of each new construction management method 

are presented below: 

EPC is a highly efficient method of integrating diverse design, procurement, and 

construction processes simultaneously (Guo et al., 2010). In China, most EPC 

companies are contractors (Zhang et al., 2011), but the design process itself can 

significantly affect project performance. As the contractor has to cooperate with the 

consultant, this leads to a further problem for traditional construction, as few 

contractors have EPC experience, especially in the design process. Some OSC 

projects are known as EPC projects, but consultants and contractors have no 

communication or cooperation in these. 

BIM provides great potential to promote the industrialisation of construction and 

improve the performance of OSC (Zhang et al., 2016). However, the application of 

BIM occurs mostly in the design phase. Few consider the on-site building process, 
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which means that the BIM model is useless for contractors. 

Lean construction aims to maximise the use of materials and labour in construction 

and avoid any waste or non-value-added activities (Mostafa et al., 2016). However, 

extant Chinese off-site manufacturers have little experience of lean construction, and 

some of them treat lean construction as being equivalent to the off-site component 

designing process only.  

For Project Process, an influence diagram is developed to explain the category for 

each risk, this influence diagram presents how project process risks influence OSM 

project (see Figure 6.4).  
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Figure 6.4: Influence diagram for Project Process by interview 
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6.3.5 External risk 

1. External – Environment 

P7 said: ‘It is too hot in southern China. Many workers prefer to do another job 

rather stay in the off-site factory.’ 

Although Arif et al. (2010) suggest that OSC provides better working conditions for 

workers as compared with traditional mass production manufacturing companies, the 

off-site factory often has poorer working conditions. As most off-site factories do not 

feature air conditioning or heaters, particularly in southern China, the temperatures in 

such factories may adversely influence workers’ motivation.  

In China, the number of building projects is seasonal. For example, in Guangdong 

province, rain is more frequent in the first half of the year, which means that more 

projects occur in the second half of the year and thus demand for labour is 

correspondingly seasonal. 

P17 said, ‘If the smog warning is orange in Beijing, then all OSM production is 

suspended.’ 

Although Hong et al. (2018) suggest that OSC is less vulnerable to weather, it may 

still influence the OSC process. For example, in Beijing, the heavy smog caused by 

factory pollution resulted in Beijing suffering its highest average PM 2.5 

concentration (Wang et al., 2014), which led to off-site manufacturers having to stop 

production to reduce the smog. 

2.  External – Resources 

P25 said: ‘A component mould production company does not consider whether the 

mould is easy to use. If the design of the mould is very bad, we will need a lot of time 

to demould the component.’ 

Off-site resources require higher material and equipment quality than traditional 

construction. Regarding material quality, some suppliers cannot meet the 

requirements for OSC, and they lack awareness of how to improve their quality, 

thereby increasing component production time and reducing quality. 

Regarding equipment quality, for example, some off-site manufacturers prefer to buy 

foreign component connectors than Chinese connectors, as the latter do not reach 

quality requirements.  

P12 said, ‘Some embedded parts require customisation, and these parts need time to 

produce.’ 

Resource shortages may arise due to a lack of resources or resource delivery delays. 
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A lack of resources may lead to additional costs. For example, sand often contributes 

bulk, strength and stability to concrete and therefore is a necessary resource for PC 

components. However, to protect the biodiversity of the rivers and lakes, many sand 

mining operations are banned in China (Leeuw et al., 2010), resulting in an increase 

in the price of sand. 

Resource delivery delays are also caused by other suppliers. Some component moulds 

require customisation and this is impossible for the supplier to prepare in advance.  

P3 said, ‘Our component moulds are customised by the supplier. If there is a deviation 

in the mould, it is impossible for us to assemble or demould the component.’ 

Current supplier standardisation remains in chaos, especially in relation to component 

moulds. As mentioned under ‘Project Member – Consultant’, building designs may 

require a customised mould, and many of these may only be used once. 

Manufacturers cannot reuse these moulds. 

Different suppliers have different standards for production of moulds. When 

manufacturing workers try to split or assemble a mould, it is often hard for them to 

learn new standards, forcing manufacturers to buy the mould from the same supplier. 

3.  External – Politic 

P1 stated, ‘For example, the national requirement is that a building should be more 

than 50% prefabricated. However, this [type of] building is not suitable for OSC. In 

order to meet the requirements, some parts are using off-site components 

unnecessarily.’ 

The Chinese government has published several standards to promote OSC, and local 

authorities have been active in promoting its implementation (Jaillon et al., 2014). 

However, this may not be suitable for every type of building. For example, in Beijing, 

the aim is that 20% of new buildings should be fabricated via OSC (TPC, 2017). In 

order to reach this target, some local authorities are forcing contractors to use the off-

site method. Contractors have to find the easiest method to achieve these assembly 

rates and, as the quality standard for off-site components is unclear, some contractors 

choose low-quality components so as to reduce costs and meet targets. 

Another problem is that, as OSC is relatively new, design standards for such 

construction are conservative. This adds to the costs for materials.  

P19 said, ‘Unlike in northern China, where many decisions are made for political 

reasons, in our city, the owner prefers to choose the cheaper method. In the current 

situation, traditional construction is still cheaper than OSC.’  
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Although the Chinese government gives support and subsidises OSC, the cost is still 

higher than for traditional construction. Many off-site companies fear that the subsidy 

promotion may stop, further reducing their willingness to operate OSC projects.   

4.  External – Society 

P5 said, ‘If you buy an OSC house, you may still have a concern whether the off-site 

building is reliable. The social understanding of OSC is still unclear.’ 

Many people still have a bias against OSC. Aside from the current quality problem 

and the time aspects of OSC, another reason that should not be ignored is a historical 

one. In the 1950s, Chinese OSC was promoted across many areas. However, due to 

limitations of technology, equipment, and management, many quality problems arose 

(Wang et al., 2019). In the wake of the 1976 Tangshan earthquake, over 95% of the 

houses in the city collapsed, and more than 600,000 residents were either killed or 

wounded. Many of them lived in OSC-fabricated buildings. Therefore, the public 

called prefabricated components ‘coffin boards’ after the disaster (Wang et al., 2019). 

This historical problem is still an obstacle for an owner choosing OSC.  

P2 said, ‘Sometimes our price is very low, but some other company provides a much 

lower price, even lower than the cost. They can afford the price, but we cannot.’ 

Contracting-out is a method whereby, after agreeing to a construction project, the 

contractor contracts out the construction project to others, either in its entirety or in 

part. The contracting-out of construction projects is forbidden in China. However, it 

still happens on occasion in some areas, especially in third-tier and fourth-tier cities in 

China. Thus, a contractor may win a contract at far below market price and then seek 

to contract-out to others in order to make a profit. 

For External factors, an influence diagram has been developed to explain the 

categories arising for each aspect of risk, this influence diagram presents how external 

risks influence OSM project (see Figure 6.5). 
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Figure 6.5: Influence diagram for External by interview 
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6.4 Risk explanation 

After 77 risk factors are identified, the specification of each risk factor is presented in 

Table 6.6. 

Table 6.6: Risk factor explanation for influence diagram 

RISK FACTOR EXPLANATION 

Owner change demand Owner may change demand during OSC project process. 

Owner wrong demand 
Owner may require the demand that not suitable for OSC 

project. 

Change partner 
Owner may change Manufacturer after conceptual 

design is finished. 

Conceptual design error Design error during conceptual design process. 

Design development 

error 
Design error during design development process. 

Consultant lack of off-

site experience 
Consultant lacks of off-site design experience. 

Consultant lack of on-

site experience 
Consultant lacks of off-site assembly experience. 

Consultant lack of 

responsibility 
Consultant lacks of OSC project design responsibility. 

Consultant lack of 

standardization 
Consultant lacks of OSC project design standardization. 

Lack of professional 

software 

Consultant lacks of OSC project design professional 

software 

Manufacturer labour 

lack of experience 

Manufacturer labour lacks of OSC component 

production experience 

Manufacturer manager 

lack of experience 

Manufacturer manager lacks of OSC component 

management experience 

Manufacturer lack of 

manager 
Manufacturer lacks of experienced OSC manager. 

Manufacturer lack of 

labour 
Manufacturer lacks of experienced OSC labour. 

Manufacturer labour 

Lack of responsibility 

Manufacturer lacks of OSC component production 

responsibility. 

Production error Error during component production process. 

Assembly line lack of 

control 
The Assembly line lack of control. 

Improper operation 

sequence 

Operation mistake during component production 

process. 

Lack of factory facility 
Manufacturer lacks of OSC component production 

facility. 

Multiple projects at 

same time 

Manufacturer have to do many OSC project at same 

time.  

Insufficient depot Manufacturer lacks of OSC depot to storage component. 

Insufficient assembly 

line 

Manufacturer lacks of OSC component production 

assembly line. 
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Driver lack of experience Transporter’s driver lack of logistics experience. 

Transport accident Sometime transport accident happened. 

Transporter lack of 

responsibility 

Transporter lacks of OSC component logistics 

responsibility. 

Size of component Component size is too big for the truck. 

Wrong component 

storage order 

Component has wrong storage order in depot cause had 

to transfer. 

Component binding is 

not solid 
Component may not bind solid on the truck. 

Bad road condition Road condition may be bad. 

Long transport distance On-site is too far away to the manufacturer.  

Road restriction 
Some roads do not allow truck to be transported during 

the day. 

Contractor lack of 

willingness to cooperate 

Contractor does not want to do OSC project, as they 

could not control the project process. 

Contractor lack of 

labour 
Contractor lacks of experienced on-site OSC labour. 

Contractor lack of 

responsibility 

Contractor lacks of OSC component assembly 

responsibility. 

Contractor lack of 

standardization 

Contractor lacks of OSC component assembly 

standardization. 

Multiple manufactory 
Multiple manufactories provide component to one 

project, which the component may not fit. 

Grout sleeve inspection 

is impossible 
Grout sleeve inspection process cannot be monitored. 

High manufactory 

investment 
Manufactory building investment is very expensive. 

Working process 

increase 

As more organization participate OSC project, more 

working process for all participant. 

Pay after delivery 

Manufacturer can only get pay after the OSC project is 

finished, which means the manufacturer have to wait a 

long time. 

Training fee increase 
Practitioner lack of experience means more training is 

required, which increase the training fee. 

Type of worker increase 
More types of workers are required as more process in 

OSC project. 

Regular employee 

increase 

The experienced practitioner requires to become contact 

worker, which increase the company cost. 

High component model 

fee 

Component production need model, which is a cost for 

the manufacturer. 

High raw material fee 
OSC component requires higher quality material, which 

is more experience. 

Setting time of concrete 

is too long 

On-site assembly requires Grout sleeve inspection 

process, which take time. 

Heavy component The component is very heavy during logistic process. 

Component support 

interference 

Component need support during on-site assembly 

process, which may interference the worker. 

On-site assembly 

limitation 

On-site assembly problem like tower crane cannot hoist 

the heavy component. 
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Lack of cooperation Lack of cooperation between OSC organizations. 

On-site process change On-site process may change or pause like bad weather. 

Lean construction 

limitation 

Lean construction does not prove the benefit for OSC 

project. 

EPC project cooperation OSC organizations lack of cooperation in EPC project 

Lack of risk 

management method 
There are few risk management method for OSC project. 

Grout sleeve time Grout sleeve inspection process cost a lot of time. 

Joint complexity On-site joint assembly is very complex.  

Insufficient production 

time 

Component production cost a lot of time, but the 

manufacturer always has limit time. 

Temperature 
Temperature is too high or too low, make the working 

environment worse. 

Seasonal change 
Seasonal change, some workers do not want to work in 

certain season. 

Geographical 

environment 

Different geographical environment in different area of 

China, which result the manufactory need produce 

different types of component. 

Lack of political 

standard 
Lack of political standard from the government. 

Local standard 

differentiation 

Different provinces have different OSC standard, which 

cause some OSC organizations confusion. 

Wrong prefabricated 

rate 

Some prefabricated rate from government standard is not 

suitable for OSC project.  

Lack of subsidy Lack of subsidy from government. 

Lack of support Lack of support from government. 

Wrong component 

model design 

Component model may design wrong, which cause hard 

to produce component. 

Low material quality 
The material quality may not fit for OSC component 

production. 

Supplier delay Supplier may not delivery the material on time. 

Lack of material Lack of high stand material for OSC component.  

Component model lack 

of standardization 
Component model lack of design standardization. 

Complexity of 

component model 
Component model is complex to assemble. 

Equipment damage Some equipment may get damage.  

Contract bidding 

problem 

Always the lowest price wins the contract result there is 

no profit for manufacturer.  

Unstable economic 

situation 
Current global economic situation is unstable. 

Prejudice of OSC 
Many people have prejudice of OSC project and think it 

is unsafe. 

Inconsistent quality 

requirement 

Government quality requirement for OSC component is 

inconsistently. 

6.5 Chapter summary  

This chapter presented analysis and findings from a set of semi-structured interviews 
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undertaken to develop questionnaire for the purposes of quantitative analysis. As a 

result, 3 types and 13 groups amounting to some 77 risk factors were defined, and an 

influence diagram was developed based on these to connect the risk internal 

relationship and external influences for QCD. 
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CHAPTER 7 -  QUANTITATIVE 

RESULTS 

7.1 Introduction 

This chapter reports results obtained from the questionnaire survey and includes the 

identification of significant risks in the OSM process that delay OSC projects. The 

precise statistical methodology and the analytical process for the questionnaire 

analysis are also presented. The data for the questionnaire were derived from 436 

OSC industry practitioners who engage in OSC projects. These findings are presented 

later in this chapter. 

7.2 Participant details of pilot study 

This section presents the personal details of the participants of the pilot study.  

Table 7.1 presents the details of participants who took part in this questionnaire based 

on their respective roles in the company. In general, most participants came from 

‘manufacturing’ companies (57.4%), followed by ‘consultants’ (25.9%) and 

‘contractors’ (29.6%). There were a few ‘owners’ (13.0%) and a few ‘transporters’ 

(5.6%) who were willing to respond to this questionnaire. There was also one 

participant (1.85%) who came from a ‘testing facility’. Considering that some of the 

companies were EPC companies, there may be more than one correct answer to this 

question. 

Table 7.1: Participant details: quantitative pilot study 

BUSINESS SCOPE OF COMPANY NUMBER RATE 

Owner 7 12.96% 

Consultant 14 25.93% 

Manufacturer 31 57.41% 

Transporter 3 5.56% 

Contractor 16 29.63% 

Other 1 1.85% 

Total no. of participants 54 

Table 7.2 presents the type of company. Most companies were two types, namely 

‘state-owned companies’ (59.3%) and ‘private companies’ (38.9%). Only one 
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company was a joint venture (1.85%). None of the companies was foreign. 

Table 7.2: Type of company: quantitative pilot study 

TYPES OF COMPANY NUMBER RATE 

State-owned Company 32 59.26% 

Private Company 21 38.89% 

Foreign Company 0 0% 

Joint Venture Company 1 1.85% 

Other 0 0% 

Total no. of participants 54 

Table 7.3 presents the numbers of employees in each company. Most companies were 

‘small’ (44.4%). However, as compared with ‘medium-sized companies’ (24.1%) and 

‘large companies’ (31.5%), the frequencies were notably similar.  

Table 7.3: Employee numbers by company type in pilot study 

EMPLOYEE NUMBERS IN COMPANY NUMBER RATE 

Large (Employees > 1000) 17 31.48% 

Medium (Employees 500~1000) 13 24.07% 

Small (Employees < 500） 24 44.44% 

Total number of participants 54 

Table 7.4 presents the level of experience of the participants within the construction 

industry. Most of the participants were relatively new, as only 51.9% of participants 

had ‘0~5 years’ of experience, while the other three groups were quite evenly divided 

with 18.5% of participants having ‘5~10 years’ of experience, 13.0% ‘10~15 years’ of 

experience, and 16.7% of participants over ‘15 years’ of experience. 

Table 7.4: Experience levels of the participants of pilot study 

YEARS OF EXPERIENCE NUMBER RATE 

0~5 years 28 51.85% 

5~10 years 10 18.52% 

10~15 years 7 12.96% 

> 15 years 9 16.67% 

Total 54 

7.3 Research factor analysis – pilot study 

7.3.1 Risk factor definition 

In the questionnaire, the probability and impact of the risk factors on an OSC project, 

as determined by a five-point Likert scale, are shown in Table 7.5 and Table 7.6 

(Chapman, 1999). 
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Table 7.5: Probability Likert scale (Chapman, 1999) 

PROBABILITY DESCRIPTION 
SCALE 

VALUE 
LEVEL 

Frequent Constant occurrence 5 
Critical 

Probable Likely to occur regularly 4 

Occasional Quite often occurs 3 Intermediate 

Rarely 
Little likelihood but could well 

happen 
2 

Not critical 

Improbable Unlikely but possible 1 

Table 7.6: Impact Likert scale (Chapman, 1999) 

IMPACT DESCRIPTION 
SCALE 

VALUE 
LEVEL 

Extreme Constant occurrence 5 
Critical 

Great Likely to occur regularly 4 

Moderate Quite often occurs 3 Intermediate 

Little Little likelihood but could well happen 2 
Not critical 

Negligible Unlikely but possible 1 

In the pilot study, only risk impact is considered to reduce the time for the participant. 

In general, mean risk impact ratings from 3.0 to 5.0 could be considered an 

intermediate or critical level of risk, respectively, in terms of the risk analysis process. 

However, after the pilot study, the mean scores and rankings of the 77 risks identified 

are shown in Table 7.7. 

Table 7.7: Risk factor definitions: pilot study 

Risk factor 
Mea

n 

Std. 

Deviation 

Conceptual design error 4.50 0.746 

Wrong component model design 4.37 0.853 

Consultant lack of off-site experience 4.35 0.677 

Consultant lack of responsibility 4.31 0.886 

Design development error 4.30 0.690 

Illegal subcontracting problem 4.28 0.811 

Low material quality 4.26 0.955 

Participants lack cooperation 4.26 0.732 

Lack of government support 4.26 0.851 

Contractor lacks responsibility 4.22 0.769 

Contractor lacks standardisation 4.20 0.833 

Lack of material 4.20 0.939 

Consultant lacks on-site experience 4.19 0.803 

Lack of government standards 4.19 0.913 

Component model lacks standardisation 4.17 0.841 

Manufacturer lacks responsibility 4.17 0.863 
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Owner changes demands 4.13 0.825 

Consultant lacks knowledge of standardisation 4.13 0.933 

Supplier delay delivery 4.11 0.883 

Equipment damage 4.09 0.957 

Manufacturer labour force lacks experience 4.06 0.834 

Transporter component binding is not solid 4.06 0.960 

Complexity of component model 4.06 0.856 

Unstable economic situation 4.06 0.998 

On-site construction period changes 4.06 0.811 

Manufacturer management lacks experience 4.06 0.920 

Contractor lacks willingness to participate 4.04 0.910 

Contractor lacks experience 4.04 0.823 

Owner changes partners 4.04 0.846 

Grout sleeve inspection is impossible 4.04 1.009 

Owner demand not suitable for OSC 4.04 0.889 

EPC lacks cooperation 4.02 0.879 

Component production error 4.02 0.942 

High factory investment 3.98 0.961 

Contractor lacks labour force 3.98 0.901 

Transporter placed wrong component storage order 3.94 0.920 

Prejudice against OSC 3.94 0.960 

Insufficient components in depot 3.94 0.899 

Manufacturer lacks labour 3.94 0.940 

Assembly line lacks control 3.93 0.949 

Complexity of joint assembly 3.91 0.853 

Lack of risk management method 3.89 0.904 

Improper operation sequence 3.87 0.891 

Manufacturer lacks factory facilities 3.87 1.029 

Components paid after delivery 3.85 0.998 

Consultants lack professional software 3.83 0.947 

Local government standard differentiation 3.83 0.966 

Rigid prefabricated rate requirement 3.83 0.927 

Lack of government subsidy 3.80 1.016 

Insufficient assembly line 3.78 0.984 

High raw material fees 3.74 0.955 

On-site component assembly limitation 3.74 0.915 

Transporter lacks responsibility 3.74 1.067 

Manufacturer lacks manager 3.74 0.955 

Road restrictions 3.72 0.960 

Insufficient production time 3.69 1.096 

Geographical differences 3.69 0.843 

High component model fee 3.69 0.948 

Transport accident 3.65 1.049 
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Long transport distance 3.63 0.958 

Excessive component quality demand 3.61 0.960 

Component is too heavy 3.59 0.981 

Contractor has multiple factory productions at the same 

time 
3.57 1.039 

Transporter driver lacks experience 3.54 1.004 

Bad road conditions 3.52 0.863 

Natural disaster 3.37 1.322 

Grout sleeve time is long 3.31 1.043 

Seasonal changes 3.30 0.944 

Working processes increase 3.28 0.940 

Temperature in manufactory too high 3.28 0.998 

Component support interference 3.26 1.031 

Setting time of concrete is too long 3.22 1.110 

Manufacturer produces multiple projects at the same 

time 
3.22 1.003 

Lean construction limitation 3.15 1.204 

Types of worker increase 3.07 1.007 

Long-term contract worker numbers increase 3.06 0.960 

Training fees increase 2.76 1.008 

Of a total of 77 risk factors presented, 76 achieved a mean score over 3, thus 

indicating significant risk. However, other similar research (Baloi et al., 2003; Creedy 

et al., 2010; Rezakhani, 2012) contended that the number of significant risks was 

around 15-40. Thus, an alternative method was chosen to identify the significant risk 

arising in the research. Factors with mean scores higher than the average total value 

were identified as critical risks for Chinese OSM risk. This method was also used in 

the main questionnaire process. 

7.3.2 Result of pilot factor analysis 

A factor analysis was applied to determine the components of the OSM risk factors. 

Some risk factors were deleted for one or several of the following reasons: (1) The 

risk factor contributed to more than one component; (2) The component had only one 

risk factor; or (3) The risk factor exhibited a big difference as compared with the other 

risk factors in relation to the same component. After the improper risk factors were 

deleted, 35 risk factors were subsequently analysed. As the risks were divided 

according to three variables (project process, project member, and external), three 
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types of factor analysis were performed for each variable. The results of Bartlett’s 

sphericity test (and associated significance level) and the values for the KMO 

measures of sampling accuracy are presented for each variable in Table 7.8. The 

results of Bartlett’s sphericity test were 129.158, 737.474, and 289.309, respectively 

with an associated significance level of 0.000. The values for the KMO measure of 

sampling accuracy were 0.751, 0.776, and 0.808, all of which are higher than 0.6. 

These results indicate that the sample set was suitable for factor analysis (Basto et al., 

2012). 

Table 7.8: KMO measure for each variable: pilot study 

Variables KMO Measure  Approx. Chi-Square Sig. 

Project process 0.751 129.158 0.000 

Project member 0.776 737.474 0.000 

External 0.808 289.309 0.000 

For project process variables, only one component with eigenvalues greater than 1 

was extracted through principal component analysis, accounting for 54.1% of the 

cumulative. As only one component was created, each of the project process’s six 

critical risks belong to the same component (see Table 7.9). 

Table 7.9: Component matrix for the project process: pilot study 

RISK FACTOR 
COMPONENT 

1 

High factory investment 

Only one component was extracted. 

Components paid after delivery 

Participants lack cooperation 

On-site construction period change 

EPC lack of cooperation 

Lack of risk management method 

Eigenvalues 3.248 

Variance (%) 54.130 

Cumulative (%) 54.130 

Component 1 (initial preparation work risk) comprises seven risks which focus on 

issues arising prior to the manufacturing process being established. These 

components include the initial cost and communication with other participants. Many 

articles present initial cost as the primary barrier to OSC’s wider adoption (Arif et al., 
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2010; Hong et al., 2018; Pan and Sidwell, 2011; Rahman, 2014), as the cost of 

manufacturing buildings can be high. Even worse, the ‘pay after delivery’ method 

means that the manufacturing process needs very high levels of capital investment. 

This cost causes many companies to hesitate to establish OSM facilities. The initial 

communication with other participants is limited. As the construction industry is 

inherently fragmented, different participants have different demands and requirements 

(Rahman, 2014). This deters the adoption of OSC. To solve this problem, some 

companies have tried the Engineering Procurement Construction (EPC) method. EPC 

aims to integrate the construction industry (Ishii et al., 2014), but this method is 

relatively new in China and still lacks internal cooperation. This unclear risk 

management method for OSM further decreases confidence in OSC. 

For the project member variables, four components with eigenvalues greater than 1 

were extracted through a principal component analysis, accounting for 68.3% of the 

total. Each of the 20 critical risks belonged to only one of the four components, and 

the factor loading value exceeded 0.5 (see Table 7.10). 

Table 7.10: Component matrix for project members: pilot study 

RISK FACTOR 
COMPONENT 

2 3 4 5 

Improper operation sequence 0.804 
   

Assembly line lacks control 0.761 
   

Component production error 0.752 
   

Manufacturer lacks factory facilities 0.720 
   

Manufacturer labour lacks experience 0.700 
   

Transporter component binding is not solid 0.644 
   

Transporter placed wrong component storage 

order 

0.601 
   

Consultant lacks off-site experience 
 

0.767 
  

Consultant lacks on-site experience 
 

0.764 
  

Conceptual design error 
 

0.702 
  

Consultant lacks responsibility 
 

0.686 
  

Design development error 
 

0.654 
  

Contractor lacks experience 
  

0.817 
 

Contractor lacks labour 
  

0.813 
 

Contractor lacks standardisation 
  

0.692 
 

Contractor lacks responsibility 
  

0.638 
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Contractor lacks willingness to participate 
  

0.605 
 

Owner demands not suitable for OSC 
   

0.809 

Owner changes partners 
   

0.705 

Owner changes demand 
   

0.621 

Eigenvalues 4.626 3.538 3.291 2.212 

Variance (%) 23.13

2 

17.69

2 

16.45

3 

11.05

9 

Cumulative (%) 23.13

2 

40.82

4 

57.27

7 

68.33

6 

Component 2 (Manufacturer and Transporter risk) comprises seven risks which focus 

on issues relating to the manufacturer and the transporter. Many manufacturers are 

responsible for PC component transportation, which causes the manufacturer to share 

the risk with the transporter. As OSC is a relatively new method (Han et al., 2018), the 

inexperienced workers of off-site manufacturers cause many problems including 

erroneous component production and improper operation sequencing. The supporting 

facilities for OSM require more development, as the lack of such facilities influences 

the manufacturer in producing certified products. Although the PC components are 

certified, the transportation process may still damage components. As the storage and 

transport standards of OSC remain unclear (Boyd et al., 2013), transportation 

problems, such as incorrect PC component storage or component binding, can arise 

during this process.  

Component 3 (Consultant risk) comprises five risks that focus on issues relating to 

consultancy. As mentioned above, consultancy risks are identified as the foremost 

obstacle in the ranking analysis of OSM, especially in relation to the conceptual 

design process. These conceptual design issues cause a domino effect so that the 

design development error probability also increases. Such design errors are derived 

from two factors. The first of these is a lack of experience and the second is a lack of 

responsibility. Some articles also cite OSC’s lack of technology and experience (Pan 

et al., 2008; Vernikos et al., 2014; Wu et al., 2019). 

Component 4 (Contractor risk) comprises five risks that focus on issues relating to the 

contractor, such as the consultant’s lack of experience and lack of responsibility. It is 

also reflected in the contractor’s lack of adequate skilled labour and lack of 
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understanding of standardisation (Mao et al., 2016). In China, contractors and 

subcontractors receive the least profit from OSC methods, a reality that often deters 

contractors from participating.  

Component 5 (Owner risk) comprises three risks that focus on issues relating to the 

owner. In traditional construction, owners can change their demands or partners 

during the construction project process following traditional construction methods. 

However, OSC requires the freezing of the design before the project begins (Pan et al., 

2012). Many manufacturers complained that the owner changed their demands or 

partners during the OSC project process (M1, M3). If the owner lacks OSC 

experience, they tend to choose the more familiar and conventional method of 

traditional construction. However, OSC is not the same and this means the owners’ 

demands are not suited to OSC. 

In terms of external variables, two components with eigenvalues greater than 1 were 

extracted through a principal component analysis, accounting for 65.2% of the 

cumulative. Each of the ten critical risks belonged to only one of two 

components, and the factor loading value exceeded 0.50 (see Table 7.11). 

Table 7.11: Component matrix for external variables: pilot study 

Risk factor 
Component 

5 6 

Lack of material 0.863 
 

Component model lacks standardisation 0.814 
 

Wrong component model design 0.789 
 

Supplier delay delivery 0.780 
 

Equipment damage 0.764 
 

Low material quality 0.747 
 

Complexity of component model 0.705 
 

Unstable economic situation 
 

0.882 

Prejudice against OSC 
 

0.877 

Lack of government standards 
 

0.627 

Eigenvalues 4.342 2.183 

Variance (%) 43.421 21.832 

Cumulative (%) 43.421 65.253 

Component 6 (Material and Equipment risk) comprises seven risks that focus on 
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issues relating to the external supplier. The raw material suppliers remain within the 

traditional construction industry which requires lower quality materials than OSC. 

This means that many material suppliers cannot reach the requirements for OSC 

materials. The manufacturer’s equipment is required to be of higher quality to produce 

off-site components, and broken or damaged equipment always delays the 

manufacturing process. For example, the component model quality defines the quality 

of off-site PC components. However, current component model suppliers lack 

standardisation, which often leads to the component design either being bad or too 

complex to assemble or break up.  

Component 7 (Society and Government risk) comprises three risks that focus on 

issues relating to society and government supports. Chinese OSM lacks government 

support and appropriate codes and standards (Zhai et al., 2014). In China, the 

deviation in OSC standards across different provinces further aggravates this problem. 

In the last three years, the US-China trade war has led many Chinese companies to 

consider that the economic situation may take a turn for the worse (Itakura, 2020). 

This trepidation has also spread to OSM. Another problem comes from society. In the 

wake of the 1976 Tangshan earthquake, more than 600,000 residents were either 

killed or wounded, and many of them lived in OSC buildings. Therefore, customers 

are worried about the quality of such buildings (Wang et al., 2019) and, as a result of 

this prejudice, customers are refusing to buy off-site buildings. 

7.3.3 Risk factor analysis conclusions 

Based on the pilot study, the factors for the risk groups were defined to include seven 

components: 

1. Initial preparation work risk. 

2. Manufacturer and Transporter risk. 

3. Consultant risk. 

4. Contractor risk. 

5. Owner risk. 
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6. Material and Equipment risk.  

7. Society and Government risk. 

This system of classification identified the appropriate risk groups and risk factors for 

the questionnaire. However, this pilot study only covered the impact of the risk, which 

is incomplete in terms of risk impact and probability analysis. In order to solve this 

problem, the probability and impact were both analysed in main research. 

7.4 Participant detail – main study 

This section presents the personal details of the participants of the main study. The 

reliability and validity of the questionnaire are tested in this section.  

7.4.1 Reliability and Validity 

This research used Cronbach’s alpha to measure the internal consistency arising 

among the selected risk factors to evaluate the reliability of the scale. Cronbach’s 

alpha is a test reliability technique that requires only a single test administration to 

provide a unique estimate of the reliability for a given test. Cronbach’s alpha is the 

average value of the reliability coefficients one would obtain for all possible 

combinations of items when split into two half-tests. When using Likert-type scales it 

is imperative to calculate and report Cronbach’s alpha coefficient for internal 

consistency reliability for any scales or subscales one may be using (Gliem et al., 

2003). In order to identify the reliability of the questionnaire, Cronbach’s coefficient 

alpha was used, and the test result was 0.991 (see Table 7.12), which is higher than 

the 0.7 threshold, indicating that the five-point scale measurement was reliable at the 

5% significance level (Kline, 2000). The validity definition used the KMO test. The 

KMO criterion for the adequacy of the sample is an index comparing the size of the 

observed correlation coefficient and partial correlation coefficient. The KMO rate 

must be above 0.50. The higher the rate, the better the data set for factor analysis 

(Tastan et al., 2008). The KMO test result was 0.964 (see Table 7.13), which was 

higher than the 0.7 threshold for a reliable instrument (0.8 indicates a very reliable 

instrument; (Promsawad et al., 2014). Whether any given risk is significantly 
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important is based on the mean scores presented against a test value of 3 (with a 

significance level of 0.05). 

Table 7.12: Cronbach’s coefficient alpha result 

Reliability Statistics 

Cronbach's Alpha N of Items 

.991 122 

Table 7.13: KMO and Bartlett's Test results 

KMO and Bartlett's Test 

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .964 

Bartlett's Test of Sphericity Approx. Chi-Square 65940.308 

df 7381 

Sig. .000 

7.4.2 Detail for participant  

Table 7.14 presents the level of experience of the participants in the construction 

industry. Although the greatest number of participants only had ‘0~5 years’ 

experience (35.78%); ‘5~10 years’ experience (24.77%); or ‘more than 15 years’ 

experience (22.25%), there was also a significant number with ‘10~15 years’ of 

experience (17.2%). This indicates that many of the participants had extensive 

experience in the construction industry, which results in the participants having the 

necessary experience to discuss risk management within the construction industry. 

Table 7.14: Participant details 

YEARS OF EXPERIENCE NUMBER RATE 

0~5 years 156 35.78% 

5~10 years 108 24.77% 

10~15 years 75 17.2% 

> 15 years 97 22.25% 

Total 436 

Table 7.15 presents the experience levels of the participants in the OSC industry. Most 

participants are relatively new to the construction industry, 74.08% of participants had 

only ‘0~5 years’ of experience. 18.52% of participants had ‘5~10 years’ of experience, 

while the other two groups were quite evenly divided with 4.36% of participants 

having ‘10~15 years’ of experience and 5.5% ‘more than 15 years’. This represents 

the fact that the OSC sector is relatively new to China, and so most participants lack 
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experience. In this case, it is necessary to identify those risk arising in the OSM 

process to reduce the potential risk that may occur in the future of participants’ 

projects.  

Table 7.15: Experience in OSC industry 

YEARS OF EXPERIENCE (OSC) NUMBER RATE 

0~5 years 323 74.08% 

5~10 years 70 16.06% 

10~15 years 19 4.36% 

> 15 years 24 5.5% 

Total 436 

Table 7.16 presents the number of OSC projects in which the participants were 

involved. Although some of the participants were not involved in any OSC projects as 

of yet (28.67%), three-quarters of the participants were involved in at least 1 OSC 

project; whereas 35.09% of participants had participated in ‘1-3 projects’; 12.84% in 

‘4-6 projects’, and 5.5% in ‘7-9 projects’. A total of 78 participants claimed 

involvement in more than 10 projects, indicating a relatively high level of experience, 

which is important for a reliable response. 

Table 7.16: Number of OSC projects participants were involved 

NUMBER OF OSC PROJECTS NUMBER RATE 

0 125 28.67% 

1-3 153 35.09% 

4-6 56 12.84% 

7-9 24 5.5% 

> 10 78 17.89% 

Total 436 

Table 7.17 presents the details of participants who took part in this questionnaire in 

relation to their respective business involvement within the company. In contrast to 

the pilot study, most of the participants in the main study were ‘Contractors’ (36.01%). 

‘Consultants’ (27.98%) or ‘Manufacturers’ (27.75%). ‘Owners’ comprised the lowest 

level of representation (17.2%) along with ‘Transporters’ (4.36%). For the ‘other’ 

participants, the details of the participants are presented in Table 7.18. The table 

indicates that some of the participants perhaps misunderstood the question (for 

instance, some participants thought that sub-contractors were not a subset of 
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‘contractor’, and thus considered sub-contractor as ‘other’). There were 14 

participants who misunderstood the question. Other participant categories included 

‘Business consulting’, ‘Software development’, ‘Research Unit’, ‘Insurance’, 

‘Supervision’, and ‘Intermediary’. This proves that OSC is a whole life cycle progress, 

which requires support from other industries.  

Table 7.17: Business scope of company 

BUSINESS SCOPE OF COMPANY NUMBER RATE 

Owner 75 17.2% 

Consultant 122 27.98% 

Manufacturer 121 27.75% 

Transporter 19 4.36% 

Contractor 157 36.01% 

Other 33 7.57% 

Total  436 

Table 7.18: Business scope of company (others) 

BUSINESS SCOPE OF COMPANY (OTHERS) NUMBER 

Business consulting 5 

Software development 4 

Research Unit 3 

Insurance 1 

Supervision 5 

Intermediary 1 

Misunderstood the question 14 

Total  33 

Table 7.19 presents the type of off-site materials that the participants’ companies 

employed. Most companies are using ‘concrete structures’ as the main structure for 

their OSC projects (84.17%). In previous articles, only 5% were using steel structures 

for OSC projects (Mao et al., 2015). This represents a significant increase in ‘steel 

structures’ (22.71%). Only 5.0% of companies were using ‘wooden structures’ for 

OSC projects. Although 13 participants used ‘other’ structures, all these companies 

are support companies for the OSC industry (insurance, business consulting, etc.), 

which still constitutes a form of support for one or more of these three structures. 

Table 7.19: Types of off-site material 

TYPES OF OSC MATERIAL NUMBER RATE 

Concrete structure 367 84.17% 

Steel structure 99 22.71% 
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Wooden structure 22 5.05% 

Other 13 2.98% 

Total 436 

7.5 Main research mean – probability 

This section of the questionnaire listed 61 risks factors identified within the interview 

process and asked the participants to evaluate the probability of each risk factor 

arising on a five-point Likert scale. The Likert scale spans the risk probability 

spectrum from improbable, rarely, occasionally, and probable to frequent.  

Table 7.20 presents the mean scores on the instruments measuring the risk probability 

associated with the OSM risk group. Each risk factor within the questionnaire was 

rated on a scale of 1 to 5 which could be more readily analysed. The overall mean for 

the risk group was 3.30, which serves as the intermediate number for our analysis. In 

this case, cost (3.42), off-site features (3.40), project management (3.3), time (3.38), 

ownership (3.38), consultancy (3.35), government policy (3.32), and society (3.39) 

were all significant risk groups, while manufacturer (3.18), transporter (3.17), 

environment (3.00), and resources (3.13) were relatively improbable risk groups. The 

most significant risk group of all was project management, and the most improbable 

risk group was environment. 

Table 7.20: Probability mean scores for risk groups 

RISK GROUP MEAN(P) DECISION 

Cost 3.42 Significant 

Off-site feature 3.40 Significant 

Project management 3.53 Significant 

Time 3.38 Significant 

Owner 3.38 Significant 

Consultant 3.35 Significant 

Manufacturer 3.18 Improbable 

Transporter 3.17 Improbable 

Environment 3.00 Improbable 

Government policy 3.32 Significant 

Resource 3.13 Improbable 

Society 3.39 Significant 

Total 3.30 

In terms of internal risk, the significant risk factors included high off-site manufactory 

building costs; overall increases in working processes; component pay after delivery; 
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more regular employees; high component models and material fees in cost group. 

Components may be too heavy and on-site assembly limitations exist in the off-site 

feature group. A lack of cooperation, adjustments or changes to on-site construction 

periods, the lack of an appropriate risk management method, or ‘difficult to deploy’ 

new management methods within project management groups were all cited. In 

addition, there was complexity arising in joint assembly and insufficient production 

times in the group. 

Table 7.21 presents the mean scores for the internal risk factors identified. The highest 

mean factor in the cost group was ‘high component model and material fees’ (3.74). 

Whereas the highest mean factor in the off-site feature group was ‘on-site assembly 

limitations’ (3.52). The highest mean factor in the project management group was ‘on-

site construction period adjustments or changes’ (3.61). And the highest mean factor 

in the time group was ‘complexity of joint assembly’ (3.43).  

Table 7.21: Probability mean score for internal risks 

RISK 

GROUP 
RISK FACTORS MEAN(P) 

STD. 

DEVIATION 
DECISION 

Cost 

High off-site 

manufactory building 

cost 

3.72 1.166 Significant 

Overall working process 

increase 
3.28 1.178 Significant 

Components paid after 

delivery 
3.47 1.312 Significant 

High training cost 3.20 1.207 Improbable 

More types of workers 3.22 1.278 Improbable 

More regular employees 3.35 1.217 Significant 

High component model 

and material fees 
3.74 1.139 Significant 

Grand Mean 3.42 

Off-site 

feature 

Component is too heavy 3.47 1.177 Significant 

Component support 

interference 
3.23 1.188 Improbable 

On-site assembly 

limitations 
3.52 1.246 Significant 

Grand Mean 3.40 

Project 

management 

Lack of cooperation 3.56 1.185 Significant 

On-site construction 

period adjustment or 

change 

3.61 1.177 Significant 
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Lack of risk management 

method 
3.50 1.189 Significant 

Hard to deploy new 

management method 
3.45 1.151 Significant 

Grand Mean 3.53 

Time 

Complexity of joint 

assembly 
3.43 1.155 Significant 

Insufficient production 

time 
3.34 1.274 Significant 

Grand Mean 3.38 

In terms of participant risk within the owner group, the significant risk factors arising 

included owners changing demands and those demands not being suitable for off-site 

projects. Design error, consultants’ lack of off-site experience, consultants’ lack of on-

site experience, and consultants’ lack of standardisation were all significant risk 

factors within the consultant group. Manufacturers’ lack of experience, unavoidable 

errors in component production, and insufficient component yard storage were the 

significant risk factors within the manufacturer group. Contractors’ lack of experience, 

contractors’ lack of experienced employees, and lack of on-site assembly 

standardisation were all identified as significant risk factors within the contractor 

group. 

Table 7.22 presents the mean scores for the participants’ risk factors. The highest 

mean factor within the owner group was ‘owner changes demand’ (3.49); the highest 

mean factor within the consultant group was ‘consultant lacks on-site experience’ 

(3.55); the highest mean factor within the manufacturer group was ‘manufacturer 

lacks experience’ (3.34); while the highest mean factor within the transporter group is 

‘transportation road problems’ (3.23); and the highest mean factor within the 

contractor group was ‘contractor lacks experienced employees’ (3.45). 

Table 7.22: Probability mean score for participant risks 

RISK 

GROUP 
RISK FACTORS MEAN(P) 

STD. 

DEVIATION 
DECISION 

Owner 

Owner changes demand 3.49 1.132 Significant 

Demands not suitable 

for off-site project 
3.46 1.143 Significant 

Owner changes project 

partners 
3.21 1.116 Improbable 

Grand Mean 3.38 
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Consultant 

Design error 3.31 1.243 Significant 

Consultant lacks off-site 

experience 
3.55 1.170 Significant 

Consultant lacks on-site 

experience 
3.58 1.153 Significant 

Consultant lacks 

responsibility 
3.2 1.342 Improbable 

Consultant lacks 

standardisation 
3.31 1.266 Significant 

Consultant lacks 

suitable professional 

software 

3.15 1.319 Improbable 

Grand Mean 3.35 

Manufacturer 

Manufacturer lacks 

experience 
3.34 1.258 Significant 

Manufacturer lacks 

employees 
3.25 1.234 Improbable 

Manufacturer lacks 

responsibility 
3.1 1.267 Improbable 

Unavoidable errors in 

component production 
3.32 1.247 Significant 

Assembly line lacks 

control 
3.16 1.281 Improbable 

Lack of off-site 

manufactory facilities 

and equipment 

2.98 1.296 Improbable 

Producing different 

types of components at 

the same time 

3.1 1.331 Improbable 

Insufficient component 

yard storage 
3.31 1.293 Significant 

Insufficient assembly 

line 
3.12 1.262 Improbable 

Grand Mean 3.18 

Transporter 

Transporter lacks 

experience 
3.21 1.297 Improbable 

Transporter lacks 

responsibility 
3.02 1.322 Improbable 

Mistakes arise during 

the transfer process 
3.18 1.279 Improbable 

Transportation road 

problems 
3.23 1.304 Improbable 

Long transport distance 3.23 1.261  

Grand Mean 3.17 

Contractor 

Contractor has lack of 

willingness to 

participate in off-site 

project 

3.28 1.236 Improbable 

Contractor lacks 3.42 1.215 Significant 



227 

 

experience 

Contractor lacks 

responsibility 
3.15 1.273 Improbable 

Contractor lacks 

experienced employees 
3.45 1.219 Significant 

Lack of on-site 

assembly 

standardisation 

3.3 1.259 Significant 

Grand Mean 3.32 

In terms of external risks, the significant risk factors included differentiation in local 

government policy standards, rigid prefabricated rate requirements, and a lack of 

subsidy and support within government policy groups. For the resource group it was a 

lack of standardisation of component models. In the society group it was contract 

bidding issues, an unstable economic situation, public society prejudices against OSC, 

and inconsistent quality demands for OSC projects. 

Table 7.23 presents the mean score for the external risk factors identified. The highest 

mean factor in the environment group was ‘geographical environment’ (3.16); for the 

government policy group it was a ‘lack of subsidy and support’ (3.39); for the 

resource group it was ‘component model lacks standardisation’ (3.35); and for the 

society group it was ‘contract bidding problems’ (3.56). 

Table 7.23: Probability mean score for external risks 

RISK 

GROUP 
RISK FACTORS MEAN(P) 

STD. 

DEVIATION 
DECISION 

Environment 

Geographical 

environment 
3.16 1.226 Improbable 

Manufacturing indoor 

environment 
2.97 1.235 Improbable 

Seasonal changes 3.00 1.241 Improbable 

Natural disaster 2.9 1.329 Improbable 

Grand Mean 3.00 

Government 

policy 

Lack of government 

policy standards 
3.24 1.262 Improbable 

Local government 

policy standard 

differentiation 

3.33 1.204 Significant 

Rigid prefabricated rate 

requirement 
3.33 1.208 Significant 

Lack of subsidy and 

support 
3.39 1.245 Significant 

Grand Mean 3.32 
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Resource 

Low material quality 3.05 1.266 Improbable 

Supply delay or not on 

time 
3.15 1.280 Improbable 

Lack of material 3.07 1.295 Improbable 

Component model lacks 

standardisation 
3.35 1.277 Significant 

Manufactory equipment 

damage 
3.06 1.263 Improbable 

Grand Mean 3.13 

Society 

Contract bidding 

problem 
3.56 1.255 Significant 

Unstable economic 

situation 
3.31 1.249 Significant 

Public society prejudice 

for off-site building 
3.36 1.202 Significant 

Inconsistent quality 

demand for OSC 

project 

3.35 1.240 Significant 

Grand Mean 3.39 

7.6 Main research mean – impact 

This section of the questionnaire listed 61 risks factors identified through the 

interview process and asked the participants to evaluate the impact of each risk factor 

on a five-point Likert scale. The Likert scale ranked the risks as being marginal, little, 

moderate, great, or extreme. 

Table 7.24 presents the mean scores of the instruments measuring risk impact 

associated with OSM risk groups. Each risk factor in the questionnaire was evaluated 

on a scale of 1 to 5 in lieu of the Likert scale making statistical analysis easier. The 

overall mean score for the risk groups is 3.34, which is defined as the intermediate 

number for analysis. In this case, project management (3.48), time (3.35), owner 

(3.46), consultant (3.51), government policy (3.38), and society (3.45) all featured as 

significant risk groups, while cost (3.32), off-site feature (3.32), manufacturer (3.28), 

transporter (3.21), environment (3.05), and resource (3.31) were viewed as 

improbable risk groups. The most significant risk group was project management, and 

the most improbable risk group was environment. 

Table 7.24: Impact mean scores for risk groups 

RISK GROUP MEAN(I) DECISION 
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Cost 3.32 Improbable 

Off-site feature 3.32 Improbable 

Project management 3.48 Significant 

Time 3.35 Significant 

Owner 3.46 Significant 

Consultant 3.51 Significant 

Manufacturer 3.28 Improbable 

Transporter 3.21 Improbable 

Environment 3.05 Improbable 

Government policy 3.38 Significant 

Resource 3.31 Improbable 

Society 3.45 Significant 

All 3.34 

In terms of internal risk, the significant risk factors include high off-site manufactory 

building costs, component payment after delivery, high component model costs and 

high material fees. Components are often too heavy and this limits on-site assembly in 

the off-site feature group. A lack of cooperation, on-site construction period 

adjustments or change, the lack of an appropriate risk management method, and hard 

to deploy new management methods are significant factors within the project 

management group. Complexity of joint assembly featured significantly for the time 

group. 

Table 7.24 presents the mean scores for internal risk factors. The highest mean factor 

in the cost group was the ‘high off-site manufactory building cost’ (3.59); the highest 

mean factor for the off-site feature group was ‘on-site assembly limitation’ (3.43); 

whereas the highest mean factor for the project management group was ‘on-site 

construction period adjustment or change’ (3.43); and the highest mean factor in the 

time group was ‘complexity of joint assembly’ (3.41). 

Table 7.24: Impact mean scores for internal risks 

RISK 

GROUP 
RISK FACTORS MEAN(I) 

STD. 

DEVIATION 
DECISION 

Cost 

High off-site manufactory 

building cost 
3.59 1.183 Significant 

Overall working process 

increase 
3.31 1.181 Improbable 

Component paid after 

delivery 
3.45 1.292 Significant 

High training cost 3.09 1.251 Improbable 

More types of workers 3.10 1.276 Improbable 
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More regular employee 3.20 1.242 Improbable 

High component model 

and material fee 
3.56 1.178 Significant 

Grand Mean 3.32 

Off-site 

feature 

 

Component is too heavy 3.39 1.182 Significant 

Component support 

interference 
3.16 1.200 Improbable 

On-site assembly 

limitation 
3.43 1.232 Significant 

Grand Mean 3.32 

Project 

management 

 

Lack of cooperation 3.55 1.196 Significant 

On-site construction 

period adjustment or 

change 

3.54 1.215 Significant 

Lack of risk management 

method 
3.49 1.208 Significant 

Hard to deploy new 

management method 
3.37 1.184 Significant 

Grand Mean 3.48 

Time 

 

Complexity of joint 

assembly 
3.41 1.189 Significant 

Insufficient production 

time 
3.30 1.259 Improbable 

Grand Mean 3.35 

In terms of participant risk, the significant risk factors included the owner changing 

demands, those demands being unsuitable for off-site projects, and the owner 

changing project partners. In terms of the consultant group, risk factors included 

design error, a lack of off-site experience of consultants, the consultants lacking on-

site experience, consultants lacking responsibility, and a lack of standardisation of 

approach. For the manufacturers’ group it was the manufacturer’s lack of experience. 

Within the contractor group the main risks were cited as a lack of experience, a dearth 

of experienced employees, and a lack of on-site assembly standardisation. 

Table 7.25 presents the mean scores for participant risk factors. The highest mean 

factor recorded within owner group was ‘owner changes demands’ (3.53); for the 

consultant group it was that the ‘consultant lacks on-site experience’ (3.7); for the 

manufacturer group it was the ‘manufacturer’s lack of experience’ (3.44); within the 

transporter group it was ‘mistakes made during the transfer process’ (3.29); whereas 

for the contractor group it was the ‘contractor’s lack of experienced employees’ (3.48). 
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Table 7.25: Impact mean scores for participant risk 

RISK 

GROUP 
RISK FACTORS MEAN(I) 

STD. 

DEVIATION 
DECISION 

Owner 

Owner change demand 3.53 1.206 Significant 

Demand not suitable for 

off-site project 
3.49 1.162 Significant 

Owner change others 

project partner 
3.37 1.176 Significant 

Grand Mean 3.46 

Consultant 

Design error 3.55 1.274 Significant 

Consultant lacks off-site 

experience 
3.7 1.192 Significant 

Consultant lacks on-site 

experience 
3.65 1.160 Significant 

Consultant lacks 

responsibility 
3.4 1.346 Significant 

Consultant lacks 

standardisation 
3.51 1.258 Significant 

Consultant lacks 

professional software 
3.27 1.311 Improbable 

Grand Mean 3.51 

Manufacturer 

Manufacturer lacks 

experience 
3.44 1.240 Significant 

Manufacturer lacks 

employees 
3.31 1.234 Improbable 

Manufacturer lacks 

responsibility 
3.31 1.311 Improbable 

Unavoidable errors in 

component production 
3.29 1.257 Improbable 

Lack of control of 

assembly line  
3.27 1.263 Improbable 

Lack of off-site 

manufactory facilities 

and equipment 

3.14 1.293 Improbable 

Producing different types 

of components at the 

same time 

3.22 1.328 Improbable 

Insufficient component 

storage yard facilities 
3.33 1.272 Improbable 

Insufficient assembly 

line 
3.25 1.278 Improbable 

Grand Mean 3.28 

Transporter 

Transporter lacks 

experience 
3.22 1.296 Improbable 

Transporter lacks 

responsibility 
3.12 1.318 Improbable 

Mistakes made during 

the transfer process 
3.29 

1.288 

 
Improbable 
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Transportation road 

problems 
3.24 1.292 Improbable 

Long transport distance 3.21 1.273 Improbable 

Grand Mean 3.21 

Contractor 

Contractor lacks 

willingness to participate 

in off-site project 

3.27 1.253 Improbable 

Contractor lacks 

experience 
3.46 1.215 Significant 

Contractor lacks 

responsibility 
3.27 1.276 Improbable 

Contractor lacks 

experienced employees 
3.48 1.206 Significant 

Lack of on-site assembly 

standardisation 
3.38 1.265 Significant 

Grand Mean 3.37 

In terms of external risk, the significant risk factors include differentiation in local 

government policy standards; rigid prefabricated rate requirements; and a lack of 

subsidy and support in relation to the government policy group. For the resource 

group these were supply delays or lateness, and a lack of component model 

standardisation. Contract bidding problems, unstable economic situations, public 

prejudice against off-site buildings, and inconsistent quality demand for OSC projects 

featured strongly for the society group. 

Table 7.26 presents the mean score for external risk factor. The highest mean factor in 

environment group was ‘geographical environment’ (3.20), the highest mean factor in 

government policy group was ‘lack of government policy standards’ (3.39), the 

highest mean factor in resource group was ‘component model lack of standardization’ 

(3.44), the highest mean factor in society group was ‘contract bidding problem’ (3.65). 

Table 7.26: Impact mean scores for external risk 

RISK 

GROUP 
RISK FACTORS MEAN(I) 

STD. 

DEVIATION 
DECISION 

Environment 

Geographical 

environment 
3.20 1.226 Improbable 

Manufacturing indoor 

environment 
3.03 1.235 Improbable 

Seasonal changes 2.99 1.241 Improbable 

Natural disaster 3.01 1.329 Improbable 

 Grand Mean 3.05 

Government Lack of government 3.39 1.262 Significant 
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policy policy standards 

Local government 

policy standard 

differentiation 

3.36 1.204 Significant 

Rigid prefabricated 

rate requirement 
3.37 1.208 Significant 

Lack of subsidy and 

support 
3.41 1.245 Significant 

 Grand Mean 3.38 

Resource 

Low material quality 3.3 1.266 Improbable 

Supply delay or not on 

time 
3.37 1.280 Significant 

Lack of material 3.23 1.295 Improbable 

Component model lack 

of standardisation 
3.44 1.277 Significant 

Manufactory 

equipment damage 
3.24 1.263 Improbable 

 Grand Mean 3.31 

Society 

Contract bidding 

problem 
3.65 1.255 Significant 

Unstable economic 

situation 
3.38 1.249 Significant 

Public prejudice 

against off-site 

buildings 

3.41 1.202 Significant 

Inconsistent quality 

demand for OSC 

project 

3.37 1.240 Significant 

 Grand Mean 3.45 

7.7 Main research – probability and impact  

Based on the probability and impact of risk factors arising in OSC projects, the 

significant risk factors have been presented. In the next stage, it was necessary to 

understand the relationships arising between the impact and probability of risk factors.  

In order to check whether the data follows a normal distribution, the quantile-quantile 

plot (Q-Q plot) was deployed. A Q-Q plot is a plot of the order statistics of the sample 

against the theoretical quantiles. This tool is used to assess how close the empirical 

distribution is to the model distribution (Ben et al., 2004). The Q-Q plot should be 

approximately a straight line for normal data for a high positive correlation. Moreover, 

any outliers in the data are easily identified in the Q-Q plot (Andersen et al., 2018). 

Figure 7.1 and Figure 7.2 presented the Q-Q plot for risk probability and impact, 



234 

 

revealing that the data constitute an approximately straight line. This proved that the 

quantitative data is approximately normally distributed, which demonstrates that the 

parametric analysis method can be used in this research. 

 

Figure 7.1: Probability Q-Q Pilot 

 

Figure 7.2: Impact Q-Q pilot 

To this end, a linear regression analysis was employed for risk impact in order to 

regress the risk probability. Regression analysis is used to generate an equation so as 
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to describe the statistical relationship arising between one or more predictors and the 

response variable to predict new observations. The result is explained as follows: 

1. R2-value and adjusted R2-value: The R2-value is the percentage of the 

response variable variation that can be explained by its relationship with one 

or more predictor variables. The adjusted R2-value is the percentage of the 

response variable variation that is explained by its relationship with one or 

more predictor variables, adjusted for the number of predictors in the model 

(Akossou et al., 2013). 

2. Standard error: The standard error is an estimate of the standard deviation of a 

statistic (Belia et al., 2005). 

3. T-value: The t-value is a test statistic for t-tests that measures the difference 

arising between an observed sample statistic and its hypothesised population 

parameter in terms of units of standard error (Ross et al., 2017). 

4. ANOVA: ANOVA is a statistical tool for studying the relationship between a 

response variable and one or more explanatory and predictor variables (Ross 

et al., 2017). 

5. F-statistic: The F-statistic is a value derived when running an ANOVA test or 

regression analysis to find out if the means between two populations are 

significantly different (Prix, 2010). 

Table 7.27 shows that the mean probability was 3.30, with a standard deviation of 

1.238 while the mean impact was 3.34 with a standard deviation of 1.247. 

Table 7.27: probability and impact mean and standard deviation. 

 MEAN STD. DEVIATION 

Probability 3.30 1.238 

Impact 3.34 1.247 

In Table 7.28 an R-value of 0.89 indicates a strong influence arising between risk 

probability and risk impact. The adjusted R2-value of 0.79 indicates that there is large 

positive linear correlation arising between risk probability and impact. The regression 

equation presented in Table 7.29 shows how the increase in the value of the risk 
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impact increases in parallel with the value of risk probability. Further, Table 7.30 

indicates that risk probability significantly influences impact (p<0.001). 

Table 7.28: Questionnaire R-value result 

Model Summaryb 

Model R R Square 

Adjusted R 

Square 

Std. Error of 

the Estimate Durbin-Watson 

1 .890
a
 .792 .791 .45688363 1.959 

a. Predictors: (Constant), impact 

b. Dependent Variable: probability 

Table 7.29: Questionnaire Coefficients calculated 

Coefficients
a
 

Model 

Unstandardized 

Coefficients 

Standardized 

Coefficients 

t Sig. 

95.0% Confidence 

Interval for B 

B Std. Error Beta Lower Bound Upper Bound 

1 (Constant) -1.703E-17 .022  .000 1.000 -.043 .043 

impact .890 .022 .890 40.619 .000 .847 .933 

a. Dependent Variable: probability 

Table 7.30: Questionnaire ANOVA result 

ANOVA
a
 

Model Sum of Squares df Mean Square F Sig. 

1 Regression 344.406 1 344.406 1649.906 .000
b
 

Residual 90.594 434 .209   

Total 435.000 435    

a. Dependent Variable: probability 

b. Predictors: (Constant), impact 

Based on the linear regression equation, the risk impact and probability relationship 

formula are: 

Probability = -1.703E-17 + (0.89* impact) 

Consequently, Table 7.31 shows that the business scope of the company (F=1.758, 

p=0.120) and types of off-site material (F=1.076, p=0.359) do not have a significant 

effect on their mean rating in terms of risk probability.  

Table 7.31: Business scope of company and types of OSC material comparison: 

probability 

Tests of Between-Subjects Effects 

Dependent Variable:   probability   
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Source 

Type III Sum 

of Squares df Mean Square F Sig. 

Partial Eta 

Squared 

Corrected Model 25.017
a
 21 1.191 1.203 .244 .058 

Intercept .094 1 .094 .095 .758 .000 

Business scope of 

company 

8.706 5 1.741 1.758 .120 .021 

Types of off-site 

material 

3.198 3 1.066 1.076 .359 .008 

Error 409.983 414 .990    

Total 435.000 436     

Corrected Total 435.000 435     

a. R Squared = .058 (Adjusted R Squared = .010) 

Consequently, Table 7.32 shows that the business scope of the company (F=0.692, 

p=0. 630) and the types of off-site material used (F=2.188, p=0.089) do not have 

significant effect on their mean rating in terms of risk impact.  

Table 7.32: Business scope of company and types of OSC material comparison: 

impact 

Tests of Between-Subjects Effects 

Dependent Variable:   impact   

Source 

Type III Sum 

of Squares df Mean Square F Sig. 

Partial Eta 

Squared 

Corrected Model 28.143
a
 21 1.340 1.364 .131 .065 

Intercept .015 1 .015 .015 .903 .000 

Business scope of 

company 

3.400 5 .680 .692 .630 .008 

Types of off-site 

material 

6.451 3 2.150 2.188 .089 .016 

Error 406.857 414 .983    

Total 435.000 436     

Corrected Total 435.000 435     

a. R Squared = .065 (Adjusted R Squared = .017) 

Table 7.33 presents the observation that, based on the business scope of company, 

transporters considered all risk factors (internal risk, participants risk, and external 

risk) that weighed more heavily on probability than other groups. Finally, in terms of 

the probability of risk arising, other types were evaluated to be of lower risk. 
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Table 7.33: Probability divided by business scope of company 

PROBABILITY 

Risk group Internal  Participant External Total 

Owner 3.35 3.33 3.31 3.33 

Consultant 3.57 3.29 3.27 3.38 

Manufacturer 3.57 3.38 3.24 3.40 

Transporter 3.58 3.61 3.37 3.52 

Contractor 3.34 3.17 3.12 3.21 

Other 3.06 3.09 2.95 3.03 

Table 7.34 shows clearly that, based on the business scope of the company, 

transporters evaluate OSC risk more in terms of impact on occurrence than do other 

groups. Finally, in terms of the impact of risk occurring, other groups weighed 

building construction risks less strongly as compared to other groups.  

Table 7.34: Impact divided by business scope of company 

IMPACT 

Risk group Internal  Participant External Total 

Owner 3.34 3.43 3.39 3.39 

Consultant 3.49 3.35 3.37 3.40 

Manufacturer 3.53 3.51 3.41 3.48 

Transporter 3.56 3.57 3.47 3.53 

Contractor 3.23 3.21 3.15 3.20 

Other 2.97 3.25 3.09 3.10 

Table 7.35 presents the findings based on different types of off-site structural material, 

and wood has a higher OSC risk probability rating than other materials. 

Table 7.35: Probability divided by types of off-site material used 

PROBABILITY 

Risk group Internal  Participant External Total 

Concrete 3.34 3.26 3.19 3.26 

Steel 3.48 3.22 3.19 3.30 

Wood 3.78 3.58 3.51 3.62 

Other 3.30 2.79 3.02 3.04 

Table 7.36 presents the findings based on different types of off-site structural material, 

and wood has a higher OSC risk impact rating than other materials. 

Table 7.36: Impact divided by types of off-site material 

IMPACT 

Risk group Internal  Participant External Total 

Concrete 3.36 3.33 3.27 3.32 

Steel 3.37 3.34 3.29 3.33 

Wood 3.71 3.77 3.77 3.75 

Other 3.11 2.84 3.02 2.99 
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From the results presented above, all stakeholders that participate OSC projects have 

different perceptions of risk factors, as the objectives of each stakeholders are 

different, how the risk should be treated by the stakeholders are different. For the 

business scope of company, transporters have the highest mean ratings for OSM risk 

impact and probability. In relation to types of off-site material used, those companies 

using wood have the highest mean ratings for OSM risk impact and probability.  

7.8 Chapter summary  

This section presents the results derived from questionnaire surveys which were 

conducted based on the impact and probability of risk arising within the OSM process. 

Statistical approaches were undertaken to identify the main risks arising within the 

OSM process. Overall, the participants had similar responses, which means that the 

perceptions of risk factors are similar for all participants. Finally, 28 factors were 

accepted as being significant risk factors as these may have negative impacts on QCD. 
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CHAPTER 8 -  DISCUSSION 

8.1 Introduction 

This chapter aims to present an OSM risk management framework and validate it 

using a case study approach. It was first necessary to validate the framework to 

guarantee that the findings and recommendations are reliable, as this could also prove 

the objectivity and reliability underlying the research.  

8.2 Related research review 

Previous articles presented many frameworks for the construction project. For 

example, The Royal Institute of British Architects (RIBA) Plan of Work organises the 

process of briefing, designing, constructing and operating building projects into eight 

stages and explains the stage outcomes, core tasks and information exchanges 

required at each stage (RIBA, 2020). Other organisations from different countries also 

presented a plan of work with different stages. For example, Architects' Council of 

Europe (ACE) divided construction processes into nine stages (ACE, 2020), American 

Institute of Architects (AIA) divided construction processes into four stages (AIA, 

2020), and Association for Project Management (APM) divided construction 

processes into eight stages (APM, 2018). The process maps for a plan of work 

generally include six processes: pre-design, design, construction, handover, in use, 

and end of life. These plans of work provide the project team with a road map for 

promoting consistency from one stage to the next, and provide vital guidance to 

clients undertaking perhaps their first and only building project (RIBA, 2020).  

During the construction industry development, Modern Methods of Construction 

(MMC), or called smart construction are changing how buildings are designed, 

manufactured and assembled (Shibani et al., 2021). This is a process which focuses on 

OSC techniques, it is a process to produce more, better quality homes in less time. For 

example, designing for manufacturing and assembly (DFMA) is considered in many 

countries, which is considered by owner as a faster and more effective way of making 
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buildings, and contractors consider as a way to lower the costs of delivery and reduce 

risks (Bao et al., 2021). DFMA includes two mythologies: Design for Manufacture 

and Design for Assembly. This requires the OSC component should be designed for 

ease of manufacture process and ease of assembly (Zhafri et al., 2018).  

Building information modelling (BIM) is introduced in many OSC project to improve 

the building quality and reduce cost. Generally, BIM is computer files which can be 

extracted, exchanged or networked to support decision-making regarding a built asset. 

BIM allows architects, engineers, real estate developers, contractors, manufacturers, 

and other construction professionals to plan, design, and construct a structure or 

building within one 3D model (Chan et al., 2019). In the traditional building design 

process, 2D technical drawings present plans, elevations, sections for building. 

However, 2D drawings cannot display the information clearly, so they are forced to 

physical prototyping (Chen et al., 2018). BIM can reduce or avoid the disadvantage of 

2D drawing, and it can also include building information about time (4D BIM) or cost 

(5D BIM), it can cover spatial relationships, geospatial information, quantities and 

properties of building components for the building, it also presents the whole life 

cycle for the building from initial planning through to construction and then 

throughout its operational life (Lee et al., 2020).  

As BIM requires computer files to monitor and maintain building data, it is necessary 

to combine computer technology with OSC project. Computer aided manufacturing 

(CAM) is the use of software and computer-controlled machinery to automate a 

manufacturing process. CAM requires a protected, predictable environment, it also 

requires repetition and high numbers of units to make the investment in the robotics 

technology required viable (R. He et al., 2021). In that case, CAM is suitable for OSC 

project, and could help to develop OSC component with higher quality. For example, 

the Building on Demand is the first 3D printing building house in Europe, which 

become an office hotel in Copenhagen, Nordhavn area (Pessoa et al., 2021). 

In order to develop an OSM framework, the process of framework development 
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includes four steps (Abduh et al., 2018):  

1. Identification the key factor in OSM risk management process. 

2. Identification of underlying relationship between factors.  

3. Adaptation of OSC project, which means framework validation.  

4. Comprehensive evaluation, which means framework improvement. 

8.3 OSM Framework development 

The Institution of Civil Engineers (ICE) presented a systems approach for OSC risk 

and risk management that is deemed necessary (Ruoheng et al., 2019). Many articles 

presented a risk framework to solve the risks arising in the project process. For 

example, ISO explained risk management as a project in the ISO 31000 standard (ISO, 

2018b). Figure 8.1 presents the ISO 31000: 2018 standard risk management guidance, 

including its relationship with the risk management principles and processes. It is 

noted that many national bodies are adopting this model to develop or revise 

standards for risk management. For example, BS ISO 31000: 2018 in the UK (BSI, 

2018), JIS Q 2001:2001 in Japan (JSA, 2001), CSA-Q850-97 (R2009) in Canada 

(CSA, 2009b), and AS/NZS 4360:2004 in New Zealand (NZS, 2004), all risk 

standards for those countries developing approaches are based on the ISO 31000 

standard. 
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Figure 8.1: ISO 31000 principles, framework and process guidance (ISO, 2018b) 

The principles of ISO risk management include integrated, structured and 

comprehensive, customised, inclusive, dynamic, best available information, human 

and cultural factors, and continual improvement. The purpose of risk management is 

the creation and protection of value. The principles guide the characteristics of 

effective and efficient risk management, communicating their value and explaining 

their intention and purpose (ISO, 2018b). This principle is the foundation of risk 

management (Luko, 2013). The principles of OSM risk management should be 

connected with the features of OSC projects. In this research, OSM risk management 

principles include:  

1. Value creation and protection: To create and protect the value of Chinese OSC 

manufacturers. 

2. Integrated: OSM risk management is an integral part of Chinese OSC 

manufacturing activities.  
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3. Structured and comprehensive: OSM risk management requires a structured 

and comprehensive approach, one which could be deployed or be referenced 

in other OSC projects.  

4. Customised: Different OSC manufacturers require different types of OSM risk 

management approach, based on external and internal contexts relating to its 

objectives, such as the types of organisation, the types of OSC project, and the 

location of the project, etc. 

5. Inclusive: For Chinese OSC manufacturers, it is necessary to consider OSM 

risk factors alongside other project participants, such as the owner, consultant, 

transporter and contractor. Especially with the consultant, which has the most 

significant influence on OSM risk factors.  

6. Dynamic: Due to the external and internal context changes, OSM risk can 

emerge, change or disappear. Many OSM risk factors are caused or changed 

by other participants. For example, on-site bad weather results in the 

contractor having to pause the component assembly process, which in turn 

causes component production process delays.  

7. Best available information: The inputs to risk management are based on 

historical and current information, as well as on future expectations. 

Additionally, OSM risk management is a relatively new area for risk 

management, as the input information or data for the risk management process 

may be insufficient or else damaged by other participants. OSC manufacturers 

need to explain the importance of sharing information promptly and clearly to 

other participants so as to improve the quality of information or data. 

8. Human and cultural factors: OSC manufacturers need to be concerned about 

different human behaviours and cultures for different OSC projects. For 

example, OSM Risk management is deployed by a project manager of a 

Chinese OSC manufactory, which is inevitably affected by the Chinese culture 

and personal characteristics.  
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9. Continual improvement: OSM risk management needs continuous 

improvements through learning and experience as well as more 

communication of the risk management methods for different OSC 

manufacturers. 

Figure 8.2 presents the principles of OSM risk management. 

 

Figure 8.2: OSM risk management principles 

Within the ISO risk management framework, it encompasses integrating, designing, 

implementing, evaluating and improving risk management across the organisation. It 

is worth noting that the ISO risk management framework follows and improves the 

plan-do-check-act (PDCA) cycle (Sousa et al., 2012). Others executing project 

planning also used similar PDCA cycles and, although the nomenclature may vary, the 

meaning remains substantially identical. For OSM risk management, it is also 

necessary to adopt PDCA as the ground framework methodology and to combine this 

with the features of OSC projects. In this research, the OSM risk management 

framework was divided into:  

1. Leadership and commitment: Generally, a Chinese OSC project is led by an 

OSC owner and supervised by the Chinese government. In this case, OSM risk 

management should not only be considered by the top management of the 
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OSC manufacturer, but also by that of the OSC owner and the oversight body 

of the Chinese government.  

2. Integration: An OSM risk management framework should be integrated into 

Chinese OSC manufacturing activities as well as how to integrate OSM risk 

management in accordance with the principles of OSM Risk management.  

3. Design: The OSM risk management framework design should follow the risk 

management process and the features of OSC project. The details are 

explained in OSM risk management and by OSC project participants. 

4. Implementation: OSM risk management framework implementation requires 

the engagement and awareness of all OSC participants. During the 

implementation process, OSC manufacturers should consider how to ensure 

effective communication with other participants and monitor whether the risk 

management framework is integrated within OSC manufacturing activities.  

5. Evaluation: To evaluate the OSM risk management framework, the OSC 

manufacturer needs to consider whether this framework could help to achieve 

the aim of the project. Generally, an OSC manufacturer aims to create and 

protect value by producing components for an OSC project. An optional 

evaluation method is to check whether the OSM risk management framework 

improves the QCD of components effectively. 

6. Improvement: The strengths and weaknesses of the OSM risk management 

framework are evaluated during the evaluation step, and the framework should 

be monitored and adapted to improve the suitability, adequacy, and 

effectiveness of the framework.  

Figure 8.3 presents the framework of OSM risk management.  
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Figure 8.3: OSM risk management framework 

The ISO risk management process involves the systematic application of policies, 

procedures and practices to the activities of communicating and consulting, 

establishing the context and assessing, treating, monitoring, reviewing, recording and 

reporting risk. In this research, a similar process is presented for OSM risk 

management:  

1. Risk identification: Risk identification is the first step in the risk management 

process. If there is a phenomenon that delays the objective of the OSC project, 

it should be considered a risk. The identification process requires identifying 

the scope and context of risk factors.  

2. Risk assessment: Each risk factor needs a brief description and should be 

classified by category according to the risk type and group in the risk 

assessment process. Risk assessment could provide a risk classification chart 

for the risk analysis process. 

3. Risk analysis: How does the risk factor affect the project is analysed in the risk 

analysis process. The quantified risk factors provide input to the risk response 

to decide what is the most appropriate risk treatment strategy and methods.   
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4. Risk response: After the significant risk factors have been identified, the risk 

response method should be considered. Different risk factor requires different 

risk response methods, which depends in turn on the features of those risk 

factors. Risk response can also introduce new risk factors, and so risk response 

is a continuous process and requires change or updating as the project 

progresses. 

5. Communication and consultation: The OSM risk management process requires 

effective communication with all OSC project participants, whereby 

communication seeks to promote awareness and understanding of risk. The 

consultation is also necessary for the OSM risk management process. It should 

be noted that experts from different areas could help in identifying the risk 

factor from different perspectives. For example, an expert from a university or 

a risk manager from large-scale manufacturing could be invited into the 

consultation process. 

6. Monitoring and review: Monitoring and review should be considered during 

the OSM risk management process. In an OSC project, it should be mentioned 

that the OSC project requires cooperation from all participants, which results 

in monitoring and review from other participants as an optional choice. This 

process could improve the evaluation step in the OSM risk management 

framework. 

7. Recording and reporting: All activity in the OSM risk management process 

should be recorded, whether it is a positive or negative result. Reporting 

quality can be improved by providing and supporting top management and 

oversight bodies such as an OSC owner or the Chinese government, and it is 

necessary to inform the results of the OSM risk management process to other 

participants. This process could enhance the improvement step in the OSM 

risk management framework. 

Figure 8.4 presents the process of OSM risk management. 
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Figure 8.4: OSM risk management process 

Although ISO risk management guidance does not include the project participants, it 

is necessary to emphasise the participants of OSC projects for OSM risk management 

and, as the OSC project is a whole industry chain project, OSM risk cannot be treated 

as an isolated phenomenon (Kamali et al., 2016). An OSC project generally includes 

five participants, namely the: 

1. Owner: The organisation that owns a built asset. In a Chinese OSC project, it 

generally means the developer for the construction project who undertakes the 

costs of the OSC project.  

2. Consultant: The professionals appointed by the owner to perform expert tasks 

on a project. In a Chinese OSC project, it generally means the designer for the 

construction project who provides design drawings and planning for an OSC 

project. 

3. Manufacturer: The organisation that produces goods to sell them to a customer. 

In a Chinese OSC project, it generally means the manufacturer who produces 

an OSC component for an OSC project.  
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4. Transporter: The organisation that transfers the materials or goods to a 

customer. In a Chinese OSC project, it generally means the transporter who 

transfers OSC components from the OSC manufactory to the on-site location. 

5. Contractor: The organisation appointed by owners to carry out construction 

works. In a Chinese OSC project, it generally means the contractor who 

assembles the OSC components at the construction site.  

Figure 8.5 presents the participants of OSM risk management. 

 

Figure 8.5: OSM risk management participants 

Based on the preceding analysis, the OSM risk management framework is presented 

in Figure 8.6. However, this framework does not present the details of the risk 

management process for OSM risk, as it also lacks a connection with the results from 

quantitative research. In order to understand how to identify, analyse and respond to 

OSM risk, the case study method is used to validate and improve the framework.  
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Figure 8.6: OSM risk management whole framework 

8.4 Risk analysis for OSM 

8.4.1 Identification of Risk in OSM 

Based on past risk identification from the literature review and interviews, 77 risk 

factors were identified. In order to identify those of significance in the Chinese OSM 

sector, a questionnaire survey was developed and conducted on the Chinese mainland. 

After a pilot questionnaire study, 61 risk factors were shortlisted and other risk factors 

were either merged or erased. After a criticality decision, the cut-off point for risk 

probability was taken as 3.30 and for risk impact 3.34. These thresholds reduced the 

number of salient risk factors to 28. These 28 risk factors cause QCD problems within 

OSC projects. Four risk factors had a significant probability but an improbable impact; 

while four risk factors had a significant impact but were improbable. The other 35 risk 

factors were deemed improbable risks. These 28 significant risk factors were 

attributed to 11 risk groups. As shown in Table 8.1, Table 8.2, and Table 8.3, the 

minimum mean rating identified for risk probability was 3.31 for ‘unstable economic 

situation’, whereas the maximum mean rating was 3.74 for ‘high component model 

and material costs’. The minimum mean rating identified for risk impact was 3.36 for 

‘local government policy standard differentiation’, whereas the maximum mean rating 
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was 3.7 for ‘consultant lacks on-site experience’. For these 28 risk factors, 10 were 

considered to be internal risk, 10 were considered to be participant risk, and 8 were 

considered to be external risk. 

Based on the interviews, questionnaire and visits made to the site, several risk factors 

were identified as the primary sources of risk for OSC projects. One risk factor was 

selected from each risk group as being the most significant risk: 

1. Internal risk: High off-site manufactory building cost. 

2. Participant risk: Consultant lacks off-site experience. 

3. External risk: Contract bidding problems. 

The explanation for the classification of these risk factors and risk groupings will be 

presented below. 

8.4.2 Internal risk 

Internal risk was identified as a major source of risk, as these risks were caused by 

those features intrinsic to off-site projects. These risk categories include cost, off-site 

featured, project management and time. These significant risks are presented in Table 

8.1:  

Table 8.1: Mean of internal significant risk factors 

INTERNAL RISK MEAN 

Risk Group Factor Probability Impact Total 

Cost 

High off-site manufactory building 

cost 
3.72 3.59 3.655 

Components paid after delivery 3.47 3.45 3.46 

High component model and material 

fees 
3.74 3.56 3.65 

Off-site 

feature 

Component is too heavy 3.47 3.39 3.43 

On-site assembly limitation 3.52 3.43 3.475 

Project 

management 

Lack of cooperation 3.56 3.55 3.555 

On-site construction period 

adjustment or change 
3.61 3.54 3.575 

Lack of risk management method 3.50 3.49 3.495 

Hard to deploy new management 

methods 
3.45 3.37 3.41 

Time Complexity of joint assembly 3.43 3.41 3.42 

For the internal risk group, the most significant risk was ‘high off-site manufactory 

building cost’, which also had the highest overall mean score in relation to the three 
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risk groups. This risk was cited in previous articles. Sutrisna, Cooper-Cooke, et al. 

(2019) identified that off-site initial investment were the cause of some contractors 

refusing to use OSC method in Western Australia. Arif et al. (2009) worried that OSC 

could be the more expensive option because of perceived higher design, cranage and 

transportation costs. This cost was also mentioned by many interviewees during 

interview process. According to P3, ‘High off-site manufactory building cost is a very 

serious problem. The amortisation fee of the manufactory is also relatively high. The 

cost includes land fees and factory structure which is all money. Sometimes our 

equipment is imported from abroad, which is more expensive.’ P7 said, ‘Many 

companies only consider material costs as their true cost – this has always happened 

in traditional construction. However, in OSC, costs such as manufactory building 

costs should not be ignored. But many owners do not understand this and think that 

OSC is a cost saving methodology.’ From these comments and others, it was evident 

that many off-site manufacturers understand initial investment of OSC as a risk factor 

for these projects, despite the fact that risk is not perceived by other participants 

including owners and contractors. The off-site manufacturers suggest that the initial 

investment and amortisation fee should be considered as an off-site project cost. 

8.4.3 Participant risk 

Participant risk was identified as another major source of risk, as these risks are 

caused by the project participants themselves. This risk category includes the owners, 

consultants, manufacturers, and contractors. These significant risks are presented in 

Table 8.2: 

Table 8.2: Mean of participant significant risk factors 

PARTICIPANT RISK MEAN 

Risk Group Factor Probability Impact Total 

Owner 

Owner changes demand 3.49 3.53 3.51 

Demand not suitable for off-site 

project 
3.46 3.49 3.475 

Consultant 

Design error 3.31 3.55 3.43 

Consultant lacks off-site experience 3.55 3.7 3.625 

Consultant lacks on-site experience 3.58 3.65 3.615 

Consultant lacks standardisation 3.31 3.51 3.41 
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Manufacturer Manufacturer lacks experience 3.34 3.44 3.39 

Contractor 

Contractor lacks experience 3.42 3.46 3.44 

Contractor lacks experienced 

employees 
3.45 3.48 3.465 

Lack of on-site assembly 

standardisation 
3.3 3.38 3.34 

For the participant risk group, the most significant risk was ‘consultant lacks off-site 

experience’, which also had the highest impact mean score among the 3 risk groups. It 

is interesting to note that all participants complained about the consultants’ lack of 

off-site experience. For instance, P5 said, ‘the contractor lacks not only off-site 

experience, but also on-site assembly experience. When they designed the building, 

they did not consider the constructability or implement-ability of the project. As most 

of the operations are performed on a computer in the consultancy company, it is 

difficult to consider which tools and measures are to be used on-site.’ P10 said, ‘The 

consultant always follows traditional construction design processes and, as a result, 

the building cannot follow OSC guidance.’ P19 stated, ‘Traditional consultants do not 

understand the construction process and construction costs. Nowadays, dealing with 

consultant is very difficult as they do not know how to control the costs. In that case, 

the owner will not be satisfied.’ It proves to be the case that the off-site project is a 

whole life cycle that requires all participants to cooperate effectively or, otherwise, 

the risk caused by the consultant will influence other participants such as 

manufacturers.  

8.4.4 External risk 

Some risk factors are neither the cause of the internal risks nor are the participants the 

cause of external risks, as these factors derive from wider macro-economic activities 

in China or other societal contexts. These risk categories include government policy, 

resources, and society. These significant risks are presented in Table 8.3: 

Table 8.3: Mean of external significant risk factors 

EXTERNAL RISK MEAN 

Risk Group Factor Probability Impact Total 

Government 

policy 

Local government policy standard 

differentiation 
3.33 3.36 3.345 

Rigid prefabricated rate requirement 3.33 3.37 3.35 
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Lack of subsidy and support 3.39 3.41 3.4 

Resource 
Component model lack of 

standardisation 
3.35 3.44 3.395 

Society 

Contract bidding problem 3.56 3.65 3.605 

Unstable economic situation 3.31 3.38 3.345 

Public society prejudice against off-

site building 
3.36 3.41 3.385 

Inconsistent quality demand for OSC 

project 
3.35 3.37 3.36 

For the internal risk group, the most significant risk arising was ‘contract bidding 

problems’. Only a few interviewees mentioned the ‘contract bidding problem’ as a 

salient risk, yet the questionnaire feedback indicated that it is a very serious risk. For 

example, P22 said, ‘A big problem in our industry is low prices. The owner will pay 

more attention to who has the lowest price. Winning the bid at a low-price means that 

other good companies cannot survive.’ However, P22 mentioned a similar problem 

related to this risk, ‘You have to settle some people before you get a project, and you 

also have also to settle some material gangdom. This is because we need the project 

as, without the project, we cannot afford the cost.’ This presents the vicious cycle in 

that competition leads the off-site manufacturer to have to compromise in accepting 

unfair contracts, even though the contract may ultimately cause them to lose money. 

8.4.5 Conceptual framework 

By concluding the risk rankings above, the risks inherent within the OSM process 

could be concluded in Table 8.4 (ranking by importance of the risk): 

Table 8.4: Risk identification for OSM processes 

RISK FOR OSM PROCESS 

Risk type 
Risk 

code 
Risk factor 

Internal risk 

IR1 High off-site manufactory building costs 

IR2 High component model and material fees 

IR3 On-site construction period adjustment or changes 

IR4 Lack of cooperation 

IR5 Lack of risk management methods 

IR6 On-site assembly limitations 

IR7 Components paid after delivery 

IR8 Component is too heavy 

IR9 Complexity of joint assembly 

IR10 Hard to deploy new management method 

Participant risk PR1 Consultant lacks off-site experience 
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PR2 Consultant lacks on-site experience 

PR3 Owner changes demand 

PR4 Demands not suitable for off-site project 

PR5 Contractor lacks experienced employees 

PR6 Contractor lacks experience 

PR7 Design error 

PR8 Consultant lack of standardisation 

PR9 Manufacturer lacks experience 

PR10 Lack of on-site assembly in standardisation 

External risk 

ER1 Contract bidding problems 

ER2 Lack of subsidy and support 

ER3 Component model lacks standardisation 

ER4 Public society prejudice against off-site building 

ER5 Inconsistent quality demands for OSC project 

ER6 Rigid prefabricated rate requirement 

ER7 Unstable economic situation 

ER8 Local government policy standard differentiation 

In order to develop a conceptual framework, this research undertook four steps: 

1. Literature review: This research conducted a thorough review of the literature 

in order to understand the OSM process and its advantages. Further, various 

variables that affect the OSM process were identified. Similarly, the current 

risks and barriers to OSC projects were derived from the literature. 

2. Interview: This research conducted interviews to identify the influential 

factors pertaining to OSM risk within OSC organisations across China. 77 risk 

factors were identified which influence OSC projects in China.  

3. Questionnaire: This research conducted a questionnaire survey to rank the 

risks identified through interview. Based on 436 questionnaires, 28 risk factors 

were identified as being of significance to the OSM process. 

4. Case study: By using case study, an OSM risk management reference table 

was developed and validated. The OSM risk management conceptual 

framework was developed based on the reference table, these will be discussed 

in detail in the following sections. 

The literature review and data analysis were based on the interviews and 

questionnaire results as well as a list of significant risk factors identified within the 

OSM process (see Table 8.4). After the factor analysis had been completed, the risk 
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factors were divided into certain risk types (see Table 8.5) and risk groups (see Table 

8.6). 

Table 8.5: Risk type explanations 

RISK TYPE EXPLANATION 

Internal risk 
The risk type comes from the OSC project itself. It includes cost, off-

site features, project management, and time. 

Participant 

risk 

The risk type comes from OSC project participants. It includes 

owner, consultant, manufacturer, and contractor. 

External risk 
The risk type comes from outside of OSC project. It includes 

government policy, resource, and society. 

Table 8.6: Risk group explanations 

RISK GROUP EXPLANATION 

Cost 
The group is affected by the OSC project cost, which deals with 

the strategies and financial preparedness of the OSC organisation. 

Off-site feature 

The group is affected by the features of the OSC project. This 

group stresses the inherent characteristics that only happen in 

OSC projects. 

Project 

management 

The group is affected by the project management methods 

selected for OSC and are caused by lack of project management 

method or lack a project manager. 

Time 
The group is affected by the effective use of time planning and 

scheduling for OSC projects. 

Owner 
The group is caused by the owners who focus on OSC project 

planning. 

Consultant 
The group is caused by consultants who focus on OSC project 

design. 

Manufacturer 
The group is caused by the manufacturers who focus on off-site 

component production. 

Contractor 
The group is caused by the contractors who focus on OSC 

component on-site assembly. 

Government 

policy 

The group is affected by the government, especially in relation to 

policy that may cause risk in OSC projects. 

Resource 
The group is affected by the cost, quality and delivery of OSC 

resources. 

Society 
The group is affected by the social environment, which includes 

public attitudes, the economic environment, and social customs. 

Table 8.7: Risk factor explanations 

RISK CODE EXPLANATION 

IR1 
The high capital investment for off-site manufactories, especially 

manufactory building costs are a major cost for off-site 

manufacturers. 

IR2 
As the component models and materials lack standardisation, the cost 

is higher than the set price. 

IR3 
On-site period changes result in the manufacturer having to change 

their production plans. 
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IR4 Cooperation between project participants and inside the manufactory. 

IR5 
The new process in the OSC project requires new risk management 

methods. 

IR6 
On-site assembly limitations include extra support for the 

components, extra step for on-site assembly processes, and 

interference for the construction workers. 

IR7 
Manufacturers cannot get their funds until the project is finished 

which increase their costs. 

IR8 Heavy components cause all transport processes to require more time. 

IR9 
The component joint assembly is still a new technology that needs 

more new technical support. 

IR10 
Project management methods like six sigma and lean production is 

still relatively new for off-site manufacturers, requiring more time to 

establish these methods. 

PR1 
The consultant has little knowledge of OSC processes, causing the 

design diagram to be unsuitable for off-site component production. 

PR2 
The consultant does not need to go on-site to learn how to work on-

site, which cause the design diagram to be unsuitable for construction 

project. 

PR3 
Owners can change their demands during traditional construction 

projects. However, the feature of OSC projects mean that changes in 

demands require more time and cost. 

PR4 
Some owners still use traditional construction requirements for OSC 

projects. 

PR5 
There are two reasons why contractors lack experienced employees. 

First, there are few experienced OSC workers. Second, young people 

are unwilling to become on-site workers. 

PR6 Only a few contractors have experience in OSC projects. 

PR7 
Design errors are caused by consultants, including conceptual design 

errors and design development errors. 

PR8 
The consultant lacks standardisation, resulting in other participants 

needing to change aspects of different projects. 

PR9 
The off-site manufacturer experience includes product experience, 

transport experience, manufactory design experience, etc. 

PR10 
Lack of on-site assembly standardisation causes the on-site assembly 

time to be extended, leading to the manufactory time being extended. 

ER1 
Current construction contract bidding methods favour the lowest 

prices which usually win the bids which may adversely affect quality. 

ER2 
Although government provides subsidy and support for OSC, many 

companies still think this support is insufficient. 

ER3 
Different component model companies have different standards, 

which means that the component differs from other component 

models and cannot be assembled. 

ER4 
OSC projects require much less time for on-site processes than 

traditional construction methods. However, many people think that it 

is too quick and cannot be safe. 

ER5 
OSC could increase the quality of buildings. However, as off-site 

manufacturers have similar production environments to general 

manufacturers (e.g., car, phone, etc.), some people think that the OSC 
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process has similar quality to general manufacture. 

ER6 

The government policy gives off-site companies certain requirements 

for prefabricated rate. However, some buildings are unsuitable for 

OSC to reach the required prefabricated rate, and the OSC company 

has to pay extra costs. 

ER7 
The trade war and COVID-19 have worsened the economic outlook, 

reducing commitments to OSC projects. 

ER8 
Different provinces have different policies, which leads to OSC 

companies having to change their operation methods in a new 

province. 

Further, this factor analysis enabled the researcher to group risks and identify how 

these risks influence quality, cost, and delivery (QCD) of the OSC project (see Table 

8.8). Based on the literature review and interview feedback, the risk response method 

for each risk factor is presented in Table 8.9 to assess the suitability of the OSM risk 

assessment table for off-site manufacturer. The risk response method adopted includes 

avoidance, transfer, reduction and retention. In the validation process, the research 

data obtained via the case study method is used to refine the proposed OSM risk 

reference table. 
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Table 8.8: Risk assessment table for OSM processes 

RISK TYPE RISK GROUP RISK FACTOR RISK CODE QCD INFLUENCE 

Internal risk 

Cost 

High off-site manufactory building cost IR1 C 

High component model and material fee IR2 C 

Component paid after delivery IR7 C 

Off-site feature 
On-site assembly limitation IR6 Q, C, D 

Component is too heavy IR8 D 

Project 

management 

On-site construction period adjustment or change IR3 C, D 

Lack of cooperation IR4 C, D 

Lack of risk management method IR5 Q, C, D 

Hard to deploy new management method IR10 Q, C, D 

Time Complexity of joint assembly IR9 D 

Participant risk 

Owner 
Owner change demand PR3 C, D 

Demand not suitable for off-site project PR4 C, D 

Consultant 

Consultant lacks off-site experience PR1 C, D 

Consultant lacks on-site experience PR2 C, D 

Design error PR7 Q, C, D 

Consultant lack of standardisation PR8 Q, C, D 

Manufacturer Manufacturer lacks experience PR9 Q, C, D 

Contractor 

Contractor lacks experienced employees PR5 Q, C, D 

Contractor lack of experience PR6 Q, C, D 

Lack of on-site assembly standardisation PR10 Q, C, D 

External risk 

Government 

policy 

Lack of subsidy and support ER2 C 

Rigid prefabricated rate requirement ER6 Q, C 

Local government policy standard differentiation ER8 C, D 

Resource Component model lacks standardisation ER3 Q, C, D 

Society 
Contract bidding problem ER1 Q, C, D 

Unstable economic situation ER7 C 
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Public society prejudice for off-site building ER4 C, D 

Inconsistent quality demand for OSC project ER5 C, D 

Table 8.9: Risk response methods for OSM risks 

RISK FACTOR 
RESPONSE METHOD 

Avoidance Transfer Reduction Retention 

High off-site 

manufactory 

building cost 

 

Share the 

manufactory cost by 

becoming an EPC 

company. 

Buy manufactory from general 

manufacturer and retrofit. 

Consider as the 

unavoidable capital cost. 

High component 

model and 

material fees 

 

Share the 

manufactory cost by 

becoming an EPC 

company. 

Establish mutual trust with 

suppliers through long-term 

cooperation, strive for 

preferential treatment. 

Consider as the 

unavoidable capital cost. 

Component paid 

after delivery 

Place a backup plan to avoid 

negative effect by delayed 

payments. 

Delay to pay other 

costs such as 

workers’ salaries, 

material costs, etc. 

Ensuring issues of payment are 

well documented at the start of 

projects. Ensuring payment 

arrangements made are executed 

according to plan. Obtain 

payment by instalments. 

 

On-site assembly 

limitation 

Regular assessment of the 

working conditions and 

limitations should be considered. 

 

Produce standard components to 

expedite on-site assembly 

process. 

 

Component is too 

heavy 
  

Divided the components into 

smaller pieces and assemble on-

site. 

Contain this as a feature of 

OSC method. 

On-site 

construction 

period adjustment 

Proper planning of projects, 

taking into consideration 

emergencies (weather, 

The contractor 

should pay extra 

costs if there is 
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or change government policy, etc.) to 

ensure the most appropriate 

conditions are provided for on-

site period. 

period adjustment or 

change. 

Lack of 

cooperation 

Encouraging all participants to 

have good collaborations to 

ensure a common good is pursued 

for the project. 

   

Lack of risk 

management 

method 

Cooperation with academia and 

industry to develop new risk 

management methods for OSC 

projects. 

   

Hard to deploy 

new management 

method 

  

Construction managers should 

be given regular training to 

enable them to have current 

knowledge of practices in the 

industry. 

 

Complexity of joint 

assembly 
 

Assemble 

components in the 

manufactory to 

streamline on-site 

joint assembly 

process. 

Regular training for on-site 

workers should be given for on-

site assembly process. 

 

Owner changes 

demand 

Project planning at the initial 

stage of projects should be done. 

The plan needs to be strictly 

implemented. 

The owner should 

pay extra costs if 

demands are 

changed. 

Establish EPC company, reduce 

the information exchange lag 

during demand change. 

 

Demand not 

suitable for off-site 

An advanced announcement for 

demand should be published. 
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project Communication for the owner 

and other participants should 

have regular execution. 

Consultant lacks 

off-site experience 
  

Designer should be given OSC 

training before designing. 
 

Consultant lacks 

on-site experience 
  

Designer should go on-site and 

conduct field trips to understand 

the processes of on-site 

construction. 

 

Design error   

The construction drawing 

review process should be done 

before being implemented by all 

participants. 

 

Consultant lack of 

standardisation 

The consultants should cooperate 

and establish a common design 

mechanism. 

   

Manufacturer 

lacks experience 
  

Ensuring manufacturing team 

are given the required training. 

Hire experienced workers. 

 

Contractor lacks 

experienced 

employees 

Cooperate with colleges, 

encourage colleges to train more 

experienced employees. 

 
Ensuring on-site workers are 

given required training. 
 

Contractor lacks 

experience 
  

Ensuring on-site workers are 

given required training. 
 

Lack of on-site 

assembly 

standardisation 

The contractors should cooperate 

and establish a common on-site 

assembly mechanism. 

   

Lack of subsidy 

and support 
  

Pre-evaluate the cancellation of 

government subsidies to reduce 
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the impact of cancellation of 

policy support. 

Rigid 

prefabricated rate 

requirements 

  

Follow the lowest prefabricated 

rate requirements for unsuitable 

construction projects. 

 

Local government 

policy standard 

differentiation 

  

Due diligence and careful 

negotiations should be required 

before establishing the project in 

a new province. 

 

Component model 

lacks 

standardisation 

  

Ensure only trusted suppliers are 

engaged in the supply of 

materials and component 

models. 

 

Contract bidding 

problem 
   

Accept as the Chinese 

society feature. 

Unstable economic 

situation 
  

Project planning should be made 

well in advance and sufficient 

cash flow should be maintained. 

 

Public society 

prejudice against 

off-site building 

  

High quality off-site project 

should be completed to reduce 

bias. 

 

Inconsistent 

quality demand for 

OSC projects 

   

The problem with 

inconsistent quality 

demand is outside of 

control. It can only be 

changed by improving the 

inherent impression of 

OSC projects. 
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8.5  Case study preparation 

In order to validate the reference table, a case study of the Chinese OSC organisations 

was chosen. Three main sources were used to validate the OSM risk reference table: 

1. Documentary observations: By collecting data from OSC project documents, 

the documentary observations analyse data from the document to understand 

the project planning process for the project. It may also include relating 

government policy or standards for OSC as well as the construction drawings 

for the project. 

2. Site observations: Site observations not only include observing in the 

manufactory, but also in other OSC processes such as the construction site, 

means of transport, or design office. This could help to understand features of 

the case based on the researcher’s view. 

3. Interview: During site observation process, various project team members 

were interviewed. These differed from interviews for the qualitative process, 

as these interviews focused on how to respond to the significant risks arising 

for OSC projects. 

To identify the risk factors and risk response methods of the reference table, a guide 

of case studies was developed (see Table 8.10). This guide is divided into observable 

evidence and interview-based evidence. The observable evidence includes 

documentary observation data and site observation data, whereas the interview-based 

evidence includes interview data. Such a guide could help to find and define the 

appropriate response methods for risk factors identified during the cases.
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Table 8.10: Risk reference table validation: a case study guide 

RISK FACTOR OBSERVABLE EVIDENCE INTERVIEW BASED EVIDENCE 

High off-site manufactory 

building cost 

If possible, checking the bill of off-site manufactory 

building costs, including factory costs, land cost, 

equipment cost. etc. 

By asking the interviewees how the organisation 

allocated funds to reduce the manufactory building 

cost. 

High component model and 

material feed 

If possible, checking the bill of off-site component model 

and material cost. 

By asking the interviewees how the organisation 

allocated funds to reduce the component model and 

material costs. 

Component paid after 

delivery 

If possible, checking the income time of the off-site 

manufactory, and the contract of component payment 

schedule. 

By asking the interviewees how to avoid capital 

chain rupture during payment delay situation. 

On-site assembly limitations 

If possible, observing the on-site worker assembly 

process, and checking the potential problems that cause 

assembly process delay. 

By asking interviewees if there is a difficultly to 

assembling on-site and how to solve it. 

Component is too heavy 

If possible, checking the requirement of OSC 

transportation conveyance, such as component trucks, 

tower cranes, etc. 

By asking interviewees whether the component 

weight influences their plans and how they respond 

to this problem. 

On-site construction period 

adjustment or change 

If possible, checking the planning of on-site period and 

whether plan has been followed. 

By asking the interviewees how they plan and 

execute the activity and what to do if the plan has 

not been followed. 

Lack of cooperation  

By asking the interviewees, how often they hold 

meetings and how they solve disputes during the 

participant discussion process. 

Lack of risk management 

method 
 

By asking the interviewees if they considered the 

risk and how they intend to solve it. 

Hard to deploy new 

management method 

If possible, check with the new management planning of 

organisation and how it will be implemented. 

By asking the interviewees if the worker follows 

the new management method how to correct the 

worker if they do not follow the rules. 
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Complexity of joint 

assembly 

If possible, observing the on-site worker assembly 

process and checking for potential problems that cause 

assembly process delay. 

By asking the interviewees if there is a difficulty to 

assembling on-site and how to solve it. 

Owner changes demands 
If possible, checking the initial plan of the project and 

monitoring whether the milestone finishes on time. 

By asking the interviewees how much impact the 

owner changing demands has and how to reduce 

this risk. 

Demand not suitable for off-

site project 
 

By asking the interviewees what types of demand 

would be not suitable for off-site project and how to 

judge whether the demand is reasonable. 

Consultant lacks off-site 

experience 
 

By asking the interviewees whether the designer is 

conversant with the techniques and methods of 

OSC. 

Consultant lacks on-site 

experience 
 

By asking the interviewees whether the designer is 

conversant with on-site processes. 

Design error  

By asking the interviewees which types of design 

would be not suitable for off-site projects and why 

the design error arose. 

Consultant lack of 

standardisation 
 

By asking the interviewees whether different 

consulting companies have similar design 

standardisations and how to coordinate the 

differences arising within the design process. 

Manufacturer lacks 

experience 
 

By asking the interviewees whether the 

manufacturer is conversant with the techniques and 

methods of OSC methods. 

Contractor lacks 

experienced employees 
 

By asking the interviewees which types of 

employees are required and how to get more 

employees if insufficient. 

Contractor lacks experience  
By asking the interviewees whether the contractor 

is conversant with the techniques and methods of 
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OSC. 

Lack of on-site assembly 

standardisation 
 

By asking the interviewees whether different 

contractor companies have similar assembly 

standardisation processes and how to align these. 

Lack of subsidy and support If possible, check the government policy for OSC online. 

By asking the interviewees if the government 

provides sufficient subsidy or support and how to 

prepare if the government stops these. 

Rigid prefabricated rate 

requirement 

If possible, check the government policy for prefabricated 

rate requirement online. 

By asking the interviewees how to fit the 

prefabricated rate for unsuitable projects. 

Local government policy 

standard differentiation 

If possible, check the local government policy for OSC 

online, and compare the policy with other provinces. 

By asking the interviewees how the different 

policies influence off-site projects and how to 

reduce their negative impacts. 

Component model lacks 

standardisation 
 

By asking the interviewees whether different 

supply companies have similar component models 

and how to coordinate differences in the production 

process. 

Contract bidding problem  

By asking the interviewees what percentage of 

losing bids are because the price is not the lowest 

and discussing how to respond this. 

Unstable economic situation  

By asking the interviewees how the economic war 

and COVID-19 influence their OSC projects and 

how to reduce negative impacts. 

Public society prejudice 

against off-site building 
 

By asking the interviewees whether society still has 

negative views of OSC and how to change this 

stereotype. 

Inconsistent quality demand 

for OSC project 
 

By asking the interviewees what reflects the 

inconsistent quality demand for OSC. 
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In this research, two case studies were employed. The types of cases are different, 

which could help to identify whether the appropriate risk response method varies for 

different organisations. The reference table for the risk factor and identified risk 

response was provided to the interviewees to determine the influences upon risk and 

how to respond to them. 

8.6 Case study one 

8.6.1 Sources of Data – Case One 

For case study one, the background of the organisation is presented in Table 8.11. 

Table 8.11: Profile of Case Study One 

ORGANISATIONAL 

FEATURES 
DETAIL 

Year of establishment 2017 

Type of organisation State-owned company 

Areas of specialisation 
EPC company for OSC project, includes planning, 

design, production, transportation, and assembly. 

Registered capital 90 million RMB (About 10 million pound) 

Floor area 110 thousand square meters 

Annual production 

capacity 
220 thousand cubic meters per year 

Production line 

6 production lines, including 3 concrete component 

lines, 1 stell component line, 1 steel bar line, and 1 

concrete component line (import from Germany). 

Catchment areas 

Shenzhen and Shantou. The OSC project is controlled by 

the head office, this company get the order from the 

head office. 

Location Shenzhen, Guangdong province, China. 

Case Study One was a state-owned company established in 2017, which is a wholly-

owned third-tier subsidiary company for the third ranked state-owned construction 

company. The aim of this company is to address the shortage of OSC companies in 

the local area, as a new economic development zone has developed over recent years. 

The company is able to plan, design, manufacture, transport and assemble for OSC 

projects. Several high-rise residential apartments were developed during the data 

collection period. These apartments adopted the components manufactured by the 

company. For data collection, the manufactory and the construction site were visited 

and observed by the researcher. A project manager, a general manager, and a 
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purchasing manager from the manufactory were interviewed. A project manager from 

the construction site was also interviewed. Table 8.12 presented the detail of each 

interviewee in the case study one. 

Table 8.12: Participant information for case one 

CODE POSITION EXPERIENCE 

CO1 
Project manager from 

manufactory 
6 years 

CO2 General manager 10 years 

CO3 Purchasing manager 4 years 

CO4 
Project manager from 

construction site 
5 years 

8.6.2 Evaluation of OSM risk reference table– Case One 

During the case study data collection process the reference table was presented to the 

interviewees who were asked to identify how the risks identified influence their 

company and OSC projects. These risks were found to have a likely influence on 

quality, time, and cost, which means that the risk influences can be divided into QCD. 

Based on the interviews, the were documents analysed after visiting the manufactory 

and associated site, and the appropriate risk response method for each risk was 

ascertained and identified. 

COST 

CODE QCD 
RESPONSE 

Avoidance Transfer Reduction Retention 

IR1 C  

Share the 

manufactory cost 

by becoming an 

EPC company. 

Buy manufactory 

from general 

manufacturer and 

retrofit it. 

Consider capital 

cost as 

unavoidable. 

IR2 C  

Share the 

manufactory cost 

by becoming an 

EPC company. 

Establish mutual 

trust with suppliers 

through long-term 

cooperation, strive 

for preferential 

treatment. 

Consider capital 

cost as 

unavoidable. 

IR7 C 

Place a 

backup plan 

to avoid 

negative 

effect of 

delayed 

payments. 

Delayed 

payments to other 

costs such as 

worker salaries, 

material cost, etc. 

Ensuring issues of 

payment are well 

documented at the 

start of projects. 

Ensuring that 

payment 

arrangements made 

are executed 

according to plan. 

Receive payment by 
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instalments. 

All interviewees agreed that the cost was prioritised across all the projects, especially 

in OSC. CO1 said, ‘Many people think that OSC projects could save more money. Yes, 

but only in the condition of excluding the manufactory building cost.’ Most 

interviewees agreed that high off-site manufactory building costs (IR1) should be 

considered as the most significant barrier to establishing an off-site manufactory. As 

this company is an EPC company, the manufactory cost is apportioned by the head 

office. However, this cost is still relatively high for the construction company. 

For this company, high component model and material fees (IR2) are considered to 

fall under the same risk category as IR1. Both risks are initial investments for OSC 

projects. During the site visitation process, the researcher observed 4 production lines, 

one of which was purchased from a German company at the cost of 150 million yuan. 

This cost is also apportioned to the head office, which is relatively high cost for a 

start-up company. 

CO1 explained the influence of component payment after delivery (IR7): ‘For off-site 

manufactories, the major income comes from components. However, the component 

needs to be assembled on-site and await project acceptance. Sometimes the owner 

delays this payment as they do not have enough money. We have to pre-pay the 

workers and materials.’ These delays in payment affect the cash flow of the 

manufacturer and lead to not only extra cost, but also project delay. However, as an 

EPC company, the payment process is documented and follows the schedule, 

reducing the IR7 risk for the manufactory. 

OFF-SITE FEATURES 

CODE QCD 
RESPONSE 

Avoidance Transfer Reduction Retention 

IR6 
Q, C, 

D 

Regular assessment 

of the working 

conditions and 

limitation should be 

considered. 

 

Produce standard 

components to 

reduce on-site 

assembly process. 

 

IR8 D   

Divide the 

components into 

smaller pieces and 

assemble on-site. 

Contain this as the 

feature of OSC 

method. 
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Compared with traditional construction, OSC has several new features. During the 

researcher’s constriction site visit, on-site assembly limitations (IR6) occurred quite 

often. For example, many components have irregular shapes, causing the hoisting 

process to require more steps than for a traditional construction project. Another 

problem comes from the use of steel bars in OSC projects, as the component needs a 

grout sleeve to connect with each other given that the steel bar is the connection point, 

which means that the steel bar effectively extends the size of the component, further 

limiting component assembly. Many posters and documents can be found on the 

construction site to inform the importance of safety for working conditions and 

regular inspections are performed for the OSC site.   

CO2 stated, ‘In the manufactory, the weight of the component is not that important as 

we could use equipment to transfer the component. This problem always happens 

during the on-site assembly process, as the heavy component requires better tower 

cranes.’ This company thinks that the component being too heavy (IR8) does not have 

a large influence on the manufacturing process, but for the on-site assembly process it 

is important. As an EPC company, the manufacturer has more opportunity to discuss 

with both consultant and contractor, and IR8 is discussed during the regular meetings 

and a suitable component is agreed upon. 

PROJECT MANAGEMENT 

CODE QCD 
RESPONSE 

Avoidance Transfer Reduction Retention 

IR3 C, D 

Proper planning of 

projects taking into 

consideration 

emergencies (e.g., 

weather, government 

policy, etc.) to ensure 

that the most 

appropriate conditions 

are provided for on-site 

period. 

The 

contractor 

should pay 

extra costs if 

the period is 

adjusted or 

changed. 

  

IR4 C, D 

Encouraging all 

participants to have 

good collaborations to 

ensure that a common 

good is pursued. 

   

IR5 
Q, C, 

D 

Cooperate with 

academia and industry 
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to develop new risk 

management methods 

for OSC projects. 

IR10 
Q, C, 

D 
  

Construction 

manager should be 

given regular 

training to enable 

them to have 

current knowledge 

of practices in the 

industry. 

 

On-site construction period adjustments or changes (IR3) not only influence OSC 

projects, but also traditional construction projects. As OSC project delay influences 

the industrial chain, the negative impact of IR3 is magnified. To solve this problem, 

the EPC company chooses to urge the contractor to follow the schedule. However, 

this solution has only a limited effect. 

Although this company is an EPC company, a lack of cooperation (IR4) is still arising. 

CO4 said, ‘It seems that we are an EPC company and internal competition still exists. 

As we cannot meet the needs of all people, sometimes we have to communicate with 

other participants to get want we want.’ For EPC companies, the competition is 

reduced but still exists. To solve this problem, regular meetings for all participants are 

required.  

For cooperation with academia and industry, CO2 said, ‘To be honest, our company 

has the best management methods in China and many companies want to learn our 

technology. As for academia, the problem is that some researchers retain obsolete or 

unrealistic ideas and it is hard to apply these methods to OSC.’ However, this 

company has a plan to cooperate with both academia and industry to develop the risk 

management method in the future to solve the lack of a suitable risk management 

method (IR5).   

Within the manufactory, the researcher observed many signs and boards for lean 

manufacturing and lean construction. During the regular meeting process, the term 

lean manufacturing was mentioned several times. However, CO1 commented, ‘It 

seems that we have some new management technology in our manufactory. However, 

we always do it in formalism. For example, we require regular reports every week to 
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discover the problems arising in the production process. It works well for the first 

month, however, after this there are few problems that need to be reported, yet we still 

need to write the report.’ Another thing that should be recognised is that few people 

understand what six sigma is, and others think that Kanban is a signboard. It is hard to 

deploy new management methods (IR10), not only because of the lack the knowledge 

of new management methods, but also because such novel management methods are 

used inflexibly. To respond to IR10, this company religiously follows the training and 

up-skilling of the managers and organises that the manager visits off-site 

manufactories in Japan and Hong Kong.    

TIME 

CODE QCD 
RESPONSE 

Avoidance Transfer Reduction Retention 

IR9 D  

Assemble the 

component in the 

manufactory to reduce 

on-site joint assembly 

process. 

Regular training for 

on-site workers should 

be given for on-site 

assembly process. 

 

Complexity of joint assembly (IR9) is an identified construction site risk. CO4 said, 

‘This risk is similar, as an on-site assembly limitation (IR6), but more focus is on the 

component itself. Our company has assembly training for the on-site worker, and this 

could help them to assemble more quickly.’ This means that the solution for IR9 is to 

give regular training for on-site workers. 

OWNER 

CODE QCD 
RESPONSE 

Avoidance Transfer Reduction Retention 

PR3 C, D 

Project planning at the 

initial stage of projects 

should be done. The plan 

needs to be strictly 

implemented. 

The owner 

should pay 

extra costs if 

demand is 

changed. 

Establish EPC 

company, reduce 

the information 

exchange lag 

during demand 

change. 

 

PR4 C, D 

An advance 

announcement of demand 

should be published. 

Communication for the 

owner and other 

participants should have 

regular execution. 

   

For this company, an owner-related change in demand (PR3) happened during the first 
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project. CO2 recalled, ‘When we did our first project, we did not have much 

experience, which caused us have to change the planning during the project. After 

that, we began to build initial planning, and a BIM model was built in the early stages. 

This helps the off-site project to follow the schedule.’ It is evident that new 

management methods and new technology, such as BIM, could help the company to 

reduce PR3 risk.    

The event that demand was not suitable for an off-site project (PR4) occurred at the 

same time for this company. As mentioned in PR3, the main reason for a change in 

demand is because of PR4. In this case, a suitable demand is necessary for an OSC 

project. In order to develop an appropriate requirement, regular meetings with the 

owner and other participants should be implemented regularly. 

CONSULTANT 

CODE QCD 
RESPONSE 

Avoidance Transfer Reduction Retention 

PR1 C, D   
Designer should be given 

OSC training before 

designing. 
 

PR2 C, D   

Designer should go on-

site and conduct field 

trips to understand the 

process of on-site 

construction. 

 

PR7 
Q, C, 

D 
  

The construction drawing 

review process should be 

done before being 

implemented by all 

participants. 

 

PR8 
Q, C, 

D 

The consultants 

should cooperate and 

establish a common 

design mechanism. 

   

Although this company has a design team for OSC projects, consultants lacking off-

site experience (PR1) is still an extant problem. CO2 said, ‘The OSC project is 

relatively new for designers, but most of our designers are young people and they 

could learn this new methodology really fast if they had a good teacher. We give them 

many chances to go to manufactories and to learn the process of off-site component 

production.’ For this company, the response method for PR1 is providing more 
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opportunity for designers to visit the manufactories and learn the off-site component 

production process. 

Consultants’ lack of on-site experience (PR2) was noted by the company, CO3 said, 

‘As the designer, they do not need to go on-site, which results in them not knowing the 

on-site process. The OSC project is a life cycle project, and so it is necessary to send 

them to learn the on-site process.’ Thus, the company sends the designer to learn the 

on-site assembly process. 

Design error (PR7) arises because of PR1 and PR2. As CO4 said, ‘The lack of 

experience results in PR7, if they understand how to design OSC project, there will 

not be any design error.’ In order to reduce design error, the experience of the 

contractor should be improved, which means general training for the designer is 

necessary. 

This company has a solution for consultants’ lack of standardisation (PR8). As CO2 

said, ‘We have cooperation with other companies, and we have an association in our 

area. Last year, we developed the design standardisation for concrete components for 

shear walls. We will develop more standardisation in the future.’ From CO2 response, 

PR8 will be reduced by more standardisation development in the future. 

MANUFACTURER 

CODE QCD 
RESPONSE 

Avoidance Transfer Reduction Retention 

PR9 
Q, C, 

D 
  

Ensuring manufacturer team are 

given the required training. Hire 

experienced worker. 
 

Although the rank of manufacturers lacking experience (PR9) seems relatively low in 

the participant risk category, it nonetheless still presents several problems. CO1 

complained, ‘The production line from Germany cost us 150 million. However, this 

production line has stopped working since January. The reason is that the supplier 

only provided 2 types of code for component production, and we want to do some 

other types of product. Since the COVID-19 outbreak, we have been unable to ask 

them to come here for coding. Now it is only a very expensive warehouse.’ During the 

researcher’s observation process, a lot of steel bars and other components were placed 
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on the production line, but no new components were produced. CO1 provided a 

solution for PR9: ‘To solve this problem, we need to hire more experienced workers or 

train more workers to become expert. However, the production line problem is still 

existing, and there is still a big gap between our technology and that of foreign 

countries.’ Hiring more experienced workers or training the workers could reduce 

PR9, but the root of the problem is the lack of available high technology for OSC. 

CONTRACTOR 

CODE QCD 
RESPONSE 

Avoidance Transfer Reduction Retention 

PR5 
Q, C, 

D 

Cooperate with colleagues, 

encourage them to train 

more experienced 

employees. 

 
Ensuring on-site 

workers are given 

the required training. 
 

PR6 
Q, C, 

D 
  

Ensuring on-site 

workers are given 

the required training. 
 

PR10 
Q, C, 

D 

The contractors should 

establish cooperation and a 

common on-site assembly 

mechanism. 

   

Contractors’ lack of experienced employees (PR5) was agreed upon by CO4 who 

stated, ‘In our project, we have insufficient experienced OSC workers. We tried to 

provide more training for the workers, but it takes time to be productive. Another 

thing is that we need more workers on-site, as many young people think it is too hard 

to work on-site and most of our on-site workers are aged from 35 to 55.’ PR5 caused 

the contractor to consume extra time and cost to train these workers. However, as few 

young people are willing to work on-site. This is the only solution for the company in 

the current situation.   

From CO3 view, the contractor’s lack of experience (PR6) is same as PR5, and the 

reason is that OSC is still a relatively new methodology and the contractor for OSC 

still needs more practice and training. 

During the site visitation process, there was no generic on-site assembly 

standardisation (PR10) for the workers. For example, there was no clear assembly 

process guide for the workers on-site, as most of the workers were using their 

experience from traditional construction projects. Another problem observed was that 
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the steel bar on the component was bent by the worker, damaging the connection 

point for the component and causing safety issues for the building structure. PR10 is 

duly recognised by the manager, but it is hard to change, CO3 said, ‘We know there 

are a lot of problems during the on-site assembly process, not only because of the on-

site limitations, but also because of a lack of on-site standardisation. Although we 

have monitors for the on-site assembly process, they cannot monitor every aspect.’ In 

order to solve PR10, two methods are chosen for this company. The first is giving 

regular training to on-site workers, and the second is monitoring the on-site assembly 

process. 

GOVERNMENT POLICY 

CODE QCD 
RESPONSE 

Avoidance Transfer Reduction Retention 

ER2 C   

Pre-evaluate the cancellation of 

government subsidies to reduce the 

impact of cancellation of policy 

support. 

 

ER6 Q, C   
Follow the lowest prefabricated rate 

requirement for unsuitable 

construction projects. 
 

ER8 C, D   

Due diligence and careful 

negotiations should be required 

before establishing a project in a 

new province. 

 

As a new economic development zone, it seems that a lack of subsidy and support 

(ER2) has only a limited influence on this company. As CO2 said, ‘We get a lot of 

support in this area as this is a new economic development zone and the government 

sector attaches great importance to OSC.’ After mentioning that the subsidy and 

support may be cancelled in the future, CO2 said, ‘Yes, we forecast that the support 

will be cancelled in the future. However, as OSC has had vigorous promotion during 

these years, we could get a profit in these early years and then we do not need to 

worry about the support.’ For this company, it seems that the provision of government 

support has been treated properly.  

On the construction site, the prefabricated rate for each building is 28%, which is 

higher than the lowest prefabricated rate requirement (20%). Rigid prefabricated rate 

requirements (ER6) affect the company little, although CT1 still commented: ‘Some 
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of the buildings are not that suitable for OSC methods, but we still use them, as these 

buildings are treated as an OSC demonstration.’ This suggested that some projects are 

unsuitable for the OSC method, but that ER6 may force them to deploy the method 

anyway.   

CO1 said, ‘We received a lot of support in this area as this is a new economic 

development zone and the government sector attaches great importance to OSC. 

However, some places do not have support like this, and sometimes the province 

thinks that OSC is a profitable new construction method and they do not understand 

that the initial costs for OSC are very high.’ Local government policy standard 

differentiation (ER8) seems to have only a limited effect on this company. However, 

the manufacturer recognises a differentiation in standards across different provinces. 

To reduce the risk of ER8, CO1 said, ‘We always choose the province with enough 

support and a robust policy.’ This suggests that the provincial policy and standards are 

considered first by the company before establishing a project. During the data 

collection process, some government staff from another province came to this 

company to gain experience, establishing that the off-site experience across different 

provinces varies. 

RESOURCE 

CODE QCD 
RESPONSE 

Avoidance Transfer Reduction Retention 

ER3 
Q, C, 

D 
  

Ensure that only trusted suppliers 

are engaged in the supply of 

materials and component models. 
 

The component model for this manufactory is designed and developed by certain 

suppliers which reduce the risk of a lack of standardisation of component models 

(ER3). From CO3 view: ‘Although we do not have any problem with component 

models, the model’s lack of reuse is still a problem. If the model has a standardisation 

we could use the old model in the new component which could greatly reduce our 

cost.’ ER3 results in the manufacturer having to pay extra costs for component models 

and, to reduce this risk, only trusted suppliers are chosen for the supply of off-site 

component models.  
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SOCIETY 

CODE QCD 
RESPONSE 

Avoidance Transfer Reduction Retention 

ER1 
Q, C, 

D 
   

Accept as the Chinese 

society feature. 

ER7 C   

Project planning 

should be made 

well in advance. 

Sufficient cash 

flow should be 

maintained. 

 

ER4 C, D   

High quality off-

site project should 

be done to reduce 

bias. 

 

ER5 C, D    

The problem of inconsistent 

quality demand is outside of 

the sphere of control. It can 

only be changed by 

improving the inherent 

impression of OSC projects. 

As an EPC company, the client is the headquarters which results in the manufacturer 

becoming a de facto ‘local supplier’ for the headquarters. However, contract bidding 

problems (ER1) still arise.CO1 stated, ‘In a construction project, the lowest price 

company always win the contract, even for an OSC project. We could get a contract 

from our headquarters and become their component supplier. However, for our 

headquarters, they still need to balance the profit and win the contract.’ An EPC 

company could reduce the ER1 risk for the manufacturer. However, the risk is still 

extant and influences all construction projects. 

The threat from an unstable economic situation (ER7) has increased in recent years. 

CO4 said, ‘During these years, the economic war has had a significantly negative 

influence for the construction industry. We thought 2020 could go better, however, the 

COVID-19 issue has caused us to have to pause many projects in the first half of the 

year.’ These ‘black swan events’ were not considered by the company, resulting in a 

negative influence. In the future the company will set aside more cash flow to reduce 

its influence. 

Although the OSC industry has been negatively affected by COVID-19 (ER7), the 

public’s prejudice against off-site building (ER4) has declined during this period. CO2 
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stated, ‘During COVID-19, the Leishenshan hospital and Huoshenshan hospital built 

in Wuhan used OSC methods. The building process was broadcast live online which 

increased the interest of the general public in OSC.’ Although the hospitals give more 

confidence to the public, the safety of OSC is still being questioned by the general 

public. The ER4 solution is based on the public’s view, as CO2 said, ‘It is hard to 

change the public perception. The only thing we can do is to produce better quality 

components and build better OSC buildings.’  

From CO2 viewpoint, an inconsistent demand in quality for OSC projects (ER5) is 

same as for ER4, as both risks stem from the public’s attitude and the reason for this is 

because of the public’s lack of understanding of OSC. As for ER4, the problem can 

only be solved by dispelling the public’s prejudices, increasing its understanding of 

OSC, and developing more quality off-site buildings. 

8.6.3 Risk response method - Case One 

According to the interviewees’ feedback, site visitations and document checking, the 

identification of each identified risk and its response is presented in Table 8.13. 

Table 8.13: Summary for Case Study One 

CODE QCD RESPONSE METHOD 

IR1 C 
Transfer: Share the manufactory’s cost by becoming an EPC 

company. 

IR2 C 
Transfer: Share the manufactory’s cost by becoming an EPC 

company. 

IR7 C, D 
Reduction: Ensuring issues of payment are well documented at the 

onset of projects. Ensuring payment arrangements made are 

executed according to plan. Get paid in instalments. 

IR6 
Q, C, 

D 
Avoidance: Regular assessment of the working conditions and 

limitations should be considered. 

IR8 D 
Reduction: Discuss with other participants designing a suitable 

component. 

IR3 C, D Reduction: Urging the contractor to follow the construction plan. 

IR4 C, D Reduction: Have regular meetings for all participants. 

IR5 
Q, C, 

D 
Avoidance: Cooperate with academia and industry to develop new 

risk management methods for OSC projects. 

IR10 
Q, C, 

D 

Reduction: Construction manager is given regular training to 

enable them to have current knowledge of practices in the industry. 

Visiting other manufactories to gain more experience. 

IR9 D 
Reduction: A regular training for on-site workers should be given 

for the on-site assembly process. 
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PR3 C, D 
Avoidance: Project planning at the initial stage of projects should 

be done. The plan needs to be strictly implemented. 

PR4 C, D 
Avoidance: Communication for the owner and other participants 

should be regularly executed. 

PR1 C, D 
Reduction: Designers should be given OSC training before 

designing. 

PR2 C, D 
Reduction: Designer should go on-site and conduct field trips to 

understand the process of on-site construction. 

PR7 
Q, C, 

D 

Reduction: The construction drawing review process should be 

done before being implemented by all participants. Designer should 

have regular training for OSC projects. 

PR8 
Q, C, 

D 
Avoidance: The consultants should cooperate and establish a 

common design mechanism. 

PR9 
Q, C, 

D 
Reduction: Ensuring manufacturer teams are given the required 

training. Hire experienced workers. 

PR5 
Q, C, 

D 
Reduction: Ensuring on-site workers are given the required 

training. 

PR6 
Q, C, 

D 
Reduction: Ensuring on-site workers are given the required 

training. 

PR10 
Q, C, 

D 
Reduction: Monitor the on-site assembly process and give regular 

training to on-site workers. 

ER2 C 
Reduction: Pre-evaluate the cancellation of government subsidies 

to reduce the impact of cancellation of policy support. 

ER6 Q, C 
Reduction: Follow the lowest prefabricated rate requirement for 

unsuitable construction projects. 

ER8 C, D 
Reduction: Due diligence and careful negotiations should be 

required before establishing the project in a new province. 

ER3 
Q, C, 

D 
Reduction: Ensure only trusted suppliers are engaged in the supply 

of materials and component models. 

ER1 
Q, C, 

D 
Reduction: Establish EPC company to obtain internal contracts. 

ER7 C 
Reduction: Project planning should be made well in advance. 

Sufficient cash flow should be maintained. 

ER4 C, D 
Reduction: High quality off-site projects should be completed to 

reduce bias. 

ER5 C, D 
Reduction: High quality off-site projects should be completed to 

reduce bias. 

8.7 Case Study Two 

8.7.1 Sources of Data – Case Two 

For case study two, the background of the organisation is presented in Table 8.14. 

Table 8.14: Profile of Case Study Two 

ORGANISATION 

FEATURES 
DETAIL 

Year of establishment 2016 

Type of organisation Private company 

Areas of specialisation Manufactory for component production and 
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transportation. 

Registered capital 100 million HKD (About 9.5 million pound) 

Floor area 85 thousand square meters 

Annual production 

capacity 
180 thousand cubic meters per year 

Production line 
4 production lines, include 3 concrete component lines, 

and 1 steel bar line. 

Catchment areas 

Foshan. This company has cooperation with local 

government, and the local government introduce OSC 

project to the company. 

Location Foshan, Guangdong province, China. 

Case study two is a private company that was established in 2016 as a wholly-owned 

second-tier subsidiary company of a top-five Chinese private construction company. 

The main focus of this company is to provide off-site components for local OSC 

projects. The company is able to produce and transport such components. Several 

high-rise residential apartments were being developed during the data collection 

process, and this company also produces off-site components for the subway floor. 

For the purposes of data collection, the manufactory was visited and observed by the 

researcher. A project manager, a general manager, a purchasing manager, and a 

design manager from the manufactory were interviewed. Table 8.15 presents the 

detail of each interviewee in case study two. 

Table 8.15: Participant information for case two 

CODE POSITION EXPERIENCE 

CT1 Project manager  4 years 

CT2 General manager 8 years 

CT3 Purchasing manager 4 years 

CT4 Design manager 3 years 

8.7.2 Evaluation of OSM risk reference table– Case Two 

During the case study data collection process, the reference table was presented to the 

interviewees and each was asked to identify how the identified risk influences their 

company and OSC project. These risks were found to have a likely influence on 

quality, time, and cost, which means that the risk influence is divided into QCD. 

Based on the interviews, the documents were analysed and the manufactory site 

visited, whereupon the appropriate response method for each identified risk was 

ascertained. 
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COST 

CODE QCD 
RESPONSE 

Avoidance Transfer Reduction Retention 

IR1 C  

Share the 

manufactory 

cost by 

becoming an 

EPC company. 

Buy manufactory 

from general 

manufacturer and 

retrofit it. 

Consider capital 

cost as 

unavoidable. 

IR2 C  

Share the 

manufactory 

cost by 

becoming an 

EPC company. 

Establish mutual 

trust with suppliers 

through long-term 

cooperation, strive 

for preferential 

treatment. 

Consider capital 

cost as 

unavoidable. 

IR7 C 

Place a 

backup plan 

to avoid 

negative 

effect of 

delayed 

payments. 

Delay paying 

other costs such 

as workers’ 

salaries, material 

costs, etc. 

Ensuring issues of 

payment are well 

documented at the 

start of projects. 

Ensuring payments 

arrangements made 

are executed 

according to plan. 

Receive payments in 

instalments. 

 

This company considered the high off-site manufactory building cost (IR1) as a major 

risk for off-site manufactory cost problems. CT2 said, ‘The OSC project requires a 

nearby off-site manufactory, generally within 20 km. We need to build a lot of off-site 

manufactories in this area.’ Thus the causes of the costs of off-site manufactories 

cannot be avoided. Alternative solutions such as ‘buying manufactories from general 

manufacturers and retrofitting them’ are provided, but are generally refused by the 

interviewees, CT2 said, ‘Although general manufactory looks like an off-site 

manufactory, the inside is different. The cost for the off-site manufactory building not 

only includes the manufactory, but also the location, area, production line, etc. it is 

hard to find a perfect place which is suitable for an off-site manufactory.’ Thus, this 

company accepts IR1 as a necessary cost. 

For high component models and material fees (IR2), CT1 said, ‘We think this is an 

essential cost. As you know, we also need to pay the materials and equipment costs in 

traditional construction, so it is very normal for us to pay the materials and 

component costs if we want to do an OSC project.’ Although this company agreed 

that IR2 is a risk for the off-site manufactory, it is unavoidable as the traditional 
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construction sector is also exposed to similar risk. 

Component payment after delivery (IR7) results in the company always lacking in 

terms of cash flow. CT2 explained, ‘We always lack money. For example, our 

components are produced for other projects, but we are still waiting for the payment 

from the project we finished a year ago. It means our money has to be prepaid for the 

workers’ salaries, which puts a lot of pressure on our cash flow.’ The company has to 

set aside more capital as a form of backup planning to respond to the IR7 risk. 

However, this backup plan requires a robust cash flow as well as a sufficient capital 

reserve, which results in an aggravated financial pressure on the off-site manufactory.  

OFF-SITE FEATURE 

CODE QCD 
RESPONSE 

Avoidance Transfer Reduction Retention 

IR6 
Q, C, 

D 

Regular assessment 

of the working 

conditions and their 

limitations should be 

considered. 

 

Produce standard 

component to 

reduce on-site 

assembly process. 

 

IR8 D   

Divide the 

components into 

smaller pieces and 

assemble on-site. 

Contain this as a 

feature of the 

OSC method. 

To a manufacturer, on-site assembly limitations (IR6) have limited influence. 

However, CT2 said, ‘Although we do not do on-site assembly, the on-site assembly 

limitations could result in more time-consuming solutions, which lengthens the 

construction period and increases our cost.’ IR6 could result in a delay to the whole 

construction process, which in turn influences the planning for the off-site 

manufacturer. For the manufacturer, the solution is to produce more standard 

components for the contractor. However, as the assembly process is not controlled by 

the manufacturer, this solution has only a very limited effect. 

Where the component is too heavy (IR8) and causes difficulties in the transportation 

and assembly, CT4 explained, ‘The off-site component is heavier than traditional 

materials and is harder to transport and assemble. The irregular shapes increase the 

difficulty of transportation and assembly. Sometimes we choose to design smaller 

components to reduce this risk.’ However, CT1 has an opposite opinion, ‘If we 



286 

 

transport smaller components on-site, it means that more grout sleeve processing is 

needed and this will increase the on-site assembly time and influence the whole 

project process.’ Thus the off-site component should be designed in an appropriate 

size. The current solution for IR8 in this company follows the component 

requirements from the consultant and this risk is incorporated as an OSC project 

feature. 

PROJECT MANAGEMENT 

CODE QCD 
RESPONSE 

Avoidance Transfer Reduction Retention 

IR3 C, D 

Proper planning of 

projects taking into 

consideration 

emergencies (weather, 

government policy, etc.) 
to ensure the most 

appropriate conditions 

are provided for on-site 

period. 

The contractor 

should pay 

extra costs if 

the period is 

adjusted or 

changed. 

  

IR4 C, D 

Encouraging all 

participants to have 

good collaborations to 

ensure a common good 

is pursued for the 

project. 

   

IR5 
Q, C, 

D 

Cooperate with 

academia and industry 

to develop new risk 

management methods 

for OSC projects. 

   

IR10 
Q, C, 

D 
  

Construction 

manager should be 

given regular 

training to enable 

them to have 

current knowledge 

of practices in the 

industry. 

 

The on-site construction period adjustment or change (IR3) may influence the time 

schedule for the manufacturer, but has little influence on the cost. CT1 said, ‘We could 

ask the contractor to follow the project planning, but we also have a contract with the 

contractor. If they do not follow the plan, we can ask them to pay the extra cost, at the 

very least they should follow the payment schedule.’ In this case, this company could 

receive their income on schedule even in the event of an IR3 situation.  
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For the OSC project, a lack of cooperation (IR4) seems to be a very serious problem. 

OSC projects require more cooperation than traditional construction projects, as CT3 

explained, ‘During my purchasing process, there are a few times when we have very 

good cooperation. Most of the time we always argue with the supplier as they want us 

to pay more money, sometimes even when we have some trouble, they choose to 

increase the material prices rather than to have cooperation.’ The company tried to 

build a long-term and stable relationship with other participants to reduce the IR4 

problem, and it seems that the contractor had a good relationship with the 

manufacturer during the researcher’s period of observation.  

The lack of a suitable risk management method (IR5) has been recognised by the 

company. CT2 stated, ‘We think that the risk exists, like the possibility of chaos in the 

production process. Right now, we are treating the symptoms but not the root cause. 

There is a problematic exposure and we solve the problem. Even worse, sometimes we 

solve the people who propose this problem.’ The proposed response for IR5, namely 

greater cooperation with academia and industry to develop new risk management 

methods, is refused by CT2. ‘It seems like a good method for risk management, but it 

is very hard to deploy. For industry, the competitive relationship arises because we do 

not want to share our technology with other companies.’ However, the company is 

willing to cooperate with academia, although they prefer to have more communication 

with universities. 

In this company, hard to deploy new management methods (IR10) that do not appear 

that important, as new management methods are only at a theoretical stage in this 

company. However, the company considers that IR10 will happen in the future, and 

thus it is necessary to prepare a solution for it. Regular training for the construction 

manager is a practical method. 

TIME 

CODE QCD 
RESPONSE 

Avoidance Transfer Reduction Retention 

IR9 D  
Assemble the 

component in the 

Regular training for 

on-site workers should 
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manufactory to reduce 

on-site joint assembly 

process. 

be given for on-site 

assembly process. 

As mentioned in IR6, the complexity of joint assembly (IR9) is an on-site assembly 

limitation issue. The manufacturer has only limited influence on this risk.  

OWNER 

CODE QCD 
RESPONSE 

Avoidance Transfer Reduction Retention 

PR3 C, D 

Project planning at the 

initial stage of projects 

should be done. The plan 

needs to be strictly 

implemented. 

The owner 

should pay 

extra costs if 

demands are 

changed. 

Establish EPC 

company, reduce 

the information 

exchange lag 

during demand 

change. 

 

PR4 C, D 

An advanced 

announcement for the 

demand should be 

published. 

Communication for the 

owner and other 

participants should have a 

regular execution. 

   

According to CT2, ‘It is very normal that owners change demands in traditional 

construction projects, but in OSC projects, any change in demand will cause us to 

change a lot of processes. Sometime the owner even changes the participants during 

the project process and we have to communicate with the new participant.’ Although 

owner-driven changes in demand (PR3) could greatly influence the OSC project, the 

manufacturer considers retaining the current status quo as CT2 informed, ‘They give 

us the money, we have to listen to them.’ 

As with PR3, ‘demand not suitable for off-site project’ (PR4), this also has a 

potentially negative influence on the off-site manufactory. As CT2 said, ‘We had a 

project that asked us to build a curved concrete component and only needed one part. 

We have to ask the supplier to build a curved component model. It took a lot of effort 

to produce this component. However, after we delivered this component, they said 

they did not need it anymore, and the owner changed the demand again.’ It seems that 

the off-site manufactory only has limited influence on the owner’s decision. Although 

the type of construction method has since changed, some owners still consider the 

project in the same way as a traditional construction project.  
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CONSULTANT 

CODE QCD 
RESPONSE 

Avoidance Transfer Reduction Retention 

PR1 C, D   
Designer should be given 

OSC training before 

designing. 
 

PR2 C, D   

Designer should go on-

site and conduct field 

trips to understand the 

process of on-site 

construction. 

 

PR7 
Q, C, 

D 
  

The construction drawing 

review process should be 

done before being 

implemented by all 

participants. 

 

PR8 
Q, C, 

D 

The consultants 

should establish 

cooperation and a 

common design 

mechanism. 

   

CT3 thought that the consultant lacked all manner of experience, and not only a lack 

of off-site experience (PR1), as CT3 related, ‘The consultant’s lack of experience 

arises because they do not want to go on-site, not only the construction site, but also 

the manufactory. They do not know the process for the manufacturer or the contractor, 

and they can only follow their design standards.’ As the consultant lacks experience, 

the manufacturer is willing to invite the consultant to visit the manufactory. However, 

only a few consultants have the time to visit the manufactory. 

In CT3 view, the consultant’s lack of on-site experience (PR2) mirrors PR1 (as 

mentioned above). The manufacturer suggested that the contractor invite the 

consultant to the construction site to understand the process for off-site component 

assembly. 

During the data collection process, the design drawing was presented by CT2. Several 

design errors (PR7) were pointed out by CT2. ‘As you can see, in this design drawing, 

we can find at least three errors. In traditional construction projects, these are not a 

problem, but in OSC project, these will become a barrier for us or the contractor to 

build a better project.’ As a manufacturer, the consultant cannot be controlled, which 

means that the manufacturer can only find the design error after the design drawing 
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has been completed. CT2 said, ‘It is a time waste if there is any design error. We have 

to tell them there is an error, and wait them to make changes, and then it still has 

some error.’ 

The consultant’s lack of standardisation (PR8) is disagreed by CT3. ‘The consultant 

does not lack of standardisation - they have too many standardisations. As they only 

follow the standardisation, they do not consider whether the standardisation is 

suitable for OSC.’ This view suggests that consultant standardisation is unsuitable for 

OSC and, as a result, the design is unsuitable for OSC. Nevertheless, as the 

manufacturer is not the consultant’s standardisation rule maker, the only solution is 

waiting for the government or the consultants’ association to develop the OSC 

standardisation. 

MANUFACTURERS 

CODE QCD 
RESPONSE 

Avoidance Transfer Reduction Retention 

PR9 
Q, C, 

D 
  

Ensuring manufacturing team is 

given the required training. Hire 

experienced workers. 
 

The manufacturer agreed that a lack of experience (PR9) is a risk. As CT2 indicated, 

‘Previously I was in another off-site manufactory. They bought a production line from 

Germany. It worked well until 3 months later. The production line suddenly stopped 

and nobody knows the reason. After the German expert came, the reason was found: 

the plastic film for the pipe outlet should be removed.’ In the manufactory, a lack of 

manufactory experience resulted in this problem, which necessitates more 

experienced workers for the manufactory. PR9 happened quite often during the 

observation process and should thus be considered a major risk for the off-site 

manufacturer.  

CONTRACTORS 

CODE QCD 
RESPONSE 

Avoidance Transfer Reduction Retention 

PR5 
Q, C, 

D 

Cooperate with colleges, 

encourage the colleges to 

train more experienced 

employees. 

 
Ensuring on-site 

workers are given 

required training. 
 

PR6 
Q, C, 

D 
  

Ensuring on-site 

workers are given 
 



291 

 

required training. 

PR10 
Q, C, 

D 

The contractors should 

cooperate and establish a 

common on-site assembly 

mechanism. 

   

CT2 mentioned the contractors’ lack of experienced employees (PR5), not only in 

terms of a lack of on-site workers, but also of on-site managers, ‘Then the contractor 

complained about the lack of experienced employees and they do not know where to 

find them. All OSC companies lack experience and we need to find the experience by 

ourselves.’ In response to PR5, CT2 said, ‘Many contractors give training to all 

employees, however, the price is very expensive.’ In order to train the employees, the 

contractors have to pay extra costs. 

The contractors’ lack of experience (PR6) drew the same response as for PR5. CT2 

said, ‘We think that PR6 causes PR5. To solve this problem, the only thing we can do 

is to give the workers regular training.’ Regular training is the only method for the 

manufactory to respond effectively to PR6. 

CT2 stated that IR6, IR9 and a lack of on-site assembly standardisation (PR10) are the 

same kinds of risk, as all of them are on-site assembly problems. The main reason 

comes from PR10, andCT2 said, ‘Our components have few problems, but when we 

perform the on-site assembly, the migrant workers have no responsibility for their 

jobs and that causes a lot of problem for the components. It always causes us to take 

the responsibility for the migrant workers’ faults, as the owner can only find us, not 

the workers.’ In this company, PR10 should be the responsibility of the contractor, 

although the manufacturer takes on a responsibility that shouldn't have been accepted. 

As for IR6 and IR9, the manufacturer has only a limited method of response. 

GOVERNMENT POLICY 

CODE QCD 
RESPONSE 

Avoidance Transfer Reduction Retention 

ER2 C   

Pre-evaluate the cancellation of 

government subsidies to reduce the 

impact of cancellation of policy 

support. 

 

ER6 Q, C   
Follow the lowest prefabricated rate 

requirements for unsuitable 

construction project. 
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ER8 C, D   

Due diligence and careful 

negotiations should be required 

before establishing the project in a 

new province. 

 

Over recent years, the Chinese government has provided many policies to promote the 

OSC industry. However, a general lack of subsidy and support (ER2) is still 

mentioned by CT2. ‘The government subsidy is for the clients. For example, if the 

building reaches the requirements of an OSC project, the clients could get a lot of 

subsidy and tax reductions from the project. For us, we could get tax reductions 

during the manufactory building process, and it would be better if we could get more 

support from the government.’ ER2 has become a barrier for off-site manufacturers in 

establishing manufactories. As the subsidy and support will be erased in future, any 

current manufacturer should consider future development. As CT2said, ‘In the future, 

most OSC companies will go bankrupt and the companies which can survive without 

government support could win this race.’ 

Rigid prefabricated rate requirements (ER6) cause the owner to choose low quality 

components. As CT2 explained, ‘Some buildings are unsuitable for OSC, but the 

government policy results in the building having to follow the 20% prefabricated rate 

requirement. Some owners choose the lowest quality components to achieve these 

lowest prefabricated rate requirements. These low-quality components have a 

negative impact on the OSC industry’s reputation.’ ER6 risk causes the owner to 

choose to save on cost and time rather than to ensure the quality of the building. The 

manufactory advised the government to give more flexible prefabricated rate 

requirements. However, for the current situation, the only method is to follow the 

owners’ requirements. 

This company is located in Guangdong province, designated as a first tier OSC 

development area. Local government policy standard differentiation (ER8) has only a 

small effect on this manufactory. As a private company, future development should be 

considered. CT2 related, ‘Our headquarters want to build some new manufactories in 

other areas, as some provinces do not have any experience in OSC, which means that 
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they have insufficient supporting facilities, such as suppliers, road conditions, 

government support, etc. That is why we should choose a province with enough 

support.’ For the manufactory, the location itself should be considered, as different 

provinces have different policies, and this an investigation of the policy and 

supporting facilities for the province is necessary. 

RESOURCES 

CODE QCD 
RESPONSE 

Avoidance Transfer Reduction Retention 

ER3 
Q, C, 

D 
  

Ensure that only trusted suppliers 

are engaged in the supply of 

materials and component models. 
 

From CT3 view, the component models’ lack of standardisation (ER3) is a source of 

IR2. As CT3 explained, ‘In Hong Kong, there are only a few types of component 

allowed, which results in component models being of certain types. These component 

models can be combined or split, which gives the manufacturer more flexibility. In 

mainland China, different owners have different requirements, which causes us to 

have to produce different type of component, and this forces the supplier to have to 

produce different component models.’ There are two reasons for risk in ER3. The first 

is that the component model is based on components and, if the component lacks 

standardisation, then the associated component model cannot be standardised. The 

second is that different suppliers provide different types of component models, and it 

is therefore impossible to combine models from different suppliers. To reduce this risk, 

this manufacturer chooses a certain supplier to produce metal models for general 

components. If there are any special component requirements, then timber models are 

designed and produced by the manufacturer. 

SOCIETY 

CODE QCD 
RESPONSE 

Avoidance Transfer Reduction Retention 

ER1 
Q, C, 

D 
   

Accept as a feature of 

Chinese society. 

ER7 C   

Project planning 

should be made 

well in advance. 

Sufficient cash 

flow should be 

maintained. 
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ER4 C, D   

High quality off-

site projects 

should be 

completed to 

reduce bias. 

 

ER5 C, D    

The problem of inconsistent 

quality demand is outside of 

control. It can only be 

changed by improving the 

inherent impression of OSC 

projects. 

From CT1 perspective, contract bidding problems (ER1) is the highest risk for the 

OSC industry. As CT1 mentioned, ‘You get what you pay for, but the owners do not 

understand this. They always choose the component with the lowest price and get the 

lowest quality components. If we lower our price, we will lose our money, and if we 

do not lower our price, we cannot get the project, which is even worse.’ Although the 

manufactory understands that ER1 results in low quality for off-site components, 

when combined with ER6, the owners are unwilling to pay the costs for the 

components and it is hard to change the owners’ requirements.  

An unstable economic situation (ER7) influences this manufactory’s financial 

situation. From CT2 view, the COVID-19 pandemic of 2020 has had a negative 

influence, ‘In the first half of this year, our workers could not come to the 

manufactory and we had to pause our project.’ Although COVID-19 is not an 

economic problem, it brings with it ER7 risk. CT2 has few options to respond to ER7, 

although advanced project planning to maintain sufficient cash flow was agreed upon 

by CT2. 

Public prejudices against off-site building (ER4) seem to have less impact on the 

manufactory. AsCT1 said, ‘We only need to produce the components, and the 

component always has a demand.’ However, CT1 also mentioned, ‘If we talked with 

other people about OSC, the first thing they mentioned is whether the house is safe if 

the OSC project is constructed at such speed.’ It shows that the public still lacks 

understanding of OSC. For the manufacturer, the solution is in producing high quality 

components to reduce bias against OSC projects. 

Inconsistent demand in terms of quality for OSC projects (ER5) is mentioned byCT2, 



295 

 

‘When the regulatory authority comes to check our component, they always worry 

about the pockmarks on the component. All concrete components, not only OSC, but 

also those of traditional construction, will have pockmarks. People from regulatory 

authorities do not understand this and think it is a problem.’ As with ER4, a lack of 

public understanding of OSC is the main cause of ER5. To respond to this risk, CT2 

suggests that more people who have OSC knowledge should educate the public as to 

the merits of OSC. However, this solution cannot be controlled by the off-site 

manufacturer.    

8.7.3 Risk response method - Case Two 

Based on the interviewees’ feedback, site visits and document checks, the 

identification of each risk and the response to it are presented in Table 8.16 for the 

second case study. 

Table 8.16: Summary for Case Study Two 

CODE QCD RESPONSE METHOD 

IR1 C Retention: Consider as an unavoidable capital cost. 

IR2 C Retention: Consider as an unavoidable capital cost. 

IR7 C 
Avoidance: Put in place a backup plan to avoid negative effects 

of delayed payments. 

IR6 C, D 
Reduction: Produce standardised components to reduce on-site 

assembly process. 

IR8 D Retention: Contain this as a feature of OSC method. 

IR3 D 
Transfer: The contractor should pay extra costs if the period is 

adjusted or changed. 

IR4 C, D 
Avoidance: Encourage all participants to have good 

collaborations to ensure that common good is pursued for 

projects. 

IR5 
Q, C, 

D 
Avoidance: Cooperate with academia to develop new risk 

management methods for OSC projects. 

IR10 
Q, C, 

D 

Reduction: Construction manager should be given regular 

training to enable them to have current knowledge of best 

practices in the industry. 

IR9 C, D 
Reduction: Produce standardised components to reduce on-site 

assembly process. 

PR3 C, D 
Retention: Retain the problem as the owner is the source of 

funding. 

PR4 C, D 
Retention: Retain the problem as the owner is the source of 

funding. 

PR1 C, D 
Reduction: Invite the designer to visit off-site manufactory and 

learn the process of component production. 
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PR2 C, D 
Reduction: Invite the designer to visit OSC site and learn the 

process of on-site assembly. 

PR7 
Q, C, 

D 
Reduction: Perform construction drawing review and report the 

design problem. 

PR8 
Q, C, 

D 
Retention: Accept the lack of off-site design standardisation. 

PR9 
Q, C, 

D 
Reduction: Ensure manufacturer team is given the required 

training. Hire experienced workers. 

PR5 
Q, C, 

D 
Reduction: Ensuring on-site workers are given the required 

training. 

PR6 
Q, C, 

D 
Reduction: Ensuring on-site workers are given the required 

training. 

PR10 
Q, C, 

D 
Reduction: Produce standardised components to reduce on-site 

assembly process. 

ER2 C 
Reduction: Pre-evaluate the cancellation of government subsidies 

to reduce the impact of cancellation of policy support. 

ER6 Q, C 
Reduction: Follow the lowest prefabricated rate requirement for 

unsuitable construction projects. 

ER8 C, D 
Reduction: Due diligence and careful negotiations should be 

required before establishing the project in a new province. 

ER3 
Q, C, 

D 
Reduction: Ensure only trusted suppliers are engaged in the 

supply of materials and component models. 

ER1 
Q, C, 

D 
Retention: Accept as a feature of Chinese society. 

ER7 C 
Reduction: Project planning should be made well in advance. 

Sufficient cash flow should be maintained. 

ER4 C, D 
Reduction: High quality off-site projects should be completed to 

reduce bias. 

ER5 C, D 
Retention: The problem of inconsistent quality demand is outside 

of control. It can only be changed by improving the inherent 

impression of OSC projects. 

8.8 Reference table improvement 

From these two case studies, it is possible to present the appropriate response methods 

for such organisations based on the scale of the organisation and the objectives of the 

project. The result of each risk and its appropriate response method for each of the 

two case studies are presented in Table 8.17. 



297 

 

Table 8.17: Summary of case study research 

CODE CASE ONE CASE TWO 
QCD RESPONSE METHOD QCD RESPONSE METHOD 

IR1 C 
Transfer: Share the manufactory cost by becoming an 

EPC company. 
C Retention: Consider as an unavoidable capital cost. 

IR2 C 
Transfer: Share the manufactory cost by becoming an 

EPC company. 
C Retention: Consider as an unavoidable capital cost. 

IR7 C, D 

Reduction: Ensuring that issues of payment are well 

documented at the start of projects. Ensuring that payment 

arrangements made are executed according to plan. 

Receive payments in instalments. 

C 
Avoidance: Put a backup plan in place to avoid 

negative effects of delayed payments. 

IR6 
Q, C, 

D 
Avoidance: Regular assessment of the working conditions 

and limitations should be considered. 
C, D 

Reduction: Produce standardised components to 

reduce on-site assembly process. 

IR8 D 
Reduction: Discuss with other participants designing a 

suitable component. 
D Retention: Contain this as a feature of OSC method. 

IR3 C, D 
Reduction: Urging the contractor to follow the 

construction plan. 
D 

Transfer: The contractor should pay extra costs if the 

period is adjusted or changed. 

IR4 C, D Reduction: Have regular meetings for all participants. C, D 
Avoidance: Encouraging all participants to have good 

collaborations to ensure a common good is pursued 

for the project. 

IR5 
Q, C, 

D 
Avoidance: Cooperate with academia and industry to 

develop new risk management method for OSC project. 
Q, C, 

D 
Avoidance: Cooperate with academia to develop new 

risk management methods for OSC projects. 

IR10 
Q, C, 

D 

Reduction: Construction manager is given regular training 

to enable them to have current knowledge of practices in 

the industry. Visiting other manufactories to learn more 

experience. 

Q, C, 

D 

Reduction: Construction manager should be given 

regular training to enable them to have current 

knowledge of best practices in the industry. 

IR9 D 
Reduction: A regular training for on-site worker should be 

given for the on-site assembly process. 
C, D 

Reduction: Produce standardised components to 

reduce on-site assembly process. 
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PR3 C, D 
Avoidance: Project planning at the initial stage of projects 

should be done. The plan needs to be strictly implemented. 
C, D 

Retention: Retain the problem as the owner is the 

source of funding. 

PR4 C, D 
Avoidance: Communication with the owner and other 

participants should have a regular execution. 
C, D 

Retention: Retain the problem as the owner is the 

source of funding. 

PR1 C, D 
Reduction: Designer should be given OSC training before 

designing. 
C, D 

Reduction: Invite the designer to visit off-site 

manufactory and learn the process of component 

production. 

PR2 C, D 
Reduction: Designer should go on-site and conduct field 

trips to understand the process of on-site construction. 
C, D 

Reduction: Invite the designer to visit OSC site and 

learn the process of on-site assembly. 

PR7 
Q, C, 

D 

Reduction: The construction drawing review process 

should be performed before being implemented by all 

participants. Designers should have regular training for 

OSC projects. 

Q, C, 

D 
Reduction: Doing construction drawing reviews and 

reporting design problems. 

PR8 
Q, C, 

D 
Avoidance: The consultants should cooperate and establish 

a common design mechanism. 
Q, C, 

D 
Retention: Accept the lack of off-site design 

standardisation. 

PR9 
Q, C, 

D 
Reduction: Ensuring manufacturing team is given the 

required training. Hire experienced workers. 
Q, C, 

D 
Reduction: Ensuring manufacturing team is given the 

required training. Hire experienced workers. 

PR5 
Q, C, 

D 
Reduction: Ensuring on-site workers are given the 

required training. 
Q, C, 

D 
Reduction: Ensuring on-site workers are given the 

required training. 

PR6 
Q, C, 

D 
Reduction: Ensuring on-site workers are given the 

required training. 
Q, C, 

D 
Reduction: Ensuring on-site workers are given the 

required training. 

PR10 
Q, C, 

D 
Reduction: Monitor the on-site assembly process and give 

regular training to on-site workers. 
Q, C, 

D 
Reduction: Produce standardised components to 

reduce on-site assembly process. 

ER2 C 
Reduction: Pre-evaluate the cancellation of government 

subsidies to reduce the impact of cancellation of policy 

support. 

C 
Reduction: Pre-evaluate the cancellation of 

government subsidies to reduce the impact of 

cancellation of policy support. 

ER6 Q, C 
Reduction: Follow the lowest prefabricated rate 

requirements for unsuitable construction projects. 
Q, C 

Reduction: Follow the lowest prefabricated rate 

requirement for unsuitable construction projects. 

ER8 C, D Reduction: Due diligence and careful negotiations should C, D Reduction: Due diligence and careful negotiations 
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be required before establishing the project in a new 

province. 

should be required before establishing a project in a 

new province. 

ER3 
Q, C, 

D 
Reduction: Ensure only trusted suppliers are engaged in 

the supply of materials and component models. 
Q, C, 

D 
Reduction: Ensure only trusted suppliers are engaged 

in the supply of materials and component models. 

ER1 
Q, C, 

D 
Reduction: Establish EPC company to obtain internal 

contract. 
Q, C, 

D 
Retention: Accept as a feature of Chinese society. 

ER7 C 
Reduction: Project planning should be made well in 

advance. Sufficient cash flow should be maintained. 
C 

Reduction: Project planning should be made well in 

advance. Sufficient cash flow should be maintained. 

ER4 C, D 
Reduction: High quality off-site projects should be 

completed to reduce bias. 
C, D 

Reduction: High quality off-site projects should be 

completed to reduce bias. 

ER5 C, D 
Reduction: High quality off-site projects should be 

completed to reduce bias. 
C, D 

Retention: The problem of inconsistent quality 

demand is outside of control. This can only be 

changed by improving the inherent impression of 

OSC projects. 
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From the interview discussion, site visiting and document analysing, the OSM risk is 

concluded and reconstructed.  

Table 8.18: Improved risk factors for OSM process 

CODE RISK FACTOR 
IMPROVED RISK 

FACTOR 

RISK 

GROUP 

IR1 
High off-site manufactory 

building costs 
High initial cost Cost 

IR2 
High component model and 

material fees 

IR6 On-site assembly limitations 

High component 

assembly complexity 
Contractor 

IR9 Complexity of joint assembly 

PR10 
Lack of on-site assembly 

standardisation 

PR5 
Contractor lacks experienced 

employees 
Contractor lacks 

experience 
Contractor 

PR6 Contractor lacks experience 

ER4 
Public prejudice against off-site 

building Public prejudice against 

off-site building 
Society 

ER5 
Inconsistent quality demand for 

OSC projects 

PR1 
Consultant lacks off-site 

experience 
Consultant lacks 

experience 
Consultant 

PR2 
Consultant lacks on-site 

experience 

PR7 Design error 

Combining Table 8.17 and Table 8.18, the OSM risk management process for 

managing those significant risk factors affecting OSC projects is presented in Table 

8.19. Table 8.19 could help project managers to mitigate or eliminate the negative 

influences arising from these risk factors in OSC projects. 
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Table 8.19: Adjusted risk management reference table for OSM process 

RISK TYPE RISK GROUP RISK FACTOR QCD RESPONSE METHOD 

Internal risk 

Cost 

High initial cost C 

Reduction Establish EPC company and share the cost with other 

participants. 

Retention Accept this risk as an unavoidable capital cost. 

Components paid for 

after delivery 
C 

Reduction: Ensuring issues of payment are well documented at the 

start of projects. Ensuring payment arrangements made are executed 

according to plan. Obtain payment in instalments. 

Avoidance: Place a backup plan or sufficient cash flow to avoid 

negative effects of delayed payments. 

Off-site feature Component is too heavy D 

Reduction: Discuss with other participants the design of a suitable 

component to reduce the size of component. 

Retention: Contain this risk as a feature of OSC method. 

Project 

management 

On-site construction 

period adjustment or 

change 

C, D 

Reduction: Urging the contractor to follow the construction plan. 

Transfer: Sign contract with contractor. If the period is adjusted or 

changed, the contractor should pay extra costs. 

Lack of cooperation 
Q, C, 

D 

Reduction: Have regular meetings for all participants. Encouraging 

all participants to have good collaborations to ensure a common good 

is pursued for the project. 

Lack of risk management 

method 

Q, C, 

D 

Avoidance: Cooperate with academia and industry to develop new 

risk management method for OSC projects. 

Hard to deploy new 

management method 

Q, C, 

D 

Reduction: Construction manager should be given regular training to 

enable them to have current knowledge of practices in the industry. 

Visiting other manufactories to gain more experience. 

Participant 

risk 
Owner 

Owner changes demands C, D 

Avoidance: Project planning at the initial stage should be done. The 

plan needs to be strictly implemented. 

Retention: Retain the problem as the owner is the source of funding. 

Demand not suitable for C, D Avoid: Communication with the owner and other participants should 
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off-site project be conducted regularly. 

Retention: Retain the problem as the owner is the source of funding. 

Consultant 

Consultant lack of 

experience 
C, D 

Reduction: Designer should be given OSC training before designing 

and conduct field trips on-site to better understand the on-site 

construction process. 

Design error 
Q, C, 

D 

Reduction: The construction drawing review process should be 

completed before being implemented by all participants. Designer 

should have regular training in OSC projects. 

Consultant lack of 

standardization 

Q, C, 

D 

Avoidance: The consultants should cooperate and establish a common 

design mechanism. 

Retention: Accept the lack of off-site design standardisation. 

Manufacturer 
Manufacturer lack of 

experience 

Q, C, 

D 

Reduction: Ensuring manufacturer team is given the required training. 

Hire experienced workers. 

Contractor 

Contractor lack of 

experience 

Q, C, 

D 
Reduction: Ensuring on-site workers are given the required training. 

Lack of on-site assembly 

standardization 

Q, C, 

D 

Reduction: Monitor the on-site assembly process and give regular 

training to on-site workers. 

Avoidance: Regular assessment of the working conditions and 

limitations should be considered. 

Reduction: Regular training should be given to on-site workers for 

on-site assembly process. Produce standardised components to reduce 

on-site assembly process. 

External risk 
Government 

policy 

Lack of subsidy and 

support 
C 

Reduction: Pre-evaluate the cancellation of government subsidies to 

reduce the impact of cancellation of policy support. 

Rigid prefabricated rate 

requirement 
Q, C 

Reduction: Follow the lowest prefabricated rate requirement for 

unsuitable construction projects. 

Differentiation in local 

government policy 

standards  

C, D 
Reduction: Due diligence and careful negotiations should be required 

before establishing a project in a new province. 
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Resource 
Component model lacks 

standardisation 

Q, C, 

D 

Reduction: Ensure only trusted suppliers are engaged in the supply of 

materials and component models. 

Society 

Contract bidding problem 
Q, C, 

D 

Reduction: Establish EPC company to obtain internal contracts. 

Retention: Accept as a feature of Chinese society. 

Unstable economic 

situation 
C 

Reduction: Project planning should be made well in advance. 

Sufficient cash flow should be maintained. 

Public prejudice against 

off-site building 
C, D 

Reduction: High quality off-site projects should be completed to 

reduce bias. 

Retention: The problem of inconsistent quality demand is outside of 

control. It can only be changed by improving the inherent impression 

of OSC projects. 
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8.9 OSM Framework improvement 

After the case study, the details of the OSM risk management process can be defined. 

An OSM risk management integration framework is presented in Figure 8.7. 

Compared with the original framework, the integrating framework adds the key points 

for each step in the risk management process.  

1. Risk identification: For the Chinese OSM risk management process, the scope 

of the risk factor is the phenomenon that has a negative effect on the OSM 

process’s aims and objectives, including the internal and external 

environments. By focusing on the scope of the OSM risk factor, the significant 

risk factor can be identified in this process.  

2. Risk assessment: OSM risk factors can be divided into 3 risk types and 10 risk 

groups. The 3 risk types include internal risk, participant risk, and external risk. 

The 10 risk groups include cost, off-site feature, project management, the 

owner, consultant, manufacturer, contractor, government policy, resource, and 

society. 

3. Risk analysis: In an OSM risk management process, how the risk factors 

influence the QCD of an OSC project should be considered. An appropriate 

analysis method can be qualitative, quantitative or a combination of the two. 

For example, an interview or questionnaire can be used for risk analysis.  

4. Risk response: For OSM risk management, depending on the types of OSC 

manufactory, the appropriate response method can be chosen from avoidance, 

transfer, reduction, and reduction.  

5. Risk management reference table: In order to give the OSM risk manager an 

example and support for the OSM risk management process, the risk 

management reference table is recommended for the risk manager. The risk 

manager can use the reference table to check the common risk factors 

associated with the OSM process and find the appropriate response method 

based on different types of OSM companies. 
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Figure 8.7: OSM risk management integrating framework
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Based on the case study process, it is found that Figure 8.6 lacks detail on risk 

management process, which causes it is hard for manufactory to deploy the risk 

management in the OSC project. Figure 8.7 added the detail of the OSM risk 

management process.  

Figure 8.7 presents the improved OSM risk management framework. In order to 

implement the framework, the process to propose the framework for the OSC project 

is presented below.  

1. The process consists of four main stages: risk identification, risk assessment, 

risk analysis, and risk response. 

2. Risk could emerge at any step of the OSC project. In that case, all risk factor 

should be managed through the same process, starting from risk identification.  

3. Stage one: risk identification includes the process of identifying OSM risk 

factor and filtering them from uncertainty or hazards. The feature of OSM risk 

factor is the phenomenon that has a negative effect on the OSM process aims 

and objectives. A risk register should be created and maintained during the 

OSM project process. Regular meeting or discussion can be used in this stage.   

4. Stage two: risk assessment includes the process of dividing all risk factor into 

certain risk group and risk type. This stage could define which risk factor can 

be solved by the manufactory, and which risk cannot. Interview, brainstorming, 

or checklist can be used in this stage. 

5. Stage three: risk analysis includes the process of analysing probability and 

impact of each risk factor, and finding out the significant risk factor. This is 

conducted using the probability-impact matrix. The score of the probability-

impact matrix base on how the risk factors affect QCD for OSM process. This 

stage quantifies each risk factor and prioritizes the risks accordingly.  

6. Stage four: risk response includes the process of identifying how to respond to 

the significant risk factors. According to the feature of project, types of 

company, or QCD influence of project, Risk need to be responded in four 
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methods: risk avoidance, risk transfer, risk reduction, and risk reduction. Risks 

are also assigned to a specific owner, who will be responsible for the risk 

factor. There is a need to identify options to reduce probability and impact and 

to determine the potential benefits.  

7. There are various tools and techniques to be used in the risk management 

process. however, the decision for risk factor is based on judgement and 

human behaviour. In order to help the OSC project manager with insufficient 

experience in risk management, it is possible to check the risk management 

reference table to find out the common OSM risk factors and how to respond 

to them. 

The framework presented the risk management process for OSM risk. Previous 

Chinese articles also considered the OSC risk and developed the OSC risk 

management framework. For example, Yao (2021) analysed the OSC onsite assembly 

process by using the AHP method, and divided risk group into people, material, 

machine, method, and environment. He (2021) developed a risk management 

framework for construction project, by considering audit, resource allocation, 

financial management, team building, and material procurement. The strategy of risk 

management framework requires cooperation from whole constriction practitioners. 

Ding et al. (2019) combined Integrated Product Development (IPD) with the OSC 

project to develop a collaborative management framework. Five areas should be 

considered during the framework development: trust, coordination, motivation, 

cooperation, and communication. Zhang et al. (2018) combined BIM and OSC to 

reduce risk in OSC project, and determined that BIM can reduce the risk factor in on-

site assembly process, which could become a useful tool in the OSC risk management 

process.  

However, previous Chinese articles only focus on one method to develop the 

framework, or only consider one step of the risk management process. Compared with 

methods and framework from Chinese articles, this research focuses on the OSM 



308 

 

process, and extends risk management not only risk analyse and risk response, but 

also risk identification and risk assessment. The framework in this research presents 

several different risk management methods for OSM risk factor. In that case, this 

framework could help the OSM risk manager to manage the risk factor more 

effectively.  

8.10 Chapter summary  

This chapter presents the findings of this research. In order to achieve the aims and 

objectives of this research, a mixed methodology was used in the form of interview 

and questionnaire data which were collected and analysed. No fewer than 77 risk 

factors were identified from the interview analysis process, and 28 risk factors were 

identified as being significant risk factors from the analysis of the questionnaire. The 

significant risks were divided into 3 subtypes and 11 groups, and the most significant 

risk factor for each risk type was identified. Based on these significant risk factors, a 

framework was defined based on the interviews and the literature review. Each risk 

factor was presented together with at least one response to either avoid, transfer, 

reduce or otherwise retain risk.  

This chapter also presents the validation of the OSM risk framework in China. By 

using case studies, interviewees from the two case studies were invited to share their 

views. In order to identify the appropriate risk responses for each case, documentary 

observations, site observations and interviews were proposed. The case studies were 

used to validate the OSM risk framework and establish how the risk factors affect 

QCD for OSC projects. The results from the case studies indicate that the findings in 

the research are valid and can be generalised across OSM projects in China.   
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CHAPTER 9 -  CONCLUSION AND 

FUTURE WORK 

9.1 Introduction 

This chapter presents the conclusions of the thesis. The purpose of this research was 

to understand the risks arising in the OSM process and better understand how to 

manage them to reduce costs, time overruns and quality issues. In order to accomplish 

this goal, the general concepts of risk and OSC were first defined. This research also 

indicated the risks inherent within the Chinese OSM process and how these risks 

influence Chinese OSC projects. The significant risks for the Chinese OSM process 

were identified and the appropriate risk response methods were analysed. The 

findings of the research were developed to produce a risk management framework for 

the wider OSM process in China. The conclusions of this research are discussed next. 

9.2 Key Research Findings 

The aim of this research was to identify and assess the risks inherent within the OSM 

process and to develop a suitable framework that provides a suitable risk management 

method for OSC projects. By developing such a risk management framework, this 

research found that a risk management process can help the off-site manufacturer to 

reduce the negative influences of QCD in OSC projects. Thus, it was necessary to 

adopt a suitable risk management method for OSM. Also, it was important to define 

the types of OSC projects involved as the risk management method must be changed 

for different projects and, as a result, the risk response method can be better aligned 

with the project. 

By using the risk framework, the risk manager of the OSC project could follow the 

process and use the framework to reduce the risks arising in the OSM process. This 

process combined the empirical-based framework to ensure that the risk is managed 

systematically. Additionally, the risk manager also can adjust the framework in 

different project environments to provide a basis for OSM process risk management. 
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In order to implement a successful process all participants in an OSC project must 

cooperate during the project life cycle. 

9.3 Research Objectives Revisited 

Chapter 1 introduced a general overview of OSC. In China, a large number of 

building construction projects have established OSC methods. However, as it is a new 

construction methodology, OSC projects still require further development as the 

projects always suffer from time delays, cost overruns, and low quality. Compared 

with traditional construction methods, the OSC process includes a manufacturing 

process which is considered to be the main feature of an OSC methodology. The risks 

inherent in the OSM process result in a QCD problem for the off-site components. In 

China, the risks for the OSM process arise frequently, and OSC risk management still 

needs more development. One of the reasons is lack of a suitable risk management 

framework for OSC projects. Therefore, this research has tried to establish a general 

risk framework for OSC projects and presents risk responses that mitigate issues of 

unforeseen costs, time overruns, and low quality. In order to achieve the aim, five 

objectives were identified and explained below: 

1. To evaluate existing risk and risk management processes 

Chapter 2 assessed the general understanding of risk and risk management from a 

literature review. Risk history and backgrounds, basic concepts, definitions, and types 

were identified. In order to understand the main features of risk, the concepts of 

opportunity, hazard, uncertainty and risk were compared and evaluated. Subsequently, 

the potential risks arising in the OSC industry were categorised. The advantages of 

risk management in the construction industry were presented to identify the 

importance of risk management in OSC projects. By examining different risk 

management processes, general risk management methods were identified and 

classified into 4 steps.  

To present the process of risk management, Chapter 3 explains the risk management 

process and divides the methodology into qualitative and quantitative approaches. The 
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definition of each process was further explained and the appropriate methodological 

approach was recognised by means of a literature review. This chapter presented a list 

of methods used in risk identification, assessment, analysis, and response.  

By identifying the risk and risk management through literature review in Chapter 2 

and Chapter 3, the objective ‘To evaluate existing risk and risk management processes’ 

has been achieved. 

2. To explore the features of OSC and OSM 

To identify the features of OSC and OSM, Chapter 4 presented the definition of OSC. 

By comparing the differences arising between traditional construction and OSC, the 

features of OSC can be identified. The literature shows that the OSM process is a 

significant step in an OSC project. However, there are few instances of OSM risk 

management research in the current literature. Hence, a construction risk management 

framework is presented which was used in this research for the OSM process.  

By identifying OSC and OSM through literature review in Chapter 4, the objective 

‘To explore the features of OSC and OSM’ has been achieved. 

3. To investigate the risks inherent within each phase of the OSM process in 

China 

Chapter 5 reviewed the various methodological options from literature and identified 

the most appropriate approach to achieve the aims of this research. The qualitative 

method was found to be the most suitable approach to investigate the risks associated 

with each phase of the OSM process, and a quantitative study was used to identify key 

risk factors affecting the OSM process in China.  

Consequently, by interviewing 25 experts across the OSC industry, Chapter 6 

identified 77 risk factors implicated in the OSM process. An influence diagram was 

designed to present these risk factors and they were subsequently classified into 3 

types, namely project process risk, project member risk, and external risk. Thirteen 

risk groups were identified, specifically cost, features of project, project management, 

time, owner, consultant, manufacturer, transporter, contractor, environment, political, 
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resources and society. By developing the influence diagram, the risk factors arising 

within the OSM process are presented and connected to QCD for OSC projects. 

Chapter 6 presented an interview as the qualitative method to identify the risk factor 

for the OSM process, the objective ‘To investigate the risks inherent within each 

phase of the OSM process in China’ has been achieved in this chapter. 

4. To assess the significant risks of the OSM process in China 

Based on the 77 risk factors delineated in Chapter 6, Chapter 7 identified the 

significant risks for OSM by means of a quantitative methodology. In order to 

determine the most significant risk factors affecting the OSM process in China, a 

questionnaire was also used to collect the views of owners, consultants, manufacturers, 

transporters, and contractors. Based on a five-point Likert scale questionnaire, the 

participants were asked to evaluate the probability and likely impact of those risk 

factors identified within the OSM process. Risk factors which were probability higher 

than 3.30 and that had an impact higher than 3.34 were defined as significant risk 

factors. After that, some 28 risk factors were identified as being significant risks for 

the OSM process in China.  

Questionnaire was used as the quantitative method to identify the significant OSM 

risk factors Chapter 7, which achieved the objective ‘To assess the significant risks of 

the OSM process in China’. 

5. To develop and validate a suitable framework for implementing risk influence 

analysis 

Chapter 8 presented a risk management framework based on interviews and a 

questionnaire to support risk management in the OSM process within China. This 

framework was developed based on four processes, namely risk factor identification, 

risk factor explanation and assessment, risk factor response method, and the 

construction of a suitable risk framework model. To validate the framework, two case 

studies were deployed in two different types of OSC companies. To validate these risk 

factors and establish how the significant risk factors affect QCD in OSC projects, case 
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studies were used as a validation method. By conducting interviews, documentary 

observations and site observations during the case studies process, the framework was 

validated by the cases. The results presented suggest that the proposed framework is 

valid for the Chinese OSM process risk management process and the outcomes further 

suggest that such a risk framework should be generalised across OSC projects in 

China. 

Combined interview and questionnaire result, two Case study was used in Chapter 8 

to design and validate the risk framework. In that case, the objective ‘To develop and 

validate a suitable framework for implementing risk influence analysis’ has been 

achieved. 

9.4 Contribution to Knowledge 

This research has made several key contributions to the existing body of knowledge 

and understanding. These contributions to our knowledge of OSM risk management 

are summarised below. 

From the literature review, time overrun, extra costs, and low quality are still 

pervasive within Chinese OSC projects. Only a few Chinese OSC projects consider 

risk factors and how risk influences these projects before they are implemented. Thus, 

this research identifies those risks inherent in the OSM process which may cause the 

OSC projects to overrun, suffer extra cost, or produce low quality based on the 

interview process. This research could help to solve these problems in Chinese OSC 

projects. By developing an influence diagram, these risk factors and their conditional 

interrelationships with QCD within the Chinese OSM process are presented. 

Another contribution was the significant risk factors defined for the OSM process. 

The definition of significant risk factors is based on the knowledge and experience 

accrued by OSC experts, which could prove useful for refining the OSM process. By 

defining these significant risk factors, the risks were classified and grouped into 

project risk, participant risk, or external risk. 

The appropriate response method for each risk is presented to mitigate the negative 
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effects of those risks. As the type of company may result in different response 

methods, four types of risk response methods were presented to the manufacturer, 

namely risk avoidance, risk transfer, risk reduction, and risk retention. The risk 

response method could serve to reduce the risk effects for the OSC project and 

improve the capacity of the off-site manufacturer to handle the project life cycle. 

From the literature review, there is no research focus on the risk factors identified for 

the Chinese OSM process. In this case, the risk management framework which was 

developed from this research could help off-site manufacturers in China to improve 

the performance of their OSC projects and reduce the QCD problems caused by the 

risks identified. This risk management framework has thus proved that it can 

successfully present the significant risk factors which affect OSC projects and how 

best to respond to them within the Chinese construction environment. 

The previous risk management standards or frameworks such as ISO 31000 and 

PAS7000 are only be used as best practices or guidance for the project. These 

frameworks do not explain how to manage risk in the OSC environment. Additionally, 

these frameworks do not present the process of how OSM risk should be managed. 

This research developed an OSM risk management framework for the Chinese OSC 

project. The framework considered the feature of both the Chinese environment and 

OSC environment, and presented the detail of OSM risk management process. This 

framework presents a basis for internal controls and management for OSM risk factor, 

Chinese OSC manufactories could develop their risk management practices by using 

this framework as guidance or support. In addition, a risk management reference table 

is presented to help the inexperienced OSM risk manager to manage the common 

OSM risk in an easier way.  

9.5 Research limitations  

Although this research includes construction organisations in northern China (Beijing), 

central China (Hubei) and southern China (Guangdong), the top tier areas of the OSC 

industry in the nation, the research findings may be similar for other parts of China. 
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However, other Chinese provinces are not the top tier areas of the OSC industry, may 

have different weights for the risk factors and so the results of this research may not 

be suitable for them. In that case, further expansion of the datasets to cover more 

industry practitioners from different areas is necessary, which could provide further 

insights for OSM risk management. Similarly, although the risk factors may be similar 

across Chinese OSC organisations, it is still necessary to conduct additional research 

if the framework is to be deployed in other countries.   

To reduce the bias arising this research used a mixed methodology, including 

interviews, a questionnaire, and two case studies. However, some participants chose 

not to share all their information, which may reduce the accuracy of the research 

outcome. For example, participants tend to hide shortages and exaggerate risks within 

other organisations. 

Another limitation is the case study process itself. The framework was only validated 

for two construction projects of two OSC companies in the same province. This may 

mean that the findings are only applicable to parts of China.  

This research was conducted and analysed by only one researcher and may still 

consists of a minor degree of subjectivity. In that case, other researchers may explain 

the data in a different way. 

9.6 Recommendations 

Based on the research, the recommendations for the Chinese OSC industry relate to 

four areas: 

1. The risk management framework developed in this research should be adopted 

and implemented by Chinese OSC manufacturers. Putting this framework into 

practice will help OSC organisations systematically identify and analyse those 

OSM risk factors affecting OSC projects. Dividing by risk types, OSC 

organisations should focus primarily on project risk factors and participant risk 

factors, while the Chinese government should focus on external factors. This 

will help to better understand the significant risk factors associated with OSC 
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projects and to plan effective risk response methods to reduce the negative 

effects of these risk factors. It also recommends the OSC manufacturers record 

the framework implementation data, and analyse the data for the framework 

improvement. The OSC project manager can add the new risk factors from the 

project, and analyse the new risk factors through the framework. 

2. More risk management training should be provided by Chinese OSC 

organisations. More risk management seminars, workshops or training 

sessions should be applied for the off-site manufactory practitioner. The 

course of training should include, but not be limited to the risk management 

process, OSC company identification, QCD analysis, and OSC organisational 

communication methods. The training also should invite staff from other types 

of organisation and government agents to enhance the communications arising 

between the organisations of OSC industry and government. 

3. It is necessary to develop a complete OSC project plan at the outset of OSC 

projects. The plan should be developed by all organisations which would 

include the participant OSC project, and there should be agreed by all 

organisations to follow the plan before the project execution. This could 

reduce the possibility of disputes arising and variations in output during the 

construction stage. The project planning process could help the organisations 

to understand the project goals and reduce the time wasted in future. Risk 

management could help the OSC practitioners have a better understanding of 

the feasibility of the project. 

4. When recruiting project managers in OSC organisations, it is first necessary to 

hire a project manager knowledgeable in risk management and the ability to 

adopt the method of OSC projects. The project manager should have both 

project management experience and OSC project experience, which could help 

to understand the risk of OSC project clearer. Further, both general and 

specific training should be provided by the project managers. If such an expert 
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is hard to find in the OSC industry, alternative approaches such as training 

abroad or cooperating with universities should be considered. 

9.7 Future areas of research 

This research has contributed to the existing knowledge of OSC practices in China. 

The OSM risk management framework presents a solution for off-site manufactories 

to respond to OSC risk. However, the researcher has identified the need for further 

research. Five avenues of future research could be considered: 

1. Based on the literature review from 503 articles, there have been suggestions 

to improve the OSC risk management method, which requires reforming 

traditional construction risk management method to OSC risk method. It 

requires more coordination of the work and schedules of the project from 

inception to completion. Further research could focus on how to improve 

cooperation between OSC organisations, including the computation method 

for the OSC organisation, the contracting and the responsibilities of each OSC 

organisation, and so forth. 

2. Based on the research, it shows that the design phase causes the most 

significant risk factor in OSC project, it is necessary to conduct research into 

how to design and implement the construction plan for a given OSC project, 

which could significantly reduce the risk in OSC project. Further research 

could focus on the gap in the traditional project and OSC project design 

processes, which serve to explain the phenomenon of Chinese consultants 

within the traditional project design experience who might otherwise lack 

OSC project design experience. 

3. This gap in the area of risk assessment shows that the understanding of OSC 

risk should not be limited by past experience. Although this research focused 

on OSM risk identification and analysis, other OSC risk organisations 

including the owner, consultant, and contractor have not yet been analysed. 

Therefore, more work could be done in these areas by future research. This 
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could help to define the risk of the entire OSC project life cycle, and enable us 

to understand the internal relationship arising between the risk factors from 

different OSC organisations.  

4. In practical terms, OSC organisations in China should provide more integrated 

training programmes for OSC practitioners, especially risk management 

course should be included. This means how to provide the training should be 

considered. It is suggested that the researcher should explore the level of each 

risk management training course by developing OSC risk training guidance for 

OSC organisations. 

5. The goal of additional research is to glean further insight into how risk 

management is deployed across OSC projects. The mechanism of OSC 

organisational behaviour should then be considered to see if there is a 

connection. The decision making process by an OSC organisation should be 

observed and concluded to understand the internal logic of the OSC 

organisation in deploying certain risk management methods.  
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The aim of this research is to understand offsite construction manufacture process risk and 

risk management method and develop software to manage the risk during this process. 

Many articles agree offsite construction could reduce construction risk. As offsite construction 

is not widely used as construction method, offsite construction still needs promotion. In order 

to promote offsite construction, risk in offsite construction needs to be solved. 

The main different process between traditional construction and offsite construction is 

manufacture process, as most new risks in offsite construction come from manufacture 

process, the new risk management method for these risks is needed. Further development 

includes software support for construction risk manager. 

Do you have to take part?  

This participation is voluntary. Participants have a right to withdraw from the research without 

detriment. 

What will you do in the project? 

During this project, participants will be asked several semi-structured interview questions. 

Each interview will take approximately one hour. All interview will be taking in Vanke 

manufactory through face-to-face. 

Why have you been invited to take part?  

In order to understand risk and risk management in offsite construction manufacture process, 

four types of construction roles have been invited: construction manager, dispatch manager, 

quality assurance manager, and goods in manager.  

As questionnaire will be developed after interview, five roles are excluded: crane operator, 

welding fabricator, steel fixer, concrete finisher, and stonemason. These roles will be asked 

through questionnaire. 

What information is being collected in the project?  

The role of participant will be collected. As different roles have different view angel for risk, it 

is necessary to divided them clearly. 
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The answer for Simi-question will be collected. For example, “how to solve client demand 

change in offsite construction”, this question will be answered by construction manager. 

Who will have access to the information? 

Information will only be accessed by investigator and chief Investigator. 

Where will the information be stored and how long will it be kept for? 

Data will be stored in investigator’s computer for two years and will be stored in University of 

Strathclyde cloud indefinitely. 

What happens next? 

If participant has any further question, please ask the investigator.  

Participant will be informed after investigator’s thesis is published. 

Researcher contact details: 

Name: Lin Zhang 

Status: Doctoral student 

Telephone (UK): +44 (0)752 349 8698 

Telephone (China): +8613972152279 

Email: lin.zhang.100@strath.ac.uk 

Chief Investigator details:  

Name: Dr Andrew Agapiou 

Status: Senior Lecturer 

Department: Architecture 

Telephone: +44 (0)141 548 3067 

E-mail: andrew.agapiou@strath.ac.uk     

mailto:lin.zhang.100@strath.ac.uk
file:///C:/Users/pc/AppData/Local/Packages/Microsoft.Office.Desktop_8wekyb3d8bbwe/LocalCache/Roaming/Microsoft/Word/andrew.agapiou@strath.ac.uk
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Appendix 3: Interview process: pilot study 

Offsite construction manufacture process risk and risk management 

interview questions 

Lin Zhang (PhD Candidate), Architecture, University of Strathclyde 

Pre-section: introduction of interviewee 

1) What is your position in current company? 

2) How long have you been involved in the construction industry? 

Section 1: identify the main building elements for analysis. 

1) Could you please give an overview of your company? 

Section 2: verify activities associated with the methods of each offsite 

manufacture phase. 

1) Could you please define the process of offsite manufacture phase?  

a. Which process do you think is the most important? Why? 

b. How these process influence project? 

Section 3: verify risks associated with each offsite manufacture phase. 

1) Could you please define the risk for each process of offsite manufacture phase? 

2) Is there a specific person on this project in charge of risk identification and/or 

management? 

a. If so, what do they do?  

b. If there is nobody, how is risk management tackled on the project? 

Section 4: opinion/evidence for each risk  

1) How these risks influence your project? 

2) Could you please rank each risk through below variable? 

a. Probability  

b. Impact 

Section 5: Identify current solution for offsite manufacture process risk. 

1) How does your company solve these risks? 

a. Why your company choose these methods? 

Section 6: Discuss about whether current solution could solve these risk. 

1) Do these solutions have any influence for the project? 

2) Do you have any suggestion for current risk management process? 

Post-section: further discussion 

1) Are there any other issues which you think ought to be addressed associated 

with risk management? 
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Appendix 4: Interview process: main study 

Offsite construction manufacture process risk and risk management 

interview questions 

Lin Zhang (PhD Candidate), Architecture, University of Strathclyde 

Pre-section: introduction of interviewee 

1) What is your position in current company? 

2) How long have you been involved in the construction industry? 

Section 1: identify the main building elements for analysis. 

3) Could you please give an overview of your company?   

Tips: includes company type, customer feature, and company's product. 

Section 2: verify activities associated with the methods of each offsite 

manufacture phase. 

4) Could you please define the process of your company phase in offsite 

construction?  

Tips: Current offsite construction process could be divided into five processes:  

1. Estimating, production planning & recruitment; 

2. Structural engineering, detailing& project co-ordination; 

3. Manufacture; 

4. Logistics; 

5. Assembly on-site; 

Please explain what your company is responsible for. For example, if your 

company focus on step 3, please explain the process of step 3.  

c. How these process influence project? 

d. Which process do you think is the most important? Why? 

Section 3: verify risks associated with each offsite manufacture phase. 

5) Could you please define the risk for each process of offsite manufacture phase? 

Tips: for example, risk could become from inside: employee mistake, machine 

misuse, extra cost for the machine; or outside: legal issues, lack of 

educational  

6) Is there a specific person on this project in charge of risk management? 

Tips: please present people who have responsibility for risk and risk 

management. 

Tips: risk management could be divided into four steps: 

i. Risk identification: identify risk in project. 

ii. Risk assessment: assess how risk could influence project. 

iii. Risk analysis: analyse risk through tools or method. 
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iv. Risk response: present method to solve the risk. 

c. If so, what do they do?  

d. If nobody, how is risk management tackled on the project? 

Section 4: opinion/evidence for each risk  

7) How these risks influence your project? 

Tips: for example, if policy change influences the project, please tell me the detail 

about the policy, and how this policy influence project. 

8) Could you please rank each risk through below variable? 

c. Probability  

d. Impact 

Tips: please rank it with number 1-5. Generally, risk could be defined as two 

aspects: 

1. Probability: how often could the risk happen? 

2. Impact: how bad could it influence the project? 

Section 5: Identify current solution for offsite manufacture process 

risk. 

9) How does your company solve these risks? 

Tips: please include the detail of solution. For example, how to educate the 

employee to avoid risk “employee lack of experience”? 

10) Why your company choose these methods? 

Tips: for example, like employee lack of experience, the solution is educating 

them before employing them. Better solution could be employing the expert; 

however, the expert is too expensive (or no expert for offsite construction). 

Section 6: Discuss whether current solution could solve these risks. 

11) Do these solutions have any influence for the project? 

 Tips: negative influence like extra cost is also necessary. 

12) Do you have any suggestion for current risk management process? 

Tips: Any suggestions are welcome. 

Post-section: further discussion 

13) Are there any other issues that you think ought to be addressed associated with 

risk management? 

Tips: any problem, issue, uncertain, or hazards that cause project delay or 

extra cost are welcome.  
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Appendix 5: Questionnaire: pilot study 

Offsite Manufactory Risk Assessment Questionnaire 

This questionnaire will be used for Chinese offsite manufactory risk and the influence of the risk 

and will only be used in my PhD thesis. Thank you for your participation. 

1、How many years do you work in the construction industry?  

 ○0~5 years  

 ○5~10 years  

 ○10~15 years  

 ○> 15 years  

2、How long has your company been established?  

 ○0~5 years  

 ○5~10 years  

 ○10~15 years  

 ○> 15 years  

3、What is the size of your company?  

 ○Large (Employees 1000)  

 ○Medium (Employees 500~1000)  

 ○Small (Employees < 500）  

4、What is the core business of your company?  

  □Owner  

  □Consultant  

  □Manufacturer  

  □Transporter  

  □Contractor  

  □Other ____________ 

5、What the type of your company?  

 ○State-owned company  

 ○Private Company  

 ○Foreign Company  

 ○Joint Venture Company  

 ○Other ____________ 

Please ranking the risk below, based on how it could influence the project of offsite manufactory? 

6、Cost 

 Very 

important 

Important Moderately 

Important 

Slightly 

Important 

Unimportant 

High factory 

investment 

 ○    ○    ○    ○    ○   

Working  ○    ○    ○    ○    ○   
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process 

increase 

Pay after 

delivery 

 ○    ○    ○    ○    ○   

Training fees 

increase 

 ○    ○    ○    ○    ○   

Type of 

worker 

increase 

 ○    ○    ○    ○    ○   

Regular 

employee 

increase 

 ○    ○    ○    ○    ○   

High 

component 

model fee 

 ○    ○    ○    ○    ○   

High raw 

material fee 

 ○    ○    ○    ○    ○   

7、Feature of offsite  

 Very 

important 

Important Moderately 

Important 

Slightly 

Important 

Unimportant 

Setting time 

of concrete is 

too long 

 ○    ○    ○    ○    ○   

Heavy 

component 

 ○    ○    ○    ○    ○   

Component 

support 

interference 

 ○    ○    ○    ○    ○   

On-site 

assembly 

limitation 

 ○    ○    ○    ○    ○   

8、Project management  

 Very Important Moderately Slightly Unimportant 
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important Important Important 

Lack of 

cooperation 

 ○    ○    ○    ○    ○   

On-site process 

changes 

 ○    ○    ○    ○    ○   

Lean 

construction 

limitation 

 ○    ○    ○    ○    ○   

EPC lack of 

cooperation 

 ○    ○    ○    ○    ○   

Lack of risk 

management 

method 

 ○    ○    ○    ○    ○   

9、Time  

 Very 

important 

Important Moderately 

Important 

Slightly 

Important 

Unimportant 

Grout sleeve 

time is long 

 ○    ○    ○    ○    ○   

Complexity 

of Joint 

assembly 

 ○    ○    ○    ○    ○   

Insufficient 

production 

time 

 ○    ○    ○    ○    ○   

10、Owner 

 Very 

important 

Important Moderately 

Important 

Slightly 

Important 

Unimportant 

Change 

demand 

 ○    ○    ○    ○    ○   

Demand not 

suitable for 

offsite 

construction 

 ○    ○    ○    ○    ○   
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Change 

partner 

 ○    ○    ○    ○    ○   

11、Consultant  

 Very 

important 

Important Moderately 

Important 

Slightly 

Important 

Unimportant 

Conceptual 

design error 

 ○    ○    ○    ○    ○   

Design 

development 

error 

 ○    ○    ○    ○    ○   

Lack of offsite 

experience 

 ○    ○    ○    ○    ○   

Lack of on-site 

experience 

 ○    ○    ○    ○    ○   

Lack of 

responsibility 

 ○    ○    ○    ○    ○   

Lack of 

standardization 

 ○    ○    ○    ○    ○   

Lack of 

professional 

software 

 ○    ○    ○    ○    ○   

12、Manufacturer  

 Very 

important 

Important Moderately 

Important 

Slightly 

Important 

Unimportant 

Labour lack of 

experience 

 ○    ○    ○    ○    ○   

Manager lack 

of experience 

 ○    ○    ○    ○    ○   

Lack of 

manager 

 ○    ○    ○    ○    ○   

Lack of 

Labour 

 ○    ○    ○    ○    ○   

Lack of  ○    ○    ○    ○    ○   
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responsibility 

Production 

error 

 ○    ○    ○    ○    ○   

Assembly line 

lack of control 

 ○    ○    ○    ○    ○   

Improper 

operation 

sequence 

 ○    ○    ○    ○    ○   

Lack of factory 

facilities 

 ○    ○    ○    ○    ○   

Multiple 

projects at the 

same time 

 ○    ○    ○    ○    ○   

Insufficient 

depot 

 ○    ○    ○    ○    ○   

Insufficient 

assembly line 

 ○    ○    ○    ○    ○   

13、Transporter 

 Very 

important 

Important Moderately 

Important 

Slightly 

Important 

Unimportant 

Driver lack of 

experience 

 ○    ○    ○    ○    ○   

Transport 

accident 

 ○    ○    ○    ○    ○   

Lack of 

responsibility 

 ○    ○    ○    ○    ○   

Wrong 

component 

storage order 

 ○    ○    ○    ○    ○   

Component 

binding is not 

solid 

 ○    ○    ○    ○    ○   

Bad road  ○    ○    ○    ○    ○   
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condition 

Long transport 

distance 

 ○    ○    ○    ○    ○   

Road 

restrictions 

 ○    ○    ○    ○    ○   

14、Contractor  

 Very 

important 

Important Moderately 

Important 

Slightly 

Important 

Unimportant 

Lack of 

willingness to 

participate 

 ○    ○    ○    ○    ○   

Lack of 

experience 

 ○    ○    ○    ○    ○   

Lack of labour  ○    ○    ○    ○    ○   

Lack of 

responsibility 

 ○    ○    ○    ○    ○   

Lack of 

standardization 

 ○    ○    ○    ○    ○   

Multiple 

factories at the 

same time 

 ○    ○    ○    ○    ○   

Grout sleeve 

inspection is 

impossible 

 ○    ○    ○    ○    ○   

15、Environment  

 Very 

important 

Important Moderately 

Important 

Slightly 

Important 

Unimportant 

Geographical 

environment 

 ○    ○    ○    ○    ○   

Temperature of 

factory 

 ○    ○    ○    ○    ○   

Seasonal 

changes 

 ○    ○    ○    ○    ○   
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Natural disaster  ○    ○    ○    ○    ○   

16、Political 

 Very 

important 

Important Moderately 

Important 

Slightly 

Important 

Unimportant 

Lack of 

standard 

 ○    ○    ○    ○    ○   

Local standard 

differentiation 

 ○    ○    ○    ○    ○   

Wrong 

prefabricated 

rate 

 ○    ○    ○    ○    ○   

Lack of 

subsidy 

 ○    ○    ○    ○    ○   

Lack of support  ○    ○    ○    ○    ○   

17、Resource  

 Very 

important 

Important Moderately 

Important 

Slightly 

Important 

Unimportant 

Wrong PC 

model design 

 ○    ○    ○    ○    ○   

Low material 

quality 

 ○    ○    ○    ○    ○   

Supplier delay  ○    ○    ○    ○    ○   

Lack of material  ○    ○    ○    ○    ○   

PC model lack 

standardization 

 ○    ○    ○    ○    ○   

The complexity 

of PC model 

 ○    ○    ○    ○    ○   

Equipment 

damage 

 ○    ○    ○    ○    ○   

18、Society  

 Very 

important 

Important Moderately 

Important 

Slightly 

Important 

Unimportant 
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Contact 

bidding 

problem 

 ○    ○    ○    ○    ○   

Unstable 

economic 

situation 

 ○    ○    ○    ○    ○   

Prejudice for 

offsite 

 ○    ○    ○    ○    ○   

Inconsistent 

quality 

demand 

 ○    ○    ○    ○    ○   

19、Do you have any more risk that can influence offsite manufactory?  

1 ________________________ 

2 ________________________ 

3 ________________________ 

20、If so, please ranking the risk above.  

 Very 

important 

Important Moderately 

Important 

Slightly 

Important 

Unimportant 

1  ○    ○    ○    ○    ○   

2  ○    ○    ○    ○    ○   

3  ○    ○    ○    ○    ○   
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Appendix 6: Questionnaire: main study 

Offsite Manufactory Risk Assessment Questionnaire 

Hello, you are invited to participate in a research study titled [offsite manufactory risk 

assessment questionnaire]. This study is being done by Lin Zhang from Architecture at the 

University of Strathclyde. This project aims to find out the risk in offsite manufactory process, 

and help Chinese offsite manufactory have a more efficient working process and reduce cost 

and time for the project. Participant will be asked to finish a questionnaire; most questions are 

multiple choice. It will take around 10-15 minute to finish it. Further details, including 

information about data protection, are available by please email me at 

[lin.zhang.100@strath.ac.uk], or call me at [13972152279] 

1、How many years do you work in the construction industry?   

○0~5 years  

○5~10 years  

○10~15 years  

○>15years  

2、How many years do you work for offsite construction? 

○0~5 years  

○5~10 years  

○10~15 years  

○>15years  

3、How many off-site projects did you completed? 

○0 project  

○1-3 projects  

○4-6 projects  

○7-9 projects  

○10 projects  

4、What is the core business of your company? 

□Owner  

 □Consultant  

 □Manufacturer  

 □Transporter  

 □Contractor  

 □Other ____________ 

5、What the type of off-site component does your company use or produce? 

  □Off-site precast concrete  

  □Off-site steel frame  

  □Off-site timber frame  

  □Other ____________ 

Please ranking the risk below, based on how it could influence the project of offsite manufactory? 

(1 is the minimum number, and 5 is the maximum number). 
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6、Cost 

 Probability Impact 

High manufactory building investment           

Overall working process increase           

Component pay after delivery           

Training fee increase           

Type of worker increase            

Regular employee increase           

High component model and raw material fee           

7、Offsite feature 

 Probability Impact 

The component is too heavy           

Interference from component support           

On-site assembly limitation           

8、Project management 

 Probability Impact 

Lack of cooperation among all parties           

On-site period changes or adjustment           

Lack of risk management method           

Hard to deploy new management method           

9、Time 

 Probability Impact 

The complexity installation of component joint            

Insufficient production time            

10、Owner 

 Probability Impact 

Owner change demand           

Owner’s demand not suitable for off-site construction           

Owner change project partner           

11、Consultant 

 Probability Impact 

Design error           
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Consultant lack of off-site construction experience           

Consultant lack of on-site process experience           

Consultant lack of responsibility           

Lack of off-site design standard           

Lack of off-site design software           

12、Manufacturer 

 Probability Impact 

Manufacturer lack of experience           

Manufacturer lack of practitioners           

Manufacturer lack of responsibility           

component production error           

Assembly line lack of supervision           

Lack of manufactory facilities           

Producing different types of components at the same time           

Insufficient component depot           

Insufficient assembly line           

13、Transporter 

 Probability Impact 

Transporter lack of experience           

Transporter lack of responsibility           

Mistake during the transfer process           

Transport road problems           

Transportation distance is too long           

14、Contractor 

 Probability Impact 

Contractor lack of willingness to participate           

Contractor lack of experience           

Contractor lack of responsibility           

Contractor lack of practitioners           

Lack of on-site assembly standard           

15、Environment 

 Probability Impact 
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Manufactory geographical environment           

Manufacturing indoor environment           

Seasonal changes           

Natural disaster           

16、Government policy 

 Probability Impact 

Lack of government standard           

Local government standard differentiation           

The rigid requirement of assembly rate           

Lack of subsidy and support           

17、Resource and material 

 Probability Impact 

Low material quality           

Material supply delay           

Lack of material           

Component model lack of standardization           

Equipment damage           

18、Social context 

 Probability Impact 

The problem of the lowest price wins the bid           

Unstable economic situation           

Prejudice for off-site construction project           

Inconsistent quality demand for off-site component           

19、what else risks can influence offsite manufactory? 

1 ________________________ 

2 ________________________ 

3 ________________________ 

20、Please ranking the risk above. 

 Probability Impact 

1           

2           

3           
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Appendix 7: NVivo node structure 
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Appendix 8: Interview transcripts example 

 

 


