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Abstract

Much of the work in the area of automated scheduling systems is based on the assumption
that the intended execution environment is static and deterministic. The work presented in this
thesis 1s motivated by recognition of the fact that most real world scheduling environments are

dynamic and stochastic. It views the scheduling task as one of satisfaction rather than

optimisation, and maintenance over creation.

This thesis reviews existing work in the area and identifies an opportunity to combine recent
advances in scheduling technology with the power of distributed processing. Within a suitable
problem-solving architecture it is argued that this combination can help to address the fundamental
problems of executional uncertainty, conflicting objectives and combinatorial complexity, A
scheduling system, DAS, which employs such a problem-solving architecture, is presented. It is
distnibuted, asynchronous and hierarchical, and requires careful management of problem-solving
effort. DAS adopts an opportunistic approach to problem-solving and the management of
problem-solving effort. The mechanisms which manage problem-solving effort within DAS are

also presented. In conclusion it is argued that the architecture and mechanisms presented lend

themselves very well to the view taken of the scheduling task.
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CHAPTER 1

Introduction

Whether the motive be survival or simply an improved return on capital investment, the vast

Poor methods of

majority of industry is interested in improving its manufacturing performance.
production scheduling have for a long time been recognised as a major deterrent to achieving this
goal. The potential rewards offered by this area of research have attracted much interest from a
number of disciplines. Despite the fact that significant progress has been made in scheduling
theory, industry has benefited little. This is largely a consequence of the fact that much of the
early scheduling work assumes a static execution environment. The issues addressed by this thesis

arise out of a recognition that the real world execution environment is highly dynamic.

1.1. The Scheduling Problem

Many attempts have been made to define clearly and concisely what is meant by the term
scheduling. Most people would claim to have an understanding of what is meant, but detailed
accounts vary a great deal, Within the Artificial Intelligence (AI) community it would appear that
much of the confusion arises out of the unclear relationship between scheduling and planning.
This confusion shows itself in everyday English where the terms planning and scheduling are used
interchangeably and in fact, the New Collins Thesaurus identifies the word plan as a synonym for
schedule. Tt is not surprising therefore, that it is often difficult to know exactly where to draw the
line between planning and scheduling. Unfortunately, this is not a simple demarcation problem
and some authors feel ti'tat the tasks are so interdependent that one cannot be performed in isolation
of the other. M.S. Fox states that the tasks are inseparable [Fox M.S. '83] and he describes
scheduling as a two stage process. The first stage, to generate a process routing, is defined as the

product of a planning process while the second stage, the allocation of times and resources is



defined as the product of a scheduling process. This definition serves to enhance the view that the

distinction between planning and scheduling is indeed a vague one.

To add further confusion, the degree of coupling necessary between the two tasks 1is

dependent on the domain. In the job-shop, the domain with which M.S. Fox is primanly

concerned, a very tight coupling is required. In such an environment it is sensible to iterate
through the planning and scheduling processes. However, in heavy manufacturing industries which
have a much higher momentum, it is not desirable to have such tight coupling. The planning

horizon in such industries must often be much longer than would be sensible to perform a detailed

allocation of resources.

There is no attempt within this thesis to provide absolute definitions of these terms; however
it is appropriate to identify working definitions. The definitions given in [Fox B.R. et al '85b)
have been adopted because they allow for maximum opportunism within the scheduling process.

Justifications for the desirability of opportunism within scheduling are deferred until later. The

definitions are shown below:
Planning:
given an initial world, a goal world, and a set of operators (a task and a set of facility

capabilities), select a set of operators which will achieve the goal, and generate a minimal

set of ordering constraints on operator application (a plan).

Scheduling:
given a set of operators and minimal ordering constraints (a plan), and detailed knowledge of
the execution environment (a set of facility availabilities), enforce further ordering

constraints on operator application to achieve robust and time-efficient execution of the task

(a schedule).

This thesis is not concerned with planning, only with scheduling as defined above. This definition
makes no attempt to identify desirable qualities of a schedule other than that it be robust and time-

efficient. It does not concemn itself with resource-efficiency or any other potential measure of



quality. As will be discussed shortly, 1t is not a trivial task to identify a measure of schedule

quality.

1.2. Difficulties Inherent In Scheduling

Production scheduling, regardless of the domain, is a difficult task from both theoretical and
practical standpoints. Theoretically, the combinatorics of all but the most trivial of scheduling
tasks prohibit searching for an optimal solution. Even if it were possible, via some super
computer, to circumvent the combinatorial problems of scheduling, significant practical obstacles
remain. Any serious attempt to schedule in a real world environment must address both the

theoretical and practical issues.

From a theoretical point of view, the problem is one of combinatorial complexity with most
scheduling problems having an exceedingly large number of potential solutions. For example,
ignoring the possibility of alternative routings and gaps in a schedule, the number of possible
schedules which result from sequencing 10 orders through 5 processes is (10!)’. The number of
possible solutions to a problem grows exponentially with the number of orders, alternative

production plans, alternative resources and the many other parameters which form a scheduling

problem. In fact, except for some highly specific cases, finding an optimal solution to a
scheduling problem has been shown to be NP-complete [Ullman '76]. A very effective
demonstration of the combinatorial complexity of apparently trivial scheduling tasks is given by

French in his introductory text [French '82] on the subject.

The practical obstacles to effective production scheduling in the real world are just as
daunting as the problem of combinatorial complexity. Scheduling in real world domains
introduces at least two additional difficulties, that of executional uncertainty and the more
fundamental problem of measuring the quality of a schedule. There are many sources of
executional uncertainty in any industrial scheduling application, with machine failures, delayed jobs

and scrapped jobs all being inevitable occurrences. In order to be able to deal with such



unforeseen events, a2 scheduling system must be integrated with some form of shop-floor reporting
system. However even with the necessary infrastructure, there is no guarantee that operatives on
the shop-floor will report events correctly and timeously, or that they will execute the instructions

passed to them correctly and timeously.

Identifying the scheduling objectives of an organisation, and therefore a measure of schedule
quality, is not a simple task. This is due partly to the fact that there are numerous candidate
objectives and partly to the fact that the various candidates are generally conflicting in nature.
Mellor [Mellor 66] identifies 27 distinct scheduling objectives most of which conflict with each
other. The task of defining the criteria by which a schedule can be considered optimal is
therefore very difficult. In most environments a compromise of the various identifiable objectives
is desired. Unfortunately, this compromise is highly dynamic in nature as it is influenced by many

factors such as the state of the shop-floor, the order book and the current organisational objectives.

1.3. Economics of Manufacturing

The primary objective of manufacturing organisations is to make a profit in financial terms.
Net Profit, Return on Investment and Cash Flow are commonly used as financial measures to
indicate the state of health of a company. Although very useful in company performance analysis,
such measures are generally very difficult to monitor on a daily basis. This renders them of little

value as aids in the day to day running of the shop-floor. Many attempts have been made to

convert these clearly defined financial measures into useful operational measures which can be used
to guide control of the shop-floor. As discussed above, many operational measures can be
identified but the problem of resolving conflicts between the various measures presents considerable
difficulties. Despite the fact that it is not clear how best to use such measures, it is useful to
identify some of the more commonly used measures and to discuss the rationale behind them, in

order to gain an understanding of the economics of the shop-floor.



Inventory levels, which includes raw materials, work in progress (WIP) and finished products
are commonly used as indicators of shop-floor performance. Inventory is viewed as a useful
metric because it 1S a measurable quantity and has an impact on financial performance. When
considered in isolation the relationship is simple, since financial measures which penalise stock
levels will improve as inventory levels decrease. This view of the relationship between inventory
levels and financial performance can be supported by several arguments, the most prominent being
that the higher inventory levels are maintained the more capital is tied up as inventory.
Maintaining low inventory levels has the beneficial effect of permitting reduced space requirements

in both storage and shop-floor which, in turn, has financial consequences in terms of heating,

maintenance and transportation costs.

Manufacturing throughput is another commonly used operational measure. It is interesting
to note that two apparently similar measures, throughput and output, exist within the operations
management vocabulary. Throughput is defined as the production of items which will immediately
generate revenue through sales, making the link between throughput and financial performance
clear. The distinction between throughput and output, that finished items are produced for a
customer and not for inventory, shows a commonality in the rationale behind both inventory levels

and throughput as operational measures.

Unfortunately, the two measures are not quite as compatible as this suggests and there is a
fine balance to be struck between minimising inventory levels and maximising throughput. As
inventory levels drop, throughput performance becomes vulnerable to disruptions on the shop-floar.
A shop-floor disruption which results in a drop in throughput may undo the financial benefits
gained by operating with low inventory levels. Conversely, to achieve high throughput levels in
the face of executional uncertainty may require unacéeptably high inventory levels. The point at
which to balance inventory and throughput is difficult to identify, let alone achieve on the shop-
floor as it is influenced by uncontrollable variables such as interest rates, taxation levels, exchange

rates, raw materials and energy costs.



1.4. Traditional Approaches To Manufacturing Management

Over the years, production managers have adopted a variety of strategies to the highly
complex task of controlling a manufacturing environment. Unfortunately, none of the approaches
tried so far have provided a satisfactory solution to the problem. This section reviews traditional
approaches to manufacturing management in order to identify the need for a scheduling component.
In the course of this review it will also be made apparent at which point in the manufacturing

management structure a scheduling component is required.

Inventory Control

The earliest mechanisms used to manage manufacturing relied on the monitoring of inventory
levels of finished products. Whenever the inventory level of a particular product fell below a
certain level, a new batch was ordered. The interested reader is referred to [Whitin *57] which
gives a good introduction to the underlying principles of inventory control techniques. All
inventory level mechanisms have three basic parameters which must be given optimal values if
they are to be successful in producing the required products efficiently and on time. The first
parameter to be set is the frequency with which inventory is monitored. Depending on the level of
automation on the shop-floor, this can be a time consuming and relatively expensive exercise. On
the other hand, if it is not performed frequently enough to ensure reasonably accurate data for

inventory levels, it becomes a pointless exercise.

The second parameter which must be set is the level at which it is deemed necessary to order
a new batch of a particular product. The oprimal setting for this parameter is one which ensures
that the new batch will be produced just before demand for the product in question exceeds the
available inventory. In order to give this parameter an optimal value, it is necessary to have

accurate figures for both the lead time and demand for each product being manufactured.

The third parameter, the size of the batch to reorder, is the one which has received most
attention from production managers. The optimal value for batch size is a function of the cost of

storing and the cost of manufacturing a product. As batch sizes increase, setup costs and other



manufacturing costs which are fixed will decrease per item produced. On the other hand, large
batches must eventually be completed and become part of the finished goods inventory, therefore

boosting inventory holding costs. Perhaps the most commonly used technique to calculate a value

for batch size 1s the Harris-Wilson Lot-Size Formula shown below:

where

Q = optimum reorder quantity

R = average demand (items/year)
C3 = cost of setup and reordering

C, = inventory holding cost (cost/item/year)

Just as in the case of setting the re-order level, accurate data are required for product demand,

setup costs and inventory holding costs when calculating re-order batch size.

In practice, inventory control techniques rely on several simplifying assumptions to make
them workable. These assumptions include the notion that each product can be considered in
isolation and that both product demand and lead times are constant. Unfortunately, these
assumptions do not hold in a typical manufacturing environment. For many applications,
inventory control approaches do not perform well, suffering from problems of high inventory
holding costs and a lack of responsiveness to changing demand. Further, as a result of being slow
to respond to change, there is always a risk of inventory becoming obsolete. ~ These problems are a
consequence of the fact that inventory control approaches only respond to changes as and when
they occur; they make no attempt to anticipate change. These weaknesses aside, it should be

noted that inventory control approaches do not address the issue of detailed scheduling at all.

MRP

By the 1970s, fierce competition from Japan combined with soaring interest rates forced

managers in the West to adopt strategies aimed at reducing inventory levels while at the same time



increasing manufacturing responsiveness. To this end, managers turned to predictive methods of
managing production, and Materials Requirement Planning (MRP) [Orlicky ’75] in particular. The
rationale behind MRP systems is that they enable managers to look to the future, thus allowing
them to incCrease inventory levels only when a perceived need justifies it. Activities in an MRP

system fall into three basic stages, as shown below:

(1) Produce a Master Production Schedule (MPS)
(2) Perform Materials Requirements Planning (MRP)
(3) Perform detailed scheduling.

Producing an MPS, which is usually performed as a manual task, gives a forecast of the required
quantities of products for some period in the future, It is derived after considering expected
customer demands, available capacity and the levels of inventory currently available for each

product. It is obviously very difficult to achieve a high degree of accuracy when producing an

MPS.

The output of the MPS stage and the required bills of materials, information concerning the
materials and components necessary to make a particular product, is fed into the MRP stage. The
MRP system then delivers a list of required components and for each component specified, states
the quantity required and at what time manufacture should commence. This stage of the process
also suffers from inaccuracies, the most serious being in the figures used for lead times. Lead
times are assumed to be constant, regardless of the situation on the shop-floor. Over time, the bill
of materials can also become a source of inaccuracy when products are modified and the bill of

materials is not updated to reflect the modification.

The final stage in an MRP system is detailed scheduling. This is the task of allocating
resources to jobs over time. This is a very complex problem, made more difficult by errors fed

into the system at the higher levels. It is not unusual for the scheduling task set by the higher
levels to be a problem with no solution. Once again, the task of detailed scheduling has been

omitted from the set of automated processes.



As experience of MRP systems grew, it became evident that overall performance could be
improved if the system was expanded to cover other aspects of company activities such as business
and production planning. At the same time, increases in computing power made detailed capacity
analysis feasible. This expanded system, called Manufacturing Resource Planning or MRP II
[Wight *81], with an ability to perform detailed capacity analysis, should have made the scheduling
tasks passed to the lowest level of the system more solvable. Unfortunately, like other stages in the
MRP system, this additional stage served only to highlight the need for good quality data if any
potential benefit is to be realised. As in MRP, the detailed scheduling problem is not dealt with in

MRP IL

OPT

By the 1980s it was apparent that MRP systems would not provide all the answers. The
early part of the decade saw the introduction of an alternative methodology for managers,

Optimised Production Technology (OPT) [Harrison ’85). OPT provides the functionality of
traditional MRP systems in a manner which attempts to overcome some of the fundamental
problems associated with MRP systems. Like MRP II, OPT recognises the need to take account of
available capacity before performing detailed scheduling. However, unlike MRP II it does
recognise that it is not sufficient to prioritise the release of orders by their predicted lead times and
subsequently consider capacity constraints. The lead time of an order is dependent on the capacity
requirements of other orders in the schedule and therefore must be considered in conjunction with
capacity constraints. OPT views capacity constraints in terms of bottleneck resources, based on

the premise that if bottleneck resources achieve 100 % utilisation throughput will be maximised.

OPT implements these concepts in a software package which first schedules bottleneck
resources in an "optimal’ manner, possibly resulting in alterations to predicted lead times, and later
deals with non-bottleneck resources. It is the OPT literature which claims that bottleneck
resources are scheduled in an optimal manner. However, as has been discussed already, it is very

difficult to define what is actually meant by schedule optimality therefore casting doubt on this
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claim. It is highly likely that what is meant is that OPT achieves some local form of optimality
with respect to bottleneck resource utilisation. Although it provides an improvement to traditional
MRP systems, OPT retains the notion that scheduling is essentially an off-line task. Bottleneck
resources are not static entities as assumed by OPT, since in the face of real world uncertainty they
become highly dynamic. A schedule which achieves maximum throughput for a predicted set of

bottlenecks is likely to become highly suboptimal when the set of bottlenecks change.

JIT

Despite large scale investment in technologies to support manufacturing management,
Western industry remains significantly less efficient than its Japanese counterpart. It is not
surprising then, that the West has taken an interest in the manufacturing methods used by the
Japanese, The methodology, or some would say philosophy, creating most interest in the West at

the moment is Just-In-Time (JIT) manufacture. The JIT philosophy [O’ Grady '88] is based on

the four objectives shown below:

(1) Attack fundamental problems.
(2) Eliminate waste.

(3) Strive for simplicity.
(4) Devise systems to identify problems.

The first objective is concerned with removing problems such as bottleneck resources, unreliable
machines, high scrap rates and poor quality suppliers. It is argued that having removed these
fundamental problems both WIP levels and product lead times can be significantly reduced. For
the second objective, any process which does not add value to the product, such as transportation,
inspection, setup and storage is defined as waste. To achieve the third objective of simplicity, two
areas are targeted, the first being material flow. A JIT philosophy requires a move away from
traditional process layout, where resources are located near similar resources, to a product flow line
where the resources to produce a family of products are located together. The second area
targeted concerns the control of flow of materials through the shop-floor. The method favoured by

proponents of JIT is the pulVKanban system. This requires work to be pulled through the factory
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by demand rather than the traditional approach which pushes work through. Work centres,
organised in flow lines, only produce work when there is 2 demand for it upstream. The

pul/Kanban system is one of two systems commonly used to satisfy the fourth objective, the other

being the use of statistical quality control to identify problems.

Presented in this manner, JIT appears to remove the need for complex production scheduling.
Indeed, this has been shown to be the case in several successful applications such as the Toyota
Corolla production line in Japan and at Harley Davidson in the USA. However, for many
applications JIT may not be a workable manufacturing methodology. It is not always possible to
reduce scrap rates significantly; there may be technological problems. Cost or space limitations
may be inhibiting factors when the prescribed solution is to increase capacity at bottleneck
resources. Poor quality suppliers may be a fact of life if the supplier in question has no
competition. Where many resources are shared between product lines, it is unlikely to be feasible
to convert from a process layout to product flow lines. Within such a framework a simple
pull/Kanban system to production scheduling is unlikely to be effective and therefore does not

remove the need for detailed production scheduling.

Conclusion

With a single exception, the approaches to manufacturing management discussed in this
section present a common view of the scheduling problem. JIT, the odd one out, takes the view
that it is possible to create an environment in which scheduling becomes a trivial task while all the
others view scheduling as a static and deterministic optimisation problem to be performed off-line.
Within this framework, the link between the contributions made by the Operational Research (OR)
community to the scheduling problem and the traditional view held by industrial management
becomes clear. Traditional applications of techniques such as Dynamic Programming, Branch and

Bound Search and Integer Programming share this traditional view of scheduling.

This thesis, and a growing number in the Artificial Intelligence community, perceive

scheduling to be a dynamic and stochastic satisfaction problem. The traditional view fosters the
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false notions that a static model of the problem is adequate and that the resulting schedule will be
executed precisely as specified. These are not the only problems facing traditional approaches.
The techniques developed within the OR community suffer from an inability to represent the
information necessary to solve scheduling problems and are computationally very expensive. The

consequence of having an inadequate problem representation is that when a solution is produced, it

solves the modelled problem and not the real one. In an attempt to circumvent the problems of
computational expense, the model of the problem being addressed is often simplified, thus

aggravating the discrepancy between the generated and desired solution.

1.5. Contributions of This Work

Perhaps the largest contribution which Artificial Intelligence makes to any problem, is an
ability to represent significanly more of the available knowledge relating to the task.

Representations of both the problem and scheduling heuristics can be much richer, Through the
1980s there has been a growing realisation that richer knowledge representations alone are not
sufficient to solve the difficulties present in real world scheduling problems. The real world
scheduling environment is dynamic and stochastic, not static and deterministic. For an automated
scheduling system to be successful in real world domains it must address the issues of executional
uncertainty, conflicting scheduling objectives and combinatorial complexity. Consequently, it is
necessary to review the very nature of the scheduling task. This thesis holds the view that the
scheduling problem in general and manufacturing in particular is an on-line, dynamic and stochastic

satisfaction problem.

The contributions of the work presented in this thesis are twofold. Firstly, a problem-solving
architecture suitable for addressing the scheduling problem when viewed in this way is presented.
The architecture is hierarchical, asynchronous and distributed in nature. This has obvious benefits
in manufacturing domains which are themselves hierarchical, asynchronous and distributed. The

task of managing problem-solving effort appropriately is a major concern for any problem solver.
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This is particularly true for a distributed asynchronous problem-solver. The second contribution of
this thesis concerns the issues of managing problem-solving effort within such a problem-solver
effecively. This thesis proposes an opportunistic approach to the difficult task of managing
problem-solving effort. The approach presented here was shaped largely by the requirements of a

scheduling system which must operate in real world scheduling domains.

1.6. Context of Work

ALVEY project, IKBS Praducn?on Control in Heavy Manufacturing Industry provided
financial support for the work described in this thesis. The project was a collaborative effort
involving the University of Strathclyde, British Alcan Plate Ltd. and YARD Ltd.. British Alcan
Plate Ltd. provided the project with a demonstrator site on which to develop and test the work
being carried out at Strathclyde. The site selected is an aluminium plate manufacturing plant
located at Kitts Green in Birmingham. This site was chosen for two reasons. Firstly, it already
had the infrastructure necessary to support an IKBS scheduler. This includes integrated systems
to perform tasks such as sales order handling, process planning and shop-floor reporting.

Secondly, it has very real scheduling problems.

1.7. Thesis Plan

Chapter 2 presents a review of work considered necessary for a full appreciation of the
remainder of this thesis. It views scheduling as a specialisation of problem-solving and starts by
reviewing techniques available for focusing problem-solving effort. As many of the techniques
reviewed were introduced before scheduling had established itself as a research area in Al, the
development of these techniques is traced largely through the planning literature. Having reviewed
the techniques available, the application and extension of these techniques in scheduling systems is
considered in some detail. It is argued that recent advances in scheduling technology should be

combined with advances in distributed computing technology to address the difficuldes of the
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dynamic, stochastic and distributed nature of the real world.

Having identified the potental benefits of such a combination, chapter 3 introduces DAS, a
scheduler with a problem-solving architecture which facilitates this. A detailed account of how
DAS views the scheduling problem is presented before a description of the system itself. Both the

motivation for the architecture and the architecture itself are discussed.

In order to gain any benefit from the problem-solving architecture introduced in chapter 3, it
is necessary to support it with mechanisms capable of managing problem-solving effort effectively.
The mechanisms which focus and co-ordinate problem-solving effort in DAS are presented in
chapter 4. Problem-solving effort is managed by a constraint maintenance system, conflict

resolution techniques, an operation priority mechanism and agent communication via message-

passing.

Chapter 5 presents a case analysis of DAS. It demonstrates that DAS has both an

appropriate problem-solving architecture and the mechanisms necessary to manage problem-solving

effort in real world scheduling environments.

Finally, chapter 6 summarises chapters 1 to S, considers areas of future work and presents the
conclusions of this thesis. The future work section discusses both extensions and empincal
analysis, and is followed by a few concluding remarks. Here it is concluded that the architecture
and mechanisms presented lend themselves very well to the opportunistic approach required to

address the problem of scheduling in a dynamic environment,



CHAPTER 2

A Review of Problem-Solving Techniques and Scheduling Systems

2.1. Introduction

Scheduling is an example of a problem-solving activity, and as such has a great deal In
common with other specialisations of problem-solving. It is appropriate therefore to review some
general problem-solving techniques, their application to scheduling, and individual scheduling
systems. This review deals first with some established techniques, followed by a detailed analysis

of specific scheduling systems.

The terms Problem, Algorithm and Heuristic, formalised in papers describing the Logic
Theory (LT) machine [Newell et al *57), are now commonly used throughout the problem-solving
literature. Generally speaking, an algorithm can be defined as a generator of solutions which is
guaranteed to find a solution to a problem if one exists. A heuristic, on the other hand, is defined
as a process that may solve a given problem if a solution exists, but offers no guarantee of doing
so. In both heuristic and algorithmic cases, the computational cost of generating and evaluating
potential solutions is significant. For problems of combinatorial complexity such as scheduling,
this computational cost is a major source of concem. It is not the computational cost associated

with each individual potential solution that is of significance, but rather the combined cost of the

many potential solutions.

Efficient algorithms exist for only a very few problem-solving activities. Finding the
maxima for simple difi'erentiable functions or special case scheduling tasks involving one or two
machines (eg. Moores’s algorithm [Moore '68], Lawlers’s Algorithm [Lawler *73] and Johnson's
algorithm [Johnson *54]) provide examples of problem-solving activities with known algorithmic
solutions. Complete enumeration, or the British Museum algorithm as it is sometimes known,

offers an algorithmic solution to all problem-solving activities. Unfortunately, the computational

15
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cost of the Briush Museum Algorithm is prohibitive for all but the most trivial of problems.
Consequently, problem-solving research, including scheduling, has concentrated mainly on methods

of improving the performance of heuristic search.

Casting a problem as a state-space search involves traversing a search space made up of
nodes in an attempt to find a solution. [Each node is different to every other node in the search
space and corresponds to one partial solution to the problem. When viewing scheduling as an
example of state-space search, each node of the search space corresponds to an instantiation of a
possible schedule. Many nodes, sometimes all, will correspond to illegal schedule solutions. It is
the aim of heuristic search mechanisms to focus problem-solving effort on areas of the search space
which contain legal solutions to the problem at hand, thereby improving search performance.
Within state-space search, it is possible to identify two fundamental tactics available to such
mechanisms. They can attempt to focus effort either by reducing the number of nodes to be
visited, or by determining the order in which they are to be visited. Both can have a major impact
on the efficiency of a search mechanism, and ideally should be used together to achieve maximum

benefit.

This review regards scheduling as a heuristic search process and discusses techniques and
systems with respect to their ability to effectively focus problem-solving effort by means of the two
tactics mentioned above. In section 2.2, significant developments in the techniques available for
focusing problem-solving effort which existed prior to the establishment of scheduling as a field in
Al are discussed. The development of these techniques is traced largely through the planning
literature for two reasons. Firstly because it is an established field and secondly because of its
close relationship to scheduling. Existing scheduling systems are reviewed in section 2.3 giving an
insight into how the techniques discussed in section 2.2 have been applied to, and extended within,
the scheduling domain.
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2.2. Techniques

2.2.1. Evaluation Functions

The use of evaluation functions to augment blind search techniques such as depth-first and

breadth-first, represents one of the earliest attempts to utilise heuristic information to enhance

search performance. Evaluation functions provide a means of rating the individual nodes of a

search space. A rated search space is one for which an evaluation function exists. An evaluation
function attempts to give a measure of how similar the state represented by a node is to a goal
node. A goal node is a node which represents a state considered to be a solution to the search.
Within algorithms A* [Nilsson '71] and B* [Berliner *79] evaluation functions are used to improve
search order. Evaluation functions are also employed within the branch-and-bound [Land et al
’60] search technique. While heuristic methods provide no guarantee of success, it is hoped that

by using evaluation functions a goal node will be found earlier than if a blind search technique was

used.

The most obvious use of an evaluation function is as a guide when selecting which node to
expand next. However, they can also be used to select the most promising operator to apply at
any given point in the search [Fox M.S. '83], thus guiding the method of expansion. Later search
algorithms, such as Beam Search [Winston '77a], use evaluation functions to both order and prune
the search space. Within a beam search, pruning is achieved by expanding only the n nodes which
are rated most highly at each ply in the search. A general theory of the use of evaluation

functions to guide search is given in [Hart et al 68].

In [Nilsson *71], a general problem-solving text, a distinction is made between state-space
search methods and problem-reduction search methods. Incremental state-space search methods
deal only with problem states and the operators which generate one state from another. On the
other hand, problem-reduction methods attempt to reason backwards from the problem to be solved
using problem-reduction operators, to establish subproblems. Problem-reduction methods are

discussed here because they provide further examples of the use of evaluation functions. The
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problem-reduction process is applied iteratively until the original problem is resolved into a set of
primitive problems. In order to maintain a common metric with which to compare the various
techniques, this review considers problem-reduction as a technique aimed at enhancing the
performance of state-space search and views state generation within state-space methods as a trivial
form of problem reduction. This is not wholly inconsistent with Nilsson’s view. He suggests that
problem-reduction methods can be viewed as a means of enumerating the separate searches for

subpaths between proposed stepping stones in the state-space, and for monitoring the progress

towards assembling subpaths into complete solutions.

Problem-reduction methods are used to search AND/OR graphs rather than state-space
graphs, Algorithms such as mini-max [Winston '77b] and Alpha-Beta [Knuth et al '75] use
evaluation functions during the search for a solution tree, a structure which identifies a set of
possible “stepping stones” for a state-space search. As in state-space methods, evaluation
functions attempt to select the node whose expansion is most likely to succeed in leading to a

solution.

While evaluation functions can perform a useful role during problem-solving, they are of
limited use in complex problem domains. As the degree of domain complexity increases, sO t0O0

do the problems of encoding the appropriate heuristic knowledge into an evaluation function.

2.2.2. Means-end Analysis

Means-end analysis is a technique commonly used by human problem solvers when
performing tasks such as route planning or theorem proving in elementary symbolic logic. Itis a
problem-reduction type search method based upon detecting the difference between the current state
and the desired goal state. Having detected the difference, this knowledge is then used to generate
subgoals which, if achieved, will reduce the difference between the current state and the goal state.
This subgoal generation mechanism is applied repeatedly until the generated subgoal matches the

desired goal state.
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Although other researchers, for example [Duncker '45), had previously reported the use of
means-end analysis by subjects solving problems, it was Newell, Shaw and Simon who first
specified the technique rigorously and implemented it on a computer. It was in their work in
developing the General Problem Solver (GPS) [Newell et al *59] that they implemented means-end
analysis as a problem-solving approach. A simple example of the use of means-end analysis to
prove a theorem in elementary symbolic logic is given below. For the example, one axiom and

two rules of inference are required.

Axiom: (p OR p) implies p

Substitution: any expression may be substituted for any variable in any theorem, provided that
the substitution is made throughout the theorem,

Replacement:  a coanective caa be replaced by its definition, and vice versa, in any of its

occurrences. (eg. p implies q is defined as Not-p OR q).

Example:

(p implies Not-p) implies Not-p (Theoram to be proved)

1. (A OR A) implies A (axiom)

2. (Not-A OR Not-A) implies Not-A (Subs. of Nct-A for A)

3. (A Impliea Not-A) implies Not-A (Repl. of OR with {mplies)
4. (p implies Not-p) implies Not-p (Sube. of p for A; QED)

At each step of the proof, an auempt is made to reduce the difference, measured in some ad-hoc

way, between the current expression and the desired goal expression.

Means-end analysis is a heuristic search mechanism which employs both search space
pruning and search ardering to good effect. The search is guided from node to node in an order
which reduces the difference between the current node and the goal node. As mentioned in the
preceding section, problem-reduction search methods such as means-end analysis make use of
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