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Abstract

This thesis 1s concerned with advancing the modelling of indoor air flow and internal surface
convection within dynamic whole-building simulation. The path taken is the conflation of computa-
tional fluid dynamics (CFD) techniques with dynamic whole-building simulation, with an accurate

treatment ot the co-dependencies between these modelling domains.

Two flow responsive modelling techniques were devised and implemented within the ESP-r
simulation program to achieve the research objectives. The adaptive convection algorithm enhances
ESP-r’s thermal simulation domain by dynamically controlling the simulation of internal surface con-
vection. Empirical methods were extracted from the literature and a new method for characterizing
mixed flow convective regimes was created to provide the algorithm with a basis of 28 convection
coefficient correlations. Collectively these methods can calculate convection coefficients for most
flows of practical interest. Working with this suite of correlations, the algornthm assigns appropnate
equations to each internal surface and adapts the selection in response to the room’s evolving tlow

regime.

The adaptive conflation controller manages all interactions between the thermal and CFD mod-
elling domains. The controller incorporates the latest turbulence modelling advancements applicable
for room air flow simulation and possesses a suite of handshaking and thermal boundary condition
treatments. The job of this adaptive conflation controller 1s to monitor the evolving thermal and air
flow conditions in the room and dynamically select an appropriate combination of modelling
approaches for the prevailing conditions. The two control schemes implemented to demonstrate the
controller make use of a double-pass modelling approach. Each time-step that the thermal domain
handshakes with CFD, the adaptive conflation controller performs an investigative simulation to
approximate the room’s flow and temperature field. Using these estimates, the controller calculates
dimensionless groupings to determine the nature of the flow (forced, buoyant, mixed, fully turbulent,
weakly turbulent) adjacent to each internal surface. This information is used to select suitable bound-
ary condition treatments for each surface. A second CFD simulation is then performed using the
refined modelling approach to more accurately resolve the room’s air flow and temperature distribu-
tion, and to predict surface convection. In order to protect the thermal domain, a two-stage screening

process is used to assess (and where necessary reject) the CFD-predicted surface convection estimates.

These adaptive modelling techniques advance the modelling of indoor air flow and internal sur-

face convection within whole-building simulation.

Vil



Acknowledgements

I would first like to acknowledge the support of my thesis supervisor, Professor Joe Clarke. He

inspired, motivated, and challenged me throughout the course of my studies. He has been a mentor to

me 1n the true sense of the word.

Many thanks to the staff and students at the Energy Systems Research Unit for creating a stimu-
lating, welcoming, and positive atmosphere. 1 would especially like to thank Paul Strachan, Jon Hand,
Milan Janak, Lor1 McElroy, Iain MacDonald, Nick Kelly, Bill Dempster, Cameron Johnstone, and Jan

Hensen for many interesting conversations, hillwalks, and outings to the pub.

I wish to express the sincerest gratitude to my managers at Natural Resources Canada, Mark
Riley, Frank Campbell, and Bryan Cook. This thesis would never have been written had they not
believed in me and had the vision to support my studies. Special thanks to Sherif Barakat of the
National Research Council of Canada for acting as my local thesis supervisor. His constant encour-
agement and challenging questions helped keep me pointed in the right direction. My colleagues 1n
the Buildings Group at Natural Resources Canada have been an incredible support to me and source of
encouragement. If they had not covered for me during my many absences (physical and mental) my
mind would not have been sufficiently free to create. I could not ask for a finer group ot colleagues.
Special thanks to Rachel Beausoleil-Morrison, Jeff Blake, Jon Hand, and Duncan Phillips, who took

the time to review and comment on sections of the manuscript.

I would never have thought to write this thesis had my parents not taught me the value of educa-
tion and hard work, and raised me to believe I could achieve anything I set my mind to. A very spe-
cial thanks to my family and friends who have understood and accepted my distracted state and infre-
quent communications over the past four years. And to my Scottish family, who have accepted me

with open arms during my many trips to Glasgow. I will have fond memories of these visits for the

rest of my life.

Finally, and most importantly, I wish to express my warmest appreciation and love for my wite,
Rachel Chantal Beausoleil-Morrison. I could not have accomplished my goal without her unfaltering
support, encouragement, and inspiration. During the past half year, she stubbornly refused to allow
my mind’s stressed and exhausted state to distort reality. She also selfiessly accepted my lack of atten-

tion and time. C’est impossible pour moi de décrire en mots I’amour que j’al pour to1, Rachel.

Viil



acll

List of Symbols

Neighbouring and self-coupling coefficients of the discretized
finite volume equations, or Churchill-Usagi blending coefficient

Volumetric flow rate measured 1n room atr changes per hour

Area or onstant representing wall roughness

Archimedes number

Source term coefficient of the discretized finite volume equations

Specific heat

Empirical constant in £ — € model, or correlation constant

Empirical constant in £ — £ model, or correlation constant

Correlation constant
Empirical constant in A — € model

Hydraulic diameter

Constant representing wall roughness

Shear force

Gravitational acceleration
Grashof number
Convection coefhcient
Height of a vertical surface

Grid indices 1n x and v directions

Thermal conductivity or turbulence kinetic energy

A length scale
A length scale

Mass flow rate
Nusselt number

Pressure
Prandt] number = ¢, u/k

Heat flow
Heat flux

Heat source

Equation residual

1X

Saclh}
{m°} or { }

{J/kgK }
)
v
-

.
umy

(N}
{m/s*}

{W/im*K
{m}

{W/imK} or
{m?/s*}

{m]

{m}

1hgls;

{Paj
L)
18
{W/mz}
(W/m®)



List of Symbols

Ra Rayleigh number
Re Reynolds number
t Time {seconds }
T Temperature {K or °C}
T Reference temperature {K or °C}
1 Velocity component in x-direction {m/s}
y Velocity component in y-direction ' {m/s}
[ Volume {m>}
4 Volumetric flow rate {m?/s}
V Magnitude of time-mean velocity {m/s}
W Velocity component in =-direction §m/s}
U ; Velocity components expressed in tensor notation {m/s}
X.V, Z Cartesian coordinates {m}
X Cartesian coordinates expressed in tensor notation {m}
Greek symbols
I Turbulent heat diffusion {Pa - s}
p Fluid density {kg/m>}
U Molecular viscosity {Pa - s}
U, Eddy viscosity {Pa - s}
B Thermal expansion coefficient of air (K™Y
A¢ Property difference between two points (¢ could be temperature, pres-
sure, etc.)
Ay py Distance 1n y-direction between P and N solution points $m}
AT Temperature difference (e.g. between surtace and room air) {°C}
0, An independent variable (temperature, pressure, turbulence energy, etc.)
4 Shear stress {N/m*}
£ Dissipation rate of turbulence energy {m?/s>}
of turbulent Prandtl number {}
0, Kronecker delta; =0 wheni# j,=1 wheni=j { }
o Empirical constant in £ — & model {1}
o, Empirical constant in & — £ model {
K von Karman’s constant {1
Ax, Ay, Az Width, depth, and height of a contro! volume {m}




Subscripts
back — loss
C

CONV

e

elec — input
diffuser

E

h

nb

q

7
FOOM

room — air

List of Symbols

Conduction loss through heat transfer meter

Convection

Convection

State at east face of control volume

Electrical energy input to a heat transfer meter

Property measured at diffuser supplying air to room

State at solution point of east neighbouring control volume
State at high face of control volume

State at solution point of Aigh neighbouring control volume

A quantity evaluated within the inner layer of a natural convection

bounary layer
State at /ow face of control volume
State at solution point of /ow neighbouring control volume, or a

dimensionless quantity evaluated with length scale L

State at north tace of control volume

Neighbouring control volumes

State at solution point of north neighbouring control volume
A quantity evaluated within the outer layer ot a natural convection
bounary layer

State at solution point of control volume under consideration
A scaled quantity based on the surface convection heat flux
Radiation

Property of room air

Averaged property of the room air

State at south tace of control volume

State at solution point of south neighbouring control volume
Surface

State at west face of control volume

Variable evaluated at a wall

State at solution point of west neighbouring control volume
Plant interaction

Solar gain

Radiant energy from casual sources

Convective energy from casual sources

State at node under consideration

X1



[-1,1+1
.
Superscripts

* %

1+At

List of Symbols

State at neighbouring nodes

A flow property based on the wall friction

Value of solution variable at a previous solver iteration

Guessed value for a solution variable, or a dimensionless quantity
A dimensionless quantity

Correction-term for a solution variable, or the fluctuation of a solu-
tion variable about its time-mean value

Time-mean quantity of a solution variable

Value of a variable at the beginning of a sunulation time-step

Value of a variable at the end of a simulation time-step

X11




CHAPTER 1

Introduction

1.1 The Evolution of Building Simulation

Early approaches

Until the mid 1960s only simple hand-calculation methods were available for estimating energy
usage in buildings. The degree day method was commonly used to calculate heating energy require-
ments while, according to Ayres and Stamper (1995), the common approach for estimating cooling

energy requirements (at least in North America) was the equivalent full load hour (EQFL) method.

The more detailed bin method was used for both heating and cooling analyses.

Degree days, a measure of a climate’s severity, are calculated by integrating over the year the

daily-averaged outdoor-air temperature relative to a fixed Dbase (often 18 °(C),

DD =) lday - [Toudoors — Thase]- Degree days for various locations were tabulated, published and used in

conjunction with the steady-state peak heating load and a fixed heating-system efficiency to estimate
the usage of heating fuel over the year. Although 1t was useful at the time, the degree day method
neglected many significant factors, such as transient thermal storage in building materials, solar gains,
internal gains, variations in outdoor-air venttlation and infiltration rates, and the non-steady operation
of heating equipment. Similarly, the EQFL method estimated the cooling energy consumption by
multiplying the steady-state peak cooling load by a climate severity factor. In this case, climate sever-
ity was quantified by EQFL, a factor equal to the length of time the cooling equipment would have to
operate at full capacity to satisfy the annual cooling load. The efficiency of the cooling equipment

was characterized by a single and constant factor.

As with the degree day approach, the bin method treats outdoor air temperature as the indepen-
dent variable in the analysis. The analysis period—usually a year 1n that era—is sorted into "bins"
according to the outdoor temperature. Each bin thus contains the number of occurrences (usually
measured in hours) within its range of outdoor temperatures (typically ~3°C wide). The energy con-
sumption of each bin is determined (independently) using simplified steady-state approaches much
like those of the degree day method. The predictions from all bins are then summed, yielding an esti-
mate of the building’s heating and cooling energy consumption. Compared to the degree day
approach, the bin method allows some assumptions about fixed conditions to be dropped: infiltration
rates and cooling system efficiencies can vary with indoor-outdoor temperature difference, for exam-

ple. However, the bin method implicitly assumes that energy flows within the building are exclusively
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a function of indoor-outdoor temperature difference; therefore the timing (even day versus night) of
solar and internal gains, and transient indoor conditions cannot be explicitly considered. Although
more resolved binning approaches have been introduced in an attempt to address this fundamental

shortcoming, the unifying characteristic of all bin methods is that time has been eliminated as a vari-

able 1n the analysis.

True simulation methods

The first true simulation methods—true in that they attempted to imitate physical conditions by
treating time as the independent variable—appeared in the mid 1960s (e.g. GATC 1967). Because
computing resources were limited, slow, and extremely expensive it was necessary to subdivide the
problem domain. The so-called Loads-Systems-Plant (LSP) modelling strategy was commonly
employed 1n these early approaches, it subdividing the simulation of the building into three sequential
steps. The building’s heating and cooling loads are first calculated for the entire analysis period (often
a year) for an assumed set of indoor environmental conditions. These loads are then imposed as
inputs to the second step of the simulation, which models the plant’s air handling and energy distribu-
tion system' (fans, heating coils, cooling coils, air diffusers, etc.). This second simulation step (also
conducted for the entire analysis period) predicts the demands placed on the plant’s energy conversion
- systems” (boilers, chillers) and related equipment (cooling towers and circulation pumps). Finally, the
energy conversion and related systems are simulated in the third step, receiving as input the results of
the second step. Obviously, the sequential nature of the LSP approach neglects interactions between
the steps. The impact of undersized heating or cooling equipment cannot be considered. Further-
more, situations in which there 1s strong coupling between the steps (e.g. the impact of the air han-
dling system on 1infiltration; the impact of room temperatures on occupant behaviour such as the open-

ing and closing of windows) cannot be adequately treated.

Many of the early simulation methods utilized simpliﬁed approaches for modelling building
loads, such as the time-averaging approach, which smeared internal heat gains over a period of time to
roughly approximate the transient thermal storage, radiation, and convection processes that were actu-
ally occurring. New techniques were introduced to address such shortcomings. The pioneering work
of Stephenson and Mitalas (e.g. 1967) on the response factor method sigmficantly advanced the mod-
elling of transient heat transfer through the opaque fabric and the heat transfer between internal sur-
faces and the room air. They utilized the principle of superposition to decompose the complex non-
linear heat transfer system into a summation of responses of the component parts. This allows, for
example, solar insolation to be modelled with a simple algebraic summation, using weighting factors
which relate the convection (of heat to the room air) to the solar radiation absorbed by internal sur-

faces at previous periods of time. Heat transmission through the walls is calculated by another

I Sometimes referred to as the secondary heating, ventilation, and air conditioning (HVAC) system.
2 Sometimes referred to as the central plant or the primary HVAC system.
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(independent) summation, this one operating on the time-series history of wall surface temperatures.

In ettect, the response factor method decouples the treatment of solar insolation from the modelling of

heat transfer through walls.

Heat-balance approaches

Heat balance approaches were introduced in the 1970s (e.g. Kusuda 1976) to enable a more rig-
orous treatment of building loads. Rather than utilizing weighting factors to characterize the thermal
response of the room air to solar insolation, internal gains, and heat transfer through the fabric, this
methodology solves heat balances for the room air and at the surfaces of fabric components. These
heat balances consider all important energy flow paths: transmission through the fabric, longwave
radiation exchange between internal surfaces, solar insolation, convection from the indoor air to wall
and window surfaces, etc. The heat balances are formed and solved each time step to estimate surface
and room-air temperatures, and heat flows. The heat balances replace the room-air weighting factors,
although response factors (or z-transfer functions, a similar but more efficient arrangement) are still
employed to calculate the heat transmission through the opaque fabric. Although more computation-
ally demanding than room-air weighting factors, the introduction of the heat balance approach allowed
some significant assumptions of linearity to be dropped. For example, convection coefficients charac-

terizing heat transfer from internal surfaces to the room air could respond to thermal states within the

room., rather than being treated as constant.

Numerical discretization and simultaneous solution techniques were developed as a higher-reso-
lution alternative to the response factor methods (Clarke 1977). Essentially, this approach extends the
concept of the heat balance methodology to all relevant building and plant components. A finite-vol-
ume (or finmte-difference) discretization approach to the conservation of energy 1s employed to repre-
sent the opaque and transparent fabric, internal air spaces, and plant components. This approach does
not demand the assumption of linearity—a prerequisite when using response factors (or z-transfer
functions) to calculate fabric transmission—thus allowing material properties to vary with temperature

and time. As well, it provides flexibility in the choice of simulation time steps (1.e. sub-hourly).

HVAC and air flow modelling

More complex and rigorous methods for modelling HVAC systems were introduced 1n the
1980s. Transient models and more fundamental approaches were developed (see Lebrun, 1982, for
example) as alternatives to the traditional approach which performed mass and energy balances on
pre-configured templates of common HVAC systems, the components of which (fans, coils, boilers,
etc.) were represented by overall efficiency values, calculated by curve fits to manufacturers’ data.
Additionally, in the 1980s the simulation of building loads and HVAC were 1ntegrated 1n order to con-

sider the important interactions between the two (e.g. McLean 1982, Clarke 1982, Tang 1985, Park et



Introduction

al 19895).

Activity 1n the building simulation field was not limited to thermal considerations. Parallel work
was underway on air flow modelling. Methods were developed for estimating wind and buoyancy-
driven infiltration rates (e.g. Sherman and Grimsrud 1980), while at the other end of the resolution
spectrum, computational fluid dynamics (CFD) approaches were being applied to simulate the details
of air tlow patterns within single rooms (Nielsen, 1974, is credited with the first application). In the
1970s multi-zone network air flow models were developed for simulating both infiltration and internal
air flow (e.g. Jackman 1970, Sander 1974; see Feustel and Dieris, 1992, for a review). These are
macroscopic models, which réi)resent large air volumes (e.g. rooms) by single nodes, and predict flow

through discrete paths (e.g. doors, cracks).

The thermal and air flow simulation approaches did not begin their convergence until the mid
1980s (e.g. Walton 1983, Maver and Clarke 1984), at which time the multi-zone network air flow
models were integrated into thermal models to couple the simulation of heat and air flow, and to ana-
lyze pollutant dispersion within buildings. Until this time, the thermal simulation tools focussed
strictly on energy processes. Although the thermal impact of both air infiltration and (1n some cases)
inter-zone air flow was considered, flow rates were either user-prescribed or estimated using simplified
approaches. Air flow was not simulated, but rather merely 1ts impact considered in the thermal simu-
lation. As a result, configurations in which heat and air flow were strongly coupled (e.g. naturally
ventilated buildings) could not be accurately simulated. Neither could configurations in which an
accurate characterization of surface convection was critical (e.g. convection at windows 1n rooms with
varying ventilation rates), because it was not possible to simulate the influence of dynamic flow

regimes on the convective heat transfer.

Increased resolution and scope

In addition to these fundamental methodological developments, more rigorous, accurate, and
highly resolved methods have been—and continue to be—developed for many of the significant heat
transfer paths. Detailed approaches are now available for treating, to name only a few: inter-surface
radiation exchange (ray-tracing approaches for view-factor calculation in conjunction with radiosity
models); longwave radiation from external surfaces to the sky (with time-varying sky temperatures);
time-dependent shading and insolation patterns; transient heat exchange with the ground (time-varying
eround temperatures and transient heat storage of the surrounding soil); and three-dimensional heat
transfer through the fabric. Additionally, building simulation continues to expand in scope beyond its
original thermal focus, to integrate the simulation of related domains, such as illumination, electric
power flow, occupant comfort, moisture transfer through the fabric, and gaseous pollutant migration.
This continual evolution towards higher resolution and integrated simulation approaches 1s driven by

the need to address the complex nature of real-world design and analysis problems. Rapidly
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expanding computing power has been a significant factor in the evolution, eliminating the prime moti-

vating factor for many of the simplified methods.

User perspectives

Usage of simulation by the design professions is growing. In large part this is attributable to the
convincing evidence that the effective application of simulation can lead to more energy efficient,
comfortable, and healthier buildings. Another driving factor is that building regulations are increas-
ingly relying on simulation for demonstrating compliance (e.g. NRC 1997, CEC 1999). Moreover,
simulation tools form a key component of many government and utility energy efficiency programmes
(e.g. NRCan 1999). As a result of this growing demand, building designers and analysts will continue
to call for models that more closely resembie reality, necessitating continual refinement in the treat-

ment of the relevant physical processes.

Notwithstanding the growth in simulation usage, many significant barriers—in addition to the
need for more refined models—remain. For example, many users (and potential users) perceive that
the learning curve for simulation is too steep; that user interfaces are too cumbersome; and that data
gathering and input time i1s too onerous. There are also liability concerns over design decisions
derived from simulation-based analyses, and questions regarding the credibility of results. Initiatives
are underway to address these barriers. These range from creating user interfaces that are responsive
to the 1iterative and evolving nature of the building design process (Hand 1998); to enabling the use of
simulation at the conceptual design stage (Papamichael 1999); to allowing simulation programs to
share data models with other tools such as CAD drawing packages (Bazjanac and Crawley 1997;
Clarke et al 1995¢). The delivery of training and the production of learming materials (e.g. Hand et al
1998) 1s also receiving increasing attention. Additionally, many validation exercises have been con-
ducted (e.g. Judkoff and Neymark 1995; Lomas et al 1994; Jensen 1993) and test procedures devel-
oped (e.g. ASHRAE 1998) to assess, improve, and demonstrate the integrity of simulation tools.
Without doubt, removing barriers to the use of simulation by the design professions will continue to

be a focus 1n the building simulation field for years to come.

Continuing the evolution

Although the accomplishments of the past three and a half decades have been significant, further
evolution is required in some key modelling areas to meet the demands of users. One such area—the
focus of the current work—is advancing the modelling of indoor air flow within the context of whole-
building simulation, while concurrently accurately treating the impact of this flow on heat transter at
internal building surfaces. The path taken is the conflation of high-resolution indoor air flow mod-
elling with dynamic whole-building simulation, with an accurate treatment of the co-dependencies

between the modelling domains. This work encompasses two highly related components. The first
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concerns the integration of CFD techniques to improve the modelling of indoor air flow, while the sec-
ond relates to modelling the impact of indoor air flow on convective heat transfer at internal building

surfaces. Issues pertinent to each of these components are raised in the subsequent sections to place

the work in context. Following this, the objectives of the research are outlined.

1.2 The Integration of CFD

CFD has been widely and successfully applied in the prediction of room air motion for a quarter
century. Whittle (1986), Nielsen (1989), and Jones and Whittle (1992) provide a thorough review of
the applications. Due to high computational requirements analysis is usually restricted to single
rooms or spaces within buildings. Prediction accuracy is—as with all modelling techniques—highly
sensitive to the boundary conditions supplied (assumed) by the user (e.g. Awbi 1998; Emmerich 1997;
Xu and Chen 1998). Essentially, the flow inside the CFD solution domain (i.e. a room) is driven by
the boundary conditions. The importance of boundary conditions is underlined by Versteeg and

Malalasekera (1995) who describe a CED solution as nothing more than the extrapolation of boundary

conditions 1into the domain interior.

The application of boundary conditions with whole-building thermal simulation 1s relatively
straightforward. The model boundary is (typically) placed at the exterior of the building fabric.
Boundary conditions can be established in the form of exterior conditions—dry-bulb temperature,
wind velocity, humidity, etc.—drawn from an appropriate weather-data file. However in modelling
room air flow with CFD, the model boundary i1s located within the building. The user must supply
boundary conditions in the form of internal wall conditions (surface temperatures or heat tiow) and air
flows entering or leaving the room. The fundamental dilemma 1s clear: a room does not exist 1n 1sola-
tion. Wall temperatures and air flows through openings are dynamic and dependent on external
weather conditions, states prevailing throughout the rest of the building, and the operation of plant
equipment, these in turn depending on conditions within the room. CFD researchers have begun to
address this issue by integrating dynamic fabric models and inter-surface radiation models into CFD
codes (e.g. Holmes et al 1990, Chen et al 1995, Moser et al 1995, Schild 1997). This allows room air
flow to be calculated by prescribing boundary conditions external to the building or in adjoining

spaces, rather than within the room.

Negrao (1995) extended this concept by integrating a CFD code into the ESP-r building simula-
tion program (ESRU 1999). The two modelling domains operate in tandem, "handshaking” on a time-
step basis. The synergy of this integrated modelling approach is evident. The thermal and network air
flow simulation domains can supply CFD with realistic and time-varying boundary conditions. CFD
has the potential to predict the details of flow and temperature fields within particular zones, thus
enabling flow visualisation, studies on pollutant dispersidn, thermal comfort assessments, and

enhanced modelling of convection heat transfer at internal building surfaces.
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Despite this great potential there remain some significant issues impeding the applicability of
the conflated modelling approach. Firstly, conventional CFD simulation techniques were developed
for highly turbulent flows. This contrasts with the weakly turbulent, relaminarized, or even stagnant
flow regimes that typically exist in rooms (particularly in regions remote from air-supply systems).
Secondly, with the integrated modelling approach, the thermal simulation and CFD domains interact

at solid boundaries, yet 1t 1s precisely these locations—the so-called near-wall regions—that CFD has

the greatest difficulty resolving.

1.3 The Treatment of Internal Surface Convection

The common approach for modelling internal surface convection is to employ the so-called
well-stirred assumption (refer to Figure 1.1). This treats the room air as uniform and characterizes
surface convection by a convection coefficient (#,.) and by the temperature difference between the

room air (7, ) and the solid surface (7,4, also assumed to be of uniform temperature):

;:)m* = hc ' (T air I .s'm_')‘i:cf-) (1 1)

where g/, is the convective heat flux from the air to the surface. In this manner the surface convec-
tion term enters the energy balances of both the room air volume and the internal surface, influencing

predictions of T, and T, /e
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The convection heat transfer varies from surface to surface in the building, as well as with time,
in response to local air flow patterns. The local flow, in turn, depends upon: flow regimes existing
throughout the building; operational states of plant equipment; external weather conditions; surface
orientations: and local air and surface temperatures. The type of flow in the vicinity of the surface sig-
nificantly influences heat transfer. Impinging flows, wall jets, free jets, and buoyancy-driven tlows are

all commonly encountered in buildings and all result in substantially different convection regimes.
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Moreover, the nature of the flow (fully turbulent, laminar, transitional, or weakly turbulent) has a pro-

found influence.

Accurately capturing the impact of these factors requires the high-resolution simulation of air
flow and tight binding between the thermal and air flow calculation domains. The calculation of con-
vection coefficients for use in equation 1.1 must respond to local flow conditions in a dynamic fashion.

In some cases the restrictions imposed by the well-stirred approach will preclude an accurate treat-

ment of the physics. In these cases alternate approaches must be found.

Since the thermal and air flow modelling domains interact at solid boundaries—as discussed in
the previous section—the treatment of surface convection is critical to the success of the conflated
approach. In other words, co-dependency of the two modelling domains is manifested in this treat-

ment. Any errors 1in the modelling of surface convection will be propagated (perhaps amplified) from

one domain to the other.

1.4 Research Objectives and Thesis Outline
The objectives of the research are the following:

* advancing the modelling of indoor air flow within the context of whole-building simu-

lation;

 accurately treating the impact of indoor air flow on heat transfer at internal building

surfaces.

These objectives can only be realized through a convergence of thermal and air flow modelling
techniques. Accordingly, the research will be based on an integrated modelling approach whereby
CFED techniques are incorporated into whole-building simulation (thermal and network air flow). The
thermal and network air flow domains will supply realistic boundary conditions to CFD, enabling
high-resolution air flow predictions for specific spaces within the building; while CFD air flow predic-
tions will enhance the thermal domain’s modelling of convection heat transfer at internal fabric sur-
faces. This integrated modelling approach has been proposed by many researchers (Chen and Xu

1998; Nielsen and Tryggvason 1998; Fischer et al 1998) and its feasibility shown by Negrao (1995).

The platform for implementing and demonstrating this research will be the ESP-r system with
the integrated CFD capabilities developed by Negrdao. The i1ssues discussed in Section 1.2 will be
addressed by populating the CFD model with a suite of turbulence and near-wall modelling
approaches. As each approach will have limited applicability (e.g. buoyancy-driven tlow over vertical
surfaces) an adaptive conflation controller will be developed to enable the simulator to (dynamically)
select an appropriate approach based on an appraisal of the flow regime. In this manner the modelling

will adapt with the flow regime.
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Various methods will be incorporated for estimating surface convection from the CFD-predicted
flow and temperature fields. Additionally, a suite of empirical methods will be implemented for calcu-
lating convection coefficients for use with the well-stirred approach and for supplying boundary con-
ditions to the CFD domain. An adaptive convection algorithm will, much like the adaptive conflation
controller, control the calculation of surface convection in a dynamic fashion. It will select from the
alternate approaches, responding to changes in the flow regime. The adaptive convection algorithm
and the adaptive conflation controller will collectively ensure an accurate treatment of the co-depen-

dencies between the thermal and CFD modelling domains, thus addressing the issues raised in Section

1.3.

A review of ESP-r’s simulation methodology, including a treatment of the current integrated

CFD capabilities, 1s given in Chapter 2. Chapter 3 describes CFD’s modelling methodology and

explores issues regarding its applicability for room air flow and heat transfer analysis. Emphasis 1s

placed on methods for modelling the turbulent nature of room air flows.

The modelling of internal surface convection is the topic of Chapter 4. The significance ot
accurately modelling this heat transfer path is demonstrated and the suite of convection coefficient
correlations selected to support the adaptive convection algorithm are described. Chapter 5 describes
the new adaptive convection algorithm and new adaptive conflation controller. This focuses on tech-
niques for improving the modelling of indoor air flow and the interactions between the air flow and
thermal modelling domains. Application and validation of the new modelling capabilities are demon-

strated in Chapter 6. Finally, in Chapter 7 conclusions are drawn and recommendations made for

future work.




CHAPTER 2

ESP-r’s Simulation Methodology

2.1 Introduction

The ESP-r building simulation system (ESRU 1999) has been in a constant state of evolution
and renewal since 1ts first prototype was developed over two decades ago (Clarke 1977). More
resolved and advanced modelling approaches have been incorporated and the scope has broadened to
embrace the simulation of non-energy domains (see ESRU, 1999, and Hensen, 1991, for an historical
perspective). ESP-r 1s applied in a host of building design, analysis, teaching, and research capacities

(some examples are provided by Hand 1998), and 1s actively developed and supported.
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Figure 2.1: Montage of typical ESP-r session

While most building analysis tools exclusively simulate thermal processes, ESP-r, in contrast,
strives to model all relevant physical processes in an integrated and rigorous fashion (Clarke 1999).

To this end, it considers heat transfer, inter-zone air flow, intra-zone air flow, water flow (in hydronic

10
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plant systems), electric power flow, moisture transfer, and illumination: and it couples the modelling
of these domains. The underlying theory and its implementation is thoroughly documented (Clarke

1985; Hensen 1991; Aasem 1993; Negrdao 1995; Nakhi 1995; MacQueen 1997; Hand 1998; Kelly
1998).

ESP-r’s Project Manager controls all aspects of model creation, simulation, and results analysis,
and provides a graphical and interactive interface between the user and the underlying data model. It
controls: the maintenance of databases; the execution of pre-simulation calculations (e.g. to predict
solar msolation and shading, to determine radiation view factors); the performance of the time-step
stmulation of heat, air, moisture, and electric power flow; and the visualization of results. Figure 2.1

1llustrates a typical ESP-r session, the Project Manager controlling the simulator and the results ana-

lyzer.

ESP-r employs a partitioned solution approach, applying customized solvers to each model
domain (thermal, electric power flow, inter-zone air flow, intra-zone air flow, etc.). This enables an
optimized treatment of each of the disparate equation sets. In this manner, one solver processes the
thermal domain, another treats network air flow (to resolve inter-zone flow), while yet another handles
CFD (tor predicting intra-zone air flow). Interdependencies are handled by passing information
between the solution domains on a time-step basis, this allowing the global solution to evolve 1n a cou-
pled manner. This 1s shown schematically in Figure 2.2. This information passing (or handshaking)

between solution domains is central to the current research.

thermal simulation

Intra-zone
air tflow
simulation

electric
power flow

simulation

inter-zone
air flow
simulation

Figure 2.2: Handshaking between partitioned solvers

This chapter sets out to describe the aspects of ESP-r which are germane to the current research.

Consequently, emphasis 1s placed on the modelling of internal surface convection (key to integrating

11
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CFD 1nto whole-building simulation, as explained in Chapter 1) and the handshaking between the
CFD and thermal domains. Necessary elaboration is provided to place these elements in context.
However, no attempt is made to provide a comprehensive review of ESP-r’s modelling approaches.

Rather, the interested reader is referred to Clarke (1985), who provides a detailed treatise of the topic.

Section 2.2 describes ESP-r’s thermal simulation methodology. As an understanding of the
methods used to mathematically describe and solve the thermal domain is necessary to place the treat-
ment of internal convection in context, significant detail is provided in this section. Section 2.3 briefly
describes ESP-r’s multi-zone network air flow model, including its integration with the thermal
domain. Treatment is succinct, as the coupling between inter- and intra-zone air flow is not a focus of

the current research. Section 2.4 describes how CFD handshakes with the thermal and network air

flow domains. Finally, closing remarks are provided in Section 2.5.

2.2 Thermal Model

This section reviews ESP-r’s thermal simulation methodology. The control-volume heat-bal-
ance approach at the heart of the method is first described. The formation of a heat balance is then
demonstrated by focusing on the simplest case, a homogeneous material layer within the building’s
fabric. Following this, the modelling of internal surface coxivection 1s elucidated by forming heat bal-

ances for internal surfaces and the room air. Finally, the procedure used to solve the set of heat bal-

ances 1s described.

2.2.1 Finite-difference control-volume heat-balance approach

ESP-r is based on the numerical discretization and simultaneous solution class of heat-balance
methods (see page 3). Specifically, ESP-r simulates the thermal state of the building by applying a
finite-difference formulation based on a control-volume heat-balance to represent all relevant energy

flows. This encompasses three principle steps:

1) The building is discretized by representing air volumes (such as rooms), opaque and trans-
parent fabric components (walls, windows, roofs, floors), solid-fluid interfaces (such as the
internal and external surfaces of walls and windows), and plant components (such as boilers
and heat exchangers) with finite-difterence nodes. Numerous nodes are placed through each
fabric component to represent these multi-layered constructions. This 1s 1llustrated in Figure

2.3, although only a few nodes are shown for the sake of clarity.

2) A heat balance considering the relevant energy flow paths (some are shown 1n Figure 2.3) 1s
written for each node. These balances are cast in algebraic and discrete form, and thus
approximate the partial differential equations which govern the heat transfer. As each heat

balance expresses the thermal interaction between a node and its neighbours, the resulting

equation set links all inter-node heat flows over time and space.

12
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3) A simultaneous solution 1s performed on the equation set to predict—for a given point in
time—the thermal state of each node and the heat flows between nodes. Steps 2 and 3 are

repeated to reform and resolve the equation set for each subsequent time-step of the simula-

t10n.
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Figure 2.3: Finite-difference discretization and inter-nodal heat flows

The following subsection demonstrates how the heat balances are formed (step 2 above) by

focusing on the simplest case, a node within a homogeneous material layer of the building’s fabric.

2.2.2 Heat balance for intra-constructional nodes (opaque constructions)

Heat exchange within opaque fabric components is highly complex, usually involving numerous
modes of heat transfer: solid conduction, gaseous conduction, convection within porous materials, and
radiation (between fibrous insulation strands and between bounding surfaces separated by porous 1nsu-
lation). The problem is further complicated by moisture transfer, contact resistances between materi-

als, and multi-dimensional heat flow around structural members and corners.

Although detailed treatment of this complex heat transfer system is possible on a number of lev-
els (Nakhi 1995)°, the default (and common) approach is to treat heat transfer through the opaque fab-
ric as a one-dimensional conduction-only problem with constant thermophysical properties. This level
of abstraction is the standard within the building simulation field. It is appropriate given that building

materials are characterized by the effective thermal conductivity, this accounting for non-conduction

modes of heat transfer.

By default, each homogeneous layer is represented by three nodes (greater grid density 1s an

option): one at each layer boundary and one within the layer. Figure 2.4 shows this nodal distribution

3 Thermophysical properties can be made to vary dynamically with temperature to (approximately)
account for the effects of radiation and other heat transfer modes. Moisture transfer through the fabric can
be explicitly simulated and coupled to the thermal domain. It is also possible to finely discretize fabric
components to calculate two- and three-dimensional conduction effects.

13
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for a typical wall section.
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Figure 2.4: Nodal discretization for a typical opaque fabric component

Figure 2.5 focuses on an intra-constructional node located within a homogeneous material layer
(node 4 from Figure 2.4). [ represents the node under consideration while /+7 and /-] represent the
immediate neighbours in the x-direction (the direction of heat flow). The control volume (greyed in
the figure) enclosing node /1s Ax wide and extends Az in the vertical direction and Ay 1n the direction
perpendicular to the page. The user controls the extent of Ay and Az depending upon the degree of

modelling resolution desired.

The heat balance for node I’s control volume (CV) can be described with three terms,

storage of | |net conduction | |source of heat (2.1)

heat in CV into CV within CV |
This relation simply states that the material will store or release energy in proportion to the
amount of heat transferred in by conduction and in proportion to the amount of heat generation. The
rate of change of the control volume’s temperature characterizes the storage term. The source term

represents interaction with a plant component (perhaps an embedded heating element, as used with in-

floor heating). Given this, the balance of equation 2.1 is expressed in mathematical terms by,

- Jdr  9dqY
pep 5= = 3=+ Gl (2.2)
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Figure 2.5: Heat balance on node within homogeneous layer of multi-layer construction

where ¢, 1s the specific heat {J/kgK} and p the density {kg/m>} of the material; T is temperature
{°C or K}; t is time {s}; g7 is the conductive heat flux in the x-direction { W/m*}; and G piany 1S the

heat injection from the embedded plant component { W /m>}.

Equation 2.2 can be approximated by integrating over the control volume,

oT g7 "
QJ; pCP EdV: - ax dV + J‘qP!ade (23)

AV AV

and by representing the first derivative of temperature in time term with a backwards difference

scheme over the finite time-step At,

T}+Ar B T;
(pCpAXA.VAZ)! At =q1-1»1 =915+ T d plant (24)

T] is the temperature of node 7 at the beginning of the time-step. This is a known quantity, a result of

the simulation of the previous time-step. 7} is the temperature of node 7 at the end of the time-step,

a quantity yet to be solved. Time ¢ 1s known as the present time-row and time ¢ + At 1s known as the

Juture time-row.

q;-1—; and g,;_,;,; are the conductive heat flows across the faces of the control volume { W}, as
shown in Figure 2.5. These terms can can be approximated in discrete form using the nodal tempera-

tures. The explicit form of the approximations results when present time-row temperatures are used,

k[_lA_}”Az
di-1-1 = A (T1-=T7) (2.5)
X 71
k[ IAJ’AZ
Gr1sisl = — (T} =T}s1) (2.6)
AX 4 _

where k,_; 1s the thermal conductivity { W/mK'} of the material between nodes / and /-1, and &, 1s

the thermal conductivity of the material between nodes 7 and /+1.
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Substituting equations 2.5 and 2.6 into equation 2.4 and expressing the plant injection at the pre-

sent time-row gives rise to the fully explicit form of the discretized approximation of the heat balance,

(pc,AxAyAZ), ki_|AyAz
v Tf+&1‘__T! — [=1=\ Tl' _T! - v N ol !
A7 (1 /) Ax, (Lo —T7) Ax (I;—=T14)+q (2.7)
If the conductive heat flows and the plant term are approximated using future—rather than pre-

sent—yvalues, the fully implicit form of the heat balance results,

(pc,AxAvAz), A ki—1AvAz ki AvAz
- (TH- r Tr) — . TriAf - Tf+Af . [+] =) e TI‘—!—AI‘ _ TI+A! 4 IH+At 28
At / / AX{_[ ( -1 [ ) A-x1+] ( / [+] ) Qplam ( )

ESP-r approximates the heat balance with an equally weighted average of the explicit and
implicit relations. This 1s known as the Crank-Nicolson difference formulation; and 1s preferred over
the fully explicit and fully implicit schemes for its numerical stability (the user can optionally select
any weighting of the two, including fully explicit and fully implicit). Thus, adding equations 2.7 and
2.8, dividing through by volume (AxAyAz), and grouping the future time-row terms on the left and the

present time-row terms on the right gives,

2 - (pcp), N k;-] N k!+l AL _ kl—l TI+AL _ k1+1 TI+AL _ qg‘?’{” (2.9)
~ AxAx!_l AxAxH_I 7 -1 [+1 :

2 (pc ki_ k ki, A f
_ (p p)[ N /-1 _ [+1 T}* n /-1 T;_l n I+1 T;-H n quam
At AxAx,;_1  AxAx;,y AxAx;_, AxAx AxAyAz

This 1s the basic equation ESP-r employs to characterize the heat balance for nodes located
within homogeneous matenal layers of opaque multi-layered constructions. It considers heat storage,
conduction to adjacent nodes, and plant interaction. All unknown solution variables (nodal tempera-

tures and plant injections) are collected on the left, and known quantities are on the right.

2.2.3 Heat balance for internal surface nodes

Now that the control-volume heat-balance approach has been demonstrated for the simplest

case, the focus 1s turned to nodes located at internal surfaces. It i1s here that internal surface convec-

tion operates.

Figure 2.6 focuses on a node (/) located on the internal surface of a construction (node B from
Figure 2.4). As before, the left face of the control volume (shown in grey) 1s located between nodes /
and /-/. The right face, however, is located at the interface of the solid construction and the room air.
The neighbouring node to the right (/+/) represents the room’s air-point. The heat balance for node
I’s control volume has a similar structure to that for the intra-constructional node, but includes two

additional modes of heat transfer,

16



ESP-r's Simulation Methodology

AX

|
- - qrad*,fs. —= |
. + +
: / qSOIar qplant qcasual
|
I-1 : I I+1
e — —_— .
qI-l —=> | q]“ﬁ' [+1]
Z
\ : .
/ ' : £
- : 7
X '
- -

AX

Figure 2.6: Heat balance on node at internal-surface

| net longwave
storage of net conduction source of heat &M net convection

. — + n ge .
heat in CV into CV ithin CV radiation ; + - (2.10)

into CV

Since conduction into the control volume occurs only at the boundary with the next-to-surface

node (I-1). the discretized explicit form of the conduction term is,

net conduction|  k;_jAyAz (T, = T") 211
into CV - Axp o Y

In addition to plant injection, the source term includes solar gains and longwave radiation from

sources of heat within the room. The explicit form is given by,

source of heat

— ! f
within CV = Ysolar.d T 9eas—rad.l T QplmuJ (212)

q...r; 18 the solar radiation absorbed at node 7 at the present time. ¢! _._,.,; represents the radiant

energy absorbed from casual sources (such as occupants, lights, office equipment). g}, ; represents

a radiant plant input to node /, perhaps from a radiant heater located within the room.

The longwave radiation term represents the net heat exchange with surrounding surfaces that are

in longwave contact (i.e. other internal surfaces of the room). The discretized explicit form is given

by,
net longwave N
radiation = Y, h. _ AyAz(T. - T}) (2.13)
. s=]
into CV

N is the number of surrounding surfaces in longwave contact. h. ., is a linearized radiation heat

transfer coefficient {W/m*K}. These coefficients are recalculated each time-step on a surface-by-

17




ESP-r's Simulation Methodology

surface basis. A grey-body exchange approach that considers diffuse surface reflections and employs
geometric view factors is used to calculate the radiation coefficients. These geometric view factors are

either determined from geometric relations or with ray-tracing procedures.

The convection term represents heat exchange between the room air and the solid surface, and is
modelled using the well-stirred assumption (see Section 1.3, page 7). With this, the room air is treated

as uniform. Consequently, the temperature at node /+/ represents conditions throughout the room.

T'he convection term is given in discretized explicit form by,

net convection

e he AyAz(Try = T7) (2.14)

where /1., is the convection heat transfer coefficient {W/m>K\ between the surface at node 7 and the

room air-point, evaluated at the present time-row.

The convection coefficients are recalculated each time-step on a surface-by-surface basis. This
contrasts with the treatment of some other simulation programs which employ time-invariant convec-
tion coethicients (either user-prescribed or "hard-wired" in the program’s source code). By default, the
Alamdan and Hammond (1983) correlations for buoyancy-driven flow are used. These equations (see
Table 2.1) express the convection coefficient as a function of the surface’s characteristic dimension
and the surface-air temperature difference. Separate correlations are used for: vertical surfaces; sta-
bly-stratihed horizontal surfaces (e.g. warm air above a cool fioor); and buoyant flow from horizontal
surfaces (e.g. cool air above a warm tloor). Optionally, another set of correlations for buoyancy-driven
flow can be employed. These equations (also given 1n Table 2.1) are extracted from an experimental

study conducted 1n a room-sized test cell (Khalifa and Marshall 1990).

It 1s interesting to note that these two methods produce substantially different convection coeffi-
cients. Take, for example, a 2.4 m high wall with a 3°C surface-air temperature difference. The
Alamdari and Hammond correlation gives an 4. of 1.9 W/m*K, whereas the Khalifa and Marshall
equation leads to a value of 3.0 W/m*K. With in-floor heating it is common for the floor surface to be
up to 6°C warmer than the room air. In this case, the two calculation methods give 4. values of 3.0
and 3.5 W/m*K (again the Khalifa and Marshall equation gives the larger result). Therefore, when the
user selects the optional 4 .-calculation method, ESP-r predicts substantially more (58% and 17% 1in
these cases, respectively) heat transfer by convection between the wall and the room air. The actual
impact of A, differences on the calculation of nodal temperatures and inter-nodal heat flows depends,
of course, on the relative magnitude of the convection term 1n equation 2.10. The significance of this

is explored 1n detail in Chapter 4.

The user also has the option of employing time-invariant values, rather than recalculating con-
vection coefficients each time-step. These can either be input by the user, or selected from the three

options shown in Table 2.1. The low and high time-invariant values in the table are extracted from a
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report which surveyed approaches for establishing convection coefficients (Halcrow 1987); the Jow

and high values span the range of these data. The CIBSE values are recommended for use in steady-

state calculations (CIBSE 1988).

Therefore, although ESP-r recalculates convection coefficients as the simulation evolves, it can-

not adapt the calculation approach in response to changes in air flow regimes: the same n.-calculation
method 1s used throughout the simulation. As well, the same approach must be used throughout the
building. Although ESP-r offers an optional method for calculating /., some common flow regimes

cannot be characterized (e.g. forced flow induced by an air-based mechanical system). Measures to

address these limitations are put forward in Chapters 4 and 5.

l | horizontal surfaces
. | |
' calculation | vertical surfaces | stably
| buoyant
| method stratified
l Alamdari . 116 6 1,6
AT " i3 AT\ 137 AT "
and [1.5-(7] ] +[1.23AT ] [14(0_;:) } +[l.63AT ] 0'6'(0}31)
l Hammond
| M
| Khalifa ;
& 2.30- AT44 2.27 - ATV 3.10 - ATV
Marshall |
time-invariant
1.0 1.0 0.1
low
| 1] ]
| time-invariant
6.0 | 6.0 1.2
high
CIBSE h 3.0 1 4.3 1.5
' » AT is the absolute value of the surface-air temperature difference {°C}.

» H is the height of vertical surfaces {m}.

— 4

o D, is the hydraulic diameter of horizontal surfaces: D, = =5, where

l A is the area {m*} and P the perimeter {m}.

» All convection coefficients in {W/mzK}.

Table 2.1: /. calculation methods at commencement of research

Substituting equations 2.11 through 2.14 into 2.10 and representing the storage term with a
backwards difference scheme, leads to the explicit form of the heat balance. The implicit form of the
heat balance results when convection and radiation coefficients, and the conduction, convection, radia-

tion, and source terms are evaluated with future values. Concatenating these, dividing through by
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volume, and grouping future time-row terms on the left and present time-row terms on the right results

in the generalized form of the internal-surface heat balance.,

N

1+At 2 hH-A-i)]
: . .8
2 (pcp)f + ]\f—l + ht'.! + s=1 TH-A( . kf—l T?‘-Hlf (2 15
Af A.TAX{_I Ax Ax ! AXAXI_I /= ' )
A +A A
[+Af ' AV
hr+m 2 h r.Ss=> I ) 1+AL 1+At I+Af
. c./ T}i‘ly 8= - q solar I - q cas—rad.] - sz’anhf
Ax AXx AxAyAz  AxAyAz AxAyAz
N
n
_ 2 - (pcp)l - k!—l _ E‘J ~s=l s T: n k!-—l f
At AXAX]_I Ax AX / AXAX}_I =
Al [ t
.f Z hr*j—)lTs qz‘ ! qr
+ c./ T;H + s=1 T solur,/ + dcas—rad I n plant. [
AXx AxAyAz  AxAyAz AxAyAz

This 1s the basic equation ESP-r employs to characterize the heat balance for internal-surface
nodes. This simulation equation considers heat storage, conduction within the innermost layer of the
fabric, convection with the room air, longwave radiation exchange with surrounding surfaces, and the
absorption of solar radiation, radiant casual gains, and radiant plant injections. Although the coeffi-

cients are more complex, this equation has exactly the same form as that for intra-constructional nodes

(equation 2.9).

2.2.4 Heat balance for air-point nodes

The mechanism for heat transfer between the zone air and internal surfaces is convection (as
shown in the previous section). Consequently, convection coefficients also appear in the heat balance

for the zone air.

Figure 2.7 focuses on a node representing the air-point of a zone. The solid constructions
enclosing the zone form the boundaries of the control volume (greyed in the figure). In this case, node
I represents the air-point and the nodes labelled § represent the surface nodes of the bounding con-
structions. Node J represents the air-point of another zone while Node o represents the outdoor arr.
Consistent with the well-stirred assumption (see Section 1.3, page 7) the room air 1s treated as uni-

form. Consequently, node 7 represents conditions throughout the control volume.

The heat balance for the air-point node must consider: bulk air flow from adjacent zones and the

outdoors; surface convection at the bounding fabric components; and convective sources of heat,
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The convection term represents the total heat transfer from all bounding surfaces (walls, roof,

floor, windows) to the room air, and is given in discretized explicit form by.

net convection

N
oy [~ 2 MesAsTs =T (2.17)

where N is the number of bounding surfaces. A is the area {m“}, and h. ¢ the present time-row con-
vective heat transtfer coethicient, for surface §. The convection coefficients are evaluated in the same

manner as for the internal surface nodes.

The advection terms represent the thermal energy carried by air flowing into the control volume

from other zones or from the outdoors. These terms are given in discretized explicit form by,

advection

into CV by M

. = X e, (T)=T)) (2.18)
inter-zone J=1

air flow

advection
into CV by =n,_ ;¢ ,(T,—T}) (2.19)
infiltration

M is the number of zones supplying air to the control volume. m',_,, is the air flow from zone J to
zone I {kg/s} at the present time-row and m_,, is the infiltration rate {kg/s} from the outdoors for the

present time-row. T)and T ' are the present time-row temperatures of the air-point in zone J and the
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outdoor air, respectively.

There are various techniques for establishing r',_,, and m!_,,. At the simplest extreme (appro-
priate for many analyses) the user can prescribe time-invariant or scheduled values. Greater refine-
ment can be achieved by imposing a control scheme to make air flow rates vary as a function of a
sensed condition (the zone air-point temperature or wind speed, for example). The most general
approach 1s to employ a network air flow model to calculate the infiltration and inter-zone air flows in

response to prevailing weather conditions and thermai states within the building. This will be

described 1n Section 2.3.

The source term can be given in discretized explicit form by,

source of heat f r
within CV = 9 cas—conv.I + qp!anr.l (220)

g .—om 15 the heat transferred convectively from casual sources (such as occupants, lights, otfice
. . ,’ v "

equipment) at the present time. g, , represents a convective plant input to node [ at the present

time, perhaps from a convective heater located within the room or from an air-based mechanical sys-

tem delivering a supply of conditioned air to the room.

When the explicit and implicit forms of the heat balance (equation 2.16) are added, the equation
divided by the volume (the room’s volume in this case, VOL,,,,,), and the future time-row terms gath-

ered on the left and the present time-row terms on the right, the following relation results,

Z hr+Ar A Z mff_it] C AL Z hr+m A Tr+m
2-(peplr | L y MoosiCp | prear _ (2.21)
At VOL roon VOL room VOL oom VOL o0m
t+AL r+m
ST | L] gt g
VOL OO VOL room FOL room VOL Foom
N f M . f Al '] [
Z hc.sAS Z mJ—éICp - ¢ E hc.,.sASTs
- 2 (pcp); - s=l - J=1 - My 51€Cp T} n s=1
- Af VOL room VOL rooim VOL room VOL FOOM

i { !

PIRLENTY " r r 1

J=1 g n o——)]c T n q cas—conv.I " Qp!am.l
VOL room VOL roont VOL room VOL yoom
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This 1s the basic simulation equation ESP-r employs to characterize the heat balance for room
air-point nodes. It considers heat storage by the room air, convection to the bounding constructions,
inter-zone and infiltration air flows, convective casual gains, and convective plant injections. The

cocthicients differ but the equation has exactly the same form as those for the intra-constructional

nodes (equation 2.9) and internal-surface nodes (equation 2.15).

2.2.5 Thermal solution procedure

The methods for forming the control-volume heat-balances have been elaborated. This section
now describes the procedure for solving the equations. This will demonstrate how pervasive convec-

tion coefficients are in the system of heat balance equations which collectively predict nodal state

points and inter-nodal energy flows.

Similarity of heat balance equations

The three previous subsections demonstrated how heat balances are formed for intra-construc-
tional nodes, internal-surface nodes, and air-point nodes. The structural similarity of the resulting
equations (2.9, 2.15, and 2.21) was observed, as were the differences in the self-coupling”,
cross-coupling’, and source-term coefficients. Forming heat balances for the other nodal placements
in the building (external fabric surfaces, window surfaces, plant components, etc.) results in the same
equation structure in each case, although the coefficients vary from equation to equation. Each equa-
tion has terms representing the future temperature of nodes in thermal contact and corresponding pre-

sent time-row terms (these representing the thermal history of the system).

Considering this, a general heat balance can be written that applies for all nodal placements,

N
1+At 1+At 1+At t+Ar t+At
;T + 2 o7 + B119 plant.s + r 2 Vis9ss T Z @41, (2.22)
J=1 .
solar out—air
s=< cas—rad a=< enmv—rad
Cas—COony ground

N
[ f { 4 ! f
= Z!T! T Z /‘L/JTJ + W!JquamJ T 2 Srs9sa T E Cl,aTa
J=1 ' |

solar out—air

s=< cas—rud a=< env—rad

Cas—cony ground

o and y are the self-coupling and cross-coupling coefficients. These may contain thermophysi-
cal properties, convection coefficients, radiation coefficients, and inter-zone air flows depending upon

the location of the node under consideration. S and y are plant coefficients. The nature of the plant

4 Coefficients that modify the present and future temperatures of the node under consideration, such as
[2 : (pcp);/ﬁf t k[_]/AIAx]_] + k/.l.]/A)L’AIH.]] 1n equation 2.9.

5 Coefficients that modify the present and future temperatures of nodes in thermal contact, such as
[k;_]/AxAx/_]] in equation 2.9.
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injection depends upon the nodal placement: it may be convective or radiative. or it may be a direct

injection to a node. y and & are the coefficients for solar and casual gains.

The last terms on the right and left sides of the equation represent the coupling between the
building and the external environment. The outdoor air temperature is connected to the external-sur-
face nodes through convection, and to zone air-point nodes through infiltration. Below-grade fabric
components exchange heat with the ground while external surfaces exchange longwave radiation with
the surrounding environment. 7,,,_.,, is the equivalent radiant temperature of the surrounding envi-
ronment and 1s used to approximate the net radiant exchange from the external surface. It is a
weighted sum of the temperatures of the sky, ground surface, and surrounding obstructions (e.g.

neighbouring buildings). Consequently, external convection coefficients, radiation coefficients, and

ground-coupling coefficients are used to calculate @ and ¢

Linearization

Equation 2.22 is evaluated for each finite difference node in the model. Consequently, a large
matrix of equations is formed in which the (unknown) future time-row nodal temperatures, plant injec-
tions, source terms, and external environment excitations are gathered on the left, with the correspond-
Ing (known) present time-row quantities on the right. The system of equations is non-linear as the
coetticients of the future time-row cannot be evaluated until the future time-row temperatures are com-
puted. This quandary 1s overcome by evaluating coefficients one time-step in arrears: future time-row

coeflicients are calculated using present temperatures, while present time-row coefficients are calcu-

lated with immediate past results. In this manner, 22, and A"" are calculated with T and TJ,
while A’ __,, and h’, are calculated with 77" and 7;™™'. This linearization technique has minimal
consequences for small (one hour or less) time-steps. Indeed, it should be noted that many simulation

programs hold the convection and radiation coefficients constant over the entire analysis period.

Linearization also allows the future time-row ambient excitation terms (last grouping on left
side) to be moved to the right since the @ coefficients are calculated with known temperatures and the

external environment data are drawn from a user-specified weather data file.

Each time-step ESP-r processes the casual gain and solar gain terms prior to forming the nodal
heat balances. Pre-processing casual gains introduces no approximation, as the magnitude ot the con-
vective and radiant gains and their schedule is a user input. In general, pre-processing the absorbed

solar gains introduces no approximation either, as available solar radiation 1s a function of sun position

and sky conditions, but not of the building’s thermal state®. Essentially, this moves glp. ;, G rad >

and ¢'*5" ., to the right side, thus treating these terms as known boundary excitations on the system

of equations.

6 The only exception is when the user has made the operation of window blinds a function of indoor
thermal conditions. In this case, one time-step in arrears values are used to control the blind operation.
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Closure

With these manipulations, the set of heat balance relations is reduced to a linear system of equa-

tions of the form.,
A =B +C=1Z (2.23)

6 1s a vector of nodal temperatures and plant injections of dimension 2x, where # is the number of
finite-difference nodes in the model: each node has a temperature and a plant injection. A and B are
sparse matrices of dimension » X 2n holding nodal temperature self- and cross-coupling coefficients
and plant 1njection coefficients. A contains the future time-row coefficients (« and S from equation
2.22) while B holds present time-row values (¥ and w). C is a vector of dimension # holding the
known boundary excitation terms (the sum of the g™, ¢!, T** and T' terms). As 8’ is known for

S

the time-step being solved, the right side can be collapsed into Z, a known vector of dimension 7.

The mathematical system represented by equation 2.23 contains twice as many unknowns as
equations, and consequently cannot be solved in this form. The problem is closed through the applica-
tion (by the user) of a control scheme which governs the relationship between the building’s thermal
state and the operation of its plant. For example, if the building is allowed to free float (no heating or
cooling), the plant interaction terms disappear, thus reducing the system to » unknowns (the nodal
temperatures) 1 n equations. If the zone is conditioned with a convective heater which is controlled
by a thermostat sensing the air-point temperature, then all plant terms but one (injection to the air-

point node) disappear. Further, the temperature of the air-point node 1s fixed at the set-point value.
Again, this constrains the problem to » unknowns (1 plant injection and » — 1 nodal temperatures) in »

equations.

Partitioning
As the problem has been reduced to a linear set of n equations in n unknowns, the focus

becomes matrix solution. For this, ESP-r employs a simultaneous direct solution approach based on

matrix partitioning and Gaussian elimination. This 1s best 1llustrated by example.

Figure 2.8 illustrates a simple four-zone model of a house. The foyer, dining, and kitchen zones
are heated by an in-floor system controlled by a thermostat sensing the foyer’s air temperature. The
attached garage is unconditioned, its temperature free floating in response to thermal conditions 1n the
foyer and outdoors. The common walls connecting the zones are shown in grey. All other fabric com-

ponents face the external environment.

If a matrix in the form of equation 2.23 were formed for the whole house, it would include
cross-coupling coefficients linking the thermal states of the zones. The result would be a large sparse
matrix, necessitating large memory requirements and an intensive computational method. Instead,

ESP-r takes the pragmatic approach of partitioning the building domain into zone matrices, and

25




ESP-r’s Simulation Methodology

processing these independently each time-step. Zone-coupling information is exchanged between
time-steps, thus linking the zone matrices and enabling a global solution of the building to evolve.
This treats neighouring zones as known quantities for the current time-step, etfectively moving the
zone cross-coupling terms to the right side of equation 2.23. Zone partitioning has minimal conse-

quences on accuracy, particularly when small (one hour or less) time-steps are used.
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Figure 2.8: Four zone representation of a house

Matrix of zone heat balance equations

The technique for processing the zone matrices 1s demonstrated by focusing on the foyer of Fig-
ure 2.8. A very simple model of the foyer is used to elucidate the matrix processing technique. The
foyer zone 1s a windowless rectangular box enclosed by six fabric components, each of which 1s con-
structed of a single material layer. Figure 2.9 illustrates the default nodal scheme (four of the fabric
components are shown). There is a node representing the zone’s air-point (1dentified by 7', in the fig-
ure). Each of the six fabric components 1s represented by three nodes, one at the internal surface (e.g.
C.s), one at the external surface (e.g. C, 1), and one within the construction (e.g. C,2). The foyer i1s
heated with a hydronic in-floor system which 1s controlled to maintain a constant room-air tempera-

ture. Accordingly, the hydronic system is controlled to inject heat at node 4,2 to maintain 7', at the

set-point.

Application of equation 2.22 for each of the 19 nodes and subsequent arrangement in the form
of equation 2.23, gives rise to the system of 19 equations with 20 unknowns (19 nodal temperatures
and one plant injection) shown in Figure 2.10. The equations for external surface nodes are located in
rows 1, 4, 7, 10, 13, and 16 while those for the intra-constructional nodes are located in rows 2, 5, 8,
11, 14, and 17. The heat balances for the internal-surface nodes are located in rows 3, 6,9, 12, 15, and
18. Finally, row 19 contains the heat balance for the air-point node. Note that the 7 + Af superscript
has been dropped from the vector of independent variables for the sake of clarity, it being understood

that these are future time-row values.
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enclosed in a box in Figure 2.10 includes a convection coefficient. The internal-surtace nodes’s self-
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Figure 2.10: Zone matrix of heat balance equations
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Significantly, convection coefficients appear in 26 of the 105 coefficients.

d plant

Each coefficient

Coupling coefficients (03‘3, dees g9, A12.125 A15.155 algﬁlg),, known boundary excitations (2'3, Z6y 295 212,
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=1s. and zg), and cross-coupling coefficients to the air-point (a; 9, dg 19, @919, @219, dys19, and
a,g.19) all include A, values. A, also appears in every coefficient of the air-point balance (a9 3, @9,
199, A1912- d1915- A19.18» @919, and z|9). In general, models will have more intra-constructional
nodes (because constructions usually have multiple material layers). Therefore, the fraction of coeffi-
cients including 4. will usually be less than this case, although still significant. As well, the air-point

balance will usually include terms that do not involve 4., such as inter-zone air flow and infiltration.

Given this pervasiveness, it 1s clear that erroneous /. values would substantially distort the zone
matrix. This would cause inaccuracies in nodal temperatures, plant injections, and inter-nodal energy
flows. This 1s significant considering how 4. values can vary substantially between calculation meth-

ods (see page 18). The sensitivity of simulation results to /. variations is explored in detail in Chapter

4.

Appendix A describes how the zone matrix is solved to predict the nodal temperatures and plant

injections. Knowledge of the zone matrix solution procedure is helpful, but not critical, in understand-

ing the handshaking between CFD and the thermal domain.

2.3 Inter-zone Air Flow

This section briefly describes ESP-r’s multi-zone network air flow model, including its integra-
tion with the thermal domain. This is necessary for understanding the integration of CFD with whole-

building simulation. However, treatment is succinct, as the coupling between inter- and intra-zone alr

flow 1s not a focus of the current research.

2.3.1 Multi-zone network air flow model

The concept of multi-zone network air flow models was introduced in Chapter 1. As explained,
these macroscopic models represent large air volumes (e.g. rooms) with uniform conditions, and pre-
dict flow through discrete paths (e.g. doors, cracks). Although the methodjpresumes one-dimensional
steady-state flow, boundary conditions (wind, temperatures, fan operation, window openings) can vary
in time. Stack effects caused by indoor-outdoor and inter-zone temperature differences are also con-

sidered. Complex buildings can be analyzed efficiently, and the method allows the simulation ot both

infiltration and internal air flow.

The multi-zone network air flow model implemented in ESP-r 1s based on the work of Cock-

croft (1979), with extensions and refinements by Hensen (1991). Four principle steps are involved:

1) The building is discretized by representing air volumes (usually zones) by nodes (see 1-4 1n

Figure 2.11). Nodes are also used to represent conditions external to the building (see a, b,

and ¢). It is also possible place air flow nodes within plant systems’.

a——————

7 Water networks can also be established to represent hydronic plant systems.
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2) Components are defined to represent leakage paths (through the fabric), and pressure drops

assoclated with doors, windows, supply grills, ducts, fans, etc.

3) The nodes are linked together through components to form connections (shown with double-

headed arrows in the figure), this establishing a flow network.

4) A mass balance is expressed for each node in the building. The resulting system of equa-

tions is solved to yield the nodal pressures and the flows through the connections.

Figure 2.11: Air flow network: nodes and connections

The components (step 2) relate the air flow rate through a connection to the pressure difference

across the connection,
m; = f(P;, P;)= f(AP}) (2.24)

where m;; is the flow rate {kg/s} from node i to node j, P; 1s the pressure {Pa} at node i, and AP 1s
the pressure difference {Pa} between nodes i and j. As an example, an intentional opening made 1n

the building fabric to supply a furnace with make-up air could be represented by,
my; = CyAN2pAP (2.25)

where C is the discharge factor (user-prescribed), 4 the opening area (user-prescribed), and p the air

density. ESP-r contains many similar component models to represent cracks, open windows, open

doors, etc.

The mass balances (step 4) written for each node relate the flow rates through the connections

associated with that node. As mass 1s conserved and a steady-state solution 1s sought each time-step,
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the sum of the mass flows to a node must equal zero,
Y m;; =0 (2.26)
Jj=I

where »n 1s the number of nodes connected to node i. Substituting the flow component relations (equa-

tion 2.24) into equation 2.26 gives the following form for the nodal mass balance,

Zl f(AP;)=0 (2.27)
<

Evaluating equation 2.27 for each node gives rise to a non-linear set of equations. ESP-r solves
the equations using a guess-and-correct iterative procedure. An arbitrary pressure is assigned to each
node within the building (the pressure of external nodes is determined by the prevailing wind and
building geometry). These guessed pressures are used to estimate the flow along each connection
using the component relations (equation 2.24). The flow rates will be erroneous since the pressures
are guessed, so the mass balance (equation 2.27) will not be satisfied. The nodal pressures are then
iteratively corrected, and the flow rates recalculated until the residuals of the mass-balance equations

reach an acceptable convergence criterion. The iterative approach for correcting the pressure esti-

mates 1s based on a Newton-Raphson technique, described in detail by Hensen (1991).

2.3.2 Integration of network air flow and thermal models

The building’s thermal state affects air flow in two ways. Firstly, stack pressures caused by
indoor-outdoor and inter-zone temperature differences cause buoyancy forces which can significantly
aftect infiltration and internal air flow. Secondly, windows may open and close and fans may operate
In response to temperatures within the building. Similarly, the building’s thermal state is affected by
infiltration and inter-zone air flows. Consequently, a realistic treatment of this interdependency

demands a coupling of the thermal and air low modelling domains.

The previous subsection described the network air flow model’s solution procedure. This con-
trasts substantially with the procedure for solving the thermal domain (see Section 2.2.5). This
demonstrates ESP-r’s partitioned solution approach: customized solvers are applied to each model

domain to enable an optimized treatment of each of the disparate equation sets.

In order to couple the simulation of heat and air flow, ESP-r overlays its thermal and network air
flow models. The user specifies the linkages between the zone air-point nodes 1n the thermal domain
and the network air flow nodes. The two models are coupled by passing information between the

solution domains each time-step (this handshaking was shown schematically in Figure 2.2, page 11).

The thermal results from the previous time-step are used to establish the temperatures of the
network air flow nodes for the current time-step. This effects the stack pressures, which are significant

in buoyancy-driven flow. External boundary conditions (e.g. external temperatures and wind

30



ESP-r's Simulation Methodology

velocities) are established for the current time-step, and the network air flow equations solved. The
results of the network air flow simulation then map directly to the infiltration and inter-zone air flow
advection terms in the heat balances for air-point nodes for the current time-step. In other words, the

network air flow model establishes m;_,; and m,_,; 1n equations 2.18 and 2.19 (see page 21). Conse-

quently, the air flow results affect the zone matrices and thus the thermal solution.

These steps are repeated for each time-step of the simulation, thus allowing the heat and air flow

solution to evolve 1n a coupled manner.

.

2.4 Coupling of CFD with Thermal and Inter-zone Air Flow

Chapter 1 introduced ESP-r’s integrated CFD capabilities. This conflation, accomplished by
Negrido (1995), is consistent with ESP-r’s partitioned solution approach. The CFD model 1s integrated
with the thermal and network air flow models within a single executable but uses its own customized
solver, it exchanging information with the thermal and network air flow domains on a time-step basis.
A thermal and (optionally) a network air flow representation of the whole building and plant is estab-

lished, while a CFD model is created for a single room (shown schematically in Figure 2.12).

office 4
®

S T T office 3
| @

office 2

atrium

@

At each time-step the boundary conditions for the CFD model are established by the thermal or
Setwork air flow domains. Once converged, CFD passes its results back to the thermal or network air

fAow domains, which use the data to calculate the surface temperatures, energy flows, and air flows

throughout the building.
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The integration of CFD was motivated by the following factors:

* The thermal and network air flow simulation domains can supply CFD with realistic and

time-varying boundary conditions, thus improving CFD’s ability to calculate room air flow

and heat transfer (see the discussion of CFD boundary conditions in Section 1.2).

* The thermal and network air flow domains can drop the well-stirred assumption by using

CED to predict the details of flow and temperature fields within zones.

* CFD can predict internal surface convection in response to local flow patterns.

ESP-r’s CFD model shares much in common with other CFD codes that have been used for
modelling room air flow (for example, see Lemaire et al 1993 and Liddament 1991). It uses the SIM-
PLEC pressure-correction solution approach, is finite-volume based, and employs a three-dimen-
sional, Cartesian, staggered grid. The turbulent diffusion of heat and momentum is estimated with the
widely applied standard & — ¢ model, while log-law wall functions are used to account for viscous
effects 1n the near-wall regions. ESP-r’s CFD model has undergone analytical, empirical and inter-
program validation (Negrao 1995; Loomans 1995). These numerical approaches are described, and

numerous 1ssues regarding their applicability for room air flow and heat transfer modelling are dis-

cussed, 1n Chapter 3.

At the commencement of the current research, three mechanisms existed for the CFD model to

handshake with the thermal and network air flow domains. These are outlined below. The interested

reader is referred to Negrao (1995) and Clarke et al (1993a, 1995b) for further details.

Method 1

With this the thermal and CFD domains handshake, although there 1s no interaction between

CFD and the network air flow model (in fact, network air flow cannot be active).

The thermal domain establishes boundary conditions for CFD using the surface temperatures
calculated the previous time-step. Once the CFD model converges to a solution, air-to-surface heat
transfer is determined from the CFD-predicted flow and temperature fields using the log-law wall
functions (the wall function method is described in detail in Chapter 3). Surface-averaged convection

coefficients for each surface of the zone are then calculated and passed back to the thermal domain.

Essentially, CFD is used as an alternative to the methods listed 1n Table 2.1 (see page 19) to cal-
culate %, values for a single room (although the well-stirred assumption 1s still in effect). Conse-
quently, this method is critically dependent upon the wall functions to accurately predict the air-to-sur-
face heat transfer. However, the log-law wall functions are deficient at this task, for reasons that are
explained in Chapter 3. Apart from the calculation of 4., the remainder of the thermal simulation pro-

ceeds as usual. The CFD-calculated 4. values are used in equations 2.14 and 2.17 (see pages 18 and
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21) to establish the energy balances for internal surfaces and zone air-points. And, the zone matrix is

solved using the techniques (unaltered) outlined in Section 2.2.5.

Method 2

This also involves handshaking on the thermal level. Again, a network air flow model cannot be
active. Whereas 1n the previous scheme 4, values were calculated by CFD prior to zone matrix for-
mation, here CFD interacts directly with the thermal matrix solver in order to drop (to a degree) the

well-stirred assumption. This 1s accomplished by using CFD to solve the zone air-point temperature

and internal surface convection.

The heat balances for internal surface nodes and the zone air-point node are rewritten by evalu-
ating the surface convection terms using CFD results. The convection terms are pot expressed with
surface and air-point nodal temperatures and convection coefficients, but rather the CFD-predicted

heat transfer is directly used in the nodal balances. In this way, equations 2.14 and 2.17 (see pages 13

and 21) are replaced by,

net convection

: ~ CFD-wall functions
into surface ¢ =q . qrface (2.28)

node CV

net convection

N

. : : CFD—-wall functions |

into air-point ¢ = 2, Gosir / (2.29)
=1

node CV

Again, the wall function method used by CFD to calculate the heat transfer 1s treated in detail 1n
Chapter 3. Substituting equation 2.28 into the internal surface heat balance (equation 2.10, page 17)
and equation 2.29 into the air-point node heat balance (equation 2.16, page 21) leads to the general

heat balance (equation 2.22, page 23) as before. However in this case, there are no convection coeffi-

CFD-wall functions CFD—wall functions
air—surface and z dS—air

cients, and the surface convection terms (g ) appear on the right side,

these treated as known boundary excitations in the thermal solution domain.

This affects the form of the zone matrix of equations. The internal surface nodes no longer have

cross-coupling coefficients to the air-point node, because surface convection appears in the night side

coefficients. Relating this to the example of Section 2.2.5, the coefficients as 19, dg.19, @919, A12.19

: : : CFD—-wall tion. :
a5 19, and ajg 9 disappear from Figure 2.10 (see page 27). In their place, qm.,__,;;‘,ffm;f’”‘ " appears 1n

Z3, Z6s Zg, 2125 215> and Z18- Slmllarly, (119!3, ad196> 4199, ¢19.12> a19.15» and d19.18 arc ehmlnated,
CFD—wall functions :

replaced by 2 g5, in z;9. This revised form of the zone matrix is shown in Figure 2.13.

The empty boxes indicate the coefficients that have been eliminated by the CFD domain.
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Figure 2.13: Revised zone matrix of heat balance equations

It was shown earlier how pervasive convection coefficients are in the zone matrix when the well-
stirred assumption 1s employed. Because of this, it was explained, erroneous /4, values would distort
the system of equations and lead to inaccurate nodal temperature, plant injection, and inter-nodal

energy flow predictions. This method of coupling CFD with the thermal domain eliminates convec-

CFD—=wall functions
air = surfuce

tion coefficients from the zone matrix. However, it does not solve this problem. The g
and Y gt Dowall functions pioht-side surface convection terms have the same affect on the system of equa-

S—>air

tions. If CFD inaccurately predicts the surface convection, errors will propagate throughout.

An alternate procedure is required to solve this revised zone matrix. Appendix B describes the
solution procedure, including the interaction between CFD and the thermal matrix solver. Knowledge

of this solution procedure is helpful, but not critical, in understanding the material that follows.

Although substantially different in approach, the two thermal conflation methods produce very

similar results when time-steps are sufficiently small.

Method 3

With the third handshaking method the air flow network and CFD interact, although there 1s no

interaction between CFD and the thermal domain.

A single air flow network node is replaced by a CFD domain to drop the assumption of well-
mixed conditions for a zone (for the purposes of air flow modelling; however, the well-stirred assump-
tion is still in effect in terms of the thermal model). New connections are added to the air flow net-
work to link the CFD domain to the network (e.g. node "lounge" is connected to node "A" 1n the CFD

domain shown in Figure 2.14), while connections to the removed node are eliminated.
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Figure 2.14: Conflation between CFD and network air flow (from Negrao 1995)

The network air flow domains establish boundary conditions for CFD (temperatures and flow
conditions at diffusers, extracts, and other openings). Once CFD converges to a solution, the CFD-
predicted air flows into and out of the zone are passed to the network air flow solver, where they are
treated as sources or sinks of mass. The network is then solved in its usual manner to determine the
flow through the remaining connections in the network. Following this, the thermal system is simu-

lated for the current time-step using the approach (unaltered) described in Section 2.2.

2.5 Closing Remarks

This chapter has provided an overview of ESP-r’s simulation methodology. Its approaches for
modelling the thermal domain, inter-zone air flow, and (using CFD) intra-zone air flow and heat trans-
fer were described. The techniques used to handle the interdependencies between these modelling
domains were reviewed. Emphasis was placed, in particular, on the coupling between the thermal
domain and CFD. Stress was also given to ESP-r’s modelling of internal surface convection within

the context of its thermal simulation approach.

Chapter 1 described how convection heat transfer varies from surface to surface (and with time)
in response to local air flow patterns. It argued that the modelling of internal surface convection
should respond to local flow conditions in a dynamic fashion. This chapter has described how ESP-r
employs the well-stirred assumption with surface-specific convection coefficients to model internal
surface convection. It does recalculate convection coefficients each time-step, yet it does not have the
ability to adapt the calculation approach to changes in the air flow regime. Additionally, important
flow regimes cannot currently be characterized since both the default and optional /. algorithms treat

only buoyancy-driven flow.

ESP-r’s default and optional /. algorithms result in substantially different convection coeffi-
cients. This is significant given how pervasive convection coefficients are in the matrix of heat bal-

ance equations that characterize the zone’s thermal state. Although this chapter has demonstrated the
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central role that internal convection plays in the thermal system, the sensitivity of simulation results to

convection coefficients has not yet been quantified.

When CFD is integrated with the thermal model, surface convection is calculated (either
directly or through convection coefhicients) by CFD, the CFD domain resolving the air flow and heat
transter adjacent to the solid constructions enclosing the zone. Yet, as was pointed out in Chapter 1, 1t
is precisely these locations that CFD has the greatest difficulty resolving. Therefore, any errors in
CFD’s heat transfer predictions will be propagated into the thermal domain. This will cause 1naccura-
cies in nodal temperatures and inter-nodal heat flows throughout the building. Either CFD must ade-

quately characterize the heat transfer, or the thermal model must appraise and (when necessary) reject

the results received from the CFD domain.
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CHAPTER 3

Applicability of CFD for Modelling Room Air Flow and Heat Transfer

3.1 Introduction

Computation Fluid Dynamics (CFD) means the numerical modelling of physical processes

occurring within a fluid. This includes not only fluid motion, but also heat transfer, mass transfer, and

chemical reactions (e.g. combustion).

CFD was not develope_d specifically for modelling buildings, but rather as a general purpose
simulation technology. Its use in a wide range of engineering and scientific fields is growing rapidly,
as evidenced by the number of publications appearing in journals and at conferences, and by the

increasing sophistication of commercial CFD software packages. Applications include:
* aircraft aerodynamics;
* ship hydrodynamics;
* meteorology;
* biomedical engineering;
» the study of pollutant effluents;
 the design of micro-electronic cooling systems;

 the design of gas turbines and other combustion equipment.

Chapter 1 alluded to some 1ssues regarding the applicability of CFD for room air flow and heat
transfer modelling. Chapter 2 showed how the handshaking between ESP-r’s thermal domain and
CFD was critically dependent upon CFD’s ability to resolve the surface convection heat transfer. An
understanding of CFD’s theoretical basis 1s necessary in order to explore these issues, and to under-
stand the solutions put forward in subsequent chapters. Consequently, this chapter sets out to describe

CFD’s essential extractions and to appraise its applicability for modelling room air flow and heat

transfer.

Section 3.2 describes CFD’s conceptual basis and introduces 1ts numerical approaches. The
previous applications of CFD for predicting room air flow and heat transter are reviewed in Section
3 3. The nature of room air flow is discussed in Section 3.4, and the various approaches for modelling
turbulent motion treated in Section 3.5. These are key to understanding the applicability of CFD

within the context of the conflated simulation approach. The most popular turbulence model—the
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standard k — & model—is described in detail in Section 3.6, while its applicability is assessed in Sec-

tion 3.7. An overview of alternatives to the standard k& — £ model is provided in Section 3.8. Finally,

closing remarks are provided in Section 3.9.

3.2 The Conceptual Basis of CFD

In essence, CFD involves the solution of a set of non-1inéar partial differential equations using
numerical techniques. The partial differential equations express the fundamental physical laws that
govern fluid flow and related phenomena—the conservation of mass, momentum, and energy. The
equations are discretized and linearized, and the computational domain enclosed with boundary condi-
tions. This yields a set of coupled algebraic relations which are solved iteratively to predict (at dis-

crete points) the distribution of pressure, temperature, and velocity (and perhaps other physical quanti-

ties).

Material presented in subsequent sections and chapters presumes an understanding of CFD’s
conceptual basis and general familiarity with its numerical approaches. Consequently, the pertinent
aspects are treated in the following subsections: the equations of motion; discretization and lineariza-
tion; boundary conditions; and solution procedures. Treatment is succinct and focuses on the numeri-
cal approaches currently used by ESP-r’s CFD model and those most relevant to the current work.
The reader should refer to a basic CFD text (e.g. Patankar 1980; Versteeg and Malalasekera 1995) for
a more comprehensive and detailed treatise of these topics. Awbi (1991), Whittle (1986), and Jones
and Whittle (1992) provide additional information related to the specific problem of room air flow and

heat transfer modelling.

3.2.1 Equations of motion

Both mechanical and buoyant forces can be significant drivers of room air motion. Mechanical
forces are generally caused by fans or by wind entering through openings, while buoyant forces can
result from heat sources within the room (radiators, occupants, office equipment, etc.) or from surface-
air temperature differences. Room air flow can be considered incompressible as velocities tend to be
low, in the order of metres or centimetres per second (air 1s considered incompressible at Mach num-
bers less than 0.3, about 100 m/s). Air, like many common fluids such as water, 1s newtonian (newto-
nian fluids display a linear relationship between shear and strain rate). Given this problem description,
the following set of differential equations, which express the fundamental physical laws of the conser-
vation of momentum and the conservation of mass (continuity), can be written to describe room air

flow. These are presented in the common Navier-Stokes formulation (see Schlichting 1968) and 1n

three-dimensional Cartesian coordinates.
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conservation of momentum 1n x-direction

%, J0 0 0 0P o du  du;
5, (pu) + . (puit) + 51— (pvu) + 3, (pwu) =— F + axj [ﬂ(axj- + ax‘ ) (3.1)
conservation of momentum in y-direction
2y (pv) + 5 (puv) + 3 (pvv) + = (pwv) =— 3 + 9% [ﬂ(axj + 3 )} (3.2)
conservation of momentum in z-direction
2 (o) + = (puw) + 2 :
2y D . (puw) 3 (pvw) + 3> (pww) (3.3)

9z X ; # ox, 0z P8Pl =1)

continuity

J d 0
= (pu) + == (pv) + =~ (pw) =0 (3.4)
X % z

The z-axis of the Cartesian coordinate system 1s aligned in the vertical direction (illustrated in

Figure 3.1). u, v, and w are the velocity components in the x, y, and z directions, respectively {m/s}.
p is the density {kg/m>}, u the viscosity {Pa-s}, and B the thermal expansion coefficient of air

{K™'}. tistime {s}, P is pressure {Pa}, and T is temperature {°C}.

d pudydz-u
d X

pudydz-u dx

gravity

Figure 3;1: Control volume and coordinate system
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T'he dependent variable in each momentum equation is a velocity component. For example, u 1s
the dependent variable in the x-momentum equation. Consequently, each momentum equation can be
thought of as a balance of the forces that affect a single velocity component. The meaning of the indi-

vidual terms 1s demonstrated by considering an arbitrary control volume of the fluid (see Figure 3.1)

while examining the v-momentum equation (3.1). The -ﬁrst term [d(pu)/dt] represents the rate of

change of x-direction momentum with respect to time®. This transient term can be thought of as the

rate of accumulation of momentum within the control volume.

The second term [d( puu)/dx] represents the net outflow of x-direction momentum from the con-
trol volume for flow crossing the faces perpendicular to the x-axis, and is derived as follows. The

inflow ot x-direction momentum at the left face of the control volume (see Figure 3.1) is equal to the

mass flow rate through the face (pud, = pudydz) multiplied by the x-direction velocity:
momentum .z = pudydz - u

When the control volume is sufficiently small, the outflow of x-direction momentum at the right face

can be approximated by the first two terms of a Taylor series expansion:

MOMENTUM g,y = MOMENTUM, o + [d(momentum ;) 0x]dx

= pudydz - u + [ pudvdz - 1u)/dx]dx

The net outflow of momentum 1s the difference between the outflow at the right face and at the inflow
at the left face. When divided by the control volume’s volume (dxdvdz) this leads to the second term

In equation 3.1.

The third term [d(pvu)/dy] is similar in construct, it also representing the net transfer of x-direc-
tion momentum out of the control volume; however, 1n this case it is for flow crossing the faces per-
pendicular to the y-axis. Similarly, the fourth term [d(pwu)/dz] represents the net outlfow of x-direc-
tion momentum for flow crossing the faces perpendicular to the z-axis. These three net outflow of x-
direction momentum terms represent the transport of momentum caused by bu/k fluid motion crossing

the faces of the control volume, a phenomenon known as advection (often called convection).

Moving to the right side of the equation, the [— dP/dx] term represents the net pressure force

’, represents the net

acting in the positive x-direction. The last term, shown in compact tensor notation
viscous force acting in the positive x-direction. Although known as a force, this term really represents
the transport of momentum caused by random molecular motion across the faces of the control vol-

ume, a phenomenon known as diffusion.

The momentum equations in the other two directions (3.2 and 3.3) are of 1dentical construct, but

with the addition of one term to the z-momentum equation. This [-pgfB(T. — T)] represents the

8 As the equation is normalized by volume, the terms are given in units of force per volume.

9 J ot auj ds t _a__ (ﬂf_.y_a_it_)_}.i (QE+§I)+2 (%4_?_1’_1?]
ox, “‘(é?}'* 3 )| ewmase SIS S MG 5 E 4G 5
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gravitational force—caused by density gradients in the fluid—acting in the positive z-direction and is

expressed here using the Boussinesq approximation (Incropera and DeWitt 1985).

The continuity equation (3.4) simply states that the net accumulation of mass in the control vol-
ume must be equal to zero (i.e. mass is conserved). [d(pu)/dx] is the net mass flow!® leaving the con-

trol volume for flow crossing the faces perpendicular to the x-axis. The other terms represent the

flows 1n the other two Cartesian directions.

Equations 3.1 to 3.4 characterize the fluid flow, but not the heat transfer. Although temperature
appears In equation 3.3, it is an independent variable. An additional equation, representing another

fundamental physical law—the conservation of energy—is introduced to characterize the heat transfer

and to predict the temperature distribution.

conservation of energy

o 0 J o 0 oT
gt- (pCPT) T 5; (pcpuT) T 3_1: (pCPVT) T & (pcpr) B axj (k ox ']+ ’ 5:2)

J

where ¢, 1s the specific heat {J/kgK'}, and k the conductivity {W/mK} of air.

The dependent vanable 1n this case 1s temperature. Consequently, the conservation of energy
equation can be thought of as a balance of the energy flows that affect the temperature. Considering
again the control volume in Figure 3.1, the first term [d(pc,T)/0t] represents the rate of change of
energy with respect to time'': how quickly energy is stored within the control volume. The second
term [d(pc,uT)/dx] 1s the net convection of energy leaving the control volume: a result of bulk flow
crossing the faces perpendicular to the x-axis. Likewise, the third and fourth terms [d(pc,vT)/dy and
d(pc,wT)/dz] represent the net convection of energy leaving the control volume as a result of bulk

flow crossing the faces perpendicular to the y and z axes.

12

Tensor notation'< 1s used to express the first term on the right side of the equation

[0(k(0T/9x ;))/0x ;]. This represents the net diffusion of energy into the control volume, that is the net
transport of energy caused by random molecular motion. The last term (qm) 1s the generation of heat
within the control volume, perhaps due to a chemical reaction or due to a heat source located within
the room. As can be seen, the energy equation has a structural similarity with the momentum equa-

tions. Each contains transient, convection, diffusion, and source terms.

Equations 3.1 to 3.5 fully characterize the transient fluild motion and heat transfer throughout
the air volume of a room. The problem is said to be closed, there being five unknowns (temperature,

pressure, and three velocity components) in the five equations. It 1s important to note that the field

10 This equation is also normalized by volume, so the terms are given in units of mass flow per volume.
I This equation is been normalized by volume, so the terms are given in units of energy per volume.

0 (o 3 (30, 2,0, 2,21
12 _a_;[k a—;) expands to 8x (k 5 + 3 K 3 + . K 3,
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variables (pressure, velocity, temperature) in these equations represent instantaneous quantities.

Because most flows of practical interest experience chaotic high-frequency velocity fluctuations—a
state known as turbulence—it is usually impossible to solve for the instantaneous values. Instead, tur-

bulence modelling techniques are used to simplify the solution process, a topic that will be treated in

detail 1n Sections 3.5 and 3.6. However, the objectives of this section are best achieved with the

instantaneous form of the equations of motion.

3.2.2 Discretization and linearization

The partial differential equations (3.1 to 3.5) given in the previous subsection fully describe

room air flow and heat transfer. However, the equations are highly non-linear and strongly coupled:

each momentum equation contains all three velocity components; temperature appears in the z-

momentum equation; and the energy equation contains the velocity components. Consequently, they

can be solved analytically for only the simplest of problems.

Numerical discretization techniques are introduced to render the problem to a solveable level.

In essence, this involves approximating the governing differential equations by a system of algebraic
relations. With the finite volume method (other approaches are possible), this is achieved by subdivid-
ing the room into finite volumes using a gridding system. Rather than solving over the continuum,
temperatures, pressures, and velocities are predicte<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>