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Abstract

This thesis considers the mathematical modelling and analysis of the widely used

One Drop Filling (ODF) method for the industrial manufacturing of liquid crystal

displays. In the first part of the thesis, we consider three problems relating to

the fluid dynamics of nematic liquid crystals (nematics) in the ODF method. In

particular, we formulate and analyse a simple model for the squeezed coalescence

of several nematic droplets, a squeeze-film model for a single nematic droplet, and

a model for pressure-driven channel flow of nematic. Our results give significant

insight into nematic flow effects in the ODF method and indicate that these effects

could play an essential role in forming unwanted optical effects, known as ODF

mura. In the second part of the thesis, we consider a static ridge of nematic resting

on an ideal solid substrate surrounded by passive fluid. The analysis of this system

gives insight into the initial stage of the ODF method and more general situations

involving nematic free surfaces and three-phase contact lines. Specifically, we

derive the governing equations for a static ridge, which include nematic Young

and Young–Laplace equations, and then use these governing equations to study

two related problems. Firstly, we consider the situation in which the ridge is thin

and has pinned contact lines. Secondly, we use the nematic Young equations to

determine the continuous and discontinuous transitions between the equilibrium

states of complete wetting, partial wetting, and complete dewetting that can

occur.
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Chapter 1

Introduction

1.1 Liquid crystals

The three fundamental phases of matter are present in every aspect of life. Solids

retain their shape, liquids (such as water at room temperature) retain their vol-

ume and flow freely, and gases (such as air at room temperature) expand to fill

any available volume. In general, materials at constant pressure will change be-

tween the fundamental phases when an increase in ambient temperature raises (or

lowers) the temperature of the material past certain critical values [88]. At these

critical temperatures, phase transitions occur and the material changes phase.

For example, in normal atmospheric conditions as temperature is increased, at

the critical temperature 0◦C, called the melting point, solid water (ice) undergoes

a melting transition and turns into liquid water [88].

The three fundamental phases of matter are sufficient to describe most materi-

als; however, certain materials in appropriate conditions can exist in mesophases,

which are not one of the three fundamental phases of matter. One such group

of materials, which are named after the mesophases they can form, are liquid
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Figure 1.1: A schematic diagram of the constituent molecules (shown by grey
rods) and phase transitions of a liquid crystal material with increasing tempera-
ture. The melting point and clearing point are also shown.

crystals [49].

At low temperatures (below the melting point), a liquid crystal material exists

as a crystalline solid. Within the crystalline solid, long typically rod-like or disc-

like constituent molecules display a preference for orientational and positional

ordering with respect to their neighbouring molecules. As the temperature is

increased above the melting point, the crystalline solid melts into a liquid crystal

phase and the constituent molecules lose some order and begin to move more

freely, whilst they maintain their preference for orientational molecular order.

The liquid crystal phase is therefore an anisotropic liquid (i.e. a liquid possessing

behaviour dependent on direction) with constituent molecules that align so that

they display orientational molecular order. The mathematical description of this

orientational molecular order will be discussed in detail in Section 1.5.

As the temperature is increased further, a different critical temperature, known

as the clearing point, is reached. Above the clearing point, the liquid crystal con-

stituent molecules lose their orientational molecular order, and molecules move

and orient themselves freely as an isotropic liquid. A schematic diagram of the

constituent molecule behaviour and phase transitions of a liquid crystal material

with increasing temperature are shown in Figure 1.1.
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Liquid crystal materials that display a liquid crystal mesophase due to tem-

perature variation, like the scenario described above, are known as thermotropic

liquid crystals [49, 201]. Some liquid crystal materials display a liquid crystal

mesophase due to variation of their concentration in a solvent. These concentration-

dependent liquid crystal materials are known as lyotropic liquid crystals [49,201].

Liquid crystal materials can have varying shapes of the constituent molecules,

for example, calamatic liquid crystals have rod-like molecules and discotic liquid

crystals have disc-like molecules.

There are a number of different liquid crystal phases. The nematic liquid crys-

tal phase contains no positional order and the constituent molecules locally align

along a common direction, often called an anisotropic axis [49,201]. When there

is only a single anisotropic axis, nematic liquid crystals are referred to as uniaxial

nematic liquid crystals. The cholesteric liquid crystal phase is observed in liquid

crystal materials that have chiral constituent molecules (where there is asym-

metry between the constituent molecules and the mirror image of constituent

molecules) which encourages the formation of helical twist structures [49, 201].

Smectic liquid crystal phases contain some positional ordering which creates lay-

ers that contain orientational order. There are a number of smectic liquid crystal

phases that are classified by their behaviour within the layered structure. For

example, in smectic A phases, the liquid crystal molecules orient themselves par-

allel with respect to the layer normal, and in smectic C phases, the liquid crystal

molecules are tilted with respect to the layer normal [201]. The various differences

between liquid crystal phases can lead to them showing many different patterns

and birefringence when viewed under a microscope, as shown in the photographs

in Figure 1.2 [223].

In this thesis, we will be interested in calamatic uniaxial nematic liquid crys-

tals, which we henceforth term nematics, as these are the most commonly used

3



(a) The nematic phase (b) The cholesteric phase

(c) The smectic A phase

Figure 1.2: Photographs of (a) the nematic phase, (b) the chloesteric phase,
and (c) the smectic A phase viewed through a microscope. Photographs taken
with permission from Vance Williams’ blog http://lcmicroscopy.weebly.com/lc-
photogallery.html [223].
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liquid crystals in the liquid crystal display (LCD) industry [114]. From now on we

will focus entirely on developing and using mathematical models for nematics. We

will not discuss the mathematical descriptions of any other liquid crystal phase,

but for a detailed consideration of these materials see de Gennes and Prost [49]

or Stewart [201].

1.2 The discovery of liquid crystals

There is a long history of developments in chemistry and physics that proceed

the modern-day use of nematics in LCDs. The first generally accepted discovery

and description of a liquid crystal phase was by the Austrian botanist Friedrich

Reinitzer in 1888 [176, 177]. Whilst Reinitzer was investigating cholesterol, he

heated samples of cholesteryl benzoate (which is a solid at a room temperature)

and observed a melting transition, at the melting point 145.5◦C, at which point

the solid cholesteryl benzoate melted into a cloudy liquid. To his surprise, upon

further heating of his sample, he observed a second melting point at 178.5◦C

(which is recognised to be the aforementioned clearing point) at which point the

cloudy liquid cholesteryl benzoate transitioned into a clear liquid [176,177].

Excited by this discovery, Reinitzer sent samples of cholesteryl benzoate to the

German crystallographer Otto Lehmann who had already observed similar tran-

sitions in his own material samples [32,110]. Part of Lehmann’s current work was

the design and creation of a heated microscope for observing the crystallisation of

his material samples [32,110]. After observing Reintzer’s samples with his heated

microscope and continuing his investigations, Lehmann described Reintzer’s sam-

ples as “flowing crystals” [126]. This was a remarkable observation of a new phase

of matter; a liquid with crystalline properties. Around the same time, Lehmann

was sent samples by Gattermann and Ritschke [81] who had developed the first

5



synthesised nematic material, p-azoxyanisole (PAA) [110]. In 1900, Lehmann’s

continued contributions to this developing field eventually lead him to adopt the

term “liquid crystals” [110].

Further important developments occurred in 1907, when Vorländer experi-

mentally determined that liquid crystal constituent molecules were typically rigid

and linear [110,215]. In 1922, Georges Friedel developed the classification of liquid

crystals into three distinct categories, nematics (derived from the Greek word for

thread), smectics (derived from the Greek word for soap) and cholesteric (meaning

cholesterol-like material) [32, 77]. Although the discovery of these liquid crystal

materials and their categorisation had now come a long way in a short period,

little was still known about their optoelectrical and viscoelastic properties, which

now form the basis of an industry worth more than 150 billion dollars [140].

1.3 50 years of liquid crystal displays

The first optoelectrical effect in liquid crystals was found in 1918 by Björnstahl

[16]. Björnstahl found that when an electric field was applied across a thin layer of

PAA, the PAA molecules orientated themselves perpendicular to the direction of

the applied field [110]. Similar optoelectric effects were obtained by Friedel in 1922

[110] and Zwetkoff in 1935 [103]; however, much of the interest in liquid crystals

began to fade as Europe was overcome by the First and Second World Wars

[110]. The potential technological application of optoelectric effects in nematics

remained largely unexplored for the next 50 years.

Further reasons for the lack of development of a liquid crystal based display

were firstly due to the success of the cathode ray tube television [80], and secondly,

that at the time liquid crystal materials were highly unstable, with melting points

much higher than room temperature [103]. It wasn’t until 1963 that desire for

6



a flat panel display for use in aircraft turned attention back to liquid crystals.

The light scattering experiments of Björnstahl and Zwetkoff were rediscovered

by Richard Williams of the Radio Corporation of America (RCA) Laboratories

in Princeton [222]. The work of Williams was then extended by Heilmeier and

Zanoni [93] who produced the first patent of a practical LCD named a dynamic

scattering LCD (DS-LCD) [92].

1.3.1 The dynamic scattering liquid crystal display (DS-

LCD)

The DS-LCD operates using a negative dielectric anisotropy nematic (meaning

that the nematic molecules align perpendicular to imposed electric fields [201])

doped with conductive particles, placed in a thin gap between two electrically

conductive transparent substrates and crossed polarisers [108], as shown in Fig-

ure 1.3. The conductive particles allow an electrical current to pass through the

nematic between the two substrates. In the off-state, the nematic aligns perpen-

dicular to the substrates and any incident light is blocked by crossed polarisers

which are positioned above and below the upper and lower substrates, respec-

tively, as shown in Figure 1.3(a). In the on-state, a voltage is applied between

the two substrates, creating an electric field and an electrical current (due to

the conductive particles) between the two substrates. The electric field and elec-

tric current create two opposite torques on the nematic molecules [108]. Firstly,

due to the negative dielectric anisotropy of the nematic, a torque from the elec-

tric field aligns the nematic molecules perpendicular to field (in-plane with the

substrates), and secondly, a torque from the transport of current between the

two substrates produces an opposing torque (out-of-plane with the substrates).

At low field strengths these opposing torques produce the formation of striped

structures called Williams domains, as shown in Figure 1.4 [222], but as the

7



(a) DS-LCD off-state (b) DS-LCD on-state

Figure 1.3: A schematic diagram of the mechanism of a DS-LCD in the (a)
off-state and (b) on-state. The nematic (red ellipsoids) doped with conductive
particles (dark grey spheres) is contained between two electrically conductive
transparent substrates (blue layers) and two crossed polarisers (yellow striped
layers).

field strength is increased further, the large opposing torques produce turbulent

motion of the nematic molecules, which scatters the incident light from the first

polariser, randomly changing the direction and polarisation of the light [86]. This

dynamic scattering of the incident light by the doped nematic allows some light to

pass through the upper polariser [108], creating the on-state, as shown in Figure

1.3(b). The applied voltage may then be controlled, allowing switching between

the on- and off-state, creating the basis of the display.

The invention of the DS-LCD inspired the first prototype LCD products, such

as pocket calculators and digital wrist watches, however, these displays faced

serious problems. Due to the requirement of conductive particles in the DS-LCD,

electrochemical decomposition could cause build up on the electrodes on the

substrates and the displays required large operating voltages [108]. Ultimately,

these problems meant that DS-LCDs were not capable of replacing the cathode

8



Figure 1.4: Williams domains observed in PAA. An electric field is applied on
the left-hand side in the dark regions, and no electric field is applied in the right-
hand side in the light region. Williams domains are evident in the small striped
structures on the left-hand side in the dark regions. Figure taken from [222] with
Copyright permission from The American Association for the Advancement of
Science and Copyright Clearance Center.

ray tube for use in a large displays. With the large number of problems associated

with DS-LCDs, a new mechanism for a liquid crystal based display was required.

1.3.2 The twisted nematic display (TN-LCD)

It was not until 1969, after the formation of the Roche liquid crystal research

group in Switzerland, that Wolfgang Helfrich decided that investigating a display

that used an imposed twist, which had previously been observed by a French

crystallographer Mauguin in 1911 [143], was worth further investigation [103].

Mauguin had found that incident light on a twisted nematic state caused a change

in the polarisation of the transmitted light. Helfrich and his colleague Martin

Schadt, realised that by unwinding this imposed twist with an applied electric

field they could control the polarisation of light incident on the nematic layer [103]

which could be the basis of a new type of LCD.

In 1970, Helfrich and Schadt created reproducible unwinding and winding of

9



(a) TN-LCD off-state (b) TN-LCD on-state

Figure 1.5: A schematic diagram of the mechanism of a twisted nematic TN-LCD
in the (a) off-state and (b) on-state. The nematic (red ellipsoids) is contained
between two electrically conductive transparent substrates (blue layers) and two
crossed polarisers (yellow striped layers).

an imposed twist and could now reliably switch the nematic between a twisted

state and an untwisted state [103]. What was even more surprising about this

discovery was the low operating voltages required for the switching of this nematic

state. The invention was quickly patented and published within the year, and

the twisted nematic display (TN-LCD) was ready to be commercialised [94,191].

The TN-LCD, unlike the DS-LCD, operates using a positive dielectric

anisotropy nematic (meaning that the molecules align parallel to imposed elec-

tric fields [201]) which is placed in a thin gap between two electrically conductive

transparent substrates and crossed polarisers, as shown in Figure 1.5. In the

off-state, the nematic contains an imposed twist, which is achieved by specific

treatment of the lower and upper substrates (the specific treatment of the sub-

strates, called anchoring will be discussed in Chapter 1.7.3), as shown in Figure

1.5(a). The imposed twist acts as a wave guide for the incident linear polarised
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light and the polarisation is rotated 90◦ so that when it reaches the upper po-

lariser the light is emitted. In the on-state, an electric field is applied between

the substrates, and due to the positive dielectric anisotropy of the nematic, a

torque from the electric field aligns the nematic molecules perpendicular to the

substrates, as shown in Figure 1.5(b). With the nematic molecules perpendicular

to the substrates the imposed twist is no longer present, and the polarisation

of the incident light is no longer rotated and is therefore blocked by the upper

polariser.

It often goes unmentioned that in 1970, Frank Leslie of the University of

Strathclyde described the mathematical theory for a similar mechanism which un-

wound an imposed twist within a thin nematic layer using a magnetic field [129].

Leslie calculated the magnetomechanical threshold required to cause the nematic

to untwist in a magnetic field and the analogous result for electric fields could

easily be extracted from his work. This theoretical paper may have been the

basis on which Helfrich and Schadt gained their inspiration to create the twisted

nematic display, albeit using electric fields rather than magnetic fields [103,108].

Five months after the patent was filed by Roche, the American company Fergu-

son submitted a similar TN-LCD patent [73] and a legal battle between Roche

and Ferguson began. The conflict was eventually settled when Roche bought

Ferguson’s patent.

Within the next few years some practical issues arose for the TN-LCD, includ-

ing a lack of stable and room temperature nematic materials which were crucial

for creating a room temperature display. However, most significant of all prob-

lems was a lack of funding at Roche. At the time, Roche made the majority of its

money through its cathode ray tube patents, and the company directors viewed

the TN-LCD as unwanted competition [103].

Eventually, inspired by the success of the TN-LCD in Japan, Roche began to
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focus on developing room temperature nematic materials to bring a commercial

TN-LCD into reality. The creation of the nematic materials called cyanobiphenyls

by George Gray and others at the University of Hull [85, 173] allowed the devel-

opment of new nematic mixtures, which combined a number of nematic mate-

rials and chemical additives to achieve room temperature stable nematic mix-

tures [173]. Roche had now become primarily a chemical company, and focused

its efforts developing these mixtures and entered licensing agreements with many

Japanese companies, such as Seiko, Sharp and Hitachi [103]. This long and pro-

ductive relationship brought about the first TN-LCD wrist watches, portable

games consoles, and pocket calculators. The nematic material patents developed

by Roche over this period were eventually purchased by Merck KGaA, who now

continue the research, development and production of liquid crystal mixtures.

The TN-LCD was successfully used in small portable displays, but they could

not replace the cathode ray tube for use in large displays, until their combination

with the thin-film-transistor (TFT). The TFT, developed by Paul Weimer in 1962

[220], operates using thin semiconductor deposits which use electronic signals to

allow the control of individual portions of a display, called pixels. In 1974, Brody

et al. [22] combined a TFT and a TN-LCD to create a method for constructing

a large TN-LCD. These so-called TFT-LCDs were finally able to replace the

cathode ray tube for use in large displays, and LCDs took control of the display

market.

Since the development of the TFT-LCD, advancements in engineering and

chemical design of nematic materials has allowed the introduction of many new

modes of LCDs, including the super-twisted nematic display (STN-LCD) [174],

in-plane switching display (IPS-LCD) [99], and the vertically aligned nematic

display (VAN-LCD) [228].
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Figure 1.6: A schematic diagram of the layered structure of a modern LCD.
From bottom-to-top the layers consist of the lower surrounding metal casing
(shown by the grey layer), the backlight (shown by the bright orange layer), the
lower polariser (shown by the yellow striped lower layer), the glass-mounted TFT
(shown by the brown layer with a black imposed grid), the nematic layer (shown
by the red ellipsoids), the colour filter (shown by the red, blue and green layer),
the upper polariser (shown by the yellow striped lower layer), the optical film
(shown by the purple layer), and finally, the upper surrounding metal casing
(shown by the open grey layer) [225].

1.4 A modern liquid crystal display

A modern commercialised LCD requires the combination of several layered com-

ponents [225], as shown in Figure 1.6. In particular, within the outer metal

casing, the LCD is illuminated from the bottom by a mono-coloured backlight.

The backlight typically uses a mono-coloured cathode fluorescent lamp or many

individual light emitting diodes [19] to transmit light through the polariser and

the glass-mounted TFT into the nematic layer.

The TFT is used to electronically control the many pixel regions that make up

the display. In cutting-edge modern, so-called 8K resolution, LCDs, there can be
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as many as 33 million individual pixels in a single display. These displays can now

be over 60 inches in size (diagonal measurement of the display) and each pixel

must be controlled by electronic signals through the TFT [113,202]. When a pixel

is in the off-state, there is no change in the polarisation of the incident light on

the nematic layer, and as such, the light is blocked by the second polariser, which

is orientated 90◦ to the first. When a pixel is in the on-state, the polarisation of

the incident light is changed by the orientation of the nematic molecules in the

nematic layer.

The orientation of the nematic molecules in the on-state and off-state is dif-

ferent depending on the type (often called the mode of the LCD) of the display.

The most common commercially available LCD modes, i.e. STN-LCD, IPS-LCD

or VAN-LCD, all use imposed twists or rotations of the nematic molecules to act

as a wave guide to change the polarisation of the incident light. As the light

passes through the pixels in the on-state, it then passes through a colour filter

which blocks certain colours from the mono-chromed light source to produce the

desired colour of the final output. Finally, the output passes through an optical

film which improves the quality of the final output [20].

Many LCD modes still exist on the market place because each mode provides

unique advantages [65, 111]. For example, in computer monitors, the STN-LCD

mode can be favoured by users who play computer games for fast refresh rates

and response times; however, VAN-LCDs can be favoured for watching film and

television as they provide greater colour depth and viewing angles [65]. Whilst

LCDs in general still dominate the display market, the emergence of organic

light emitting diode (OLED) displays [138] now provide a direct competition for

LCDs. OLEDs operate through the combination of excited electrons and holes

(the absence of an electron) within an organic polymer layer sandwiched between

an anode and a cathode. When the electrons and holes combine, they form
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excited states that relax by emission of a photon of a particular wavelength. The

controlled reproduction of this effect forms the basis of the OLED display [138].

OLED displays are the current high-end display of choice, due to their improved

black state, colour depth and viewing angles; however, LCDs are still preferred

for their low manufacturing costs and longevity [29].

1.4.1 The alignment layer

In order to impose specific twists or tilts of the nematic molecules in the nematic

layer which control the polarisation of emitted light, the glass-mounted TFT

and colour filter, referred to henceforth as the substrates, are coated with thin

alignment layers, whose purpose, as previously mentioned, is to ensure that the

nematic molecules have the required orientation at the substrates for the final

display. The precision to which the required orientation of the nematic molecules

at the substrates must be maintained is often extremely high. For instance, in

VAN-LCDs, in which the required nematic orientation is close to 90◦, deviations

in the orientation as small as 1◦ can lead to unacceptably large changes of an order

of magnitude in the LCD contrast ratio [6]. The alignment layers are therefore

crucial components of any LCD. In particular, they are, in large part, responsible

for determining its optical characteristics [104].

There are a number of methods for fabricating alignment layers. A widely-

used method for creating a preferred orientation at the substrates is the poly-

mer stabilised (PS) method. This method involves adding an ultraviolet curable

monomer to the nematic and then applying a voltage difference across the ne-

matic layer while exposing it to UV light in order to achieve the desired orienta-

tion at the polymer layers which form on both substrates due to phase separa-

tion [90,221,228]. This method is now so widely used in the display industry that

displays are often named after it, for example, the polymer stabilised VAN-LCD
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(a) PS-VA off-state (b) PS-VA on-state

Figure 1.7: A schematic diagram of the mechanism of a PS-VA in the (a) off-state
and (b) on-state. The nematic (red ellipsoids) is stabilised by a polymer (green
tubes) and is contained between the TFT (brown crossed layer), the colour filter
two electrodes (red, blue, and green layer), and two crossed polarisers (yellow
striped layer).

is often called just PS-VA. The PS-VA mode LCD is shown in Figure 1.7.

Another method for creating a preferred orientation at the substrates involves

coating the substrates with a layer of polyimide, and then mechanically rubbing

these layers to create nano-grooves in their surfaces with which the nematic tends

to align [104]. Other displays use photo-activated alignment in which the sub-

strates are coated in a polymer layer whose surface orientational properties are

changed when they are exposed to polarised light [84]. All of the methods for

creating an alignment layer rely on some form of adhesion between the molecules

of the alignment layer and those of the nematic, which leads to an energetically

preferred nematic orientation at the substrates. Depending on the alignment ma-

terial used, the physical mechanism for this adhesion can be either mechanical or

electrostatic [104].
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1.4.2 Liquid crystal display manufacturing

The industrial manufacture of modern LCDs involves a number of different pro-

cesses, a key one of which involves filling nematic between the substrates. There

are two basic methods for doing this, namely capillary filling and One Drop Fill-

ing (ODF). The first step in both of these methods is to coat the two substrates in

thin alignment layers to correctly orient the nematic molecules at the substrates.

In capillary filling, the substrates are positioned parallel to each other with

a typical gap size of around 5 µm [106]. The nematic is then introduced into

this gap from one side of the display and allowed to fill the space between the

substrates by capillary action, often aided by an applied pressure difference (an

enhancement sometimes referred to as “vacuum filling”). Even with an applied

pressure gradient, the nematic flow is still slow, and as such, capillary filling was

a bottleneck in the manufacturing process, leading to manufacturing times of the

order of a day [71,106].

In ODF, the nematic is dispensed onto the lower substrate in the form of

droplets, as shown in Figure 1.8. These droplets are allowed to equilibriate and

then the upper substrate is lowered towards the droplet-laden lower substrate,

squeezing the droplets together to form the nematic layer.

Experimental images of the transmission of light through a two-droplet ODF

test setup is shown in Figure 1.9. The ODF test set-up contains two converging

substrates with polarisers at perpendicular directions (crossed polarisers) posi-

tioned on each substrate (shown by the green arrows in Figure 1.9). The exact

gap between the converging substrates is unknown in each photograph; however,

the orientation of nematic molecules can be inferred from the regions of low light

transmission (black) and regions of high light transmission (white). While the

nematic molecules are aligned parallel to either polariser or aligned parallel to

direction of the transmitted light, no light is transmitted (black regions) through
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 1.8: A schematic diagram of the stages of the ODF method. The substrates
are ((a) and (b)) coated in alignment material (shown in light blue), ((c) and (d))
nematic droplets (shown in red) are dispensed and allowed to equilibriate on the
lower substrate, and ((e)–(h)) the upper substrate is lowered onto the nematic
droplets squeezing them from above to form a thin continuous layer of nematic.
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Figure 1.9: Experimental photographs of the transmission of light through a
two-droplet ODF test setup between crossed polarisers (with polariser direction
indicated by the green arrows). Left to right shows the increase of time and
regions of white show complete transmission through the drops and regions of
black show no transmission. [Photographs provided by Merck KGaA]

the ODF test setup. If the director is aligned 45◦ from both polarisers and per-

pendicular to the direction of the transmitted light, there is a maximum (white

regions) amount of transmission through the nematic layer. In situations between

these extremes, there is partial transmission of light through the nematic layer

(grey regions). In Figure 1.9, a black cross within the center of each droplet rep-

resents that the orientation of nematic molecules is radial from the center of each

droplet. As the gap between the substrates decreases, these black crosses move

into the combined centre of the droplets. In Chapter 2, we will make compar-

isons between the experimental photographs shown in Figure 1.9 and numerical

investigations of a two-droplet ODF setup.

The introduction of the ODF method significantly improved manufacturing

speeds so that manufacturing times were reduced from of the order of a day to

of the order of an hour [71, 106], and are now even shorter than this. However,

since ODF is significantly faster than capillary filling, it involves significantly

higher nematic flow speeds, which may cause transient flow-driven distortion of

the nematic molecules at the substrates from their required orientation. This
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Figure 1.10: ODF mura formed in a three droplet ODF test cell. The hand-
drawn circles indicate the positions where the three droplets were deposited on
the bottom substrate. Note that the black shape to the right of the lowest hand-
drawn circle is a defect in the test cell not related to the ODF mura. [Photograph
provided by Merck KGaA]

may then lead to permanent or semi-permanent flow-driven misalignment of the

orientation of the molecules in the alignment layers, which may in turn degrade

the optical properties of the final display. In particular, flow-driven misalignment

of the orientation of the molecules in the alignment layers may be the cause of

unwanted optical effects known as “ODF mura” [36,125,167].

1.4.3 The ODF mura

Figure 1.10 shows an example of ODF mura formed in a three droplet ODF test

cell. In particular, Figure 1.10 shows nonuniformity within the test cell in the form

of three linear regions of relatively high light transmission equidistant between the

original locations of each droplet (indicated with the hand-drawn circles in Figure

1.10) creating an inverted “Y-shape” and a radial non-uniformity away from the

centre of the cell. For many LCD modes the ODF mura may recover over time,

but for the PS-VA mode [119], any deformation to the orientation of the molecules

in the alignment layers is “locked in” after ultraviolet light curing of the alignment
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layer. In this thesis we will be particularly interested in mathematical modelling

of nematic flow in LCD manufacturing, and understanding how nematic flow can

lead to the formation of the ODF mura.

1.4.4 Typical parameter values in the ODF method

In Chapters 2 to 4 we will consider mathematical models for various aspects of

the fluid dynamics in the ODF method. In each of these chapters we will use typ-

ical parameter values from the ODF method to motivate the various asymptotic

regimes we consider and to produce plots of key results. The key geometrical

parameters in the ODF method are; the initial radii of the nematic droplets, de-

noted byR, the initial height of the nematic droplets, denoted by H, the final gap

between the substrates, denoted by Hf , the downward speed of the top substrate,

denoted by sp, and half the separation distance of each droplet, denoted by L.

These key geometrical parameters are included in a sketch of the ODF method

for a three droplet set-up in Figure 1.11. Based on private communications with

Merck KGaA we assign typical values for these key geometrical parameters in

Table 1.1. We will refer back to these values later in Chapters 2 to 4.

1.5 Mathematical models for nematics

There are many approaches used for mathematical modelling of nematic mate-

rials, ranging from atomistic and molecular models [25, 224, 230] to continuum

models [49, 134, 200, 201, 212]. The first established mathematical model used to

describe nematics was by Bose [18,26] in 1907. The Bose model used a Maxwell–

Boltzmann statistical description of nematic materials which is sometimes called

“swarm theory” [26].
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Figure 1.11: Schematic diagram indicating the geometrical parameter values in
the ODF method. The initial radii of the nematic droplets R, the initial height of
the nematic droplets H, the final gap between the substrates Hf , the downward
speed of the top substrate sp, and half the separation distance of each droplet L
are shown.

Symbol Value

R 10−4–10−2 m

H 10−6–10−4 m

Hf 10−6 m

sp 10−3 m s−1

L 10−3–10−2 m

V 10−14–10−8 m3

Table 1.1: Typical values for the geometrical parameters in the ODF method; the
initial radii of the nematic dropletsR, the initial height of the nematic dropletsH,
the final gap between the substrates Hf , the downward speed of the top substrate
sp, and half the separation distance of each droplet L.
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Swarm theory remained the leading theory for nematics up until the develop-

ment of a static continuum theory by Oseen [160, 161] in 1925 and Zocher [235]

in 1927. At the time, it was well known that the constituent molecules of ne-

matics tend to align so that the long axis of the molecules share a common local

preferred direction that is referred to as the anisotropic axis [201]. The theories

developed by Oseen and Zocher used a unit vector, called the director, to de-

scribe the average local preferred direction of the constituent nematic molecules.

The director formulation allows for a phenomenological theory which can account

for anisotropic elasticity, body forces and surface effects. This static continuum

theory developed by Oseen and Zocher is still widely used for nematics almost a

hundred years later [201].

The static continuum description of nematics was eventually developed fur-

ther by Frank [75] in 1958 and the resultant theory, now called Oseen–Frank

theory, has been applied to many problems involving nematics [26, 201]. One of

the many successes of the Oseen–Frank theory was its capability to explain the

Freederickz transition, which was first observed by Freedericksz and Zolina [76] in

1933. The Freederickz transition is an effect observed when a magnetic field is im-

posed on a sample of nematic between two bounding substrates, which produces

a magnetisation in the sample capable of changing the orientation (or director)

of the nematic. At low magnetic field strengths, there is no observed change in

the orientation of the nematic sample and the nematic aligns itself in accordance

with the alignment of the bounding substrates. The orientation of the nematic

remains unchanged as the magnetic field strength is increased until a critical

magnetic field strength (called a Freederickz threshold) is reached, and the ne-

matic director then attempts to align with the magnetic field. We note that in

1933, Zocher [236] successfully used his theory to explain the Freedericksz transi-

tion, however, without the detailed model provided by Frank in 1958 his results

were only in qualitative agreement [26]. The model used by Zocher was identi-
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Figure 1.12: Jerald Ericksen (right) and Frank Leslie (left) photographed in Glas-
gow, sometime in the mid-1970s [8]. Figure taken from [8] with Copyright per-
mission from The American Association for the Advancement of Science and
Copyright Clearance Center.

cal to a useful approximation of the Oseen–Frank model called the one-constant

approximation which we will discuss in Section 1.7.1.

After the success of the static Oseen–Frank continuum theory, there was much

effort to develop a dynamic continuum theory of nematics which would describe

their viscoelastic properties. In 1961, Ericksen [67] formulated the balance laws

for the conservation of linear and angular momentum for nematics. In 1966,

Leslie [127,128] formulated constitutive equations for these balance laws and the

resultant dynamic theory was named Ericksen–Leslie theory. A photograph of

Jerald Ericksen and Frank Leslie together is shown in Figure 1.12. Ericksen–Leslie

theory uses the conservation of linear and angular momentum to describe coupling

of the director, the nematic fluid velocity and the nematic fluid pressure [201].

Early validation of the Ericksen–Leslie equations was carried out by Atkin [7] in

1970, who considered nematic flow between coaxial cylinders. The scaling laws

obtained by Atkin matched experimental observations of nematic flow between

coaxial cylinders made by Fisher and Frederickson [74] in 1969. The Ericksen–

Leslie theory has since been applied to numerous problems involving flow, electric
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fields, magnetic fields, and free surfaces [201]. After describing the mathematical

detail of Ericksen–Leslie theory in Section 1.8, we shall discuss relevant literature

using Ericksen–Leslie theory for this thesis in Section 1.9.

One particular shortcoming of the Oseen–Frank static theory and the Ericksen–

Leslie dynamic theory, is their difficulty describing so-called defects or disclina-

tions that occur in samples of nematics. A continuum model accounting for these

defects was established by Ericksen [69] in 1991. The most general static contin-

uum theory for nematics, which describes both the director and defects, is called

Q-tensor theory or Landau–de Gennes theory [49]. Q-tensor theory considers

the coupled behaviour of the director and a new variable called the scalar order

parameter, which describes the tendency for the nematic molecules to align with

the director. A detailed review of the development of this continuum model can

be found in [212] and a mathematical review of the detail in [152]. An often used

dynamic version of Q-tensor theory is called Berris–Edwards theory [13].

For more details on the history and development of mathematical models of

nematics, see the review by Carlsson and Leslie [26]. For the systems we shall

consider in this thesis, for which variations occur on the micron length scale and

the millisecond time scale, it is appropriate to use the director continuum model,

namely the Oseen–Frank static model and the Ericksen–Leslie dynamic model.

We will now overview the key concepts of both of these models which will be used

in Chapter 2 onwards.

1.6 The director and scalar order parameter

Nematics align so that the long axis of each constituent molecule within a local re-

gion shares a common preferred direction, referred to as the anisotropic axis [201].

This common preferred direction is named the director, and is denoted by a unit
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vector n = n(x, y, z, t), where the director may be a function of space (x, y, and

z) and time (t). For achiral nematics it is common to assume that n and −n are

indistinguishable, i.e. the group of constituent molecules are symmetrical along

their anisotropic axis. In this thesis we shall only consider a so-called uniaxial de-

scription of nematics materials, where a single director, which is associated with

the common local preferred direction of the long axis of constituent molecules,

is used. A more general theory, or a so-called biaxial description of nematics,

takes into account a second director (usually denoted by m) associated with the

common local preferred direction of the short axis of constituent molecules, for

more details see Leslie et al. [131].

For simplicity, in this thesis we will often adopt the use of index notation for

vector variables so that the director components and the position vector compo-

nents are denoted by ni and xi, respectively, where the index i = 1 corresponds

to components in the x-direction, i = 2 corresponds to components in the y-

direction, and i = 3 corresponds to components in the z-direction. As is standard

in index notation, repeated indices will imply summation from 1 to 3 over that

index, so that, for example, Jii = J11 + J22 + J33, and differentiation with respect

to x, y or z is represented by the shorthand G,i = ∂G/∂xi with i = 1, i = 2 or

i = 3.

As the director is a unit vector, its components must satisfy the constraint

ni ni = 1. (1.1)

The director components are often written in terms of two angles called the tilt
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director angle θ = θ(x, y, z, t) and the twist director angle φ = φ(x, y, z, t) so that

n1 = cos θ cosφ, (1.2)

n2 = cos θ sinφ, (1.3)

n3 = sin θ. (1.4)

The degree to which nematic molecules in a region Ω of nematic align with the

director can be measured by the so-called order parameter S = S(x, y, z, t). The

order parameter is defined by a statistical average, namely

S =
1

2
< 3 cos2 θm − 1 >=

1

2

∫ (
3 cos2 θm − 1

)
f(θm) dΩ, (1.5)

where θm is the molecular angle measured between the long axis of each con-

stituent molecule and the director and f(θm) is the angular probability density

function for the molecules in Ω [49, 152]. If the orientation of each of the con-

stituent molecules is completely random, as in the isotropic phase, then the order

parameter is zero. If the orientation of each of the constituent molecules is iden-

tical to the director, then the order parameter is unity. An order parameter of

unity corresponds to the degree of order observed in a crystalline solid. In the

nematic phase the order parameter is typical between zero and unity, however,

it is possible that the scalar order parameter can be negative for certain orienta-

tions [49, 152].

Within samples of nematic materials so-called defects or disclinations [75] can

occur that are associated with an order parameter of S = 0 (for the uniaxial

nematics considered in this thesis). At these defects, a disordering transition oc-

curs and a director description of the nematic is not valid. Defects are classified

by the behaviour of the director field surrounding the defect. In particular, the

defect is named by the number of clockwise rotations of the director field com-
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(a) +1-defect (b) −1-defect (c)+1/2-defect

Figure 1.13: The director field surrounding a (a) +1-defect, a (b) −1-defect, and
a (c) +1-defect. The defect location is shown by the black solid circle and the
director field is shown by grey rods.

pleted in a clockwise closed circuit around the defect. A clockwise circuit around

a defect with 2πs rotations of the director field is named an +s-defect [49], where

2s is an integer. For example, the director field around a +1-defect completes

a full clockwise rotation, the director field around a −1-defect completes a full

anti-clockwise rotation, and the director field around a +1/2-defect completes a

half clockwise rotation, as shown in Figure 1.13.

Henceforth, unless stated otherwise, we will not consider variations in the

scalar order parameter and we shall pursue a uniaxial director description of

nematic materials. For an introduction to the static Q-tensor theory, which also

considers the order parameter, the reader is referred to Mottram and Newton

[152]. For further mathematical descriptions of liquid crystals with non-rod-like

constituent molecules, including bent-core or plank-like constituent molecules,

see Sonnet and Virga [198].
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1.7 The nematic free energy

Consider a region Ω of nematic enclosed by a surface Γ. The free energy E

of the enclosed region of nematic can be defined by a combination of energy

contributions, namely

E =

∫
(ωbulk + ωexternal) dΩ +

∫
ωsurface dΓ, (1.6)

where ωbulk is the bulk elastic energy density associated with elastic distortion of

the nematic, ωexternal is the energy density associated with any externally imposed

body forces, and ωsurface is the interface energy density between the nematic and

the enclosing surface. We will now discuss the forms taken for each of these

energy contributions in this thesis.

1.7.1 The Oseen–Frank bulk elastic energy density

Following the approach used by Frank in 1958 [75], the bulk elastic energy density

associated with elastic distortions of the nematic is assumed to depend on the

director n and gradients of the director ∇n, and hence is of the form

ωbulk = ωbulk (n,∇n) . (1.7)

Using an equilibrium zero energy state n = n0 = (0, 0, 1), the bulk elastic en-

ergy density ωbulk can be expanded as a quadratic function of six fundamental

distortions ai about the zero energy state, which yields

ωbulk = kiai +
1

2
kijaiaj for i, j = 1, ..., 6, (1.8)
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where a1 = ∂n1/∂x and a6 = ∂n2/∂y are splay distortions, the a2 = ∂n1/∂y

and a4 = ∂n2/∂x are twist distortions, a3 = ∂n1/∂z and a5 = ∂n2/∂z are bend

distortions, and ki and kij are the curvature elastic constants [201]. By consid-

ering frame indifference of (1.8), under both rotations and reflections, and the

invariance of the nematic phase, namely that ωbulk(n,∇n) = ωbulk(−n,−∇n),

the majority of the curvature elastic constants can be shown to be zero [201]. The

non-zero curvature elastic constants are k11, k22, k33 and k24, which are known as

the Frank elastic constants, and are typically denoted

K1 = k11, K2 = k22, K3 = k33, and K4 = k24. (1.9)

Using (1.8), the Frank elastic constants (1.9), and the six fundamental distortions

ai, the bulk elastic energy density associated with elastic distortions, called the

Oseen–Frank elastic energy density, is given by

ωbulk =
1

2
(K1 −K2 −K4)ni,inj,j +

1

2
K2ni,jni,j +

1

2
K4ni,jnj,i

+
1

2
(K3 −K2)njni,jnkni,k, (1.10)

or, alternatively, in vector form

ωbulk =
1

2
K1(∇ · n)2 +

1

2
K2(n · ∇ × n)2 +

1

2
K3(n×∇× n)2

+
1

2
(K2 +K4)∇ · ((n · ∇)n− (∇ · n)), (1.11)

where ∇ = (∂/∂x, ∂/∂y, ∂/∂z) [201].

Each of the Frank elastic constants is named after the elastic deformation

they are associated with. In particular, K1 is the splay elastic constant, K2 is the

twist elastic constant and K3 is the bend elastic constant [49, 201], as shown in

Figure 1.14. The combination K2 +K4 in (1.11), called the saddle-splay constant
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(a) K1 splay elastic distortions (b) K2 twist elastic distortions

(c) K3 bend elastic distortions

Figure 1.14: Schematic diagram of (a) K1 splay elastic distortions, (b) K2 twist
elastic distortions, and (c) K3 bend elastic distortions.

is often omitted from the bulk elastic energy density as it can be transformed into

a surface term using the divergence theorem [201]. The Frank elastic constants

must obey the Ericksen inequalities [68], given by

K1 ≥ 0, K2 ≥ 0, K2 ≥ 0, K2 ≥ |K4|, K1 ≥ 1
2

(K2 +K4) ≥ 0. (1.12)

The Frank elastic constants for the nematic 4-Cyano-4’-pentylbiphenyl (5CB) at

26◦C are K1 = 6.2 × 10−12 N, K2 = 3.9 × 10−12 N and K3 = 8.2 × 10−12 N [63],

i.e. typically around 10−11 N.

A common simplification, which we will make use of in Chapters 2, 3, and 6

is the so-called “one-constant approximation” for the Oseen–Frank bulk elastic

energy density ωbulk. To produce a mathematically tractable system of equations

it is common to assume that the splay, twist and bend elastic constants are
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equal, so that K = K1 = K2 = K3 and that K4 = 0. While this one-constant

approximation is certainly a simplification of the material properties of a typical

nematic, in practice the ratios of elastic constants are rarely greater than two and

the behaviour is not expected to change qualitatively when this approximation is

used [63]. Using the one-constant approximation the Oseen–Frank elastic energy

density (1.10), is given by

ωbulk =
K

2
ni,jni,j, (1.13)

and (1.11) is given by

ωbulk =
K

2

[
(∇ · n)2 + (∇× n)2 + ∇ · ((n · ∇)n− (∇ · n)n)

]
. (1.14)

1.7.2 Externally imposed body forces

With the exception of a brief mention of gravitational force in Chapters 5 and 6,

we will not consider any externally imposed body forces such as magnetic forces

or electric forces. So henceforth, unless stated otherwise, we set ωexternal ≡ 0. We

briefly mention the relevant energy density for an electric field as the application

of electric fields on nematic layers is the basis of how LCDs operate. For an electric

field with components Ek, the energy density associated with any external body

forces is given by ωexternal = ωelec [201], where

ωelec = −1

2
ε0εaninjEiEj. (1.15)

In (1.15), ε0 is the permittivity of free space and εa is the so-called dielectric

anisotropy of the nematic. In a positive dielectric nematic εa > 0, like those

used in the TN-LCD, the polarisation of the nematic constituent molecules cause

it to align parallel to imposed electric fields. In a negative dielectric nematic

32



εa < 0, like those used in the DS-LCD, the polarisation of the nematic constituent

molecules cause it to align perpendicular to imposed electric fields. For a detailed

discussion of body forces and the inclusion static and dynamic continuum model

for nematics see Stewart [201].

In situations with no externally imposed body forces, the bulk equilibrium

equations, which are obtained from the minimisation of (1.6), lead to the well

known Euler–Lagrange equations for the Oseen–Frank bulk elastic energy density

ωbulk, which are given by

λni =
∂ωbulk

∂ni
− ∂

∂xj

(
∂ωbulk

∂ni,j

)
, (1.16)

where λ is a Lagrange multiplier which arises from the constraint (1.1).

1.7.3 The Rapini–Papoular interface energy density

Throughout this thesis we will be particularly interested in situations which in-

volve an interface between the nematic and a solid substrate, as occurs in the ODF

method. Additionally, in Chapters 5 to 7, we will also be particularly interested

in situations which involve an interface between the nematic and a surrounding

atmosphere of passive gas, namely, situations involving a nematic free surface.

In both of these situations we will use the Rapini–Papoular interface energy den-

sity [151,201], which was first proposed by Rapini and Papoular in 1969 [172], and

is commonly called weak anchoring. The Rapini–Papoular interface energy den-

sity [172] determines the energetic preference of the nematic molecular alignment

forces on the interfaces to align the director.

In the present work, we will consider two types of weak anchoring, homeotropic

weak anchoring, where there is an energetic preference for the director to align

normally to the interface, and planar weak anchoring, where there is an energetic
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preference for the director to align tangentially to the interface. The strength

of the energetic preference for a particular alignment of the director on an inter-

face is measured by a parameter called the anchoring strength. In the limit in

which the anchoring strength becomes infinitely large, the energetic preference

for homeotropic or planar alignment fixes the director on the interface to align

exactly normal or tangential, respectively. This situation is often called strong

anchoring or, perhaps more accurately, infinite anchoring. When the anchoring

strength is zero there is no energetic preference for homeotropic or planar align-

ment on the interface, and the director on the interface is determined by bulk

forces. This situation is called zero anchoring.

As planar weak anchoring is defined as an energetic preference for the direc-

tor to align tangentially to the interface, the preferred direction in the plane of

the interface must also be discussed. Situations for which there is no energetic

preference for a preferred direction in the plane of the interface are called planar

degenerate weak anchoring and situations for which there is an energetic prefer-

ence for a particular preferred direction in the plane of the interface are called

rubbed planar weak anchoring (where the name rubbed originates from the exper-

imental method used to create planar weak anchoring in a particular direction).

Of particular importance for systems with two interfaces are situations that in-

volve opposing anchoring preferences on the two interfaces, e.g. when homeotropic

director alignment is preferred on one interface and planar director alignment is

preferred on the other interface or vice versa. This situation is called antagonistic

anchoring, while non-antagonistic anchoring refers to the opposite situation in

which the same director alignment is preferred on both interfaces. Even situ-

ations with non-antagonistic anchoring can involve competing anchoring forces,

since the preferred director alignments are measured relative to the interfaces

which are, in general, not parallel.
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Specifically, as mentioned above, we use the Rapini–Papoular interface energy

density [172], which is given by

ωsurface = σ +
C

4

(
1− 2(ν · n)2

)
, (1.17)

where ν, C and σ are the outward unit normal, anchoring strength and isotropic

interfacial tension of the interface, respectively. If C > 0 then a normal director,

i.e. homeotropic alignment, is preferred on the interface, whereas if C < 0 then

a tangential director, i.e. planar alignment, is preferred. The anchoring strength

has units of N m−1 (i.e. J m−2), and its value depends on both the nematic and

the material the nematic is in contact with (i.e. the solid substrate or the passive

gas) [226]. Experimental techniques for the measurement of anchoring strengths

for interfaces between a solid and a nematic are well established and hence rep-

resentative values are readily available [157,226,227]; however, measurements for

interfaces between a gas and a nematic are more difficult and hence representa-

tive values are less readily available [197]. Specifically, the anchoring strength

of a planar or homeotropic nematic–substrate interface has been measured for a

variety of nematic materials and substrate coatings in the range of C = 10−6–

10−3 Nm−1 [157, 197, 227], whereas, to the best of the author’s knowledge, the

only experimental measurements of the anchoring strength of the gas–nematic

interface are C > 10−5 Nm−1 for the interface between air and the nematic mix-

ture ZLI 2860 [196] and C > 4× 10−4 Nm−1 for the interface between air and the

nematic p-methoxy-benzylidene-p-n-butyl aniline (MBBA) [30]. The anchoring

strength of the nematic–substrate interface and the gas–nematic interface can

therefore be of comparable magnitude.

Using ωbulk given by (1.11), ωexternal = 0 and ωsurface given by (1.17), the
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minimisation of (1.6) leads to the standard weak anchoring condition

∂ωbulk

∂ni,j
+
∂ωsurface

∂ni
= λsni on Γ, (1.18)

where λs is a Lagrange multiplier which again arises from the constraint (1.1).

Zero anchoring is implemented by setting C = 0 in (1.17) and (1.18) and infinite

anchoring is implemented by replacing (1.18) with a Dirichlet condition on the di-

rector. While the anchoring energy ωsurface describes the preference of the director

for the preferred orientation, it does not capture the dynamical processes which

take place on an interface. In Section 1.8.2 we will discuss a dynamic anchor-

ing condition called a dissipative weak anchoring condition which incorporates

surface viscosity in to the weak anchoring condition (1.18).

1.7.4 The Jenkins–Barratt–Barbero–Barberi critical thick-

ness

Of particular importance to parts of the work described in this thesis is a pio-

neering but often overlooked theoretical contribution published in 1974 by Jenkins

and Barratt [102], who investigated a static layer of nematic of uniform thick-

ness bounded between two parallel substrates with antagonistic anchoring. They

showed that when the bulk elastic energy density for the nematic layer takes

the Frank–Oseen form, there is a critical thickness of the layer below which a

uniform director field (oriented according to the preferred alignment on the sub-

strate with the strongest anchoring) is energetically preferred, and above which a

distorted director field is energetically preferred. Subsequently, in 1983, Barbero

and Barberi [9] (see also Hochbaum and Labes [98]) independently obtained the

corresponding result for a situation with weak antagonistic anchoring on both

substrates.
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(a) (b)

Figure 1.15: Schematic diagram a static layer of nematic of uniform thickness
l between two parallel substrates with antagonistic anchoring when (a) |hc| ≤ l
and when (b) |hc| > l.

The critical thickness of the layer is often referred to as the Barbero–Barberi

critical thickness [9], but, for the reasons outlined above, we shall refer to it as

the Jenkins–Barratt–Barbero–Barberi critical thickness [9, 102]. The Jenkins–

Barratt–Barbero–Barberi critical thickness [9, 102], is denoted hc and defined by

hc = K

(
1

CH

+
1

CP

)
, (1.19)

where CH and CP are the anchoring strengths of the interface with homeotropic

anchoring and planar anchoring, respectively. Specifically, when the film thick-

ness, which we denote l, is lesser than the critical thickness |hc| a uniform director

field is energetically preferred and when l is greater than |hc| a distorted director

field is energetically preferred, as shown in Figure 1.15.

The critical thickness is of particular importance for the static ridge of nematic

considered in Chapters 5 to 7 because the height of the ridge is, by definition,

zero at the contact lines, but may exceed the critical thickness elsewhere. Under-

standing the behaviour of the director in any regions of the ridge in which the

height of the ridge is greater than this critical thickness and hence a distorted

director field is energetically favourable, and regions of the ridge in which the

height of the ridge is less than the critical thickness and a uniform director field
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is energetically favourable, is a key aspect of understanding the behaviour of the

ridge.

1.8 The Ericksen–Leslie dynamic description of

nematics

The dynamic theory used in this thesis is the aforementioned Ericksen–Leslie

theory. For a nematic with fluid velocity u = u(x, y, z, t) with components ui,

pressure p = p(x, y, z, t), and director n = n(x, y, z, t) with components ni, the

Ericksen–Leslie equations [66, 127, 201] with no externally imposed body forces,

are the conservation of linear momentum and conservation of angular momentum,

given by

ρu̇i = − ∂

∂xi
(p+ ωbulk) + g̃jni,j +

∂t̃ij
∂xj

, (1.20)

λni = g̃i +
∂ωbulk

∂ni
− ∂

∂xj

(
∂ωbulk

∂ni,j

)
, (1.21)

respectively, with the unit director and incompressibility constraints given by,

nini = 1, and ui,i = 0. (1.22)

The terms appearing in (1.20) and (1.21) are; the density of the nematic ρ, the

components of the nematic viscous anisotropic stress tensor t̃ij, and the compo-

nents of the vector g̃i which are related to the nematic viscous anisotropic stress

tensor. The material time derivative of a quantity is indicated by the over dot. In

particular, the material time derivative of the fluid velocity components u̇i which
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appears in (1.20), is defined by

u̇i =
∂ui
∂t

+ ujui,j. (1.23)

Motivated by experimental observations of nematic flows, Leslie [127] assumed

that the nematic viscous anisotropic stress tensor components t̃ij are a linear

function of both the rate of strain tensor eij [201], which is defined by

eij =
1

2
(ui,j + uj,i) , (1.24)

and the co-rotational time flux of the director Ni, which is defined by

Ni = ṅi −
1

2
nj (ui,j − uj,i). (1.25)

The components of nematic viscous anisotropic stress tensor tij can therefore be

expressed in the form

t̃ij = Aij + BijkNk + Cijkpekp, (1.26)

where Aij, Bijk, and Cijkp are functions of the director components ni [201]. Using

the symmetry of the nematic, incompressibility and symmetry of the rate of strain

tensor (eii = 0 and eij = eji, respectively), and the unit director constraint which

implies niNi = 0, the components of nematic anisotropic stress tensor t̃ij reduce

to

t̃ij = α1nkekpnpninj + α2Ninj + α3niNj

+ α4eij + α5nieiknk + α6niejknk, (1.27)

where the αl with l = 1, ..., 6 are the Leslie viscosities.
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The components of the vector g̃i, appearing in (1.20) and (1.21) are defined

by

g̃i = −γ1Ni − γ2eipnp, (1.28)

where γ1 is the rotational viscosity and γ2 is the torsional viscosity [201]. The

rotational and torsional viscosities can be related to the Leslie viscosities αl by

γ1 = α3 − α2, (1.29)

γ2 = α6 − α5 = α2 + α3, (1.30)

where the two equivalent definitions for γ2 are obtained from the Parodi relation

α6 − α5 = α2 + α3 [40, 164].

We note that the Ericksen–Leslie conservation of linear momentum equation

(1.20) reduces to the familiar Navier–Stokes conservation of linear momentum

equation for an isotropic liquid upon the substitution of the isotropic viscous

stress tensor t̃ij = 2µeij, where µ is the isotropic viscosity [1], α2 = α3 = 0 (and

hence g̃i = 0), and K1 = K2 = K3 = K4 = 0 (and hence ωbulk = 0), which is

given by

ρu̇i = −p,i + 2µeij,j. (1.31)

From a direct comparison of (1.31) and, (1.20) and (1.27), the equivalent of the

isotropic viscosity µ for nematics is α4/2.

1.8.1 Nematic bulk viscosities

The Leslie viscosities αl are rarely measured directly in experiments, other than

α4/2 [201]. However, there are certain linear combinations of the Leslie viscosities
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that have intuitive physical interpretations that allow them to measured directly

in experiments. These linear combinations of Leslie viscosities were first proposed

by Miesowicz in 1946 [148, 149], before the aforementioned Leslie viscosities had

been defined. The Miesowicz viscosities are denoted by η1, η2, η3, and η12 and

are defined in terms of Leslie viscosities as

η1 =
1

2
(α2 + 2α3 + α4 + α5) , (1.32)

η2 =
1

2
(−α2 + α4 + α5) , (1.33)

η3 =
1

2
α4, (1.34)

η12 = α1. (1.35)

We note that γ1, η1, η2, and η3 are all positive for nematic materials, and that

typically η2 > η3 > η1 ≥ 0 [63]. The torsional viscosity γ2 and Miesowicz viscosity

η12 can be negative or positive. In fact, the Miesowicz viscosity η12 is typically

smaller in magnitude than the other Miesowicz viscosities and some authors use

the assumption that η12 ' 0 to simplify governing equations, see for example

Rickert et al. [188]. The Miesowicz viscosities for the nematic 5CB at 26◦ are

η1 = 0.0204 Pa s, η2 = 0.1052 Pa s, η3 = 0.0326 Pa s, and η12 = −0.0060 Pa s, and

the rotational and torsional viscosity are γ1 = 0.0777 Pa s and γ2 = −0.0848 Pa s,

respectively [63], i.e. the viscosities are typically around 10−2–10−1 Pa s.

The Miesowicz viscosities can be physically interpreted by considering simple

shear flow of nematic with velocity components u1 = kz and u2 = u3 = 0 (or

u = (kz, 0, 0)), where k is some positive constant, so that the only non-zero

velocity gradient component is u1,3 = ∂u1/∂z = k which is in the ẑ direction.

When n is aligned parallel to u the relevant viscosity is η1, when n is aligned

parallel to the velocity gradient (ẑ direction) the relevant viscosity is η2, and

when n is orthogonal to u and the velocity gradient the relevant viscosity is
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η3 [201], as shown in Figure 1.16. We note that the Miesowicz viscosity η12

does not correspond to an intuitive physical measurement in the same way as

η1, η2 and η3 [201], however, it is important when n is not parallel to u or the

velocity gradient. The viscosity η3 is identical to the isotropic viscosity µ, namely

η3 = µ = α4/2 [201].

The rotational viscosity γ1 is also shown in Figure 1.16(d). This viscosity is

associated with rotation of the director and is responsible for many important

effects observed in nematics. For example, γ1 is linked to the relaxation time

in display switching problems and measures the strength of backflow, a process

by which rotations of the director by externally imposed body forces produce

a flow in the direction of the director rotation [201]. The torsional viscosity γ2

describes coupling between shear gradients and the rotation of the director. For

the details of experimentally measuring these five independent nematic viscosities

see Gähwiller [79].

1.8.2 Nematic surface viscosity

In Chapter 4, we will investigate transient flow-driven distortion of the nematic

molecules on the substrates of a channel which requires the use of a so-called

dissipative weak anchoring condition. As previously mentioned, a weak anchoring

condition describes the energetic preference for certain alignments of the director

at a surface, however, it does not capture the dynamical processes which take

place close to the surface. To include these dynamic effects we include surface

dissipation which models the dissipation of energy on the surfaces. We assume

that the only surface dissipation of energy occurs due to the rotation of the

director because we assume molecules on the surface can not translate. The

surface dissipation is therefore proportional to γS (∂n/∂t)2, where γS (≥ 0) is

the surface rotational viscosity. The surface rotational viscosity γS has units
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(a) η1 (b) η2

(c) η3 γ1 (d)

Figure 1.16: Schematic diagram of the measurement of Miesowicz viscosities (a)
η1, (b) η2 and (c) η3, and the (d) rotational viscosity γ1.
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of Pa m s, and its values are typically found experimentally to lie in the range

γS = 10−8–10−6 Pa m s [51,162,163]. We use the term dissipative weak anchoring

for the combined effects of weak anchoring discussed in Section 1.7.3 and surface

dissipation.

A dissipative weak anchoring condition was first proposed by Pikin et al.

[166], and has since been used to study problems related to display switching

[45, 83, 109, 180, 199], relaxation of director profiles [10, 50–52], and backflow [64,

145]. Surprisingly little research has thus far been conducted on the influence

of dissipative weak anchoring on nematic flows. Two contributions of note are

Kléman and Pikin [116], who formulated a dissipative weak anchoring condition in

the context of Couette flow but only considered steady solutions, and Biscari [15],

who investigated surface viscosity in the context of flow in the vicinity of a curved

surface. However, to the best of the author’s knowledge, no research has thus far

been carried out on the influence of dissipative weak anchoring on the problem

treated in Chapter 4, namely channel flow. There have been many previous works

on nematic channel flow without surface viscosity which we will discuss in the

next Section.

1.9 Previous work on nematic flows

The Ericksen–Leslie equations have been used for a variety of fluid dynamical

problems including biological and industrial flows. An adapted version of the

Ericksen–Leslie equations has been used for applications in living biological flu-

ids [214, 217, 218], such as suspensions of bacteria [91], which are termed “active

nematics”. Industrial flows of nematics are relevant for many applications, in-

cluding applications for particle transport [14, 27, 124], medical devices or pro-

cessing flows [82, 124, 194], and because of their importance LCD manufactur-

44



ing. Some work of note which considers nematic flow in LCD manufacturing are

Ericksen–Leslie models for capillary filling considered by Mi and Yang [147], and

subsequently, by Dhar and Chakraborty [59] with the inclusion of an applied elec-

tric field, and blade coating flows of nematics considered by Quintans Carou et

al. [168–171]. To the best of the author’s knowledge, there has been no model of

the ODF method using the Ericksen-Leslie theory, which will be the main focus

of Chapters 2 to 4 of this thesis. In fact, as there is little published mathematical

modelling of the ODF method at all we consider a simple model in Chapter 2,

before considering the ODF method using the Ericksen-Leslie theory in Chapter

3 and in Chapter 4.

1.9.1 Flow-alignment in shear flow

Of particular interest in this thesis is the behaviour of a nematic in a shear flow,

which was first considered by Leslie [127, 130]. In a simple shear flow, and when

the director n is static and uniformly orientated, i.e. when θ = constant and

φ = constant, substitution of a uniform shear flow of the form u = (kz, 0, 0) in

the Ericksen–Leslie equations (1.20) and (1.21), leads to two possible solutions

for the director angles [201]. A log-rolling solution, for which the director aligns

perpendicular to the plane of shear, with the director angles given by

θ = 0 and φ = (2q + 1)
π

2
, (1.36)

and a flow-alignment solution, for which the director remains in the plane of

shear, with the director angles given by

θ = qπ ± θL and φ = 0, (1.37)
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(a) (b)

Figure 1.17: Schematic diagram of (a) flow-alignment and (b) log-rolling solu-
tions.

where q is an integer and θL (0 ≤ θL ≤ π/2) is the Leslie angle (sometimes called

the flow-alignment angle) [201]. The Leslie angle can be defined in terms either

the Leslie viscosities, or the rotational and torsional viscosities, by

θL = tan−1

√
α3

α2

=
1

2
cos−1

√
−γ1

γ2

. (1.38)

The log-rolling solution and flow-alignment solutions are shown in Figure 1.17.

The log-rolling and flow-alignment solutions have been observed by Piersanski

and Guyon [165] and Gähwiller [78] for the nematic benzylidene-p-n-butyl aniline

(MBBA), although only the flow-aligning solution remains stable for large shear

rates (as k is increased) [165,201].

For nematics with α3/α2 ≥ 0 the flow-aligning solution is stable and hence

these nematics are called “flow-aligning nematics”. For nematics with α3/α2 <

0 the log-rolling solution is stable and hence these nematics are called “non-

flow-aligning nematics”. For example, for MBBA α3/α2 ' 0.01 [117, 201], and

46



hence, the flow-aligning solution is stable. Wahl and Fisher [216] experimentally

measured the Leslie angle of MBBA to be θL = 8◦ ± 0.5◦, in agreement with the

prediction obtained from (1.38) and the Leslie viscosities of MBBA α2 = −0.1104

and α3 = −0.0011 [78], namely θL = 6◦.

For nematic materials that are commonly used in industrial manufacturing

of LCDs, typically
√
α3/α2 ≥ 0 and θL is small. For example,

√
α3/α2 ' 0.210

and θL ' 12◦ for 5CB [201],
√
α3/α2 ' 0.143 and θL ' 8◦ for 4-Cyano-4’-

heptylbihenyl (7CB) [101], and
√
α3/α2 ' 0.001 and θL ' 0.06◦ for 4-Cyano-4’-

octyloxybiphenyl (8OCB) [31]. In fact, as most modern industrial manufacturing

of LCDs use mixtures of nematics, for example, the mixture E7, which contains

51% 5CB, 25% 7CB, 16% 8OCB and 8% of other similar biphenyl compounds

[211], and so typically α3/α2 ≥ 0 and θL is small. We will therefore only consider

flow aligning nematics in this thesis. We will also exploit the smallness of θL in

Chapter 4 to pursue asymptotic solutions for the director angle.

The behaviour of flow-aligning nematics has been investigated for situations

where the director is initially either in or out of the plane of shear flow, by

Derfel [57] and Derfel and Radomska [58], respectively. For non-flow-aligning

nematics, the Leslie angle does not exist and the director can exhibit complex

unsteady behaviour known as tumbling where the director continually rotates

[201,203,238]. Shear flows of non-flow-aligning nematics have been considered by

Han and Rey [89] and Burghardt and Fuller [24].

In situations involving a flow-aligning nematic and a spatial variation in shear

gradient, for example in classic situations in fluid dynamics such as Poiseuille flow

or Jeffery–Hamel flow, there can be a change in the sign of the shear rate [1]. For

a flow-aligning nematic, a stability analysis shows that in a region of positive

shear rate (∂u/∂z > 0) or negative shear rate (∂u/∂z < 0) the director remains

in the (x, z) plane and the director angle rotates towards the “positive” Leslie
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angle θ = qπ + θL or the “negative” Leslie angle θ = qπ − θL, respectively

[165, 201, 238]. In Poiseuille flow of nematics, a reorientational boundary layer

where by the director rotates between the positive and negative Leslie angle occurs

in the central region where the shear rate changes sign [5,11,37,169,170,194,201].

Similar reorientational boundary layers have been obtained by Rey and Denn [185]

for Jeffery–Hamel flow, by Rey [179] for flow between concentric disks, and by

Krekhov et al. [118] and de Andrade Lima and Rey [46] for oscillatory flows.

In situations that include shear flow and solid boundaries, a director reorien-

tational boundary layer can occur between the between the uniformly orientated

bulk and the orientation dictated by the solid boundary [128,154,201]. The sta-

bility and multiplicity of solutions for Coeutte flow between solid boundaries has

been considered extensively by Currie [39, 41–43] and McIntosh et al. [146], and

more recently by Rickert et al. [188].

There has been much interest in channel flow of nematics. In particular,

Quintans Carou et al. [168–170] considered steady flow of a nematic in a slowly-

varying channel in the special case of infinite planar anchoring. Specifically,

they used a combination of asymptotic and numerical methods to analyse the

problem in the limit of small Leslie angle. More recently, Sengupta et al. [194]

observed flow transitions in channel with homeotropic anchoring on the channel

substrates. These flow transitions have been subsequently investigated theoret-

ically with Ericksen–Leslie theory by Anderson et al. [5] and Crespo et al. [37]

for weak homeotropic anchoring, and numerically using hybrid lattice Boltzmann

simulations by Batista et al. [11] for weak homeotropic, planar and hybrid (i.e.

homeotropic at one boundary and planar at the other boundary) anchoring.

Many other models have been used to describe the dynamic behaviour of

nematic flows [186]. Statistical molecular models, such as Doi theory [62], have

been used to investigate pressure-driven channel flow by Fend and Leal [72] and

48



Lattice-Boltzamn simulations have been used to investigate nematic flows by

Denniston et al. [55,56]. A combination of Doi theory and Ericksen–Leslie theory

has also been considered by Rey and Tsuji [187]. Confined flows of nematics

have also been considered with models that include the nematic order parameter,

including Berris–Edwards theory by Mondal et al. [150] and molecular theory by

Hernández-Ortiz et al. [97].

1.10 Wetting and dewetting phenomena

Of particular interest in LCD manufacturing and in many emerging nematic

technologies, such as adaptive lenses [3, 112], microelectronic components [82,

237], and diffraction gratings [17, 23], is understanding the so-called wetting and

dewetting phenomena for nematics. Theoretical study of these systems often

uses classical isotropic theories of wetting and dewetting for isotropic droplets

and films [48] which fail to account for the anisotropic nature of nematics [197,

Chapter 8].

Simply stated, wetting and dewetting are the phenomena in which a liquid

advances and retreats, respectively, over a substrate [48]. When a finite volume

of liquid advances or retreats over a flat horizontal substrate, it will eventually

reach an equilibrium state. This equilibrium state is known as the complete

wetting state (sometimes also called the full or perfect wetting state [48]) when

the liquid completely coats the substrate; the complete dewetting state when

the substrate completely repels the liquid; and the partial wetting state when the

liquid partially coats the substrate. For use in Section 1.10.1 and later in Chapter

7, we denote the equilibrium state of complete dewetting by D, the equilibrium

state of partial wetting by P, and the equilibrium state of complete wetting by

W. Transitions between these equilibrium states can occur due to changes in
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Figure 1.18: Schematic diagram of a three-phase contact line CL. The contact
angle β is also indicated.

the liquid or substrate material properties caused by, for example, changes in

temperature that cause the liquid to advance or retreat over the substrate and/or

change its contact angle. The classification of each equilibrium state and the

transitions that can occur between them is well-known for an isotropic system [48].

1.10.1 Wetting and dewetting phenomena for isotropic

liquids

In the partial wetting state a static system comprising of an isotropic (I) liquid

resting on an ideal (i.e. flat, rigid, perfectly smooth, and chemically homogeneous)

solid substrate (S) in an atmosphere of passive gas (G), contains a three-phase

contact line CL where all three phases meet, as shown in Figure 1.18. The

interfacial energy densities of the three interfaces (which are constant for isotropic

fluids) are related to the contact angle β, by the so-called Young equation [47,48].

The classical isotropic Young equation is given by

σGS − σIS − σGI cos β = 0, (1.39)
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where σGS, σIS, and σGI are the isotropic interfacial tensions of the gas–solid,

liquid–solid and gas–liquid interfaces [47,48], respectively. The classical isotropic

Young equation (1.39) is commonly written in terms of a single parameter, namely

the (non-dimensional) isotropic spreading parameter SI [47, 48], which is defined

by

SI =
σGS − σNS

σGN

− 1. (1.40)

The Young equation (1.39) is given, in terms of SI, by

SI + 1 = cos β. (1.41)

Specifically, (1.41) shows that the partial wetting (P) state exists only when

−2 ≤ SI ≤ 0 and that the contact angle is then given by β = cos−1 (SI + 1).

As mentioned above, the equilibrium state can also be one of complete dewet-

ting (D) for which equation (1.41) is not relevant. Although there is no angle

formed between the gas–liquid and liquid–solid interfaces in these states, and

therefore there are no contact angles, we take the values β = π and β = 0 to

correspond to the complete dewetting and wetting states, respectively.

The classification of these equilibrium states can be obtained by analytically

solving the classical isotropic Young–Laplace equation and expressing the low-

est energy state in terms of the isotropic spreading parameter SI [48, 153]. In

particular, the lowest energy state is the D state for SI < −2, the P state for

−2 ≤ SI ≤ 0, and the W state for SI > 0, as shown in Figure 1.19. The contact

angle β of the lowest energy states of an isotropic system are plotted as a function

of the isotropic spreading parameter SI in Figure 1.20.

We define the values of SI at which there is a change in the number of possible

equilibrium states as transition points. At these points, a transition may occur
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Figure 1.19: Schematic diagram of the lowest energy states as a function of the
isotropic spreading parameter SI for an isotropic system. The transition points
at SI = −2 and SI = 0 are also shown by stars (∗).

Figure 1.20: The contact angle β (solid black line) of the lowest energy states of
an isotropic system are plotted as a function of the isotropic spreading parameter
SI. The transition points are denoted by stars (∗) and the higher energy states
are shown by dashed grey lines. Schematic diagrams of the lowest energy states
for various values of SI (solid black dots) are also shown.
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as SI increases or decreases if the previously lowest energy state ceases to exist or

a new lowest energy state comes into existence. At the transition points SI = −2

and SI = 0, there is a change in the number of possible equilibrium states which

leads to continuous transitions to a new lowest energy state as SI increases or

decreases through SI = −2 and SI = 0. For consistency with the notation used

to describe transitions between equilibrium states for a static ridge of nematic

in Chapter 7, we denote a continuous transition between two equilibrium states

for both increasing and decreasing SI with a double arrow (⇔). At SI = −2,

there is a continuous transition from complete dewetting to partial wetting or

vice versa, which is denoted as a D ⇔ P transition. Similarly, at SI = 0, there

is a continuous transition from complete wetting to partial wetting or vice versa,

which is denoted as a P⇔W transition.

We also note that the behaviour of the contact angle for this isotropic system is

non-hysteretic. The well-known phenomenon of isotropic contact-angle hysteresis

occurs only in isotropic systems with non-ideal substrates [48], and therefore does

not occur for the isotropic system considered above.

The wetting and dewetting phenomena of isotropic liquids described above

has been of scientific interest for centuries, and is now of increasing technological

importance [70]. For systems in which creating a uniform liquid film (i.e. com-

plete wetting) is required wetting is essential, and dewetting is undesirable [48].

However, in other situations, dewetting can be desirable, and in recent years there

has been considerable research in the area of tailored dewetting of liquid films

to produce patterned films [21, 82, 237]. In isotropic liquids, dewetting can be

initiated in a variety of ways, such as amplification of thermal fluctuations on the

liquid free surface, nucleation at impurities, chemical treatment of the substrate,

and non-uniform evaporation [54]. The thermal, mechanical and chemical sta-

bility of isotropic liquid films is therefore an area of considerable research effort,
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and understanding and controlling the onset of dewetting is crucial for creating

and maintaining both uniform and patterned films. The possibility of dewetting

leading to droplets and ridges means that it can be harnessed to organise a film

into well-defined micro- or nanometre-size structures that can be controllably

positioned on the substrate [82]. Harnessing spontaneous self-organisation in

this way can replace time-consuming and expensive processes such as subtractive

lithography, in which materials are arranged by delicate multi-step processes [95].

1.10.2 Wetting and dewetting phenomena for nematics

Wetting and dewetting phenomena for nematics can be more complicated than

they are for isotropic liquids. In particular, for interfaces involving the nematic,

the interfacial energy densities are no longer constant, and as discussed in Section

1.7.3, their energy densities depend on the nematic molecular alignment forces

on the interfaces, and so, the classical isotropic Young equation is not sufficient

to describe the wetting and dewetting behaviour in these situations [229].

Much of the recent theoretical interest in nematic wetting and dewetting phe-

nomena has focused on spontaneous dewetting transitions, or so-called spinodal

dewetting and nucleation events, that occur for thin nematic films. Spinodal

dewetting occurs for thin films of many materials, and was first observed for thin

polystyrene films by Reiter [178] in 1992, and subsequently observed in thin films

of nematic materials by Herminghaus et al. [96] in 1998. A reflection micrograph

showing spontaneous rupture of a thin film of nematic due to nucleation and spin-

odal dewetting is shown in Figure 1.21 [96]. In Figure 1.21, the formation of large

holes in the free surface show the onset of nucleation events and the smaller-scale

undulations in the free surface show the onset of spinodal dewetting.

Vandenbrouck et al. [209] and Demirel et al. [54] have since found that spinodal

dewetting of nematic films occurs when the film thickness is sufficiently small
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Figure 1.21: Spontaneous rupture of a thin film of the nematic
tris(trimethylsiloxy)silane-ethoxycyanobiphenyl (5AB4) of initial thickness 40 nm
captured using a reflection micrograph. Figure taken from [96] with Copyright
permission from The American Association for the Advancement of Science and
Copyright Clearance Center.

(on the order of 40 − 100 Å depending on the material [54]). Vandenbrouck et

al. [209] proposed that spinodal dewetting occurs for nematic thin films due to a

competition between van der Waals forces between the substrate and free surface

of the thin film and nematic elastic forces. However, they ignored the impact of

anchoring forces between the substrate and free surface which have since been

shown to play an important role by van der Wielen et al. [207]. Consideration of

anchoring forces is especially important when the anchoring between a free surface

and the substrate is antagonistic (i.e. one is planar and one is homeotropic). We

note that typically homeotropic anchoring is preferred on nematic free surfaces

[196, 229], so antagonistic anchoring can be achieved by treating the substrate

to prefer planar anchoring. In fact, spontaneous rupture of thin nematic films

depends on many factors, including temperature [208], the presence of liquid

crystal phase transitions [208], and the substrate shape [60]. Spinodal dewetting

has also been observed for thin films of smectic liquid crystals [213].
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Theoretical study of these spontaneous dewetting transitions of thin nematic

films and spreading of nematic droplets has been carried out using a variety of

models from Ericksen–Leslie continuum theory [120,122,135,136], statistical me-

chanics [4,190,210], and mean-field theory [233,234]. In particular, Lin et al. [135]

considered the stability of a thin nematic film with infinite antagonistic anchor-

ing between a planar preferred substrate and a homeotropic preferred free surface

with Ericksen–Leslie theory. The authors found that elasticity stabilises the thin

film with infinite anchoring conditions, however, in a later publication [136], they

found that elasticity can act as a destabilising mechanism when combined with

weak anchoring effects.

Lam et al. [120, 121] have subsequently extensively studied nucleation events

and spinodal dewetting using Ericksen–Leslie continuum theory and sophisticated

numerical tools. These authors derived a thin film evolution equation which

depends on an effective disjoining pressure which captures the effects of weak

anchoring, elasticity and van der Waals forces. The effective disjoining pressure

as a function of the film thickness is used to summarise the possible regimes of

thin film rupture. The authors model is in excellent qualitative agreement with

experimentally observed rupture of thin nematic films by Herminghaus et al. [96],

Vandenbrouck [209], and Schlagowski et al. [192]. Lam et al. have since applied

their approach to study spreading of nematic droplets on patterned substrates

[122]. Ziherl et al. [233,234] discussed spinodal dewetting in relation to a “pseudo-

Casimir” force, for which thermal fluctuations of nematic molecules can create a

destabilising or stabilising elastic forces depending on the film thickness.

There has also been much interest in the wetting and dewetting phenomena for

nematics outwith spontaneous rupture of nematic thin films. Molecular dynamics

approaches have been used by Vanzo et al. [210] to consider the spreading and

contact angles of nematic droplets, and by Rull and Romero-Enrique [190] and
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Allen [4] to consider the dynamics of a nematic-vapour interface. Blow and Telo

da Gama [17] and Rojas Gomez et al. [189] studied nematic electro-wetting on

grooved surfaces, and Zou et al. [237] studied self-organisation of disctotic liquid

crystal ridges. Luo et al. [137] studied the evaporation of an aqueous dispersion of

graphene oxide, which is a lyotropic liquid crystal, and found that nematic order

strongly effects evaporation and can prevent the well-known coffee-ring effect (see

Deegan et al. [53]). More recently, van der Kooij et al. [206] demonstrated the

control of liquid crystal polymer network free surface using incident light.

Much of the ongoing research on the wetting and dewetting phenomena for

nematics includes the study of systems with a nematic–substrate–gas three-phase

contact line. Nematic three-phase contact lines are particularly interesting be-

cause the preferred director orientations on the gas-–nematic and the nematic-

–substrate interfaces are, in general, different. Even when the anchoring is non-

antagonistic (i.e. either planar or homeotropic anchoring preferred on both in-

terfaces), since the preferred director orientation of both interfaces is measured

relative to that interface, and the two interfaces meet at the non-zero contact an-

gles, the orientations are, in general, not the same. It is therefore unclear exactly

how the director will orient in the vicinity and at the three-phase contact line.

Theoretical study of wetting and dewetting phenomena for nematics that include

contact lines often avoid the consideration of anchoring at the contact lines, by,

for example, imposing infinite anchoring on the nematic–substrate interface which

overrides the weak anchoring on the gas–nematic interface at the contact line (see,

for example, Lam et al. [120,122]), or assuming the existence of a thin precursor

film on the substrate to remove the contact line entirely (see, for example, Lin et

al. [136]). While there have been relatively few studies of nematic contact lines,

Rey [183, 184] considered two rather specific two-dimensional scenarios, namely

infinite planar anchoring and equal weak planar anchoring on the two interfaces.

Although neither infinite anchoring nor equal weak anchoring is likely to occur
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in practice, his studies of these somewhat idealised situations highlight the possi-

bility that anchoring breaking, i.e. the process by which the preferred orientation

of the nematic molecules on one of the interfaces is overridden by that on the

other, occurs in the vicinity of the contact line. Rey [183, 184] also discusses the

possibility of the formation of a defect, or disclination line in his two-dimensional

scenarios, located at the contact line. In Chapters 5 to 7 we consider a theoret-

ical model for a static ridge of nematic resting on an ideal solid substrate (S) in

an atmosphere of passive gas (G), which allows significant insights into many of

the systems discussed above which involve a nematic–substrate–gas three-phase

contact line.

1.11 Organisation of the thesis

This thesis considers the mathematical modelling and analysis of two main prob-

lems relating to the ODF method. Firstly, in Chapters 2 to 4, we consider three

problems relating to the fluid dynamics of nematics in the ODF method. Specif-

ically, we investigate the possibility that flow effects are responsible for forming

the ODF mura. Secondly, in Chapters 5 to 7, we consider a static ridge of nematic

resting on an ideal solid substrate surrounded by passive fluid, which gives insight

into the initial stage of the ODF method and more general situations involving

nematic free surfaces and three-phase contact lines. A brief summary of the work

undertaken in this thesis was published in Mathematics Today as part of the 2019

TakeAIM competition run by the Institute of Mathematics and its Applications

(IMA) [33].

In Chapter 2, we formulate and analyse a simple model for the squeezed

coalescence of several nematic droplets. This model predicts the radial boundary

speed of droplets in the ODF method, which shows a striking qualitative similarity
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to the ODF mura shown in Figure 1.10. The material in the first half of this

chapter was presented at the 25th International Display Workshop (IDW) in

Nagoya, Japan, and was subsequently published in the Proceedings of the 25th

International Display Workshops (IDW 2018) [36]. The second half of Chapter 2

uses the conservation of volume model for the evolution of the droplet boundaries

in two limiting regimes of Ericksen–Leslie theory, namely a flow dominated regime

and an elasticity regime. We subsequently make qualitative comparisons between

experimental photographs of the ODF method and numerical calculations of the

transmission of light through the droplets. The work detailed in this chapter was

presented orally at the Merck CASE Conference in 2018 in New Forest, the 25th

IDW in 2018 in Nagoya, Japan, the British Applied Mathematics Colloquium

(BAMC): Minisymposium on Toy Models in 2019 in Bath, and the British Liquid

Crystal Society (BLCS) Meeting in 2019 in Leeds, and was presented in poster

form at Droplets 2019 in Durham and the TakeAIM Award Ceremony in 2019 in

London.

In Chapter 3, motivated by the need for a better fundamental understanding

of the reorientation of the molecules due to the flow of the nematic during the

ODF method, we formulate and analyse a squeeze-film model for a single nematic

droplet in the ODF method. Specifically, we consider a nematic squeeze film in

the asymptotic regime in which the drop is thin, inertial effects are weak, and

elasticity effects are strong for four cases of infinite anchoring at the downward

moving top substrate and the stationary bottom substrate, and for two different

scenarios for the motion of the top substrate (namely, prescribed speed and pre-

scribed force). The results presented in this chapter were published in Physics of

Fluids [34]. Early versions of the results detailed in this chapter were orally pre-

sented at the BLCS: Young Researchers Meeting in 2017 in Durham, the Merck

CASE Conference in 2017 in New Forest, and the Alan Tayler day in 2017 in

Oxford. A more up-to-date version of the results were later orally presented at
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the BAMC in 2018 in St Andrews, the UK Fluids conference 2019 in Cambridge,

and at the Bath-Oxford-Strathclyde Network Meeting on Anisotropic Materials

in 2019 in Glasgow.

In Chapter 4, we formulate and analyse a model for pressure-driven channel

flow of nematic using a dissipative weak anchoring condition on the substrates to

investigate the transient flow-driven distortion of the nematic molecules on the

substrates from their required orientation in the ODF method. We obtain qua-

sisteady asymptotic solutions for the director angle and the velocity in the limit

of small Leslie angle, and find that solutions depend on two key non-dimensional

parameters, a ratio of viscous and elastic effects, called the Ericksen number, and

a ratio of anchoring and elasticity, called the anchoring strength parameter. The

results presented in this chapter were published in Physical Review E [35] and

have been presented orally at the Scottish Fluid Mechanics Meeting in 2018 in

Aberdeen and the Merck Liquid Crystal Minisymposium in 2018 in Darmstadt,

Germany.

In Chapter 5, the governing equations for a static ridge of nematic resting

on an ideal solid substrate surrounded by passive fluid are derived. Specifically,

we use constrained energy minimisation for the Oseen–Frank bulk elastic energy

density and the Rapini–Papoular interface energy density to obtain the govern-

ing equations for the system, which include nematic Young and Young–Laplace

equations. The results presented in this chapter are currently being prepared for

submission to Proceedings of the Royal Society A.

In Chapter 6, we apply the governing equations derived Chapter 5 to the

situation in which the ridge is thin and has pinned contact lines. We obtain an

anchoring-strength solution parameter plane, which summarises the director so-

lution behaviour in terms of the Jenkins–Barratt–Barbero–Barberi critical thick-

ness. The free surface of the ridge is also numerically investigated. The results
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presented in Chapter 6 are currently being compared with ongoing experimental

work at Nottingham Trent University, and will subsequently be submitted to Soft

Matter.

Motivated by the results of Chapter 6, which indicates that anchoring breaking

occurs in the vicinity of nematic three-phase contact lines, in Chapter 7, we anal-

yse the nematic Young equations derived in Chapter 5 with the assumption that

anchoring breaking occurs in the vicinity of nematic three-phase contact lines.

In particular, we use the nematic Young equations to determine the continuous

and discontinuous transitions between the equilibrium states of complete wetting,

partial wetting, and complete dewetting that can occur. The results detailed in

Chapter 7 will be included in the manuscript to be submitted to Proceedings of

the Royal Society A.

The work on nematic ridges presented in Chapters 5 to 7 has been orally

presented at the Durham-Oxford-Strathclyde network on Anisotropic Materials

in 2020 and 2021 (meetings held online), the 73rd Annual Meeting of the American

Physical Society Division of Fluid Dynamics in 2020 in Chicago, US (meeting held

online), the British Society of Rheology Mid Winter Meeting in 2021 (meeting

held online), Droplets 2021 in Darmstadt, Germany (meeting held online), the

BAMC in 2021 in Glasgow (meeting held online), as part of a research seminar at

the New Jersey Insitute of Technology in 2021 (seminar held online), the Society

of Industrial and Applied Mathematics (SIAM) Conference on Material Science in

2021 (meeting held online), and the UK Fluids Conference 2021 in Southampton

(meeting held online).

Finally, in Chapter 8, we will present some concluding points and discuss the

possible future extensions of the work described in this thesis.
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Chapter 2

A simple model for the squeezed

coalescence of nematic droplets

In this chapter we will present a simple model for the coalescence of nematic

droplets between converging substrates, which we term “squeezed coalescence” to

provide insight into the ODF method (discussed in Section 1.4.2). In particular, in

Section 2.1 we describe a simple model for the evolution of the droplet boundary

during squeezed coalescence, which predicts the radial boundary speed of the

droplets. This simple model uses only the conservation of mass to describe the

evolution of the droplet boundaries, and therefore neglects the effects of surface

tension, elasticity, anchoring, and contact line dynamics. In the present work we

consider the nematic to be an incompressible fluid, and therefore conservation

of mass is equivalent to conservation of volume. Despite the simplicity of this

model, in Section 2.2 a plot of the speed of droplet boundary as it passes over

each point on the substrate is shown to have striking similarity with photographs

of the ODF mura, shown in Figure 1.10. This similarity leads us to hypothesise

that the formation of ODF mura is associated with stresses on the alignment

layer caused by the advancing droplet boundary.
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In Section 2.3, the behaviour of the director within an isolated droplet and

two coalescing droplets is considered in both a flow-dominated regime and in

an elasticity-dominated regime. In the flow-dominated regime, the dominant

torque on the director derives from director-flow coupling and in the elasticity-

dominated regime, the dominant torque on the director derives from elasticity.

Finally, in Section 2.4, the director behaviour calculated in Section 2.3 is used

to calculate the transmission of light through two squeezed coalescing droplets

in the flow-dominated regime and in the elasticity-dominated regime. We then

make comparisons between the transmission of light calculated in both regimes

with the experimental photographs of the transmission of light through a two-

droplet ODF test setup shown in Figure 1.9. We find similarities between the

experimental photographs and the transmission of light calculated in the flow-

dominated regime, indicating that the simple model described in this chapter is

remarkably successfully at describing both the droplet boundary evolution and

the director behaviour in squeezed coalescence.

2.1 A simple model for the evolution of droplet

boundaries

During the squeezed coalescence of droplets in the ODF method, the droplet

boundaries evolve according to a number of physical processes. In particular, the

droplet boundaries expand as the gap between the substrates reduces due to con-

servation of volume, and the droplet boundaries evolve to minimise regions of high

curvature due to surface tension. It is clear from the experimental photographs

shown in Figure 1.9 that the droplet boundaries expand as the gap between the

substrates is reduced. However, we note that as the droplet boundaries expand,

sharp corners formed where the droplets meet are visible in all three photographs,
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indicating that surface tension effects, which would tend to remove these regions

of high curvature, are acting on a much slower timescale than the expansion of

the droplet boundaries. Motivated by this qualitative experimental evidence, we

proceed with a simple model in which we assume that the evolution of the droplet

boundaries only occurs due to the conservation of volume. Specifically, this as-

sumption requires that the timescale of coalescence due to surface tension effects

is much longer than the time taken for the converging substrates to meet. The

validity of this assumption is discussed further in Section 2.5, where we compare

a naive estimate of the timescale of coalescence due to surface tension effects and

the time taken for the converging substrates to meet.

Motivated by the qualitative experimental evidence discussed above, we now

proceed by using a simple model that uses only the conservation of volume to

describe the squeezed coalescence in the ODF method. Specifically, we model

each droplet in the ODF method as a cylinder of fluid (with a constant volume

V ), being squeezed by two converging substrates which are both parallel to the

xy-plane and have decreasing gap H(t) between them, which therefore increases

the cross-sectional area and the radius R(t) of the droplets, as shown in Figure

2.1 for a three-droplet setup. We assume that the top substrate moves with a

constant downward speed, sp, starting at some initial height, H, at t = 0, so that

the position of the top substrate is given by

H(t) = H− spt (2.1)

for 0 ≤ t < tmax, where tmax = H/sp. For typical ranges of parameters used in

the ODF method, as stated in Table 1.1, the initial gap between the substrates is

H = 10−6–10−4 m, and downward speed of the top substrate is sp = 10−3 m s−1,

and so tmax = 10−3–10−1 s [36]. Note that, in theory, as t→ tmax the gap between

the substrates approaches zero and the radius of the droplets R(t) and radial
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Figure 2.1: Schematic diagram of three cylindrical droplets (dark grey) in the
ODF method. The gap between the substrates H(t), the droplet radius R(t), the
separation distance of each droplet 2L, the downward speed of the top substrate
sp, and the Cartesian coordinates (x, y, z), are shown.

speed of the boundary of the droplet approaches infinity. In practice, of course,

the squeezing is stopped at some time before tmax to create a cell with a prescribed

non-zero gap between the substrates.

In principle, any arrangement of droplets can be considered, but for direct

comparison to the ODF mura shown in Figure 1.10 we shall consider the three-

droplet setup shown in Figure 2.1. In particular, each droplet has initial radii

R(0) = R, where 0 < R < L, and volume V = πR2H and is positioned at

the vertex of an equilateral triangle with side length 2L, where L is half the

separation distance of each droplet, as shown in Figure 2.2(a).

Initially, the droplets are not touching and each droplet evolves as an iso-

lated droplet. In particular, each droplet has constant volume V = πR2H =

π R(t)2H(t), and therefore R(t) = (V/πH(t))1/2. The radial speed of the bound-

ary of a single isolated droplet can be found by differentiating R(t) with respect
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(a) initial phase (b) partially coalesced phase
(0 ≤ t ≤ tc) (tc < t ≤ tf)

(c) fully coalesced phase
(tf < t < tmax)

Figure 2.2: The three stages of coalescence of three identical droplets; (a) the
initial stage (0 ≤ t ≤ tc), (b) the partially coalesced stage (tc < t ≤ tf), and (c)
the fully coalesced stage (tf < t < tmax).
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to time to yield

R′(t) = −H
′(t)R(t)

2H(t)
=

√
s2

pV

4π
(H− spt)

−3/2 . (2.2)

As the gap between the substrates H(t) continues to decrease, the three

droplets will meet and begin to coalesce at some time before t = tmax. In partic-

ular, for the present arrangement of three droplets, the droplets will meet when

R(tc) = L at the time t = tc, which is given by

tc = tmax −
V

πspL2
, (2.3)

and then enter a partially coalesced phase where a region of the substrate in the

centre of the three droplet configuration is not covered by the droplets, as shown

in Figure 2.2(b). If the three droplet configuration is surrounded by air then

the region of the substrate in the centre of the configuration would form an air

bubble. In the ODF method, which is carried out in vacuum, no air bubbles are

formed [106] which we therefore assume in the present analysis. Using simple

geometric considerations of the geometry shown in Figure 2.2(b), an implicit

equation for the droplet radius R(t) during the partially coalesced phase can be

determined analytically, namely

V

H(t)
=

[
π − 2 cos−1

(
L

R(t)

)]
R(t)2 + 2L

√
R(t)2 − L2. (2.4)

Eventually, at a later time t = tf (where tc < tf < tmax) when R(tf) = 2L/
√

3,

where tf can be obtained using (2.4) and R(tf) = 2L/
√

3, to be

tf = tmax −
9
√

3V(
8π
√

3 + 18
)
spL2

, (2.5)

67



the central gap between the droplets closes up entirely and the droplets enter the

fully coalesced phase shown in Figure 2.2(c). Similarly, using simple geometric

considerations of the geometry shown in Figure 2.2(C), an implicit equation for

the droplet radius R(t) during the fully coalesced phase can again be determined

analytically, namely

V

H(t)
=

[
π + P (t)− 2 cos−1

(
L

R(t)

)]
R(t)2 + 2L

√
R(t)2 − L2

− 2√
3
R(t)L sinP (t), (2.6)

where

P (t) = cos−1

(
√

3L+

√
R(t)2 − L2

2R(t)

)
. (2.7)

As in the initial phase, in the partially and fully coalesced phases the radial

speed of the boundary of the droplets R′(t) can be obtained by differentiation

of (2.4) and (2.6), respectively. We can also determine the radial speed of the

corners formed between the droplets d′(t) in the partially and fully coalesced

phases shown in Figure 2.2 (b) and (c), namely

d′(t) =
R(t)R′(t)√
R(t)2 − L2

, (2.8)

and hence d′(t) > R′(t) for tc < t < tmax. The radial speed of the boundary of

the droplets R′(t) radial speed of the corners between droplets d′(t) is plotted as

a function of time t in Figure 2.3 for particular ODF parameter values provided

to us by Merck KGaA, stated in Table 2.1. (We note that these particular ODF

values stated in Table 2.1 fall within the typical ranges for the parameters shown

in Table 1.1.) Figure 2.3 shows that in all three coalescence phases R′(t) increases

as the gap between the substrates decreases and that, as shown by (2.8), the
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Figure 2.3: Radial speed of the boundary of the droplets R′(t) (solid) and radial
speed of the corners between droplets d′(t) (dashed), as functions of time t for
three identical droplets with H(t) = H−spt and the ODF parameter values shown
in Table 2.1. The solid dots show the times tc = 1.669×10−2 s, tf = 2.840×10−2 s,
and tmax = 7.400× 10−2 s.

radial speed of the corners between droplets is greater than the radial speed of

the boundary of the droplets for tc ≤ t < tmax.

2.2 A simple model for deformation to the di-

rector structure

Given the location of the ODF mura shown in Figure 1.10, and the fact that

the present model predicts that the corner speed d′(t) is larger than the radial

speed of the droplet boundary R′(t), we hypothesise that the formation of ODF

mura is associated with stresses on the alignment layer caused by the advancing

droplet boundary. We therefore use the value of R′(t) predicted by our model

to estimate the deformation to the director structure caused by the spreading
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Value

V 4.501× 10−9 m3

H 7.400× 10−5 m

sp 1.000× 10−3 m s−1

L 5.000× 10−3 m

tmax 7.400× 10−2 s

Table 2.1: ODF parameter values provided to us by Merck KGaA; the volume
of each droplet V , the initial height of the top substrate H, the downward speed
of the top substrate sp, half the separation distance of each droplet L, and the
maximum time tmax [36].

droplets. Specifically, the deformation to the director structure at any point is

assumed to be proportional to the radial speed of the droplet boundary as it passes

over that point. Therefore, areas with larger values of R′(t) then correspond to

areas where the spreading droplet front causes a high shear or torque on the

alignment layer which could lead to the formation of ODF mura. The radial

speed of the droplet boundary R′(t) is shown in Figure 2.4 for the ODF parameter

values stated in Table 2.1, where lighter regions in the plot indicate regions of

larger values of R′(t) and more deformation to the director structure, and darker

regions indicate regions of smaller values of R′(t) and less deformation to the

director structure. In particular, Figure 2.3 shows increasing R′(t), and therefore,

increasing deformation to the director structure towards the outer edges. The

theoretical prediction of the radial speed of the droplet boundary R′(t) shown in

Figure 2.4 shows a striking similarity to the ODF mura shown in Figure 1.10. In

particular, both Figure 1.10 and Figure 2.4 show three lighter linear regions of

non-uniformity between the origins of each droplet creating an inverted “Y-shape”

in the centre of the cell and lighter regions towards the edges of the substrate,

suggesting a link between areas of high R′(t) and the positions of the ODF mura.
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Figure 2.4: The radial speed of the droplet boundary R′(t) with H(t) = H− spt
for the ODF parameter values shown in Table 2.1. Lighter regions in the plot
indicate regions of larger values of R′(t) and more deformation to the director
structure, and darker regions indicate regions of smaller values of R′(t) and less
deformation to the director structure, as indicated by the plot key.
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2.3 Fluid velocity and director field within squeezed

coalescing nematic droplets

We now proceed by using the simple model considered above for the expanding

droplet boundary, in two limiting cases for the behaviour of the nematic within

the droplet. In particular, we consider the in-plane fluid velocity u= and in-

plane director n= components in the plane of the substrates (i.e. the xy-plane)

numerically with the finite element analysis, solver and multiphysics simulation

software COMSOL Multiphysics [156]. The in-plane fluid velocity u= and in-plane

director n= components are given by

n= = (cosφ, sinφ, 0), (2.9)

u= = (u, v, 0), (2.10)

respectively, where φ = φ(x, y, t), u = u(x, y, t), and v = v(x, y, t). We will

not explicitly consider the out-of-plane components of the fluid velocity u⊥ and

director n⊥ that are parallel to the substrate normal, i.e. the z-axis. Whilst

this is certainly an approximation, and requires further more robust analysis

in the future, the present analysis it is remarkably successful in comparison to

experiments.

We consider the in-plane fluid velocity u= and in-plane director n= components

in two scenarios, namely a squeezed isolated droplet and two squeezed coalescing

droplets separated by a distance 2L, to allow comparison with the experimen-

tal photographs of the transmission of light through a two-droplet ODF test

setup shown in Figure 1.9. The squeezed isolated droplet and the two squeezed

coalescing droplets expand due to the decreasing gap between the substrates

H(t) = H − spt, and the droplet boundaries are again modelled using the sim-

ple model for the evolution of the droplet boundaries given in Section 2.1. The
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Figure 2.5: The (a) squeezed isolated droplet and (b) two squeezed coalescing
droplets with boundary ∂A(t), radius R(t), and outward surface normal ν̂. In
part (b) the fixed separation of the droplets centres 2L and half the distance
between the corners formed between the droplets d(t) is shown. The Cartesian
coordinates (x, y) are also indicated.

squeezed isolated droplet and the two squeezed coalescing droplets have droplet

boundary ∂A(t), radius R(t), outward surface normal ν̂ = ν̂(x, y, t), and volume

V = πR(t)2H(t), as shown in Figures 2.5(a) and (b), respectively. For later

use, the region of nematic within the droplet boundary ∂A(t) is denoted A(t).

Without loss of generality, in the isolated droplet scenario, the droplet centre is

positioned at (0, 0). In the two coalescing droplets scenario, one droplet centre

is positioned at (0, L) and the second droplet centre is positioned at (0,−L), so

that in the coalescing phase, the centre of the two combined droplets, i.e. the

centre of mass, is at (0, 0) and the corners formed between the droplets are at

(d(t), 0) and (−d(t), 0), where d(t) =
√
R(t)2 − L2.

For the isolated droplet, the droplet boundary ∂A(t) and radius R(t) evolve

as described in the initial phase in Section 2.1. For the two coalescing droplets,
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as the gap between the substrates decreases the droplets boundaries expand and

make contact at time t = tc and enter a coalescing phase, for which the droplet

boundaries obey the implicit equation for R(t) given by

V

H(t)
=

[
π − cos−1

(
L

R(t)

)]
R(t)2 + L

√
R(t)2 − L2. (2.11)

Unlike the arrangement of three droplets, for two droplets there are only two

phases, namely the initial phase and the coalescing phase where the droplets obey

(2.11) for tc ≤ t < tmax. In order to avoid numerical issues for the two coalescing

droplets incurred by having sharp corners in the numerical mesh at the corners

formed between the droplets, the corners are rounded in COMSOL Multiphysics

using quadratic Bézier curves [155]. Specifically, two quadratic Bézier curves are

implemented in COMSOL Multiphysics using the control points (±d(t)± δd, L−

(R(t)2−(d(t)+δd)
2)1/2), (±d(t), 0), and (±d(t)±δd,−L+(R(t)2−(d(t)+δd)

2)1/2)

and the weight of the control points 1, εc, and 1, respectively. The parameter

δd can be varied to adjust the position of the control points whilst ensuring all

control points remain on the droplet boundaries. The weight εc can be varied to

alter the radius of curvature of the corners formed between the droplets, namely

increasing εc decreases the radius of curvature and decreasing εc increases the

radius of curvature. In all the numerical results presented below δd = 10−3 and

εc = 2 unless stated otherwise.

We will also consider two regimes of the in-plane director behaviour within the

boundary ∂A(t) for the isolated droplet and the two coalescing droplets. Firstly,

we will consider a regime in which the dominant torque on the director derives

from director-flow coupling for which the in-plane director will completely align

with the in-plane fluid velocity vector and the out-of-plane director will align

with the flow alignment angle, and, secondly, we will consider a regime in which

the dominant torque on the director derives from elasticity for which the in-
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plane director angle will obey Laplace’s equation. The more general regime in

which flow and elasticity are coupled requires defining the full two-dimensional

Ericksen-Leslie equations within the droplet boundaries ∂A(t) has not yet been

considered. We note that an axisymmetric asymptotic approach for a single

squeezed nematic droplet in a more general regime in which flow and elasticity

are coupled is analysed in Chapter 3.

2.3.1 Flow-dominated regime

In the flow-dominated regime we assume that the in-plane director n= aligns with

the in-plane fluid velocity vector u=, i.e.

n= =

(
u

|u=|
,
v

|u=|
, 0

)
, (2.12)

which in terms of the in-plane director angle φ = φ(x, y, t), is given by

φ = tan−1
(v
u

)
. (2.13)

Although we do explicitly consider the out-of-plane director n⊥, in the flow-

dominated regime we assume that n⊥ is flow aligned at the Leslie angle θ = ±θL,

and hence the fluid viscosity can be estimated as ηL = g(θL), where g(θ) is a

viscosity function, which will be introduced in Chapter 3 and Chapter 4. In

particular, using ηL = g(θ), ηL is given by

ηL = η1 cos2 θL + η2 sin2 θL + η12 sin2 θL cos2 θL. (2.14)
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Alternatively, (2.14) can be expressed by using the definition of the Leslie angle

(1.38) and rearranging, as

ηL =
1

2

[
η1

(
1− γ1

γ2

)
+ η2

(
1 +

γ1

γ2

)
+
η12

2

(
1−

(
γ1

γ2

)2
)]

. (2.15)

For the viscosities of the nematic 5CB, θL ' ±12◦ and ηL = 0.0237 Pa s.

To find the in-plane fluid velocity u=, and hence the in-plane director n= we

use the Hele–Shaw approximation for the fluid flow within the droplet boundary

∂A(t) shown in Figures 2.5(a) or 2.5(b), for an isolated droplet and two coalescing

droplets, respectively. The flow of coalescing isotropic droplets in a Hele-Shaw cell

has been studied by Crowdy and Kang [38] and Shelley et al. [195], in which the

authors include the effects of surface tension (which we neglect) and use conformal

mapping techniques to solve for the flow and evolving droplet boundaries. In the

present model, we do not solve for the droplet boundary and instead we prescribe

the droplet boundary using our model for squeezed droplet coalescence in Section

2.1.

The governing equations for flow in a Hele–Shaw cell within the boundary

∂A(t) are given by the conservation of momentum, the conservation of mass, and

the boundary condition on the fluid pressure p = p(x, y, t), namely

u= = −H(t)2

12ηL

∇p in A(t), (2.16)

∇ · u= = −H
′(t)

H(t)
in A(t), (2.17)

p = pvac on ∂A(t), (2.18)

where pvac is the pressure outside the droplets. As the ODF method is carried

out in vacuum, a vacuum pressure of around pvac = 1 Pa [204] is appropriate.

Combining the conservation of momentum (2.16) and the conservation of mass
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(2.17) yields Poisson’s equation for the fluid pressure p, namely

∇2 p =
12ηLH

′(t)

H(t)3
in A(t), (2.19)

with the boundary condition (2.18). For an isolated droplet Poisson’s equation for

the fluid pressure (2.19) with the boundary condition (2.18) is solved analytically

in Section 2.3.1.1 and for two coalescing droplets numerically using COMSOL

Multiphysics in Section 2.3.1.2.

2.3.1.1 An isolated squeesed droplet

We now consider the solution of (2.19) with the boundary condition (2.18) for an

isolated droplet. The boundary ∂A(t) is simply the circle with centre (0,0) and

increasing radius R(t), where R(t) can be calculated from V = πR(t)2H(t) with

H(t) = H− Spt. By means of direct integration of (2.19) the fluid pressure and

in-plane velocity can be obtained, namely

p =
3ηLH

′(t)

H(t)3

(
x2 + y2 −R(t)2

)
+ pa, (2.20)

u= =

(
−xH

′(t)

2H(t)
,−yH

′(t)

2H(t)
, 0

)
. (2.21)

As the in-plane velocity is radial, the in-plane director is also radial, namely

n= =

(
x√

x2 + y2
,

y√
x2 + y2

, 0

)
. (2.22)

We shall now consider the Hele–Shaw flow within two coalescing droplets numer-

ically.
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2.3.1.2 Two squeezed coalescing droplets

As previously stated, using (2.11) we can define the droplet boundary ∂A(t)

implicitly for two coalescing droplets for tc ≤ t < tmax. Using COMSOL Multi-

physics, Poisson’s equation for the fluid pressure (2.19) and the boundary con-

dition (2.18) are solved numerically in A(t). The fluid pressure p, in-plane fluid

speed |u=|, and in-plane director n=, given by (2.12), are plotted in Figure 2.6

for the times (a) t = 0.02 s (when H = 54µm), (b) t = 0.04 s (when H = 34µm),

and (c) t = 0.06 s (when H = 14µm). Figure 2.6 shows that the fluid pressure p

initially attains a local maxima at the centre of each droplet and as t increases,

and hence H(t) decreases, the maximum in the pressure moves towards the centre

of the two combined droplets. Figure 2.6 also shows that the in-plane fluid speed

|u=| is initially low throughout the droplets and as t increases, and hence H(t)

decreases, |u=| increases, especially in the corners between the two droplets. The

increased fluid speed in the corners between the two droplets was predicted in

Section 2.1, where the corner speed d′(t) was shown to be larger than the radial

speed of the boundary of the droplets R′(t). We note that there is a mismatch

between the numerical results for |u=| on ∂A(t) and the simple model for the

evolution of the droplet boundaries which we will discuss shortly. Figure 2.6 also

shows that the in-plane director field n= points radially outwards from the posi-

tions where a maximum in the fluid pressure occurs, and hence, as t increases and

the two maxima in the fluid pressure approach the combined center between the

two droplets, the director approaches a radial distribution, as seen for an isolated

droplet.

The in-plane fluid speed |u=| on ∂A(t) is similar to the radial speed of the

boundary of the droplets R′(t) predicted by the simple model for the expand-

ing droplet boundary, except at the corners formed between the droplets where

there is a significant mismatch between |u=| at (±d(t),0) and the radial speed
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Figure 2.6: The fluid pressure p, in-plane fluid speed |u=| and in-plane director
field n= in two coalescing droplets at (a) t = 0.02 s (when H = 54µm), (b)
t = 0.04 s (when H = 34µm), and (c) t = 0.06 s (when H = 14µm) with
H(t) = H − spt, the parameter values shown in Table 2.1, ηL = 0.0237 Pa s and
pvac = 1 Pa. The position of the maxima in the fluid pressure is marked on the
in-plane director field by a red dot.
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Figure 2.7: The in-plane fluid speed |u=| at (d(t), 0) as a function of εc for two
coalescing droplets at t = 0.04 s (when H = 34µm) with H(t) = H − spt,
the parameter values shown in Table 2.1, ηL = 0.0237 Pa s and pvac = 1 Pa.
The in-plane fluid speed |u=| at (d(t), 0) for a sharp corner without a quadratic
Bézier curve (dashed) and the radial speed of the corner between the droplets ḋ(t)
(dotted) as predicted by the simple model for the expanding droplet boundary
are also shown.

of the corners between droplets d′(t). In particular, in Figure 2.6(b) at the

point (R(t), L), which is on ∂A(t) but not at the corners, |u=| = 0.114 m s−1

and R′(t) = 0.119 m s−1 i.e. an error of 4.4%. Whereas in Figure 2.6(b) at the

corner point (d(t), 0), |u=| = 0.314 m s−1 and d′(t) = 0.176 m s−1 i.e. an error of

78.4%. We investigate this mismatch at the corner by varying the weight of the

control points of the quadratic Bézier curve εc, namely varying the curvature of

the corners formed between the droplets, which is implemented in COMSOL Mul-

tiphysics at the corners formed between the droplets. The in-plane fluid speed

|u=| at (d(t), 0) as a function εc is plotted in Figure 2.7. Figure 2.7 shows that

as εc is increased and the radius of curvature of the corners formed between the
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droplets decreases, the in-plane fluid speed |u=| at (d(t), 0) approaches |u=| at

(d(t), 0) calculated for a sharp corner without a quadratic Bézier curve (shown

by the dashed line). As εc is decreased and the radius of curvature of the corners

formed between the droplets increases, |u=| at (d(t), 0) decreases but remains

significantly larger than the radial speed of the corner between the droplets ḋ(t)

(shown by the dashed line in Figure 2.7). We note that it is not sufficient to

decrease εc to match |u=| at (d(t), 0) and ḋ(t), as smaller values of εc correspond

to increasing the radius of curvature of the corners formed between the droplets,

which therefore leads to a geometry that is significantly different to the simple

model for the expanding droplet boundary. We therefore note that despite the

qualitative success of the present simple model, numerical results for the fluid

speed and fluid pressure at the corners formed between the droplets should be

used with caution to make quantitative predictions about the fluid speed and

fluid pressure at the corners formed between droplets in squeezed coalescence. In

any future considerations of the present work, surface tension should be included

and coupled with, the conservation of volume and the Hele–Shaw equations.

2.3.2 Elasticity-dominated regime

We now consider a regime in which the dominant torque on the director derives

from elasticity within two coalescing droplets. In this regime the in-plane director

inside the two coalescing droplets will obey Laplace’s equation for the director

angle φ [201], namely

∂2φ

∂x2
+
∂2φ

∂y2
= 0. (2.23)

We apply homeotropic infinite anchoring (i.e. a Dirichlet condition) on the droplet

boundary of the two coalescing droplets which is implemented using a Dirichlet
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Figure 2.8: The in-plane director field n= through two coalescing droplets in the
elasticity-dominated regime for the three possible solutions,, (a) a defect at the
left-hand corner between the droplets, (b) a defect at right-hand corner between
the droplets, and (c) defects at both corners between the droplets, at t = 0.04 s
(when H = 34µm). The position of the defects is indicated by the red dot.

condition on φ, given by

ν̂ · n= = 1 on ∂A(t), (2.24)

where ν̂ is calculated from ∂A(t) and is shown in Figure 2.5. As discussed in Sec-

tion 1.7.3, homeotropic anchoring is typical on the interface between a nematic

and air (or vacuum). Laplace’s equation for the director angle (2.23) and the

boundary condition (2.24) are solved in COMSOL Multiphysics and yield three

possible solutions for the director. The three possible in-plane director solutions

n= are plotted in Figure 2.8 at t = 0.04 s (when H = 34µm). Figure 2.8 shows

three different in-plane director solutions in the elasticity-dominated regime,

namely solutions with a defect at the left-hand corner between the droplets, a

defect at the right-hand corner between the droplets, and defects at both corners

between the droplets.
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2.4 Transmission of light through two coalescing

droplets

We now consider the transmission of light through two squeezed coalescing droplets

between cross polarisers to allow comparison between the in-plane director solu-

tions described by the present model and the experimental setup discussed in

Section 1.4.2 and shown in Figure 1.9. We approximate the transmission of light

T = T (x, y, t) through a layer of nematic with in-plane director angle φ with a

polariser positioned on the bottom substrate and the top substrate aligned with

the x-axis and y-axis, respectively, as

T = T0 sin2 (2φ) , (2.25)

where T0 is the transmission when the in-plane director is aligned 45◦ from both

polarisers [12]. As discussed in Section 1.4.2, while the in-plane director is aligned

parallel to either polariser, i.e. when φ = 0 or φ = π/2, there is no transmission

of light and T = 0. If the in-plane director is aligned 45◦ from both polarisers, i.e.

when φ = 3π/4 or φ = π/4, there is complete transmission of light and T = T0.

In situations between these extremes there is partial transmission of light and

0 < T < T0. The scaled transmission of light T/T0 through two coalescing

droplets in the flow-dominated regime and in the elasticity-dominated regime is

shown in Figure 2.9 at (a) t = 0.02 s (when H = 54µm), (b) t = 0.04 s (when

H = 34µm), and (c) t = 0.06 s (when H = 14µm). Figure 2.9(a)–(c) shows the

evolution of the scaled transmission in the flow-dominated regime where initially

there is a +1-defect at the centre of each droplet and there is also a −1-defect

in the centre of the two combined droplets (the −1-defect and +1-defect are

discussed Section 1.6). As the top substrate is lowered, the defects move towards

the centre of the two combined droplets, as shown in Figure 2.9(c), leaving one
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Figure 2.9: Scaled transmission of light T/T0 through two squeezed coalesc-
ing droplets in the (a)–(c) flow-dominated regime and in the (d)–(f) elasticity-
dominated regime at t = 0.02 s (when H = 54µm) in (a) and (d), t = 0.04 s
(when H = 34µm) in (b) and (e), and t = 0.06 s (when H = 14µm) in (c) and
(f) with H(t) = H − spt. Regions of white show complete transmission T = 1
and regions of black show no transmission T = 0.
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Figure 2.10: The ratio rT for flow-dominated regime (solid line) and for the
elasticity-dominated regime (dashed line) as a function of time t.

remaining +1-defect in the centre of the two combined droplets. Figure 2.9(d)–

(f) shows the evolution of the scaled transmission for the elasticity-dominated

regime for the solution where one defect remains in the left-hand corner between

the coalescing droplets.

As the top substrate is lowered, there is a change in the transmission in both

the flow-dominated regime (Figure 2.9(a)–(c)) and in the elasticity-dominated

regime (Figure 2.9(d)–(f)). The change in the transmission can be quantified

by the ratio rT of the total transmission of light and the transmission when the

in-plane director is aligned 45◦ from both polarisers throughout the two squeezed

coalescing droplets, i.e.

rT =

∫
T/T0 dA(t)∫

dA(t)
. (2.26)

Figure 2.10 shows changes in in the ratio rT for flow-dominated regime (solid

line) and for the elasticity-dominated regime (dashed line) as time increases. In

particular, rT shows small variation in the elasticity-dominated regime, whereas

rT clearly varies in the flow-dominated regime.

The transmission of light T for the elasticity-dominated regime is shown in
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Figure 2.11: Transmission of light T through two coalescing droplets in the
elasticity-dominated regime for the three possible solutions, (a) a defect at the
left-hand corner between the droplets, (b) a defect at right-hand corner between
the droplets, and (c) defects at both corners between the droplets, at t = 0.04 s
(when H = 34µm). Regions of white show full transmission T = 1 and regions
of black show no transmission T = 0.

Figure 2.11 at t = 0.04 s (when H = 34µm) for the three different numerical

solutions obtained from (2.23) and (2.24). We also find that the two other in-

plane director solutions, namely the defect on right-hand corner between the

droplets and the defects on both the corners between the droplets in the elasticity-

dominated regime, also show little change in transmission as the top substrate is

lowered.

Comparing the transmission shown in Figure 2.9 and the experimental pho-

tographs of the transmission of light through a two-droplet ODF test setup shown

in Figure 1.9, we see a striking resemblance between the photographs of trans-

mission in the two-droplet ODF test setup and the flow-dominated regime. This,

at least qualitatively, indicates that these experimental images of a two-droplet

ODF test setup show the director behaving in a flow-dominated regime like Fig-

ure 2.9(a)–(c), and that the strong radial flow present in the ODF test setup is

holding the defects in place at the centre of the droplets. Furthermore, we can

say that the experimental photographs are significantly different to behaviour
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seen in elasticity-dominated regime, where the defects are located on the droplet

boundaries, as shown in Figure 2.9(d)–(f).

2.5 Conclusions

This chapter presented a simple model for the squeezed coalescence of nematic

droplets between converging substrates. This simple model assumed that the

timescale for coalescence due to surface tension is much longer than the timescale

of coalescence due to squeezing. Therefore, the droplet boundaries evolve due to

the conservation of volume, neglecting the effects of surface tension, elasticity, an-

choring, and contact line dynamics. In practice, we should be able to justify this

assumption by calculating the timescale of coalescence due to surface tension and

showing that it is much longer than the time taken for the converging substrates

to meet. A naive estimate of the timescale of coalescence due to surface tension

in the ODF method can be made using the well-known timescale for the coales-

cence of two identical neighbouring droplets with radius R̄ on a single stationary

substrate, namely τc =
√
ρR̄3/σ [107, 231], where ρ is droplet density and σ is

the droplet surface tension. For typical parameters values for the ODF method

(as stated in Table 1.1) and material parameters for the nematic 5CB, for which

ρ = 1020 kg m−3 [63] and σ = 4.000 × 10−2 N m−1 [61], coalescence of two iden-

tical neighbouring droplets occurs on the timescale τc ' 10−4–10−1 s [107, 231],

which is on the same order as the time taken for the converging substrates to

meet is 10−3–10−1 s. This naive estimate of the timescale may indicate that sur-

face tension effects could play an important role in the evolution of the droplet

boundaries in the ODF method. However, this is not in agreement with the ex-

perimental photographs shown in Figure 1.9. In particular, Figure 1.9 shows that

sharp corners formed where the droplets meet are visible in all three photographs,

indicating that surface tension effects, which would tend to remove these regions
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of high curvature, are acting on a much slower timescale than the expansion of

the droplet boundaries. Clearly further work is required to determine the role

played by surface tension effects in the ODF method.

In Section 2.1 we have assumed that each droplet can be modelled as a cylinder

of constant volume so that as the gap between the substrates decreases, the

evolution of the droplet boundary can be obtained using geometrical methods.

This model allows us to obtain implicit expressions for the droplet boundary,

which can be differentiated with respect to time to yield the radial speed of

the droplet boundary R′(t) for any arrangement of droplets. In Section 2.1 we

considered an arrangement of three droplets positioned on the vertices of an

equilateral triangle to allow direct comparison with the ODF mura shown in

Figure 1.10. We hypothesised that the formation of the ODF mura is associated

with stresses on the alignment layer caused by the advancing droplet boundary,

and therefore assumed that the value of R′(t) is proportional to the deformation

to the director structure at any point on the substrate. Areas on the substrate

for which R′(t) is highest will therefore correspond to areas on the substrate for

which the largest deformation to the director structure occurs. The deformation

to the director structure, shown in Figure 2.4, shows a striking similarity to the

ODF mura, shown in Figure 1.10. This similarity indicates that there may be a

link between the formation of the ODF mura and the radial speed of the droplet

boundaries in the ODF method.

The present simple model can therefore be used to suggest methods to reduce

R′(t), and hence, potentially to reduce the ODF mura. An obvious approach to

reduce R′(t) is to reduce the speed at which the top substrate is lowered, i.e.

reduce H ′(t). Another possible method would be to dispense the total volume of

nematic required for the ODF method into more droplets with a lower volume.

The radial speed of the boundary of the droplets R′(t) for a one droplet, two
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Figure 2.12: Radial speed of the boundary of the droplets R′(t) for a one droplet
(dotted line), two droplet (dashed line) and three droplet (solid line) arrangement
of equal volume, as functions of time t with H(t) = H − spt and the ODF
parameter values shown in Table 2.1. Each arrangement of droplets has total
volume V = 1.350× 10−9 m3.

droplet and three droplet arrangement of equal volume is shown in Figure 2.12.

Figure 2.12 shows that the radial speed of the boundary of the droplets for a fixed

volume decreases as the number of droplets increases. In reality, both of these

methods to reduce R′(t) are likely to increase manufacturing times as reducing

the speed at which the top substrate is lowered will increase the time taken to

fill the nematic layer and increasing the number of droplets dispensed increase

the time taken to dispense the droplets. Manufacturers, who are often interested

in decreasing manufacturing times to increase potential profits, may not want to

pursue these options.

We have also considered the fluid velocity and director structure within the

nematic droplets in two extreme regimes. Firstly, a flow-dominated regime in

which the in-plane director aligns with the fluid velocity vector was considered,

and secondly, an elasticity-dominated regime in which the in-plane director obeys
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the Laplace equation (2.23) was considered. We have obtained the transmission

of light through a two droplet setup in both of these regimes to allow us to make

direct comparisons with experimental photographs of the transmission of light

in a two-droplet ODF test setup shown in Figure 1.9. In the flow-dominated

regime, we find a +1-defect in the centre of each droplet and a −1-defect in the

centre of the two combined droplets. As the top substrate is lowered, the defects

move towards the centre of the two combined droplets and combine. In the

elasticity-dominated regime, there are three possible solutions for the in-plane

director, namely a defect on the left-hand corner formed between droplets, a

defect on the right-hand corner formed between droplets, and defects on both of

the corners formed between droplets. In the elasticity-dominated regime, as the

top substrate is lowered, the defects show little change. Upon comparison with

the experimental photographs shown in Figure 1.9, we see a striking resemblance

between the experimental photographs and the transmission of light in the flow-

dominated regime.

The qualitative agreement of the ODF mura (shown in Figure 1.10) and the

deformation to the director structure (shown in Figure 2.4), and the experimental

photographs of transmission of light in a two-droplet ODF test setup (shown in

Figure 1.9) and the transmission of light in the flow-dominated regime (shown

in Figure 2.9(a)–(c)) indicate that the simple model considered in this chapter

is remarkably successful. Further effort should be made in future studies to

consider a regime in which flow, elasticity, and surface tension all play a role in

the squeezed coalescence, however, this is beyond the scope of this thesis. We

will now proceed in Chapter 3 by considering the full Ericksen–Leslie modelling of

the director and fluid velocity within a single squeezed nematic droplet and then

in Chapter 4 taking a closer examination of how significant transient flow-driven

distortion of the nematic molecules at the substrates may lead to the formation

of the ODF mura.
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Chapter 3

Squeezing a nematic droplet with

strong elasticity effects

We now focus on the behaviour of the director orientation and flow within a

single nematic droplet in the ODF method. The flow of the nematic during the

ODF method after the top plate has made contact with a single drop is similar

to the classical squeeze-film problem in Newtonian fluid dynamics [100]. In this

chapter we therefore consider a nematic squeeze-film problem, in which director

orientation and flow are coupled, using the Ericksen–Leslie equations in place of

the Navier–Stokes equations used to describe the Newtonian problem.

In Section 3.1, we formulate a squeeze-film model for the ODF method in

which we assume an idealised form of the shape of the nematic drop, for four spe-

cific director anchoring cases at the substrate that are commonly used in LCDs,

and for two scenarios for the motion of the top plate. After non-dimensionalising

the governing equations and boundary conditions, in Section 3.2 we consider the

asymptotic regime in which elasticity effects are much stronger than viscous ones,

and solve the resulting system of equations and boundary conditions in order to

better understand the effects of director–flow coupling. In particular, we obtain
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analytical expressions for the director, velocity and pressure, as well as the force

on the top plate (when the speed of the top plate is prescribed in Section 3.3)

and the speed of the top plate (when the force on the top plate is prescribed in

Section 3.4).

3.1 Model formulation

In order to model the squeezing and spreading of a nematic drop which occurs

during the ODF method we use the same simplified model for the geometry of the

droplet as considered in Chapter 2. In particular, we assume that at some time

t < 0 the top substrate and the drop make contact, and that by time t = 0 any

transient initial effects arising from starting the squeezing process can be ignored.

For t ≥ 0 we assume that the drop of nematic is cylindrical in shape, lies between

the moving top substrate at z = H(t) and the fixed bottom substrate at z = 0,

and has radius R(t) and height equal to the height of the top substrate H(t), as

shown in Figure 3.1. The substrates are assumed to have a fixed area, denoted

by AS, where we assume that throughout squeezing AS > πR(t)2. The constant

volume of the drop of nematic V is given in terms of its radius R(t) and height

H(t) by

V = πR(t)2H(t). (3.1)

Similarly to Chapter 2, by conservation of volume, the outer boundary of the

nematic, r = R(t), moves outward radially as the top substrate moves towards

the bottom substrate. We consider two different ambient pressures; the internal

ambient pressure between the top substrate and the bottom substrate, denoted

by pI, and the external ambient pressure above the top substrate, denoted by pE.

As discussed in Section 1.4.2, typically, manufacturing processes are carried out
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Figure 3.1: A schematic diagram of a nematic squeeze-film problem consisting
of a cylindrical drop of radius R(t) of nematic (grey) between a moving top
substrate at z = H(t) and a fixed bottom substrate at z = 0. The motion
of the top substrate induces a flow of the nematic as indicated. The internal
ambient pressure pI, external ambient pressure pE, the director angle θ, and the
axisymmetric coordinates used to describe the problem are also indicated.

in a vacuum to avoid the formation of air bubbles [106], so in what follows we

often set pI = pE = 0.

To model the squeezing and spreading of the nematic drop we use the Ericksen–

Leslie equations [49, 66, 127, 201] to describe the dynamics of the director orien-

tation, velocity and pressure, which were detailed in Section 1.8. At both the

substrates we impose the standard no-slip and no-penetration conditions for the

velocity. In addition, we assume that the director is at a fixed angle to the sub-

strate surface normal with an infinite anchoring condition [201]. Although the

analysis presented below is valid for any fixed angles of the director at the sub-

strates, we will focus on four specific cases of infinite anchoring that are commonly

used in LCDs, namely planar, homeotropic, hybrid aligned nematic (HAN), and

π-cell anchoring [228]. All of these anchoring cases involve various combinations

of the director being aligned parallel or perpendicular to the boundaries. In ad-
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dition to the four anchoring cases, two different scenarios for the motion of the

top substrate will be studied. The first scenario corresponds to the current ODF

method in which the top substrate is moved downwards at a prescribed constant

speed, and is hereafter referred to as the “prescribed speed” scenario. The second

scenario corresponds to the situation in which the top substrate moves downwards

under a prescribed force (such as, for example, its own weight), and is hereafter

referred to as the “prescribed force” scenario.

3.1.1 The Ericksen–Leslie equations

We assume that both the director field and the velocity remain axisymmetric

so that all dependent variables are independent of the twist angle, φ, shown in

Figure 3.1. The director is assumed to lie in the r–z-plane, and can therefore be

described by the radial-tilt angle θ between the director and the radial direction,

also shown in Figure 3.1. We therefore write the director, pressure and velocity

in the form

n = cos (θ(r, z, t)) êr + sin (θ(r, z, t)) êz, (3.2)

u = u (r, z, t) êr + w (r, z, t) êz, (3.3)

p = p(r, z, t), (3.4)

where u is the component of velocity in the radial direction êr and w is the

component of velocity in the vertical direction êz. The Ericksen–Leslie equations,

introduced in Section 1.8, for the director, velocity and pressure in the form of

(3.2)–(3.4), respectively, are obtained from (1.20) and (1.21) in axisymmetric
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form, and are given by

0 =
1

r

∂(ru)

∂r
+
∂w

∂z
, (3.5)

ρu̇+
∂p

∂r
=

∂

∂r

(
∂D
∂ur

)
+

∂

∂z

(
∂D
∂uz

)
− θr

∂D
∂θ̇

, (3.6)

ρẇ +
∂p

∂z
=

∂

∂r

(
∂D
∂wr

)
+

∂

∂z

(
∂D
∂wz

)
− θz

∂D
∂θ̇

, (3.7)

0 =
∂

∂r

(
∂ωF
∂θr

)
+

∂

∂z

(
∂ωF
∂θz

)
− ∂ωF

∂θ
− ∂D
∂θ̇

, (3.8)

where the subscripts r and z in θr, θz, ur, uz, wr and wz represent partial

derivatives with respect to that variable, a superposed dot denotes the material

time derivative, and ρ is the constant fluid density. To produce a mathemati-

cally tractable system of equations we use the one-constant approximation of the

Oseen–Frank bulk elastic energy density (1.14), which is given in axisymmetric

form by

ωF =
K

2

[(
∂θ

∂z

)2

+

(
∂θ

∂r

)2

+
cos2 θ

r2

]
. (3.9)

The dissipation functionD is obtained from a reformulation of the nematic viscous

anisotropic stress tensor that can be found in Stewart [201]. We use the form for

the dissipation function proposed by Leslie [127] given by

D =
1

2

[
α1 (nieijnj)

2 + 2γ2Nieijnj + α4eijeij

+ (α5 + α6)nieijejknk + γ1NiNi

]
, (3.10)

where the components of the rate of strain tensor eij, the co-rotational time flux

of the director N , the components of the vorticity tensor Wij, the rotational

viscosity γ1 = α3 − α2, the torsional viscosity γ2 = α3 + α2, and the Leslie
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viscosities αl are defined in Section 1.8. Using (3.2) and (3.3) leads to

D =
1

2

[
α1

(
ur cos2 θ +

1

2
(uz + wr) sin 2θ + wz sin2 θ

)2

+ 2γ2

(
1

2
(wz − ur) sin 2θ +

1

2
(uz + wr) cos 2θ

)(
θ̇ +

1

2
(uz − wr)

)
+ α4

(
u2
r +

u2

r2
+

1

2
(uz + wr)

2 + w2
z

)
+ (α5 + α6)

(
u2
r cos2 θ +

1

4
(uz + wr)

2 + w2
z sin2 θ

)
+ γ1

(
θ̇ +

1

2
(uz − wr)

)2
]
. (3.11)

3.1.2 Non-dimensionalisation

In order to determine the important parameter groups, and to enable progress in

considering important asymptotic regimes, the equations are now non-dimensionalised

according to

t =
R
U
t̂, r = Rr̂, z = Hẑ,

V = R2HV̂ , R(t) = RR̂(t), H(t) = Hĥ(t), A = R2Â,

θ = θ̂, u = U û, w =
UH
R

ŵ, p =
µUR
H2

p̂,

γ1 = µγ̂1, γ2 = µγ̂2, α1 = µα̂1, α2 = µα̂2, (3.12)

α3 = µα̂3, α4 = µα̂4, α5 = µα̂5, α6 = µα̂6,

ωF =
K

H2
ω̂F , D =

µU2

H2
D̂, F =

µUR3

H2
F̂ , Wp =

µUR3

H2
Ŵp

where the caret (̂ ) denotes non-dimensional variables, F is the force on the top

substrate, which will be introduced in Section 3.2.3, and Wp is the weight of

the top substrate, which will be introduced in Section 3.4. Typical values of the

radial scaleR, height scaleH and radial velocity scale U are given in Section 3.1.5.
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The viscosity used in the non-dimensionalisation (3.12) is the isotropic viscosity,

namely µ = α4/2 or µ = η3 [148,201].

The non-dimensional aspect ratio δ, defined by the ratio of the height scale

H and the radial scale R, is

δ =
H
R
. (3.13)

In practice, the aspect ratio is typically small, corresponding to a thin film of

nematic, for which the radial length scale is much larger than the height scale, and

so a thin-film (i.e. small δ) approximation is appropriate. The reduced Reynolds

number, defined by

Re =
ρUH2

µR
, (3.14)

is a non-dimensional measure of the relative strength of inertial effects and viscous

effects. The limit of zero Reynolds number (Re → 0) corresponds to a regime

in which there are no inertial effects (i.e. Stokes flow), while the limit of infinite

Reynolds number (Re → ∞) corresponds to a regime in which there are no

viscous effects (i.e. inviscid flow). The Ericksen number, defined by

Er =
µUH
K

, (3.15)

is a non-dimensional measure of the relative strength of viscous effects and splay

elastic effects. The limit of zero Ericksen number (Er → 0) corresponds to a

regime in which there are no viscous effects, while the limit of infinite Ericksen

number (Er→∞) corresponds to a regime in which there are no elastic effects.

From (3.5)–(3.8) the non-dimensional equations that govern the director angle

θ, the radial velocity component u, the vertical velocity component w, and the
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pressure p are

0 =
1

r

∂(ru)

∂r
+
∂w

∂z
, (3.16)

Re ρu̇+ pr =
∂

∂r

[
α̂1

(
δ2ur cos4 θ +

(
δuz + δ3wr

)
sin θ cos3 θ + δ2wz sin2 θ cos2 θ

)
− γ̂2

2

(
δ3urθ̇ sin 2θ +

1

2

(
δ2uz − δ4wr

)
ur sin 2θ

)
+ 2δur + (α̂5 + α̂6) δur cos2 θ

]

+
∂

∂z

[
α̂1

(
δur sin θ cos3 θ +

(
uz + δ2wr

)
sin2 θ cos2 θ + δ2ŵz sin3 θ cos θ

)
+
γ2

2

(
δθ̇ cos 2θ +

1

2
(uz − δur) cos 2θ +

1

2
(δwz − δur) sin 2θ

+
1

2

(
uz + δ2wr

)
cos 2θ

)
+
(
uz + δ2wr

)
+

(α̂5 + α̂6)

4

(
uz + δ2wr

)
+
γ̂1

2

(
δθ̇ +

1

2
(uz − δ2wr)

)]

− γ̂2

2

(
(δ2wz − δ2ur)θr sin 2θ + (δuz + δ3wr)θr cos 2θ

)
+ γ̂1

(
δ2θrθ̇ +

1

2
(δuz − δ3wr)θr

)
, (3.17)
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δ2 Re ρẇ + pz =
∂

∂r

[
α̂1

(
δ3ur sin θ cos3 θ +

1

2

(
δ2uz + δ4wr

)
sin2 θ cos2 θ

+ δ3wz sin3 θ cos θ

)
− γ̂2

4

((
δ3wz − δ3ur

)
sin 2θ +

(
δ2uz + δ4wr

)
cos 2θ

)
+
γ̂2

2

(
δ3θ̇ cos 2θ +

1

2

(
δ2uz − δ4wr

)
cos 2θ

)
α̂4

2

(
δ2uz + δ4wr

)
+

(α̂5 + α̂6)

4

(
δ2uz + δ4wr

)
− γ̂1

2

(
δ3θ̇ +

1

2

(
δ2uz − δ4wr

))]

+
∂

∂z

[
α̂1

(
δ2ur sin2 θ cos2 θ +

(
δuz + δ3wr

)
sin3 θ cos θ + δ2wz sin4 θ

)
+
γ̂2

2

(
δ2θ̇ sin 2θ +

1

2

(
δuz − δ3wr

)
sin 2θ

)
+ α̂4δ

2wz + (α̂5 + α̂6) δ2wz sin2 θ

]

− γ̂2

2

((
δ2wz − δ2ur

)
θz sin 2θ +

(
δuz + δ3wr

)
θz cos 2θ

)
+ γ̂1

(
δ2θ̇θz +

1

2

(
δuz − δ3wr

)
θz

)
, (3.18)

and

0 = θzz −
1

2
Eruz (γ1 + γ2 cos 2θ) + δEr

[
−γ2

1

2
(wz − ur) sin 2θ − γ1θ̇

]
+ δ2

[
θrr −

2 sin 2θ

r2
− 1

2
Erwr (γ1 + γ2 cos 2θ)

]
, (3.19)

where we have now dropped the caret (̂ ) notation for simplicity since all quan-

tities are now non-dimensional. We will later solve (3.16)–(3.19) using certain

assumptions made about the size of the relative non-dimensional parameters δ,

Re and Er and subject to appropriate boundary conditions on θ, u, w and p.
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3.1.3 Rescaled radial and vertical coordinates

Before proceeding further, it is convenient to rescale the radial and vertical coor-

dinates according to

r̃ =
r

R(t)
=

√
π

V
H(t)1/2r and z̃ =

z

H(t)
, (3.20)

where r̃ is the rescaled radial coordinate and z̃ is the rescaled vertical coordinate,

and where r̃ can be expressed in terms of the height of the top substrateH(t) using

(3.1). In terms of the rescaled vertical coordinate z̃, the top substrate and bottom

substrate are fixed at z̃ = 1 and z̃ = 0, respectively. The change in the height of

the top substrate H(t) is included in the rescaled versions of the Ericksen–Leslie

equations (3.16)–(3.19) via the appropriate rescaling of derivatives of r and z,

namely ∂/∂r → V −1/2π1/2H(t)1/2∂/∂r̃ and ∂/∂z → H(t)−1∂/∂z̃, respectively.

Henceforth we will express all equations and boundary conditions in terms

of the rescaled coordinates r̃ and z̃ given by (3.20). However, for clarity and to

aid physical interpretation, we will plot results in terms of the original unscaled

radial coordinate r and vertical coordinate z.

3.1.4 Boundary conditions

In order to solve (3.16)–(3.19), appropriate boundary conditions must be imposed

on the variables θ, u, w and p. For the velocity components, u and w, we impose

no-slip and no-penetration conditions on the solid boundaries at z̃ = 0 and z̃ = 1.

The bottom substrate at z̃ = 0 is stationary and the top substrate at z̃ = 1 is

moving with vertical velocity H ′(t) = dH/dt, and so the appropriate boundary

conditions are u(r̃, 0, t) = 0, u(r̃, 1, t) = 0, w(r̃, 0, t) = 0 and w(r̃, 1, t) = H ′(t).

The pressure, p, is assumed to be fixed at the constant internal ambient pressure,

pI, at the outer edge of the nematic drop, so that p(1, z̃, t) = pI. We impose
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regularity and axisymmetry at the centre of the drop by assuming that ∂p/∂r̃ = 0

at r̃ = 0. In summary, the boundary conditions for velocity and pressure are

u = 0 on z̃ = 0, (3.21)

w = 0 on z̃ = 0, (3.22)

u = 0, on z̃ = 1, (3.23)

w = H ′(t) on z̃ = 1, (3.24)

∂p

∂r̃
= 0 on r̃ = 0, (3.25)

p = pI on r̃ = 1. (3.26)

As mentioned previously, we consider four specific anchoring cases that com-

monly occur in nematic devices, namely planar, homeotropic, hybrid aligned

nematic (HAN), and π-cell anchoring. In the planar anchoring case the director

is parallel to the boundary at both the bottom substrate and top substrate, so

that θ(r̃, 0, t) = θ(r̃, 1, t) = 0, and in the homeotropic anchoring case the director

is perpendicular to the boundary at both the bottom substrate and top substrate,

so that θ(r̃, 0, t) = θ(r̃, 1, t) = π/2. In the HAN anchoring case the director is

parallel to the bottom substrate and perpendicular to the top substrate, so that

θ(r̃, 0, t) = 0 and θ(r̃, 1, t) = π/2, and in the π-cell anchoring case the director

is parallel to the bottom substrate so that θ(r̃, 0, t) = 0 and parallel to the top

substrate so that θ(r̃, 1, t) = π. The equilibrium director configurations in the

limit of no flow for these anchoring cases, namely (3.52)–(3.55), will be calculated

later and are sketched in Figure 3.2.

It is worth noting at this point that the axisymmetric form of the non-
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(a) planar (b) homeotropic (c) HAN (d) π-cell anchoring

Figure 3.2: Sketches of the equilibrium director configurations in the limit of no
flow for the four specific anchoring cases considered: (a) planar, (b) homeotropic,
(c) HAN, and (d) π-cell anchoring.

dimensional elastic energy given by (3.9) is

ωF =
1

2

[
1

H(t)2

(
∂θ

∂z̃

)2

+ δ2 π

V
H(t)

((
∂θ

∂r̃

)2

+
cos2 θ

r̃2

)]
, (3.27)

and therefore the elastic energy is undefined if θ 6= π/2 at r̃ = 0, a situation that

occurs for the planar, HAN and π-cell anchoring cases. This type of singularity

in the elastic energy is associated with a discontinuity in the director orientation

and can lead to point or line defects. However, in subsequent sections we will

find that since the aspect ratio is small (i.e. δ � 1), the singular r̃−2 term in

(3.27) does not appear at leading order in δ. The results in the present work

are therefore valid away from the centre of the drop at r̃ = 0. In summary, the

boundary conditions for the four anchoring cases are

planar: θ = 0 on z̃ = 0, θ = 0 on z̃ = 1, (3.28)

homeotropic: θ = π/2 on z̃ = 0, θ = π/2 on z̃ = 1, (3.29)

HAN: θ = 0 on z̃ = 0, θ = π/2 on z̃ = 1, (3.30)

π-cell: θ = 0 on z̃ = 0, θ = π on z̃ = 1. (3.31)
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Non-dimensional group Definition Typical value

δ
H
R

10−4–1

Re
ρUH2

µR
=
ρspH2

µ
10−2–10−4

Er
µUH
K

=
µspR
K

102–104

Table 3.1: Typical values of the non-dimensional groups in the ODF method,
calculated using the range of ODF parameters values listed in Table 1.1 and
isotropic viscosity µ = 10−2 Pa s, one-constant elastic constant K = 10−11 N, and
density ρ = 103 kg m−3 [36, 63].

3.1.5 Typical values of non-dimensional groups

In this subsection we consider the asymptotic regimes for the sizes of the non-

dimensional groups δ, Re and Er corresponding to those present in the ODF

method for the ODF parameter values stated in Table 1.1 and an isotropic vis-

cosity µ = 10−2 Pa s one-constant elastic constant K = 10−11 N, and density

ρ = 103 kg m−3 [63], as shown in Table 3.1. The radial velocity scale, U , appear-

ing in the reduced Reynolds number and Ericksen number is calculated using the

conservation of mass equation, (3.16), to give U = spR/H. As Table 3.1 shows,

the assumptions of small aspect ratio (δ � 1) and small reduced Reynolds num-

ber (Re � 1) are well justified for the range of ODF parameter values shown in

Table 1.1. The Ericksen number is typically much larger than unity during the

ODF method, indicating that viscous effects are typically stronger than elasticity

effects, and that a large Ericksen number approximation, Er� 1, is appropriate.

However, in this chapter we consider the possibility of using smaller drops

of nematic and slower downward speed of the top substrate in order to access

a possible future manufacturing regime. Specifically we consider the smallest
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length-scales possible in the ODF method, namely a height of the drop H =

10−6 m, a radius of the drop R = 10−4 m, and a reduced downward speed of

the top substrate of sp = 10−6 m s−1. These values may be relevant for a future

manufacturing method that uses ink-jet printing of nematic droplets [2, 28]. All

of the material parameters (namely the viscosity, elastic constant, and density of

the nematic) remain the same as before and the aspect ratio is given by δ = 10−2,

the reduced Reynolds number is given by Re = 10−7, and the Ericksen number

is given by Er = 10−1, indicating that the assumptions of small aspect ratio

(δ � 1) and small reduced Reynolds number (Re � 1) remain well justified,

but now the value of the Ericksen number is smaller, indicating that a small

Ericksen number approximation, Er � 1, is now appropriate. In this chapter

we will therefore consider the asymptotic regime in which δ � 1, Re � 1 and

Er� 1, which corresponds to a thin film of nematic in which inertial effects are

weak and elasticity effects are strong compared to viscous effects. We note that

the asymptotic regime in which δ � 1, Re � 1 and Er � 1, which corresponds

to a thin film of nematic in which inertial effects are weak and viscous effects

are strong compared to elastic effects will be considered in Chapter 3, albeit in a

different geometry and with different assumptions.

3.1.6 The thin-film approximation

With the assumptions that the aspect ratio and the Reynolds number are both

small, δ � 1 and Re � 1, at leading order in δ the radial momentum equation,

(3.17), rescaled using (3.20), becomes

∂p

∂r̃
=

√
V

π
H(t)−5/2 ∂

∂z̃

[(α1

4
sin2 2θ +

γ2

2
cos 2θ + 1

+
α5 + α6

4
+
γ1

4

)∂u
∂z̃

]
. (3.32)
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With the Parodi relation, given by (1.30), we can rewrite (3.32) in terms of the

non-dimensional Miesowicz viscosities, given by (1.32)–(1.35), defined by

η12 = α1, η1 =
1

2
(α2 + 2α3 + 2 + α5) , η2 =

1

2
(−α2 + 2 + α5) , (3.33)

as

∂p

∂r̃
=

√
V

π
H(t)−5/2 ∂

∂z̃

[(
η12 sin2 θ cos2 θ + η1 cos2 θ + η2 sin2 θ

) ∂u
∂z̃

]
. (3.34)

Similarly the vertical momentum equation, (3.18), rescaled using (3.20), becomes

∂p

∂z̃
= 0. (3.35)

Therefore, at leading order in δ the pressure is independent of the rescaled vertical

coordinate z̃ and hence is given by

p = p(r̃, t). (3.36)

In addition, the angular momentum equation, (3.19), again rescaled using (3.20),

becomes

0 =
1

H(t)

∂2θ

∂z̃2
− 1

2
Er (γ1 + γ2 cos 2θ)

∂u

∂z̃
. (3.37)

In summary, in what follows we will solve equations (3.34), (3.37) and (3.16)

subject to the boundary conditions (3.21)–(3.26) together with the appropriate

conditions from (3.28)–(3.31) for the particular problem under consideration for

the dependent variables θ(r̃, z̃, t), u(r̃, z̃, t), w(r̃, z̃, t) and p(r̃, t).
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3.2 The Limit of Small Ericksen Number

In the limit of small Ericksen number Er� 1 we seek an asymptotic solution to

the problem in the form

θ = θ0 + Er θ1 + Er2θ2 +O
(
Er3
)
, (3.38)

u = u0 + Er u1 + Er2u2 +O
(
Er3
)
, (3.39)

w = w0 + Er w1 + Er2w2 +O
(
Er3
)
, (3.40)

p = p0 + Er p1 + Er2p2 +O
(
Er3
)
. (3.41)

Substituting these asymptotic expansions into the governing equations, (3.16),

(3.34) and (3.37), we are able to obtain the leading-order solutions that describe

the dominant behaviour at small Ericksen number. By finding the higher-order

corrections to these solutions we are then able to describe the perturbations to this

leading-order behaviour. Using the expansions for the velocity components given

by (3.39) and (3.40) and the rescaling (3.20), the conservation of mass equation,

(3.16), takes the same form at each order in the Ericksen number, namely√
π

V
H(t)3/2 1

r̃

∂ (r̃ui)

∂r̃
+
∂wi
∂z̃

= 0 (3.42)

for i = 0, 1, 2, . . .. Using the expansions (3.38)–(3.41) and the rescaling (3.20) in

(3.34) and (3.37), and considering the appropriate expressions at different orders

in the Ericksen number, yields, at leading order,√
π

V
H(t)5/2∂p0

∂r̃
=

∂

∂z̃

[
g(θ0)

∂u0

∂z̃

]
, (3.43)

∂2θ0

∂z̃2
= 0, (3.44)
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at first order, √
π

V
H(t)5/2∂p1

∂r̃
=

∂

∂z̃

[
g′(θ0)θ1

∂u0

∂z̃
+ g(θ0)

∂u1

∂z̃

]
, (3.45)

1

H(t)

∂2θ1

∂z̃2
= m(θ0)

∂u0

∂z̃
, (3.46)

and at second order,√
π

V
H(t)5/2∂p2

∂r̃
=

∂

∂z̃

[
g′(θ0)θ2

∂u0

∂z̃
+

1

2
g′′(θ0)θ2

1

∂u0

∂z̃

+g′(θ0)θ1
∂u1

∂z̃
+ g(θ0)

∂u2

∂z̃

]
, (3.47)

1

H(t)

∂2θ2

∂z̃2
= m′(θ0)θ1

∂u0

∂z̃
+m(θ0)

∂u1

∂z̃
, (3.48)

where

g(θ) = η12 sin2 θ cos2 θ + η1 cos2 θ + η2 sin2 θ, (3.49)

m(θ) =
1

2
(γ1 + γ2 cos 2θ) . (3.50)

Equation (3.44) and (3.46) show that, while the flow of the nematic does not affect

the leading-order director angle θ0, the leading-order radial flow u0 may affect the

first-order director angle θ1. Indeed (3.46) has similarities to that describing the

classical flow alignment problem in a nematic [201] and, as we will see later, has

similar behaviour. Specifically, when the leading-order shear rate ∂u0/∂z̃ is large,

the director will be forced to align, at least away from boundaries, at angles given

by m(θ0) = 0. For a positive shear rate the relevant solution to m(θ0) = 0 is

θ0 = qπ ± θL, (3.51)

where θL is the Leslie angle [201] discussed in Section 1.9. We remind the reader

that the terms “positive” and “negative” Leslie angles refer to the sign of the shear
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rate that is flow aligning the director rather than to the sign of the numerical

value of the angle. Considering various different Leslie angles will be important

in subsequent sections for understanding the behaviour of the first-order director

angle θ1 in each of the four anchoring cases.

3.2.1 General solution

The leading-order angular momentum equation, (3.44), can be immediately solved

to yield the leading-order director angle θ0 = θ0(z̃) for each of the four anchoring

cases given by (3.28)–(3.31), namely

θ0 = 0 for the planar anchoring case, (3.52)

θ0 =
π

2
for the homeotropic anchoring case, (3.53)

θ0 =
πz̃

2
for the HAN anchoring case, (3.54)

θ0 = πz̃ for the π-cell anchoring case. (3.55)

These solutions are the equilibrium director configurations in the limit of no flow

for the four anchoring cases previously sketched in Figure 3.2. Note that these

solutions for θ0 given in (3.54) and (3.55) are dependent on time via the rescaled

vertical coordinate z̃. Integrating (3.43) twice with respect to z̃ and using the

boundary conditions (3.21) and (3.23) then yields the solution for the leading-

order radial velocity,

u0(r̃, z̃, t) =

√
π

V
H(t)5/2

∫ z̃

0

1

g (θ0)

(
∂p0(r̃, t)

∂r̃
z̃ +B

)
dξ, (3.56)

where the function B = B(r̃, t) is found from the boundary conditions to be

B = −∂p0(r̃, t)

∂r̃

∫ 1

0

z̃

g (θ0)
dz̃

(∫ 1

0

dz̃

g (θ0)

)−1

. (3.57)
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From (3.21), (3.56) and (3.57) we can then express the leading-order radial ve-

locity as

u0 (r̃, z̃, t) =

√
π

V
H(t)5/2∂p0(r̃, t)

∂r
Π1(z̃), (3.58)

where

Π1(z̃) =

∫ z̃

0

ξ

g (θ0)
dξ −

∫ z̃

0

1

g (θ0)
dξ

∫ 1

0

z̃

g (θ0)
dz̃

(∫ 1

0

1

g (θ0)
dz̃

)−1

. (3.59)

The first-order correction to the leading-order director angle, θ1, is calculated by

integrating the first-order angular momentum equation, (3.46), twice with respect

to z̃, and using the solution for u0 given by (3.58) and the boundary conditions

θ1 = 0 on both z̃ = 0 and z̃ = 1, to give

θ1 (r̃, z̃, t) =

√
π

V
H(t)7/2∂p0(r̃, t)

∂r̃
Π2(z̃), (3.60)

where

Π2(z̃) =

∫ z̃

0

∫ ξ

0

m (θ0)
dΠ1

dζ
dζdξ − z̃

∫ 1

0

∫ ζ

0

m (θ0)
dΠ1

dξ
dξdζ. (3.61)

We can now calculate the first-order correction to the leading-order radial velocity,

u1, by integrating (3.45) with respect to z, using expressions for u0 and θ1 from

(3.58) and (3.60) as well as the first-order boundary conditions u1 = 0 on both

z̃ = 0 and z̃ = 1, to obtain

u1 (r̃, z̃, t) =

√
π

V
H(t)5/2∂p1 (r̃, t)

∂r̃
Π1(z̃) +

π

V
H(t)6

(
∂p0 (r̃, t)

∂r̃

)2

Π3(z̃), (3.62)
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where

Π3(z̃) =

∫ z̃

0

1

g (θ0)
dξ

(∫ 1

0

1

g (θ0)
dζ

)−1 ∫ 1

0

g′ (θ0) Π2
dΠ1

dζ

g (θ0)
dζ

−
∫ z̃

0

g′ (θ0) Π2
dΠ1

dξ

g (θ0)
dξ. (3.63)

To calculate the leading- and first-order vertical velocity components, w0 and w1,

the solutions for u0 and u1, given by (3.58) and (3.62), and the conservation of

mass equation, (3.42), with i = 0, 1, are used, yielding

w0(r̃, z̃, t) = − π
V
H(t)4 1

r̃

∂

∂r̃

(
r̃
∂p0(r̃, t)

∂r̃

)∫ z̃

0

Π1(ξ)dξ, (3.64)

w1(r̃, z̃, t) = − π
V
H(t)4 1

r̃

∂

∂r̃

(
r̃
∂p1(r̃, t)

∂r̃

)∫ z̃

0

Π1(ξ)dξ

−
( π
V

)3/2

H(t)15/2 1

r̃

∂

∂r̃

(
r̃

(
∂p0(r̃, t)

∂r̃

)2
)∫ z̃

0

Π3(ξ)dξ. (3.65)

To calculate the leading-order pressure, p0, we apply the boundary condition

(3.24) to the leading-order vertical velocity, given by (3.64), and integrate with

respect to r̃ and impose the condition on the pressure gradient, (3.25), which

leads to

∂p0 (r̃, t)

∂r̃
= −V H

′(t)r̃

2πH(t)4

(∫ 1

0

Π1 (ξ) dξ

)−1

. (3.66)

The leading-order pressure gradient, (3.66), can be substituted into (3.58), (3.60),

(3.62), (3.64) and (3.65) to yield the full solutions for θ1, u0, u1, w0 and w1,

respectively. A further integration of (3.66) with respect to r̃ and application

of the boundary condition on the pressure, (3.26), yields the solution for the

leading-order pressure,

p0 (r̃, t) = pI +
V H ′(t)

4πH(t)4

(
1− r̃2

)(∫ 1

0

Π1 (ξ) dξ

)−1

. (3.67)
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The same approach is used to calculate the first-order pressure gradient and first-

order pressure,

∂p1 (r̃, t)

∂r
= − V 3/2H ′(t)2

4π3/2H(t)9/2
r̃2

(∫ 1

0

Π1(ξ)dξ

)−3 ∫ 1

0

Π3(ξ)dξ, (3.68)

p1 (r̃, t) =
V 3/2H ′(t)2

12π3/2H(t)9/2

(
1− r̃3

)(∫ 1

0

Π1(ξ)dξ

)−3 ∫ 1

0

Π3(ξ)dξ. (3.69)

In summary, in addition to the solutions for the leading-order director angle θ0

for each anchoring case, given by (3.52)–(3.55), we find the leading-order radial

velocity u0, given by (3.58), the first-order director angle θ1, given by (3.60), first-

order radial velocity u1, given by (3.62), leading-order vertical velocity w0, given

by (3.64), first-order vertical velocity w1, given by (3.65), leading-order pressure

p0, given by (3.67), and first-order pressure p1, given by (3.69). Equations (3.58),

(3.60), (3.62), (3.64), (3.65), (3.67) and (3.69) describe the director angle, velocity

and pressure at leading and first order for any fixed angles of the director at the

substrates, however, in present work we will focus on the four anchoring cases

given by (3.28)–(3.31). In fact, (3.58), (3.60), (3.62), (3.64), (3.65), (3.67) and

(3.69) provide the solution at first-order for any leading-order director angle θ0,

including the more general situation where one or more of the substrates exhibit

weak anchoring rather than infinite anchoring.

The leading-order pressure, given by (3.67), can be expressed as

p0 = pI − η (θ0)
3V H ′(t)

πH(t)4

(
1− r̃2

)
, (3.70)

where

η (θ0) = −
(

12

∫ 1

0

Π1 (ξ) dξ

)−1

(3.71)

is an effective viscosity which depends on the leading-order director angle via the
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Anchoring case Effective viscosity η(θ0)

Planar η1 = 0.6258

Homeotropic η2 = 3.2270

HAN 1.6006

π-cell 0.9184

Table 3.2: Values of the effective viscosity η(θ0) given by (3.71) for the four
anchoring cases given by (3.28)–(3.31) using the material parameter values for
the nematic 5CB [201].

expression for Π1 given by (3.59). For future reference, values of the effective

viscosity η(θ0) for the four anchoring cases given by (3.28)–(3.31), are listed in

Table 3.2 using parameter values for the standard nematic 5CB [201]. Table 3.2

shows that η(θ0) is largest for the homeotropic anchoring case for which η(θ0) = η2

and smallest for the planar anchoring case for which η(θ0) = η1.

Note that substituting (3.70) into (3.58), (3.60) and (3.64) yields

θ1(r̃, z̃, t) = 6

√
V

π

η(θ0)H ′(t)

H(t)1/2
Π2(z̃) r̃, (3.72)

u0(r̃, z̃, t) = 6

√
V

π

η(θ0)H ′(t)

H(t)3/2
Π1(z̃) r̃, (3.73)

w0(z̃, t) = 12η(θ0)H ′(t)

∫ z̃

0

Π1(ξ)dξ, (3.74)

and if we substitute η(θ0) = µ and g(θ0) = µ into (3.70), (3.73) and (3.74) we

recover the classical solution to the Newtonian squeeze-film problem [100].

Equations (3.72)–(3.74) show that the first-order director angle and the leading-

order radial velocity are proportional to r̃, while the leading-order vertical velocity

is independent of r̃. Thus the magnitudes, but not the qualitative behaviour, of

θ1 and u0, vary with r̃. Equations (3.67) and (3.72)–(3.74) also give the time
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dependence of the solutions θ1, u0, w0 and p0, namely

θ1 ∝
H ′(t)

H(t)1/2
, u0 ∝

H ′(t)

H(t)3/2
, w0 ∝ H ′(t) and p0 ∝

H ′(t)

H(t)4
. (3.75)

While (3.58), (3.60), (3.62), (3.64), (3.65), (3.67) and (3.69) provide explicit

expressions for the leading- and first-order solutions in the limit of small Ericksen

number, these expressions depend on the calculation of the integrals Π1, Π2 and

Π3. These integrals cannot be analytically evaluated for general forms of the

leading-order director angle θ0. However, in two of the four anchoring cases we

consider, namely the planar, (3.28), and homeotropic, (3.29), anchoring cases,

g(θ0) is constant and hence further analytic progress is possible. For the other

two anchoring cases, namely the HAN, (3.30), and π-cell, (3.31), anchoring cases,

g(θ0) is not constant, and so the integrals and solutions must, in general, be

evaluated numerically.

For the two cases in which θ0 is constant, and so η(θ0), g(θ0), and m(θ0)

are constant and η(θ0) = g(θ0), analytical expressions for the integrals Π1, Π2

and Π3 can be readily obtained and used to calculate the leading- and first-order

solutions, namely

θ1 =
1

2

√
V

π

m(θ0)H ′(t)

H(t)1/2
z̃ (1− 2z̃) (1− z̃) r̃, (3.76)

u0 = −3

√
V

π

H ′(t)

H(t)3/2
z̃ (1− z̃) r̃, (3.77)

u1 = 0, (3.78)

w0 = H ′(t)z̃2 (3− 2z̃) , (3.79)

w1 = 0, (3.80)

p0 = pI −
3g(θ0)V H ′(t)

πH(t)4

(
1− r̃2

)
, (3.81)

p1 = 0. (3.82)
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In particular, in the planar case θ0 = 0, η(θ0) = g(θ0) = η1 and m(θ0) = γ1 + γ2,

while in the homeotropic case θ0 = π/2, η(θ0) = g(θ0) = η2 and m(θ0) = γ1 − γ2.

In both cases the first-order radial and vertical velocities, as well as the first-

order pressure, are all identically zero since Π3 = 0. Analytical expressions for

the higher-order terms in these cases can also be readily obtained, but are omitted

here for brevity.

3.2.2 Shear stress and couple stress on the substrates

As mentioned in Chapter 1, liquid crystal device performance can be affected by

the misalignment of the molecules at the substrates [36, 125, 167]. The source

of this misalignment is a current topic of research, but there is some evidence

that this is an effect of the flow of the liquid crystal during the ODF method

[36]. Flow of a nematic may affect the alignment layer at one or both of the

substrates through, for example, a frictional force derived from the shear stress at

the substrates or a director torque derived from the couple stress at the substrates.

These stresses can be calculated from the director angle and velocity.

The leading-order shear stress, g(θ0)∂u0/∂z̃, can be obtained from (3.52)–

(3.55) and (3.58) yielding

g(θ0)
∂u0

∂z̃

∣∣∣∣
z̃=1

= 6

√
V

π

η(θ0)H ′(t)

H(t)3/2
r̃

1−

∫ 1

0

ξ

g(θ0)
dξ∫ 1

0

1

g(θ0)
dξ

 , (3.83)

g(θ0)
∂u0

∂z̃

∣∣∣∣
z̃=0

= −6

√
V

π

η(θ0)H ′(t)

H(t)3/2
r̃

∫ 1

0

ξ

g(θ0)
dξ∫ 1

0

1

g(θ0)
dξ

, (3.84)

at the top substrate and bottom substrate, respectively.
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The torque on the director depends on the couple stress. From (3.52)–(3.55),

the leading-order couple stress, ∂θ0/∂z̃, is constant, and is equal to zero for the

planar and homeotropic anchoring cases, π/2 for the HAN anchoring case, and

π for the π-cell anchoring case. The first-order couple stress, Er ∂θ1/∂z̃, can be

obtained from (3.52)–(3.55) and (3.60) yielding

∂θ1

∂z̃

∣∣∣∣
z̃=1

= 6

√
V

π

η(θ0)H ′(t)

H(t)1/2
r̃

[∫ 1

0

m(θ0)
dΠ1(ξ)

dξ
dξ

−
∫ 1

0

∫ ξ

0

m(θ0)
dΠ1(ζ)

dζ
dζdξ

]
, (3.85)

∂θ1

∂z̃

∣∣∣∣
z̃=0

= −6

√
V

π

η(θ0)H ′(t)

H(t)1/2
r̃

∫ 1

0

∫ ξ

0

m(θ0)
dΠ1(ζ)

dζ
dζdξ, (3.86)

at the top substrate and the substrate, respectively. The leading-order shear

stress and the leading- and first-order couple stresses, for the four anchoring

cases, will be described below.

3.2.3 Forces on the substrates

In an experimental or industrial setting, two measurable quantities are the forces

on the top substrate and on the bottom substrate. Indeed, measuring the force

on the top substrate is one method used industrially to monitor the distance

between substrates and hence to determine when the squeezing of the nematic

should be stopped. The forces on the top substrate and on the bottom substrate

can be calculated by integrating the stress tensor over the appropriate boundary.

The dimensional forces on the top substrate and bottom substrate are defined by

[F ]z=H(t) = −
∫
S

[
êz · t · êz

]
z=H(t)

dS and

[F ]z=0 = −
∫
S

[
êz · t · êz

]
z=0

dS, (3.87)
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respectively, where the nematic anisotropic stress tensor t is expressed in compo-

nent form as

tij = −pδij −
∂ωF

∂ [∇n]kj
[∇n]kj + α1nkekpnpninj + α2Ninj

+ α3niNj + α4eij + α5njeiknk + α6niejknk. (3.88)

In the present asymptotic limit of small Ericksen number, the leading-order term

in the stress tensor is simply that due to the pressure, and the non-dimensional

leading-order force F0 evaluated on the top substrate and on the bottom substrate

are then

[F0]z=H(t) =

∫
S

p0dS and [F0]z=0 =

∫
S

p0dS, (3.89)

respectively. Using the rescaling (3.20) and substituting the leading-order pres-

sure, (3.67), into (3.89) and integrating over the entire top substrate or bottom

substrate with respect to θ and r̃ yields

[F0]z̃=1 = − [F0]z̃=0 = AspI −
3η(θ0)V 2H ′(t)

2πH(t)5
. (3.90)

The leading-order force on the top substrate [F0]z̃=1 is equal and opposite to the

leading-order force on the bottom substrate [F0]z̃=0. Since the effective viscosity

η(θ0) appearing in (3.90) does not depend on time, the forces on the top substrate

and on the bottom substrate increase like H(t)−5. As η(θ0) is largest for the

homeotropic anchoring case (see Table 3.2), we find that this anchoring case is

associated with the largest forces on the substrates, whilst the planar anchoring

case is associated with the smallest forces on the substrates. In general, (3.90)

shows that as the film is squeezed and the height of the top substrateH(t) reduces,

an increasing force is required to move the top substrate, and the difference in

force required to move the top substrate for each anchoring case depends on the

value of the effective viscosity η(θ0) for each anchoring case.
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The director, velocity and pressure, as well as the shear stresses, the couple

stresses and the forces on the substrates, described above all depend on the

manner in which the height of the top substrate H(t) varies in time. As described

previously, there are two important scenarios for the time-dependence ofH(t): the

prescribed speed scenario and the prescribed force scenario. The ODF method, in

which the motion of top substrate is controlled by a machine which squeezes the

film of nematic until there is a prescribed gap between the substrates, corresponds

to the first scenario. Typically the ODF method uses a constant downward

speed of the top substrate, and so this special case is considered in Section 3.3

(although the analysis can be readily generalised to other cases). The widely-

studied problem in which the top substrate moves downwards under a constant

force due to its own weight is a particular case of the second scenario, and so

this special case is considered in Section 3.4 (although, again, the analysis can be

readily generalised to other cases).

3.3 Results for a prescribed speed

In the scenario of the top substrate moving with prescribed constant speed we

set the dimensional height of the top substrate to be H(t) = H − spt. The

initial dimensional height of the top substrate, H, and the constant dimensional

downward speed of the top substrate, sp, can then be used to set the values

used in the non-dimensionalisation given by (3.12) in Section 3.1.2 using U =

sp

√
V/(πH3). The non-dimensionalised height of the top substrate is then simply

H(t) = 1− t. (3.91)

For the numerical solutions described in this section we will set pI = 0 and use

the material parameter values for the nematic 5CB [201] unless stated otherwise.
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Figure 3.3: Leading-order radial velocity u0, given by (3.58), plotted as a func-
tion of the vertical coordinate z for the four anchoring cases; planar (solid),
homeotropic (dotted), HAN (dashed), and π-cell (dashed-dotted) at r = R(t)/2
and t = 0.5 using pI = 0 and the material parameter values for the nematic
5CB [201]. The results for the planar and homeotropic anchoring cases are iden-
tical, indicated by the solid and dotted curves being plotted intermittently.

3.3.1 Leading-order radial velocity

The leading-order radial velocity u0, given by (3.58), is plotted in Figure 3.3 as a

function of the original unscaled vertical coordinate z for the four anchoring cases

at r = R(t)/2 and t = 0.5. As Figure 3.3 shows, the radial velocity is identical

in the planar (solid line) and homeotropic (dotted line) anchoring cases, with

both of these anchoring cases having a symmetric Poiseuille flow. As Figure 3.3

also shows, the leading-order radial velocity for the HAN anchoring case (dashed

line) has a Poiseuille-like profile, with the flow skewed towards the lower viscosity

region in the lower part of the squeeze film. For the π-cell anchoring case (dashed-

dotted line), Figure 3.3 shows similar behaviour, with lower velocity in the higher

viscosity region in the centre of the squeeze film and a higher velocity in the

lower viscosity regions near the substrates. The location of the maximum radial

velocity, denoted by z = z∗, can be found using (3.73) and the rescaling (3.20) to
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be

z∗ = H(t)

∫ 1

0

ξ

g(θ0)
dξ∫ 1

0

1

g(θ0)
dξ

. (3.92)

Clearly from (3.92) the location of the maximum velocity is a fraction H(t), and

so varies with time t like H(t). In the planar, homeotropic and π-cell (but not

the HAN) anchoring cases it is straight forward to show that z∗ = H(t)/2 (i.e.

the maximum velocity is always in the centre of the squeeze film).

For the HAN and π-cell anchoring cases, the higher velocity in the lower

viscosity regions leads to changes in the shear stress at the substrates, as indicated

by the gradient ∂u0/∂z at z = 0 and z = H(t) in Figure 3.3, when compared to

the Poiseuille flow in the planar and homeotropic anchoring cases.

The evolution of the leading-order radial velocity u0, given by (3.58), is plotted

in Figure 3.4 as function of z at r = R(t)/2 for t = 0, t = 0.2, t = 0.4 and t = 0.6

for each of the four anchoring cases. For each of the four anchoring cases the

radial velocity retains the same functional form shown in Figure 3.3 but increases

in magnitude as time increases. As (3.75) shows, this increase in magnitude is

proportional to H ′(t)/H(t)3/2.

3.3.2 Leading-order vertical velocity

The leading-order vertical velocity w0, given by (3.64), is plotted in Figure 3.5

as a function of z for the four anchoring cases at r = R(t)/2 and t = 0.5. The

behaviour of the leading-order vertical flow can be understood by considering

the leading-order radial velocity shown in Figure 3.3. By conservation of mass,

a reduction in the radial velocity must be matched by an increase in the ver-

tical velocity. The leading-order radial velocity is identical for the planar and
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Figure 3.4: The evolution of the leading-order radial velocity u0, given by equation
(3.58), plotted as a function of vertical coordinate z for the four anchoring cases;
(a) planar (solid), (b) homeotropic (dotted), (c) HAN (dashed), and (d) π-cell
(dashed-dotted) at r = R(t)/2 for t = 0, t = 0.2, t = 0.4 and t = 0.6 using pI = 0
and the material parameter values for the nematic 5CB [201].
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Figure 3.5: Leading-order vertical velocity w0, given by (3.64), plotted as a
function of vertical coordinate z for the four anchoring cases; planar (solid),
homeotropic (dotted), HAN (dashed), and π-cell (dashed-dotted) at r = R(t)/2
and t = 0.5 using pI = 0 and the material parameter values for the nematic
5CB [201]. The results for the planar and homeotropic anchoring case are iden-
tical, indicated by the solid and dotted curves being plotted intermittently.

homeotropic anchoring cases, this leads to the leading-order vertical velocity also

being identical, as shown in (3.79). As Figure 3.5 shows, for the HAN anchoring

case, the leading-order vertical velocity is larger in magnitude at all values of z

than any of the other three anchoring cases. This is due to the leading-order

radial velocity being skewed toward the lower part of the squeeze film, leading to

a larger vertical flux into this lower viscosity region and thus a larger downward

vertical velocity. In the π-cell anchoring case, there is a smaller vertical velocity

in the upper half (H(t)/2 < z < H(t)) of the squeeze film and a larger velocity

in the lower half (0 < z < H(t)/2) than in the planar and homeotropic anchoring

cases. As shown in Figure 3.3, there is larger radial velocity near the top sub-

strate in the π-cell anchoring case than in the planar and homeotropic anchoring

cases resulting in smaller vertical flow in the π-cell anchoring case than in the

planar and homeotropic anchoring cases. The vertical velocity near the bottom

substrate is larger in the π-cell anchoring case than in the planar and homeotropic

anchoring cases, as the radial velocity in the middle of the squeeze film is smaller,

as shown in Figure 3.3, in the π-cell anchoring case than that of the planar and
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Figure 3.6: Leading-order pressure p0, given by (3.67), plotted as a function
of radial coordinate r for the four anchoring cases; planar (solid), homeotropic
(dotted), HAN (dashed), and π-cell (dashed-dotted) at t = 0.5 using pI = 0 and
the material parameter values for the nematic 5CB [201].

homeotropic anchoring cases. Plots of the evolution of the leading-order vertical

velocity w0, given by (3.64), are omitted since, as (3.75) and (3.91) show, the

leading-order vertical velocity does not depend on time in the prescribed speed

scenario.

3.3.3 Leading-order pressure

The leading-order pressure p0, given by (3.67), is plotted in Figure 3.6 as a func-

tion of r for the four anchoring cases at t = 0.5. The results given in Table 3.2

show that the homeotropic anchoring case has the largest effective viscosity and

hence the highest pressure, whilst the planar anchoring case has the smallest

effective viscosity and hence the lowest pressure, in agreement with Figure 3.6.

The pressures in the HAN and the π-cell anchoring cases lie between those in

the planar and homeotropic anchoring cases, with the pressure in the HAN case

being larger due to it having a larger effective viscosity.
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Figure 3.7: First-order director angle θ1, given by (3.60), plotted as a function
of vertical coordinate z for the four anchoring cases; planar (solid), homeotropic
(dotted), HAN (dashed), and π-cell (dashed-dotted) at r = R(t)/2 and t = 0.5
using pI = 0 and the material parameter values for the nematic 5CB [201].

3.3.4 First-order director angle

As we have seen, since the Ericksen number is small, the director angle is domi-

nated by elastic effects and flow has no effect on the leading-order director angle.

However, at higher orders the flow has an effect on the director angle. The first-

order director angle θ1, given by (3.60), is plotted in Figure 3.7 as a function of

z for the four anchoring cases at r = R(t)/2 and t = 0.5. As Figure 3.7 shows,

the planar and homeotropic anchoring cases exhibit a flow-aligning correction to

the leading-order director angle in response to the leading-order radial velocity

shown in Figure 3.3. For the planar anchoring case (solid line), as a consequence

of the leading-order Poiseuille flow profile, the leading-order solution θ0 = 0 is

increased towards the positive Leslie angle θL in the lower half (0 < z < H(t)/2)

of the squeeze film and decreased towards the negative Leslie angle −θL in the

upper half (H(t)/2 < z < H(t)) of the squeeze film. The homeotropic anchoring

case (dotted line) has a similar behaviour, the leading-order solution θ0 = π/2

is decreased towards the positive Leslie angle θL in the lower half of the squeeze

film and increased towards the closest negative Leslie angle π − θL in the upper
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half of the squeeze film. (Recall that the terms “positive” and “negative” Leslie

angles refer to the sign of the shear rate that is flow aligning the director rather

than to the sign of the numerical value of the angle.) The perturbation in the

homeotropic anchoring case is larger than that in the planar anchoring case since

the closest Leslie angle for the nematic 5CB is θL ≈ 0.208, which is closer to 0

than to π/2, so that the torque applied to the director, and hence the perturba-

tion to the director angle, due to the flow is larger in the homeotropic anchoring

case.

The behaviour in the HAN anchoring case (dashed line) is more complicated.

Close to the top substrate, where the leading-order director is similar to the

leading-order director for the homeotropic anchoring case, the behavior of the

first-order director angle is similar to that in the homeotropic case (denoted by

the dotted line in Figure 3.7), such that, in this region the flow acts to align the

director towards the nearest negative Leslie angle π − θL ≈ 2.933, resulting in

a positive perturbation θ1. Indeed, because the shear rate is negative over the

majority of the squeeze film (see Figure 3.3), the torque in the majority of the cell

will be positive, tending to increase the first-order director angle. However, close

to the bottom substrate at z = 0, the torque applied to the director will attempt

to align the director towards the positive Leslie angle θL ≈ 0.208. Therefore, for

leading-order director angles less than θL, this will lead to a positive first-order

perturbation θ1, whereas for leading-order director angles greater than θL this

should lead to a negative first-order perturbation θ1. However, the strength of

the elasticity and the large positive torque in the rest of the squeeze film means

that the net result is a positive perturbation θ1 throughout the squeeze film.

For the π-cell anchoring case, in the upper half of the squeeze film the leading-

order director angle is greater than π/2 and in the lower half of the squeeze film

the leading-order director angle is less than π/2. Therefore, in the upper half
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Figure 3.8: The evolution of the first-order director angle θ1, given by (3.60), plot-
ted as a function of vertical coordinate z for the four anchoring cases; (a) planar
(solid), (b) homeotropic (dotted), (c) HAN (dashed), and (d) π-cell (dashed-
dotted) at r = R(t)/2 for t = 0, t = 0.2, t = 0.4 and t = 0.6 using pI = 0 and
the material parameter values for the nematic 5CB [201]. The arrow shows the
direction of increasing time, t.

of the squeeze film the torque applied to the director will lead to a positive

perturbation θ1 towards the nearest negative Leslie angle π−θL, and in the lower

half of the squeeze film the torque applied to the director will lead to a negative

perturbation θ1 towards the nearest positive Leslie angle θL.

The evolution of the first-order director angle θ1, given by (3.60), is plotted

in Figure 3.8 as function of z for the four anchoring cases at r = R(t)/2 for t = 0,

t = 0.2, t = 0.4 and t = 0.6. As the squeezing occurs the shear rate increases,

leading to an increase in the torque on the director, and thus the magnitude
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of the first-order director angle |θ1| increases as the shear gradient aligns the

director closer towards the closest Leslie angle. As (3.75) shows, this increase in

magnitude of θ1 is proportional to H ′(t)/H(t)1/2.

In order to visualise the perturbations of the leading-order director due to

flow, Figure 3.9 shows the leading-order director field n(θ0) and the director field

up to first-order n(θ0 + Erθ1). Note that in order to clearly show the first-order

perturbation to the leading-order director field we have exaggerated the first-

order perturbation by artificially increasing the Ericksen number to Er = 100

in Figure 3.9(b), Er = 10 in Figure 3.9(d) and Figure 3.9(f) and Er = 35 in

Figure 3.9(h).

3.3.5 Shear stress and couple stress on the substrates

The leading-order shear stress g(θ0)∂u0/∂z̃ at the top substrate z̃ = 1 and the

bottom substrate z̃ = 0, given by (3.83) and (3.84), and the leading- and first-

order couple stress ∂θ0/∂z̃ + Er∂θ1/∂z̃ at z̃ = 1 and z̃ = 0, given by (3.85)

and (3.86), are shown in Table 3.3 and Table 3.4, respectively, for the four an-

choring cases, at r = R(t)/2 and t = 0.5, and using material parameter values

for the nematic 5CB [201]. Table 3.3 shows that the leading-order shear stress

is largest for the homeotropic anchoring case, which is due to the large value of

g(θ0) at both z̃ = 1 and z̃ = 0 in this case. The HAN anchoring case is the only

case with an asymmetric solution for u0, as shown in Figure 3.3, which gives rise

to a corresponding asymmetry in the shear stress at z̃ = 1 and z̃ = 0. For the

planar, homeotropic and π-cell anchoring cases the solution for θ1 is antisym-

metric about z̃ = 0.5, as shown in Figure 3.7, which leads to equal first-order

couple stresses at z̃ = 1 and z̃ = 0 in these cases. For the HAN anchoring case

the solution for θ1 is asymmetric, leading to different values of the couple stress

at z̃ = 1 and z̃ = 0, as shown in Table 3.4. As (3.83)–(3.86) show, the magni-

126



(a) planar anchoring n(θ0) (b) planar anchoring n(θ0 + Erθ1)

(c) homeotropic anchoring n(θ0) (d) homeotropic anchoring n(θ0 + Erθ1)

(e) HAN anchoring n(θ0) (f) HAN anchoring n(θ0 + Erθ1)

(g) π-cell anchoring n(θ0) (h) π-cell anchoring n(θ0 + Erθ1)

Figure 3.9: The leading-order director field n(θ0) ((a), (c), (e) and (g)) and the
director field up to first-order n(θ0 + Erθ1) ((b), (d), (f) and (h)) for the four
anchoring cases; (a) and (b) planar, (c) and (d) homeotropic, (e) and (f) HAN and
(g) and (h) π-cell at t = 0.09, where Er = 100 in (b), Er = 10 in (d) and (f) and
Er = 35 in (h), using pI = 0 and the material parameter values for the nematic
5CB [201]. Note that in order to clearly show the first-order perturbation to the
leading-order director field we have exaggerated the first-order perturbation by
artificially increasing the Ericksen number.
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Anchoring case
Shear stress g(θ0)∂u0/∂z̃

z̃ = 1 z̃ = 0

Planar −1.1952 1.1952

Homeotropic −6.1637 6.1637

HAN −4.0358 2.0786

π-cell −1.7543 1.7543

Table 3.3: Leading-order shear stress g(θ0)∂u0/∂z̃ at the top substrate z̃ = 1
and the bottom substrate z̃ = 0, given by (3.83) and (3.84), evaluated for the
four anchoring cases; planar, homeotropic, HAN, and π-cell, at r = R(t)/2 and
t = 0.5, using the material parameter values for the nematic 5CB [201].

Anchoring case
Couple stress ∂θ0/∂z̃ + Er∂θ1/∂z̃

z̃ = 1 z̃ = 0

Planar 0.0173 Er 0.0173 Er

Homeotropic −0.3967 Er −0.3967 Er

HAN π/2− 0.3855 Er π/2 + 0.1076 Er

π-cell π − 0.0315 Er π − 0.0315 Er

Table 3.4: Leading- and first-order couple stress ∂θ0/∂z̃+ Er∂θ1/∂z̃ at z̃ = 1 and
z̃ = 0, given by (3.85) and (3.86), evaluated for the four anchoring cases; planar,
homeotropic, HAN, and π-cell, at r = R(t)/2 and t = 0.5, using the material
parameter values for the nematic 5CB [201].
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Figure 3.10: Leading-order force on the top substrate [F0]z=H(t), given by (3.90),
plotted as a function of time t for the four anchoring cases; planar (solid),
homeotropic (dotted), HAN (dashed) and π-cell (dashed-dotted) using pI = 0
and the material parameter values for the nematic 5CB [201].

tude of the leading-order shear stress and the first-order couple stress increase as

H ′(t)/H(t)3/2r̃ and H ′(t)/H(t)1/2r̃, respectively.

3.3.6 Leading-order force on the substrates

The leading-order force on the top substrate [F0]z=H(t), given by (3.90), is plotted

in Figure 3.10 as a function of time for the four anchoring cases. This is the force

required to squeeze the nematic film at a constant prescribed speed. The leading-

order force on the bottom substrate is equal and opposite to the leading-order

force on the top substrate, i.e. [F0]z=0 = − [F0]z=H(t). As Figure 3.10 shows, an

increasing magnitude of force must be applied to the top substrate to close the

squeeze film at a constant prescribed speed. Indeed, as is immediately evident

from (3.90), the force needed to maintain a constant prescribed speed increases

as H(t)−5 = (1 − t)−5 for all anchoring cases, and so approaches infinity as t

approaches the time t = 1 at which the top substrate meets the bottom substrate.

It is also evident from Figure 3.10 that the anchoring case that produces the

largest pressure requires the largest force to close the squeeze film, so that the
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homeotropic anchoring case requires the largest force to close the squeeze film to

a given height of the top substrate, and therefore requires the most work during

manufacturing.

3.4 Results for a prescribed force

The second scenario studied is that in which the top substrate is free to move

under a prescribed constant force due to its own dimensional weight. Although

this is not the situation in the ODF method, it is the more commonly studied

situation for a Newtonian fluid and is of scientific interest in its own right. The

initial dimensional height of the top substrate, H, and the constant dimensional

weight of the top substrate, sp, can then be used to set the values used in the

non-dimensionalisation given by (3.12) in Section 3.1.2 using U = spH2/µR3.

The non-dimensionalised initial height of the top substrate is then H = 1 at

t = 0. Unlike the previous scenario, for t > 0 the height of the top substrate H(t)

is now unknown and must be determined by considering the balance of forces on

the top substrate. In the limit of small Ericksen number we seek a solution for

the height of the top substrate H(t) as an asymptotic expansion in the form

H(t) = H0(t) +O(Er). (3.93)

The force on the top substrate, given by (3.90), can then be used to calculate

the unknown leading-order height of the top substrate H0(t) by equating the sum

of the weight of the top substrate and the force from a fixed constant external

ambient pressure, pE, with the leading-order force, namely [F0]z=H(t) = Wp+ASpE.

Substituting the asymptotic expansion for the height of the top substrate (3.93)
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into (3.90) at leading order in Er we obtain

Wp + ASpE = ASpI −
3η(θ0)V 2

2πH5
0

dH0

dt
. (3.94)

Rearranging, setting W̃p = Wp−AS(pI − pE) and integrating (3.94) with respect

to t we obtain the solution from leading-order height of the top substrate,

H0 =
1

(1 + ζt)1/4
, where ζ =

8πW̃p

3η(θ0)V 2
(3.95)

and η(θ0) is the effective viscosity defined in (3.71). As mentioned previously,

typically the ODF method is carried out in vacuum where pI = pE = 0 so that

W̃p = Wp and hence the leading-order height of the top substrate decreases in

time, however, we note that for AS(pI− pE) > Wp the leading-order height of the

top substrate increases in time and for AS(pI−pE) = Wp the leading-order height

of the top substrate remains fixed at H0 = 1. We note that upon substituting

η(θ0) = µ the classical solution for height of the top substrate for a Newtonian

fluid is recovered [100].

In this chapter we have only considered four infinite anchoring cases. However,

note that the expression (3.95) is more general than this, and, in fact, represents

the leading-order height of the top substrate H0(t) for any θ0 that is the solution

of (3.44) and any anchoring condition (for example, a weak anchoring condition

[172]). The leading-order height of the top substrate H0, given by (3.95), is

plotted in Figure 3.11 as a function of time t for the four anchoring cases using

pI = pE. Figure 3.11 shows that H0 reduces fastest for the planar anchoring

case. This result is as might have been expected, since the planar anchoring case

has the smallest effective viscosity η(θ0), and so requires the smallest force to

close it at the same rate as the other anchoring cases. The results for each of

the anchoring cases differ due to the values of the effective viscosity shown in
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Figure 3.11: The leading-order height of the top substrate H0 in the prescribed
force scenario, given by (3.95), plotted as a function of time t for the four an-
choring cases; planar (solid), homeotropic (dotted), HAN (dashed) and π-cell
(dashed-dotted) using pI = pE, Wp = 1 and V = 1, and the material parameter
values for the nematic 5CB [201].

Table 3.2. As is evident from (3.95), the smaller the effective viscosity, the faster

H0 decreases.

Using the leading-order height of the top substrate H0, given by (3.95), the

solutions for the first-order director angle θ1, the leading-order radial velocity u0,

the leading-order vertical velocity w0, and the leading-order pressure p0 in the

prescribed force scenario are

θ1(r̃, z̃, t) = −3

2
ζη (θ0)

√
V

π

Π2(z̃) r̃

(1 + ζt)9/8
, (3.96)

u0(r̃, z̃, t) = −3

2
ζη (θ0)

√
V

π

Π1(z̃) r̃

(1 + ζt)7/8
, (3.97)

w0(z̃, t) = 3ζη (θ0)

√
V

π

∫ z̃
0

Π1(ξ)dξ

(1 + ζt)5/4
, (3.98)

p0(r̃, t) = pI +
3V ζη(θ0)

4π

(1− r̃2)

(1 + ζt)1/4
. (3.99)

As (3.96)–(3.99) show, the first-order director angle θ1, the leading-order radial

velocity u0, the leading-order vertical velocity w0, and the leading-order pressure

132



difference p0 − pI, all tend toward zero in the limit t→∞.

The leading-order shear stress and the leading- and first-order couple stresses

at the top substrate and the bottom substrate for the four anchoring cases can be

calculated using (3.96) and (3.97). However, since their behaviour is qualitatively

the same as that in the prescribed speed scenario, the details are omitted for

brevity.

3.5 Conclusions

Motivated by the need for a better fundamental understanding of the reorienta-

tion of the molecules due to the flow of the liquid crystal during the industrial

manufacture of liquid crystal devices, in the present work we formulated and

analysed a squeeze-film model for the ODF method. Specifically, we considered a

nematic squeeze film in the asymptotic regime in which the drop is thin, inertial

effects are weak, and elasticity effects are strong (i.e. in which the aspect ratio

δ � 1, the reduced Reynolds number Re� 1, and the Ericksen number Er� 1

are all small) for four specific anchoring cases at the substrates (namely, planar,

homeotropic, HAN, and π-cell infinite anchoring conditions) and for two differ-

ent scenarios for the motion of the top substrate (namely, prescribed speed and

prescribed force). Analytical expressions for the leading- and first-order director

angles, θ0 and θ1, radial velocity, u0 and u1, vertical velocity, w0 and w1, and

pressure, p0 and p1, were obtained and interpreted in terms of the effective vis-

cosity η(θ0), given by (3.71), and the relevant Leslie angles, θL, −θL and π − θL,

where θL is given by (3.51).

The results obtained in the present work help to improve our understanding

of the ODF method. Specifically, as mentioned in Chapter 1, the misalignment

of the molecules at the substrates due to the flow of the liquid crystal has been
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proposed as a possible mechanism for the formation of mura. The present results

capture the flow-driven reorientation of the molecules during squeezing via the

first-order director angle θ1. In particular, we found that the magnitude of θ1

increases likeH ′(t)/H(t)1/2 and that the behaviour of θ1 depends on the anchoring

case. Specifically, the magnitude of θ1 is largest for the homeotropic and HAN

anchoring cases, suggesting that these cases are potentially more susceptible to

the formation of mura. As also mentioned in Chapter 1, damage to the molecular

alignment at the substrates has also been proposed as a possible mechanism

for the formation of mura. If this is the case, the molecular alignment at the

substrates might be related to the shear stress and/or the couple stress. The

leading-order couple stress is zero for the planar and homeotropic anchoring cases,

π/2 for the HAN anchoring case, and π for the π-cell anchoring case. The leading-

order shear stress and the first-order couple stress on the top substrate and the

bottom substrate are given by (3.83)–(3.86). In particular, we found that the

magnitudes of the leading-order shear stress and the first-order couple stress

increase as H ′(t)/H(t)3/2r̃ and H ′(t)/H(t)1/2r̃, respectively, suggesting that the

formation of mura will more likely when the downward speed of the top substrate,

H ′(t), is large, the height of the top substrate, H(t), is small, and at a large radius,

r̃.

The force required to squeeze the nematic film at a constant prescribed speed

is proportional to the effective viscosity, and so in the scenario in which the top

substrate moves with constant prescribed speed, the homeotropic anchoring case

requires the largest force and the planar condition the smallest force. Correspond-

ingly, in the scenario in which the top substrate moves downwards under its own

weight, the height of the top substrate reduces fastest for the planar anchoring

case and slowest for the homeotropic anchoring case. Note that although we

only considered four specific anchoring cases of infinite anchoring in the present

work, the solutions for θ0, θ1, u0, u1, w0, p0 and p1 also hold for other anchoring
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conditions, including weak anchoring.

Finally, it should be pointed out that, while in the present work we have

focused on the possible future manufacturing regime in which elasticity effects are

stronger than viscous ones (i.e. in which the Ericksen number Er � 1 is small),

in Section 3.1.5 we showed that in the current manufacturing regime elasticity

effects are typically weaker than viscous ones (i.e. the Ericksen number Er � 1

is typically large), and so this asymptotic regime is also of considerable practical

interest.
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Chapter 4

Transient flow-driven distortion

of a nematic in channel flow with

dissipative weak planar anchoring

In this chapter we investigate another aspect of the ODF method. Specifically,

we consider the possibility that significant transient flow-driven distortion of the

nematic molecules at the substrates from their required orientation may occur

during in the ODF method. We proceed by considering a rather different geomet-

rical setup then those described in Chapters 2 and 3, namely pressure-driven flow

of a nematic within a two-dimensional channel with fixed substrates, and we now

focus on the behaviour of the nematic molecules close to the substrates. In par-

ticular, we will use a dissipative weak anchoring condition, which was introduced

in Section 1.8.2, to investigate if transient flow-driven distortion of the nematic

molecules on the substrates could play a role in the formation of the ODF mura.

We proceed in Section 4.1 by formulating the governing equations and boundary

conditions for pressure-driven flow of a nematic within a two-dimensional chan-

nel with fixed substrates and then consider asymptotic solutions in the limit of a
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Figure 4.1: Unidirectional pressure-driven flow of a nematic within a two-
dimensional channel with fixed substrates located at z = 0 and z = H. The
flow is driven by a prescribed constant pressure gradient in the x-direction,
G = −dp/dx (> 0), and is indicated by the black solid arrows. The director
n with director angle θ is indicated by the grey lines. The Cartesian coordinates
(x, z) are also indicated.

small Leslie angle in Sections 4.2 to 4.5.

4.1 Model formulation

4.1.1 Governing equations and boundary conditions

Consider unidirectional flow of a nematic with velocity in the x-direction within

a two-dimensional channel with fixed substrates located at z = 0 and z = H, as

shown in Figure 4.1, where (x, z) are Cartesian coordinates and t denotes time.

The flow is driven by a prescribed constant pressure gradient in the x-direction,

denoted by G = −dp/dx (> 0), where p = p(x) is the fluid pressure, and we

assume that the director remains in the (x, z)-plane. We therefore seek solutions

for the director n = n(z, t) and the velocity u = u(z, t) in the channel in the

forms

n = (cos (θ(z, t)) , 0, sin (θ(z, t))), (4.1)

u = (u (z, t) , 0, 0), (4.2)
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where θ = θ(z, t) is the angle between the director and x-axis, hereafter referred

to as the director angle, as shown in Figure 4.1. For this situation, the Ericksen–

Leslie equations [66,127,201], given by (1.20) and (1.21), for the director angle θ

and the velocity u are given by

γ1
∂θ

∂t
= f(θ)

∂2θ

∂z2
+

1

2
f ′(θ)

(
∂θ

∂z

)2

−m(θ)
∂u

∂z
, (4.3)

ρ
∂u

∂t
= G+

∂

∂z

(
g(θ)

∂u

∂z
+m(θ)

∂θ

∂t

)
, (4.4)

where the constants ρ and γ1 are the density and the bulk rotational viscosity,

respectively. For a full derivation of the Ericksen–Leslie equations for rectilinear

flow, see, for example, Appendix A of Crespo et al. [37]. The elasticity function

f(θ) and viscosity functions m(θ) and g(θ) appearing in (4.3) and (4.4) are defined

by

f(θ) = K1 cos2 θ +K3 sin2 θ, (4.5)

m(θ) = α3 cos2 θ − α2 sin2 θ, (4.6)

g(θ) =
1

2
(α4 + α3 + α6) cos2 θ +

1

2
(α4 − α2 + α5) sin2 θ + α1 sin2 θ cos2 θ, (4.7)

respectively, where the reader is reminded that the constants K1 and K3 are

the splay and bend elastic constants, and α1, . . . , α6 are the Leslie viscosities (of

which α4/2 is the isotropic viscosity) which were introduced in Chapter 1. The

elasticity function f(θ) is the effective elastic constant that the nematic exhibits

in a simple shear flow with a fixed director angle θ. The viscosity function m(θ),

which is also mentioned in Chapter 3, describes the director-dependent coupling

between the rotation of the director, ∂θ/∂t, and the shear rate, ∂u/∂z. The

viscosity function g(θ), which is also mentioned in boths Chapters 2 and 3, is the

effective viscosity that the nematic exhibits in a simple shear flow with a fixed

director angle θ.
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We take the boundary conditions for the director angle to be planar dissipative

weak anchoring conditions (see, for example, [10,45,50–52,64,116,145,180]), given

by

γS
∂θ

∂t
= + f(θ)

∂θ

∂z
− C sin 2θ at z = 0, (4.8)

γS
∂θ

∂t
= − f(θ)

∂θ

∂z
− C sin 2θ at z = H, (4.9)

where the constants γS (≥ 0) is the surface viscosity and C (≥ 0) is the anchoring

strength, which were discussed in Section 1.8.2 and in Section 1.7.3, respectively.

For anchoring conditions of this form the preferred director orientation on the

substrates is θ ≡ pπ, where p is an integer. The present analysis is relevant to

displays with planar anchoring for which the preferred director orientations on

the substrates are parallel, such as in-plane switching display (IPS-LCD) [99].

While the present analysis is not directly relevant to displays with homeotropic

anchoring, such as vertically aligned nematic display (VAN-LCD) [228], or to

displays in which the director does not remain in the (x, z)-plane, such as twisted

nematic display (TN-LCD) or super-twisted nematic display (STN-LCD) [175],

we anticipate that many of the qualitative features of the present results will also

occur in these displays.

For the velocity we impose standard no-slip boundary conditions given by

u = 0 at z = 0, (4.10)

u = 0 at z = H. (4.11)

Appropriate initial conditions on θ and u will be described in Section 4.1.4.
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4.1.2 Non-dimensionalisation

The governing equations (4.3) and (4.4) with (4.5), (4.6) and (4.7) subject to

(4.8)–(4.11) are non-dimensionalised according to

t = τ t̂, z = Hẑ, u =
GH2

α4

û, f = K1f̂ , m = α4m̂, g = α4ĝ,

K3 = K1K̂3, αi = α4α̂i for i = 1, . . . , 6, γi = α4γ̂i for i = 1, 2,

(4.12)

where τ is an appropriate timescale, which will be discussed in detail in Sec-

tion 4.1.4, and non-dimensional variables are denoted by a superimposed hat (̂ ).

Note that the velocity is non-dimensionalised using the characteristic velocity of

pressure-driven channel flow of a Newtonian fluid, which depends on G, h and α4,

the elastic function f and the bend elastic constant K3 are non-dimensionalised

with the splay elastic constant K1, while the viscosity functions m and g, the

Leslie viscosities αi for i = 1, . . . , 6, the bulk rotational viscosity γ1, and the

torsional viscosity γ2 are all non-dimensionalised with α4.

The non-dimensional Ericksen–Leslie equations (4.3) and (4.4) are given by

γ1H2

K1τ

∂θ

∂t̂
= f̂(θ)

∂2θ

∂ẑ2
+

1

2
f̂ ′(θ)

(
∂θ

∂ẑ

)2

− Er m̂(θ)
∂û

∂ẑ
, (4.13)

Re
α4

GHτ
∂û

∂t̂
= 1 +

∂

∂ẑ

(
ĝ(θ)

∂û

∂ẑ
+

α4

GHτ
m̂(θ)

∂θ

∂t̂

)
, (4.14)

where the non-dimensional elasticity and viscosity functions (4.5)–(4.7) are given

by

f̂(θ) = cos2 θ + K̂3 sin2 θ, (4.15)

m̂(θ) = α̂3 cos2 θ − α̂2 sin2 θ, (4.16)

ĝ(θ) =
1

2
(1 + α̂3 + α̂6) cos2 θ +

1

2
(1− α̂2 + α̂5) sin2 θ + α̂1 sin2 θ cos2 θ, (4.17)
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the non-dimensional dissipative weak anchoring conditions (4.8) and (4.9) are

γSH
K1τ

∂θ

∂t̂
= + f̂(θ)

∂θ

∂ẑ
− C sin 2θ at ẑ = 0, (4.18)

γSH
K1τ

∂θ

∂t̂
= − f̂(θ)

∂θ

∂ẑ
− C sin 2θ at ẑ = 1, (4.19)

and the non-dimensional no-slip conditions (4.10) and (4.11) are

û = 0 at ẑ = 0, (4.20)

û = 0 at ẑ = 1. (4.21)

Equations (4.13)–(4.21) involve three key non-dimensional groups, namely the

Ericksen number Er defined by

Er =
GH3

K1

, (4.22)

the Reynolds number Re defined by

Re =
ρGH3

α2
4

, (4.23)

and the anchoring strength parameter C defined by

C =
CH
K1

. (4.24)

We note that the Ericksen number (4.22) and Reynolds number (4.23) have iden-

tical interpretations to those described in Chapter 3, namely (3.14) and (3.15),

respectively. The anchoring strength parameter C is a non-dimensional measure

of the relative strength of anchoring and splay elastic effects on the substrates. As

described in Section 1.7.3, the limit of zero anchoring strength parameter (C → 0)

corresponds to a regime in which there is zero anchoring on the substrates, while
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the limit of infinite anchoring strength parameter (C → ∞) corresponds to a

regime in which there is infinite anchoring on the substrates.

Solving the governing equations and boundary conditions (4.13)–(4.21) must,

in general, be done numerically. However, we follow an approach similar to that

of Quintans Carou et al. [169, 170] and use a combination of asymptotic and

numerical methods to analyse the problem in the limit of small Leslie angle.

4.1.3 Flow alignment

As discussed at length in Section 1.4.1, for flow-aligning nematics considered in

this thesis, i.e. for nematics whose viscosities satisfy α̂3/α̂2 ≥ 0, in shear flow

the director angle approaches θ = pπ ± θL, where θL is given by (1.38) and

p is an integer. When viscous effects dominate splay elastic effects within the

channel (i.e. when Er � 1), the director angle approaches the “positive” and

“negative” Leslie angle in the bulk of the channel and reorientational boundary

and/or internal layers may occur between the uniformly orientated bulk and/or

the orientation dictated by the substrates [5, 11, 37,169,170,194,201].

We introduce a non-dimensional viscosity ratio denoted by ε (≥ 0) and defined

by

ε =

√
α̂3

α̂2

, (4.25)

so that the Leslie angle defined by (1.38) can be written in terms of ε as θL =

tan−1 ε. The viscosity ratio ε can also be expressed in terms of the more commonly

measured bulk rotational viscosity γ̂1 and torsional viscosity γ̂2 [201] as

ε =

√
γ̂1 + γ̂2

γ̂2 − γ̂1

. (4.26)

As stated in Section 1.9.1, for nematic materials that are commonly used
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in industrial manufacturing of LCDs, typically ε is small. For example, for the

nematic materials discussed in Section 1.9.1, ε ' 0.210 for 5CB [201], ε ' 0.143

for 7CB [101], and ε ' 0.001 for 8OCB [31]. In Section 4.2 we will exploit the

smallness of ε to seek asymptotic solutions in the limit ε→ 0.

For future reference, we note that the non-dimensional viscosity functions

m̂(θ) and ĝ(θ) given by (4.16) and (4.17) can be written without explicitly men-

tioning α̂3 = ε2α̂2 as

m̂(θ) = α̂2

(
− sin2 θ + ε2 cos2 θ

)
, (4.27)

ĝ(θ) =
1

2

(
1 + ε2α̂2 + α̂6

)
cos2 θ +

1

2
(1− α̂2 + α̂5) sin2 θ

+ α̂1 sin2 θ cos2 θ. (4.28)

4.1.4 Timescales

We now discuss four timescales occurring in (4.13)–(4.21), namely

τ1 =
γ1H2

K1

, τ2 =
ρH2

α4

, τ3 =
α2

GH
, τ4 =

γSH
K1

, (4.29)

over which different physical effects occur.

Using the definitions (4.27) and (4.29) in (4.13), (4.14), (4.18) and (4.19)

yields the governing equations

τ1

τ

∂θ

∂t̂
= f̂(θ)

∂2θ

∂ẑ2
+

1

2
f̂ ′(θ)

(
∂θ

∂ẑ

)2

− α̂2Er
(
ε2 cos2 θ − sin2 θ

) ∂û
∂ẑ
, (4.30)

τ2

τ

∂û

∂t̂
= 1 +

∂

∂ẑ

[
ĝ(θ)

∂û

∂ẑ
+
τ3

τ

(
ε2 cos2 θ − sin2 θ

) ∂θ
∂t̂

]
, (4.31)
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and the dissipative weak anchoring conditions

τ4

τ

∂θ

∂t̂
= + f̂(θ)

∂θ

∂ẑ
− C sin 2θ at ẑ = 0, (4.32)

τ4

τ

∂θ

∂t̂
= − f̂(θ)

∂θ

∂ẑ
− C sin 2θ at ẑ = 1. (4.33)

The bulk director rotation timescale τ1 appears in the angular momentum

equation (4.30) and is the timescale of rotation of the director within the bulk of

the channel induced by the splay elastic reorientation towards a uniform director.

The fluid inertia timescale τ2 appears in the linear momentum equation (4.31)

and is the familiar inertial timescale for a Newtonian fluid. The director-flow

coupling timescale τ3 also appears in the linear momentum equation (4.31) and is

the timescale on which changes in the velocity affect the director orientation and

vice versa. The substrate director rotation timescale τ4 appears in the dissipative

weak anchoring conditions (4.32) and (4.33) and is the timescale of rotation of

the director on the substrates of the channel driven by splay elastic effects. In

contrast to the bulk rotation timescale τ1, the substrate director rotation timescale

τ4 depends on the surface rotational viscosity γS rather than the bulk rotational

viscosity γ1. The timescales τ1 and τ4 depend on splay elastic reorientation, for

a discussion of the timescales depending on twist elastic reorientation (i.e. those

depending on K2), the reader is referred to the work of Rey [180].

In order to obtain order-of-magnitude estimates of the timescales τ1, τ2, τ3 and

τ4 in the ODF method we use estimated parameter values for a typical nematic

mixture used in industrial manufacturing of LCDs, namely a nematic density

ρ = 103 kg m−3 [201], surface rotational viscosity γS = 10−8–10−6 Pa s m [51,162],

Leslie viscosities α2 = 10−2 Pa s and α4 = 10−1 Pa s [31, 201], bulk rotational

viscosity γ1 = 10−2 Pa s [201], viscosity ratio ε = 10−1, splay elastic constant

K1 = 10−11 N [201], and a gap between the substrates of the H = Hf = 10−6 m
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Timescale Definition Physical Meaning Value

τ1
γ1H2

K1

bulk director rotation 10−3 s

τ2
ρH2

α4

fluid inertia 10−8 s

τ3
α2

GH
director-flow coupling 10−8 s

τ4
γSH
K1

substrate director rotation 10−3–10−1 s

Table 4.1: Order-of-magnitude estimates of the timescales τ1, τ2, τ3 and τ4 in the
ODF method using the estimated parameter values given in the text.

to represent the final gap between the substrates in the ODF method (as stated

in Table 1.1). To estimate the timescale τ3 we require an estimate of the pressure

gradientG. The flow of the nematic in the ODF method is driven by the squeezing

together of the substrates, and so the pressure gradient can be estimated by using

the rescalings used in Chapter 3 in (3.1.2), namely G = α4L̄sp/H3, where L̄ is the

horizontal length scale of the flow and sp is the speed of the downward moving

top substrate [100]. The timescale of squeezing in the ODF method discussed in

Chapter 2, denoted here by τODF, is the timescale over which the substrates are

squeezed together. We take the horizontal length scale L̄ to be half the separation

distance of each droplet L, namely L = 10−2 m (see Table 1.1), the the speed of

the downward moving top substrate to be sp = 10−3 m s−1 (see Table 1.1), which

yields an estimate of the pressure gradient in the ODF method of G = 1012

Pa m−1.

Table 4.1 shows order-of-magnitude estimates of the timescales τ1, τ2, τ3 and

τ4 in the ODF method using the estimated parameter values given above. In par-

ticular, Table 4.1 shows that the fluid inertia timescale and director flow coupling

timescale, τ2 and τ3, are much shorter than the two director rotation timescales, τ1
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and τ4, and so these effects can safely be treated as instantaneous on the timescale

of the ODF method, and henceforth we set τ2 = 0 and τ3 = 0. The two director

rotation timescales are comparable when γS = 10−8 Pa s m, suggesting that the

regime in which τ = τ1 ' τ4 is worthy of study, but since τ1 is 100 times shorter

than τ4 when γS = 10−6 Pa s m, we also set τ1 = 0. Since all of the timescales

except the substrate director rotation timescale τ4 have been set to zero, we can

now, without loss of generality, set τ = τ4, so that the governing equations (4.30)

and (4.31) become

f̂(θ)
∂2θ

∂ẑ2
+

1

2
f̂ ′(θ)

(
∂θ

∂ẑ

)2

= α̂2Er
(
ε2 cos2 θ − sin2 θ

) ∂û
∂ẑ
, (4.34)

0 = 1 +
∂

∂ẑ

(
g(θ)

∂û

∂ẑ

)
, (4.35)

subject to the dissipative weak anchoring conditions (4.18) and (4.19),

∂θ

∂t̂
= + f̂(θ)

∂θ

∂ẑ
− C sin 2θ at ẑ = 0, (4.36)

∂θ

∂t̂
= − f̂(θ)

∂θ

∂ẑ
− C sin 2θ at ẑ = 1, (4.37)

and the no-slip conditions (4.20) and (4.21), where the hat (̂ ) notation on non-

dimensional variables has been dropped for clarity.

Given that the time derivatives have been removed from the governing equa-

tions (4.34) and (4.35), leaving only time derivatives of the director angle in the

dissipative weak anchoring conditions (4.36) and (4.37), we no longer require

initial conditions on the director angle and the velocity (i.e. θ(z, 0) and u(z, 0))

within the bulk of the channel. Instead we only require initial conditions on the

director angle on the substrates (i.e. θ(0, 0) and θ(1, 0)). Specifically, we impose
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initial conditions on the director angle on the substrates in the form

θ = + θLϑ at z = 0 and t = 0, (4.38)

θ = − θLϑ at z = 1 and t = 0, (4.39)

where ϑ (≥ 0) is the magnitude of the initial director angle on the substrates

scaled with θL.

At this point it is useful to consider typical values of the important non-

dimensional groups Er and C in the ODF method. Using the values discussed

above for Table 4.1, the Ericksen number is found to be Er = 105, indicating

that the flow is usually dominated by viscous effects. However, this large value is

slightly misleading because, as we will show in Section 4.2, the effective Ericksen

number, denoted by Ēr, takes the somewhat smaller value Ēr = 1.7× 102 and so,

for completeness, we will consider all values of Ēr in what follows. As mentioned

in Section 1.7.3, anchoring strengths are typically found experimentally to lie in

the range of C = 10−5–10−3 N m−1 [157,227], and so, using (4.24) and the values

in Table 4.1, this corresponds to values of the anchoring strength parameter in

the range C = 1–102.

4.2 Asymptotic solutions in the limit of small

Leslie angle

As described in Section 4.1.3, typically the viscosity ratio ε for commonly used

nematics and mixtures of nematics is small, and so henceforth we obtain asymp-

totic solutions in the limit ε → 0. In particular, in this limit the Leslie angle

θL = tan−1 ε ∼ ε� 1 is small.

In the limit ε→ 0 we seek asymptotic solutions for θ and u in powers of ε in
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the forms

θ(z, t) = θ0(z, t) + εθ1(z, t) + ε2θ2(z, t) +O
(
ε3
)
, (4.40)

u(z, t) = u0(z, t) + εu1(z, t) + ε2u2(z, t) +O
(
ε3
)
. (4.41)

Substituting the expansions (4.40) and (4.41) into the angular momentum equa-

tion (4.34), the linear momentum equation (4.35), the dissipative weak anchoring

conditions (4.36) and (4.37), the initial conditions (4.38) and (4.39), and the

no-slip conditions (4.20) and (4.21), and defining an appropriately rescaled effec-

tive Ericksen number Ēr [169, 170] (hereafter simply referred to as the Ericksen

number) given by

Ēr = − εα2

1 + α6

Er, (4.42)

yields the leading-order equations

0 = sin2 θ0
∂u0

∂z
, (4.43)

0 = 1 +
∂

∂z

(
g(θ0)

∂u0

∂z

)
, (4.44)

subject to the leading-order dissipative weak anchoring conditions

∂θ0

∂t
= + f(θ0)

∂θ0

∂z
− 2Cθ0 at z = 0, (4.45)

∂θ0

∂t
= − f(θ0)

∂θ0

∂z
− 2Cθ0 at z = 1. (4.46)

(Note that the definition of Ēr given in (4.42) incorporates the O(1) factor of

−α2/(1 + α6) in order to simplify some of the subsequent expressions.)

The leading-order director angle is obtained by solving (4.43) and (4.44) sub-

ject to the (4.45) and (4.46) to yield the trivial solution θ0 ≡ 0, i.e. the leading-

order director angle is planar throughout the channel, and so at leading order
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the functions f(θ) and g(θ) appearing in (4.34)–(4.37) are given by f(θ) = 1 and

g(θ) = (1 + α6) /2.

The leading-order velocity is determined by integrating (4.44) with θ0 ≡ 0

subject to the no-slip conditions (4.20) and (4.21) to obtain the classical Poiseuille

flow profile

u0 =
z (1− z)

1 + α6

. (4.47)

The first-order angular momentum equation is identically satisfied, and the

first-order linear momentum equation has the trivial solution u1 ≡ 0.

The first-order director angle then satisfies the second-order angular momen-

tum equation
∂2θ1

∂z2
= Ēr (2z − 1)

(
1− θ2

1

)
, (4.48)

subject to the first-order dissipative weak anchoring conditions

∂θ1

∂t
= +

∂θ1

∂z
− 2Cθ1 at z = 0, (4.49)

∂θ1

∂t
= − ∂θ1

∂z
− 2Cθ1 at z = 1, (4.50)

and the first-order initial conditions

θ1 = +ϑ at z = 0 and t = 0, (4.51)

θ1 = −ϑ at z = 1 and t = 0. (4.52)

The second-order velocity satisfies the second-order linear momentum equation

0 =
∂

∂z

[
α2
∂u0

∂z
+ (2α1 − α2 + α5 − α6) θ2

1

∂u0

∂z
+ (1 + α6)

∂u2

∂z

]
, (4.53)

which can be integrated subject to the no-slip conditions (4.20) and (4.21) to
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obtain

u2 =
2α1 − α2 + α5 − α6

(1 + α6)2

[∫ z

0

(2Z − 1)θ2
1 dZ − z

∫ 1

0

(2z − 1)θ2
1 dz

]
+

α2

(1 + α6)2
z(z − 1). (4.54)

In the remainder of this chapter we shall discuss the quasi-steady solutions

for the first-order director angle θ1 (hereafter simply referred to as “the director

angle”) of (4.48) (hereafter simply referred to as “the director angle equation”)

subject to the dissipative weak anchoring conditions (4.49) and (4.50), and the

initial conditions (4.51) and (4.52). In particular, we will obtain asymptotic

solutions in the limit of large Ericksen number Ēr → ∞ in Section 4.3 and in

the limit of small Ericksen number Ēr → 0 in Section 4.4, as well as numerical

solutions for general values of the Ericksen number in Section 4.5. Since we are

particularly interested in the transient flow-driven distortion of the director from

its required orientation on the substrates of the channel, we write Θ(t) = θ1(0, t)

for the director angle at z = 0 (hereafter simply referred to as “the director

angle on the substrates”), and note that since θ1 is symmetric about z = 1/2,

the director angle at z = 1 is given by θ1(1, t) = −Θ(t). As we shall show, in

the limit t → ∞ the director angle approaches a steady state solution which we

denote by θ1 = θ1SS(z) and Θ = ΘSS, i.e. θ1 → θ1SS and Θ → ΘSS as t → ∞.

Once the director angle θ1 has been determined, the second-order velocity u2 can

be calculated using (4.54).
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Z

Figure 4.2: The structure of the leading-order director angle θ1,0 in the limit of
large Ericksen number, Ēr→∞.

4.3 Asymptotic solution in the limit of large Er-

icksen number

In the limit of large Ericksen number Ēr→∞ the solution for the director angle

θ1 has narrow reorientational boundary layers near z = 0 and z = 1 and a narrow

reorientational internal layer near z = 1/2 separated by two outer regions, as

shown in Figure 4.2.

4.3.1 Outer solution

The outer solution valid in the outer regions away from the boundary and internal

layers can be obtained by seeking an asymptotic solution for θ1 in powers of

Ēr−1 when ε � Ēr−1 � 1 in the form θ1 = θ1,0 + O(Ēr
−1

), where θ1,0 denotes

the term that is first order in ε and leading order in Ēr−1. Substituting this

expansion into the director angle equation (4.48) yields the simple solution θ1,0 =

±1, which corresponds to the director angle being equal to either the positive or

the negative Leslie angle at leading order. The leading-order velocity u0 given by
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(4.47) satisfies ∂u0/∂z > 0 for 0 < z < 1/2 and ∂u0/∂z < 0 for 1/2 < z < 1, and

so, as described in Section 1.4.1, the appropriate uniformly orientated leading-

order outer solution is θ1,0 = 1 for 0 < z < 1/2 and θ1,0 = −1 for 1/2 < z < 1, as

shown in Figure 4.2.

4.3.2 Inner solutions in the boundary layers

Inspection of (4.48) suggests that the boundary layer near z = 0 is of width

O
(
Ēr−1/2

)
� 1 in which the director angle adjusts from its uniform value in the

outer region to its value at the substrate, and so we introduce an appropriately

rescaled inner coordinate Z defined by z = Ēr−1/2Z to yield

∂2θ1

∂Z2
=
(
2Ēr−1/2Z − 1

) (
1− θ1

2
)
. (4.55)

Seeking an asymptotic solution of (4.55) in the form θ1 = θ1,0 +O
(
Ēr−1/2

)
yields

the leading-order equation
∂2θ1,0

∂Z2
= θ1,0

2 − 1. (4.56)

The appropriate exact solution of (4.56) subject to the matching conditions θ1,0 →

1 and ∂θ1,0/∂Z → 0 as Z →∞ is

θ1,0 = 3 tanh2

(
Z√
2

+ tanh−1

√
2 + Θ0

3

)
− 2, (4.57)

where Θ0(t) = θ1,0(0, t) is the leading-order director angle on the substrates. Note

that setting Θ0 ≡ 0 in (4.57) recovers the steady solution obtained by Quintans

Carou et al. [169,170] in the limit of infinite planar anchoring, C → ∞. However,

in the present problem Θ0 is, of course, not constant, and the singular ordinary

differential equation for the evolution of Θ0 can be obtained by substituting θ1,0
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Figure 4.3: The leading-order director angle in the internal layer θinner obtained by
solving (4.59) numerically using the matching conditions θinner → −1 as Z →∞
and θinner → 1 as Z → −∞ plotted as a function of the inner variable Z.

given by (4.57) into the dissipative weak anchoring condition (4.49) to yield

Ēr−1/2 dΘ0

dt
=

√
2

3
(1−Θ0)

√
2 + Θ0 − 2kΘ0, where k =

C
Ēr1/2

(≥ 0). (4.58)

In Section 4.3.5 we will consider the solution to (4.58) subject to the initial

condition Θ0(0) = ϑ. The corresponding inner solution valid in the boundary

layer near z = 1 follows immediately from the symmetry of θ1 about z = 1/2

mentioned earlier.

4.3.3 Inner solution in the internal layer

Inspection of (4.48) also suggests that the internal layer near z = 1/2 is of width

O
(
Ēr−1/3

)
� 1 (i.e. much wider than the boundary layers but still much narrower

than the channel) in which the director angle adjusts between its uniform values in

the outer regions, and so we introduce an appropriately rescaled inner coordinate

Z defined by z = 1/2 + Ēr−1/3Z. Seeking an asymptotic solution in the form
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θ1 = θ1,0 +O
(
Ēr−1/3

)
yields the leading-order equation

∂2θ1,0

∂Z2
= 2Z(1− θ1,0

2) (4.59)

subject to the matching conditions θ1,0 → −1 as Z → ∞ and θ1,0 → 1 as

Z → −∞. Equation (4.59) cannot be solved analytically, but, since it contains no

parameters, it only needs to be solved once numerically. This numerical solution

is denoted by θinner(Z) = θ1,0(Z) and is plotted as a function of Z in Figure 4.3.

4.3.4 Composite solution

Combining the inner and outer solutions for θ1 yields the composite solution

θ1 = 3 tanh2

(√
Ēr

2
z + tanh−1

√
2 + Θ0

3

)

− 3 tanh2

(√
Ēr

2
(1− z) + tanh−1

√
2−Θ0

3

)
(4.60)

+ θinner

(
Ēr1/3

(
z − 1

2

))
+O

(
Ēr−1

)
,

where Θ0 satisfies (4.58) subject to the initial condition Θ0(0) = ϑ.

4.3.5 The director angle on the substrates

As we have already seen, the leading-order director angle on the substrates Θ0

satisfies the singular ordinary differential equation (4.58) subject to the initial

condition Θ0(0) = ϑ. Inspection of (4.58) reveals that Θ0 rapidly evolves towards

its constant steady state value of Θ0SS given by

Θ0 = Θ0SS =
2

3

[
k − |χ|1/3 cos

(
1

3
arg(χ)

)]2

− 2 +O
(
Ēr−1

)
(4.61)
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over a short timescale of O
(
Ēr−1/2

)
� 1. Rescaling t appropriately according to

t = Ēr−1/2t̃ shows that this rapid evolution is described by the implicit solution

−
√

2

3
t̃ = a log

(√
2 + Θ0 − v1√
2 + ϑ− v1

)
+ b log

(√
2 + Θ0 − v2√
2 + ϑ− v2

)
+ c log

(√
2 + Θ0 − v3√
2 + ϑ− v3

)
, (4.62)

where

a =
2v1

(v1 − v2)(v1 − v3)
, (4.63)

b =
2v2

(v2 − v1)(v2 − v3)
, (4.64)

c =
2v3

(v3 − v1)(v3 − v2)
. (4.65)

The constants v1, v2, and v3 are the roots of the cubic polynomial

F(v) = v3 +
√

6kv2 − 3v − 2
√

6k, (4.66)

which can be written explicitly as

v1 = −
√

2

3

[
k − |χ|1/3 cos

(
1

3
arg(χ)

)]
, (4.67)

v2 = −
√

2

3

[
k + |χ|1/3 cos

(
1

3
arg(χ)− π

3

)]
, (4.68)

v3 = −
√

2

3

[
k + |χ|1/3 cos

(
1

3
arg(χ) +

π

3

)]
, (4.69)

where |χ| and arg(χ) are the modulus and argument, respectively, of the complex

number χ, defined by

χ = 18k − 8k3 + 6i
√

6 + 3k2 + 16k4. (4.70)
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It is informative to consider three cases for the size of the parameter k (and

hence for the relative size of the non-dimensional groups Ēr and C) in which

further analytical progress can be made. Specifically, we consider the cases k � 1

(C � Ēr1/2 � 1), k � 1 (either Ēr1/2 � C � 1 or Ēr1/2 � 1� C), and k = O(1)

(Ēr1/2 = O(C)� 1).

4.3.5.1 The case k � 1

In the case k � 1 (C � Ēr1/2 � 1) the implicit solution (4.62) reduces to the

simple explicit solution

Θ0 = ϑe−2kt̃, i.e. Θ0 = ϑe−2Ct, (4.71)

which approaches its steady state value Θ0SS = 0 as t → ∞, i.e. the director on

the substrates becomes planar as t→∞. This case represents a regime in which

the anchoring is sufficiently strong that the effects of flow are negligible on the

substrates, and the (non-dimensional) timescale of the evolution of the director

on the substrates towards its steady state value, denoted by σS, is given by

σS =
1

2C
� 1. (4.72)

4.3.5.2 The case k � 1

In the case k � 1 (either Ēr1/2 � C � 1 or Ēr1/2 � 1� C) the implicit solution

(4.62) reduces to the appropriate explicit solution

Θ0 = −2 + 3 tanh

(√
1

2
t̃+ tanh−1

√
2 + ϑ

3

)2

, (4.73)

156



which approaches its steady state value Θ0SS = 1 as t→∞, i.e. the director angle

on the substrates approaches the Leslie angle as t→∞, according to

Θ0 = 1− 12 exp

[
−2 tanh

√
2 + ϑ

3
−
√

2Ēr1/2t

]
+O

(
exp
[
−2Ēr1/2t

])
. (4.74)

This case represents a regime in which the flow is sufficiently strong that the

effects of anchoring are negligible on the substrates, and the timescale σS is given

by

σS =
1√

2Ēr1/2
� 1. (4.75)

4.3.5.3 The case k = O(1)

In the case k = O(1) (Ēr1/2 = O(C)� 1) the implicit solution (4.62) approaches

its steady state value Θ0SS (0 < Θ0SS < 1) given by (4.61) as t → ∞. Unfortu-

nately (4.62) does not yield an explicit expression for the timescale σS. However,

as we shall show in Section 4.5.2, σS is always less than both (4.72) and (4.75),

and so (4.72) and (4.75) provide a upper bound on σS for all values of k. This case

represents a regime in which the effects of anchoring and flow are comparable on

the substrates, and hence the behaviour of the director on the substrates depends

on a combination of these two effects.

4.4 Asymptotic solution in the limit of small Er-

icksen number

In the limit of small Ericksen number Ēr→ 0 we seek an asymptotic solution for

θ1 in powers of Ēr when ε � Ēr � 1 in the form θ1 = θ1,0 + Ēr θ1,1 + O
(
Ēr2
)
,

where θ1,0 denotes the term that is first order in ε and leading order in Ēr and

θ1,1 denotes the term that is first order in ε and first order in Ēr.
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At leading order in Ēr the director angle equation (4.48) reduces to simply

∂2θ1,0

∂z2
= 0, (4.76)

subject to the dissipative weak anchoring conditions (4.49) and (4.50)

∂θ1,0

∂t
= +

∂θ1,0

∂z
− 2Cθ1,0 at z = 0, (4.77)

∂θ1,0

∂t
= − ∂θ1,0

∂z
− 2Cθ1,0 at z = 1, (4.78)

and the initial conditions (4.51) and (4.52) θ1,0(0, 0) = +ϑ and θ1,0(1, 0) = −ϑ.

Integrating (4.76) twice with respect to z, using (4.77) and (4.78) and the initial

conditions on θ1,0, yields the solution for θ1,0, namely

θ1,0 = ϑ(1− 2z) e−2(1+C)t. (4.79)

At first order in Ēr the director angle equation (4.48) reduces to

∂2θ1,1

∂z2
= (2z − 1)(1− θ2

1,0), (4.80)

subject to the dissipative weak anchoring conditions (4.49) and (4.50)

∂θ1,1

∂t
= +

∂θ1,1

∂z
− 2Cθ1,1 at z = 0, (4.81)

∂θ1,1

∂t
= − ∂θ1,1

∂z
− 2Cθ1,1 at z = 1, (4.82)

and the initial conditions (4.51) and (4.52) θ1,1(0, 0) = 0 and θ1,1(1, 0) = 0.

Integrating (4.80) twice with respect to z, using (4.79), (4.81) and (4.82) and the

158



initial conditions on θ1,1, yields the solution for θ1,1, namely

θ1,1 =
2z − 1

60

[
5

(
2z2 − 2z − 1

1 + C

)
+

5 + 3ϑ2

1 + C
e−2(1+C)t

+ 3ϑ2

(
4z4 − 8z3 + 6z2 − 2z +

1

1 + C

)
e−4(1+C)t

]
. (4.83)

Using (4.79) and (4.83) the asymptotic solution for θ1 is therefore

θ1 = ϑ(1− 2z)e−2(1+C)t

+
2z − 1

60

[
5

(
2z2 − 2z − 1

1 + C

)
+

5 + 3ϑ2

1 + C
e−2(1+C)t

+3ϑ2

(
4z4 − 8z3 + 6z2 − 2z +

1

1 + C

)
e−4(1+C)t

]
Ēr

+O
(
Ēr2
)
, (4.84)

and hence the asymptotic solution for the director angle on the substrates Θ is

Θ = ϑ e−2(1+C)t +
1

60(1 + C)
[
5− (5 + 3ϑ2) e−2(1+C)t − 3ϑ2 e−4(1+C)t] Ēr

+O
(
Ēr2
)
. (4.85)

In particular, from (4.84) the steady state solution θ1SS is given by

θ1SS =
2z − 1

12

[
2z2 − 2z − 1

1 + C

]
Ēr +O

(
Ēr2
)
, (4.86)

and from either (4.85) or (4.86) the steady state value ΘSS is given by

ΘSS =
Ēr

12(1 + C)
+O

(
Ēr2
)
. (4.87)

In particular, the solution for the director angle given by (4.84) and (4.85) is

dominated by splay elastic effects with viscous effects appearing at O
(
Ēr
)
� 1.
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In addition, from (4.85) the timescale σS is given by

σS =
1

2(1 + C)
. (4.88)

Note that even in the special case C = 0 in which case there is no anchoring

force in (4.49) and (4.50), there is still an elastic restoring force due to the ∂θ1/∂z

term, and hence the director angle on the substrates still rotates such that Θ→

ΘSS = Ēr/12 +O
(
Ēr2
)

as t→∞.

4.5 Solutions for general values of the Ericksen

number

In this section we obtain numerical solutions of the director angle equation (4.48)

subject to (4.49)–(4.52) for general values of the Ericksen number and, in partic-

ular, compare them with the quasi-steady asymptotic solutions in the limits of

large and small Ēr described in Sections 4.3 and 4.4, respectively. The numeri-

cal approach we adopt uses the programming and numerical computing platform

MATLAB [142]. In particular, we the MATLAB boundary value problem solver

bvp4c with an implicit Euler method for approximating the time derivatives in

(4.49) and (4.50). In all of our numerical calculations the simulation time is cho-

sen to be six times longer than the appropriate timescale given by (4.72), (4.75)

or (4.88) in order to allow sufficient time for convergence to the steady state so-

lution. In all of the numerical calculations reported here use the value ϑ = 0.5

for the initial value of the director angle on the substrates.
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(a)

(b)

Figure 4.4: (a) The initial director angle θ1(z, 0) and (b) the steady state solution
for the director angle θ1SS(z) plotted as functions of z for C = 1 and ϑ = 0.5
according to the numerical solution (solid lines) when Ēr = 10−1, Ēr = 10,
Ēr = 102 and Ēr = 104, the large Ēr asymptotic solution (dashed lines) given
by (4.60) when Ēr = 102 and Ēr = 104, and the small Ēr asymptotic solution
(dotted lines) given by (4.84) when Ēr = 10−1 and Ēr = 10. In both (a) and (b)
the insets show the corresponding results when Ēr = 50. The arrows show the
direction of increasing Ēr.
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4.5.1 The director angle

Figure 4.4(a) shows the initial director angle θ1(z, 0) and Figure 4.4(b) shows the

steady state solution for the director angle θ1SS(z), both plotted as functions of

z according to the numerical solution (solid lines) when Ēr = 10−1, Ēr = 10,

Ēr = 102 and Ēr = 104, the large Ēr asymptotic solution (dashed lines) given by

(4.60) when Ēr = 102 and Ēr = 104, and the small Ēr asymptotic solution (dotted

lines) given by (4.84) when Ēr = 10−1 and Ēr = 10. The insets in Figure 4.4

show the corresponding results for an intermediate value of Ēr, namely Ēr = 50.

In particular, Figure 4.4 shows how the leading-order velocity in the channel

u0 given by (4.47) affects both the initial director angle and the steady state

director angle. Specifically, as described in Section 4.1.3, in the lower half of the

channel the positive shear rate (∂u0/∂z > 0) rotates the director angle towards

the positive Leslie angle θ1 = +1, while in the upper half of the channel the

negative shear rate (∂u0/∂z < 0) rotates it towards the negative Leslie angle

θ1 = −1. When Ēr is large (e.g. when Ēr = 104), the behaviour of the director

is dominated by viscous effects, with flow alignment at either the positive or the

negative Leslie angle except for within the narrow reorientational boundary and

internal layers at leading order in the limit of large Ēr, as described in Section

4.3. When Ēr is small (e.g. when Ēr = 10−1), the behaviour of the director is

dominated by splay elastic effects, with viscous effects appearing at first order in

the limit of small Ēr, as described in Section 4.4. Figure 4.4 also shows that as Ēr

varies there is a continuous transition between the asymptotic behaviour for large

Ēr and that for small Ēr and that, in fact, the two asymptotic solutions capture

the behaviour of θ1 rather well for all values of Ēr. This continuous transition

is rather different to the discontinuous transitions observed in channel flow of a

nematic with homeotropic anchoring by Sengupta et al. [194], Anderson et al. [5],

Crespo et al. [37], and Batista et al. [11].
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(a) (c)

(c)

Figure 4.5: The director angle θ1(z, t) plotted as a function of z for C = 1
and ϑ = 0.5 according to (a) the numerical solution (solid lines) and the (barely
visible) large Ēr asymptotic solution (dashed lines) given by (4.60) when Ēr = 104

for t = 0.0, t = 0.006, t = 0.012, and t = 0.06, (b) the numerical solution
(solid lines) when Er = 50 for t = 0.0, t = 0.15, t = 0.3 and t = 3.0, and (c)
the numerical solution (solid lines) and the (barely visible) small Ēr asymptotic
solution (dotted lines) given by (4.84) when Ēr = 10−1 for t = 0.0, t = 0.15,
t = 0.3 and t = 3.0. The arrows show the direction of increasing t.
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Figure 4.6: The director angle on the substrates Θ plotted as a function of time
t for C = 1 and ϑ = 0.5 according to the numerical solution (solid lines) when
Ēr = 10−1, Ēr = 10, Ēr = 50, Ēr = 102 and Ēr = 104, the large Ēr asymptotic
solution (dashed lines) given by (4.62) when Ēr = 102 and Ēr = 104, and the small
Ēr asymptotic solution (dotted lines) given by (4.85) when Ēr = 10−1, Ēr = 10.

Figure 4.5 shows the director angle θ1(z, t) plotted as a function of z for

various times t according to (a) the numerical solution (solid lines) and the large

Ēr asymptotic solution (dashed lines) when Ēr = 104, (b) the numerical solution

(solid lines) when Er = 50, and (c) the numerical solution (solid lines) and the

small Ēr asymptotic solution (dotted lines) when Ēr = 10−1. In each part of

Figure 4.5 the final time plotted is chosen so that the solution is close to its steady

state solution θ1SS shown in Figure 4.4(b). In particular, Figure 4.5 illustrates

that θ1 always approaches its steady state solution θ1SS monotonically as t→∞.

Figure 4.6 shows the director angle on the substrates Θ plotted as a function of

time t according to the numerical solution (solid lines) when Ēr = 10−1, Ēr = 10,

Ēr = 50, Ēr = 102 and Ēr = 104, the large Ēr asymptotic solution (dashed lines)

when Ēr = 102 and Ēr = 104, and the small Ēr asymptotic solution (dotted lines)

when Ēr = 10−1, Ēr = 10. In particular, Figure 4.6 illustrates that Θ always

approaches its steady state value ΘSS monotonically from above when ΘSS < ϑ

and from below when ΘSS > ϑ as t → ∞, and that ΘSS is a monotonically
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increasing function of Ēr.

Figures 4.5 and 4.6 also illustrate that the approach to the steady state solu-

tion gets monotonically faster as Ēr is increased. This behaviour will be analysed

in more detail in Section 4.5.2.

Figure 4.7 shows the steady state value the director angle on the substrates

ΘSS plotted as a function of the Ericksen number Ēr according to the numerical

solution (solid lines), the large Ēr asymptotic solution given by (4.61) (dashed

lines), and the small Ēr asymptotic solution (dotted lines) given by (4.87) for

various values of C. In particular, Figure 4.7 illustrates that ΘSS is a mono-

tonically decreasing function of C. Figure 4.7 also confirms that the numerical

solutions for ΘSS for large and small values of Ēr are in excellent agreement with

the asymptotic solutions in the limits Ēr→∞ and Ēr→ 0 given in Sections 4.3

and 4.4, respectively. Moreover, as we have already seen, in the former limit the

leading-order expression for the value of ΘSS depends on Ēr and C only in the

combination k = C/Ēr1/2, and hence the curves for ΘSS for large values of Ēr are

simply appropriately horizontally stretched versions of each other, and as Figure

4.7 illustrates, the range of validity of this expression widens as C increases.

4.5.2 The timescale of substrate director rotation

In order to extract the timescale σS introduced in Section 4.3.5.1 from the nu-

merical solutions we fitted the numerical solutions for ΘSS with a function of t of

the form

log |ΘSS −Θ| = C − t

σS

, (4.89)

where C = C(ϑ) is a function of the initial director angle on the substrates only.

In particular, this procedure recovers the asymptotic expressions for σS derived

in Sections 4.3.5 and 4.4, namely (4.72), (4.75) and (4.88).
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(a) (b)

(c) (d)

Figure 4.7: The steady state value of the director angle on the substrates ΘSS plot-
ted as a function of the Ericksen number Ēr according to the numerical solution
(solid lines), the large Ēr asymptotic solution (dashed lines) given by (4.61), and
the small Ēr asymptotic solution (dotted lines) given by (4.87) for (a) C = 10−1,
(b) C = 1, (c) C = 10, and (d) C = 102.
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Figure 4.8: The timescale σS plotted as a function of the Ericksen number Ēr
extracted from the numerical solution using (4.89) (solid line) and according to
the large Ēr asymptotic solution when k � 1 (dashed line) given by (4.75) and
the small Ēr asymptotic solution (dotted line) given by (4.88) for C = 10 and
ϑ = 0.5.

Figure 4.8 shows σS plotted as a function of Ēr extracted from the numerical

solution using (4.89) and according to the large Ēr asymptotic solution when

k � 1 given by (4.75) and the small Ēr asymptotic solution given by (4.88).

(Note that, for clarity, the timescale according to the large Ēr asymptotic solution

when k � 1, namely σS = 1/(2C), is omitted from Figure 4.8 as it is virtually

indistinguishable from σS = 1/(2(1 + C)).) In particular, Figure 4.8 shows that

σS is a monotonically decreasing function of Ēr, and that as Ēr varies there is

a continuous transition between σS = 1/(
√

2Ēr1/2) = O
(
Ēr−1/2

)
� 1 for large

values of Ēr and σS = 1/(2(1 + C)) = O(1) for small values of Ēr. Moreover,

Figure 4.8 also shows, as mentioned in Section 4.3.5.3, that σS is always less than

both (4.72) and (4.75), and so (4.72) and (4.75) provide a upper bound on σS for

all values of Ēr.
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4.6 Conclusions

Motivated by the need for understanding the flow-driven distortion of nematic

molecules on the substrates in the ODF method, we analysed pressure-driven flow

of a nematic in a channel with dissipative weak planar anchoring on the substrates

of the channel. We obtained quasi-steady asymptotic solutions for the director

angle θ and the velocity u in the limit of small Leslie angle, in which case the key

parameters are the Ericksen number Ēr and the anchoring strength parameter C.

In the limit of large Ericksen number Ēr→∞ the solution for the director angle

has narrow reorientational boundary layers of width O
(
Ēr−1/2

)
� 1 near z = 0

and z = 1 and a narrow reorientational internal layer of width O
(
Ēr−1/3

)
� 1

near z = 1/2 separated by two outer regions in which the director is aligned at the

positive Leslie angle in the lower half of the channel and the negative Leslie angle

in the upper half of the channel. On the other hand, in the limit of small Ericksen

number Ēr → 0 the solution for the director angle given by (4.84) and (4.85) is

dominated by splay elastic effects with viscous effects appearing at O
(
Ēr
)
� 1.

As Ēr varies there is a continuous transition between these asymptotic behaviours

and, in fact, the two asymptotic solutions capture the behaviour rather well for

all values of Ēr. The steady state value of the director angle on the substrates

ΘSS and the timescale of the evolution towards this steady state value σS in

the asymptotic limits of large and small Ēr are summarised in Table 4.2. In

particular, the values of σS in Table 4.2 correspond to the dimensional substrate

director rotation timescale σSτ4 given by

σSτ4 ∼ γS ×



1

2C
for Ēr� 1 and k � 1,√

−(α4 + α6)

2(α2α3)1/2GHK1

for Ēr� 1 and k � 1,

H
2(K1 + CH)

for Ēr� 1.

(4.90)
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Ēr→∞
Ēr→ 0

k � 1 k = O(1) k � 1

ΘSS 0 Equation (4.61) 1
Ēr

12(C + 1)
� 1

σS
1

2C
� 1 (?)

1√
2Ēr1/2

� 1
1

2(C + 1)

Table 4.2: The steady state value for the director angle on the substrates ΘSS and
the timescale σS in the asymptotic limit of large Ēr in the cases k � 1, k = O(1)
and k � 1, where k = C/Ēr1/2, and in the asymptotic limit of small Ēr. The
star (?) denotes that, while there is no explicit expression for σS in this case, the
expressions for k � 1 and k � 1 provide a upper bound on σS for all values of k.

Using the estimated parameter values for the ODF method given Section

4.1.4 gives Ēr = 1.7× 102, C = 1–102 and hence k = 0.08–8, suggesting that the

regimes in which Ēr� 1 and k � 1 or k = O(1) are probably the most relevant

to the ODF method. Hence (4.90) yields a dimensional substrate director rota-

tion timescale of σSτ4 ' 5 × 10−3 s or less, which is substantially shorter than

the dimensional timescale of the ODF method of τODF = 10−1 s, suggesting that

there is sufficient time for significant transient flow-driven distortion of the ne-

matic molecules on the substrates from their required orientation to occur, which

could lead to the formation of ODF mura. An obvious conclusion is that this dis-

tortion could, in theory, be reduced by decreasing Ēr and/or increasing C by, for

example, reducing the speed at which the substrates are squeezed together and/or

increasing the anchoring strength between the alignment layer and the nematic,

however the extent to which either of these are realistic options in practice is

not clear. It should, however, be noted that once the squeezing stops, and hence

the flow of the nematic virtually ceases (so that Ēr becomes very small), then

(4.90) yields a dimensional substrate director rotation timescale of approximately

σSτ4 ' 2.5 × 10−2 s or less, which means that the flow-driven distortion of the
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nematic molecules relaxes almost immediately. The remaining issue is, therefore,

whether the significant transient flow-driven distortion of the nematic molecules

described in the present work causes permanent or semi-permanent flow-driven

misalignment of the orientation of the molecules in the alignment layers. Answer-

ing this question could lead to further understanding of ODF mura but requires

more detailed modelling of the molecules in the alignment layer.

Finally, as mentioned in Section 4.1.1, the present analysis of dissipative weak

planar anchoring is not directly relevant to displays with homeotropic anchoring,

such as VAN displays, or to displays in which the director does not remain in the

(x, z)-plane, such as TN or STN displays. However, in such displays flow align-

ment towards the (typically small) Leslie angle involves a much larger rotation of

the director than that described in the present work, and so we suspect that such

displays are even more susceptible to flow-driven misalignment of the director on

the substrates during filling than those studied in this chapter.
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Chapter 5

The governing equations for a

static ridge of nematic

Motivated by a need for increased understanding of situations involving nematic

droplets and films, such as the initial stage of the ODF method (shown in Fig-

ure 1.8)(d) and (e)), we now consider a two-dimensional static ridge of nematic

resting on an ideal (i.e. flat, rigid, perfectly smooth, and chemically homogeneous)

solid substrate surrounded by passive fluid. In addition to understanding the ini-

tial stages of the ODF method, there are many many emerging technologies that

were discussed in Chapter 1 which involve nematic free surfaces and three-phase

contact lines that may benefit from an increased understanding of this situation.

For the subsequent theory and results to make comparisons with the most com-

mon experimental situation, we refer to the fluid surrounding the nematic to be

an atmosphere of passive gas. However, the results detailed apply also to a ridge

of nematic surrounded by a static isotropic liquid.

The theoretical description of a volume of nematic bounded by a gas–nematic

and nematic–substrate interface has previously been considered by Jenkins and

Barratt [102], who obtained general forms of the interfacial conditions and the
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force per length on a contact line, and Rey [181, 182], who obtained the general

forms of the nematic Young–Laplace equation and the nematic Young equations.

In this chapter, we combine aspects of these two approaches to provide the first

complete theoretical description for a static ridge of nematic, which includes the

interfacial conditions, the bulk elastic equation, the nematic Young equations, and

the relevant boundary conditions. We also provide full details of a straightforward

and, therefore, readily accessible derivation of the governing equations, which in

future work may be readily adapted to include electromagnetic forces, additional

contact line effects, non-ideal substrates, or more detailed models for the nematic

molecular order, such as Q-tensor theory [152].

We proceed by constructing the free energy of the system as a function of

both the shape of the gas–nematic interface (i.e. the nematic free surface) and

the director field, and then by minimising the free energy using the calculus of

variations, we will derive the governing equations, including both nematic Young

and nematic Young–Laplace equations. In order to determine the free energy

of the system, we will use the well-established Oseen–Frank bulk elastic energy

density W (which was discussed at length in Section 1.7.1), the gravitational

potential energy, and the Rapini–Papoular [172] interface energy density ω (which

was discussed at length in Section 1.7.3).

5.1 Model formulation

As described in the previous section, we consider a static ridge of nematic (N),

resting on an ideal solid substrate (S), in an atmosphere of passive gas (G), as

shown in Figure 5.1, which also indicates the Cartesian coordinates x, y and

z that we use. The nematic ridge is bounded by the gas–nematic interface at

z = h(x) and the nematic–substrate interface at z = 0, and has two nematic–
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Figure 5.1: A schematic of a static ridge of nematic (N), resting on an ideal solid
substrate (S) at z = 0, L− ≤ x ≤ L+, in an atmosphere of passive gas (G),
with gas–nematic interface at z = h and contact lines at x = d±. The Cartesian
coordinates x, y and z (where the y-direction is into the page), the boundary of
the nematic ridge Γ, the outward unit normals ν, the contact angles β±, and the
region of nematic in the (x, z)-plane Ω are also indicated.

substrate–gas three-phase contact lines at x = d− and x = d+. We assume that

the ridge height h and the position of the contact lines do not vary in the y-

direction, so that the contact lines form two infinitely-long parallel lines in the

y-direction and the ridge height h is subject to two Dirichlet boundary conditions

given by h(d−) = 0 = h(d+). We also assume that the director n is confined to

the (x, z)-plane, and hence takes the form

n = (cos θ, 0, sin θ), (5.1)

and θ = θ(x, z) is the director angle, which does not vary in the y-direction.

The boundary of the nematic ridge, denoted by Γ, consists of the gas–nematic

interface, denoted by ΓGN, and the nematic–substrate interface, denoted by ΓNS.

The corresponding outward unit normals of ΓNS and ΓGN, which we denote by

νNS and νGN, are given by

νGN = − hx√
1 + h2

x

x̂+
1√

1 + h2
x

ẑ, (5.2)

νNS = −ẑ, (5.3)
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respectively. These two interfaces meet the gas–substrate interface, denoted by

ΓGS, at the two contact lines x = d±. The left-hand and right-hand edges of

the substrate are denoted by x = L− and x = L+, respectively, as shown in

Figure 5.1. The contact angles formed between ΓGN and ΓNS at x = d± are

denoted by β− and β+, respectively, and satisfy

tan β± = ∓hx at x = d±, (5.4)

where the subscript x denotes differentiation with respect to x. We note that there

is no requirement for h to be symmetric about its midpoint and, in particular,

no requirement for the contact angles to be the same.

In general, we do not fix either the contact line positions or the contact angles,

and allow d±, and β± to be unknowns. However, if the substrate has been treated

in such a way as to pin the contact lines or fix the contact angles, then d± or

β±, respectively, are prescribed and the nematic Young equations, which will

be derived shortly, are not relevant. The ridge has a prescribed constant cross-

sectional area A in the (x, z)-plane, so that

∫∫
dΩ = A, (5.5)

where Ω is the region of nematic in the (x, z)-plane bounded by Γ, as shown in

Figure 5.1.

We also include the effects of gravity. We assume the gravity acts in the

(x, z)-plane but, in order to keep the setup as general as possible, do not specify

its direction.

In Section 5.2 we derive the governing equations for a nematic ridge using

the calculus of variations assuming that the ridge height h is a single-valued

function of x. A necessary, but not sufficient, condition for the ridge height to
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be single-valued is that the contact angles are acute (i.e. 0 ≤ β± ≤ π/2). We

have performed the corresponding derivation when the ridge height h is a double-

valued function of x, the details of which are provided in Appendix A.

5.2 Constrained minimisation of the free energy

Using the calculus of variations we minimise the free energy of the system E

subject to the area constraint (5.5) and the two boundary conditions h(d±) = 0,

and in doing so derive the governing equations for the dependent variables θ, h,

d±, β± and a Lagrange multiplier associated with the area constraint (5.5), which

we denote by p0. The free energy of the system E is the sum of the bulk elastic

energy of the nematic, denoted by Ebulk, and the interface energies, denoted by

EGN, ENS and EGS, for the interfaces ΓGN, ΓNS and ΓGS, respectively, where

Ebulk =

∫ d+

d−

∫ h

0

(
W (θ, θx, θz) + ψg

)
dz dx, (5.6)

EGN =

∫ d+

d−

√
1 + h2

x

[
ωGN(θ, hx)

]z=h
dx, (5.7)

ENS =

∫ d+

d−

[
ωNS(θ)

]z=0
dx, (5.8)

EGS =

∫ d−

L−

[
ωGS

]z=0
dx+

∫ L+

d+

[
ωGS

]z=0
dx. (5.9)

In (5.6) the bulk elastic energy density W (θ, θx, θz) is assumed to be of the form of

the Oseen–Frank bulk elastic energy density [201], which depends on the director

angle θ and on elastic distortions of the director via its derivatives with respect to

x and z [201]. Also in (5.6), the gravitational potential energy density ψg(x, z) is

allowed to depend on one or both of the Cartesian coordinates x and z. In (5.7)

and (5.8) the interface energy densities ωGN(θ, hx) and ωNS(θ) are assumed to be

of the form of the Rapini–Papoular energy density [172], which depends on the
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difference between the director and the orientation of the interfaces via the direc-

tor angle θ and the slopes of those interfaces, namely hx and zero, respectively.

In (5.9) the interface energy density ωGS takes a constant value.

We define the functional F = F (θ, θx, θz, h, hx, d
−, d+) = E+ Carea as the sum

of the free energy (per unit length in the y-direction) of the system E and an

appropriate area constraint term Carea corresponding to the area constraint, given

by

Carea = p0 ×

(
A−

∫ d+

d−

∫ h

0

dz dx

)
, (5.10)

so that the functional F is given by

F = Ebulk + EGN + ENS + EGS + Carea. (5.11)

We now consider the variation of the functional F , given by (5.11) with (5.6)–

(5.10), with respect to small variations of the variables θ, h, d− and d+ of the

form

θ → θ + δθ, h→ h+ δh, d+ → d+ + δd+ , d− → d− + δd− . (5.12)

There are no constraints on the director angle θ and therefore there are no con-

straints on the variation of the director angle δθ. There is, however, a constraint

on the ridge height h because of the two boundary conditions h(d±) = 0 so that

the variation of the ridge height δh at the contact lines satisfies

δh = −hxδd− = − tan β− δd− at x = d−, (5.13)

δh = −hxδd+ = tan β+ δd+ at x = d+. (5.14)
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The variation of the functional F , denoted by δF , is given by

δF = F (θ + δθ, (θ + δθ)x, (θ + δθ)z, h+ δh, (h+ δh)x, d
− + δd− , d

+ + δd+)

− F (θ, θx, θz, h, hx, d
−, d+). (5.15)

We now proceed by considering the variation of each term in (5.11) in turn, and

neglect terms in (5.15) that are O(δ2
θ), O(δ2

h), O(δ2
d−) and O(δ2

d+).

For the bulk elastic energy Ebulk, given by (5.6), using the variations (5.12)

shows that δEbulk is given by

δEbulk =

∫ d+

d−

∫ h

0

δθ
∂W

∂θ
+ δθx

∂W

∂θx
+ δθz

∂W

∂θz
dz dx+

∫ d+

d−
δh [W + ψg]z=h dx

+ δd+

[∫ h

0

(W + ψg) dz

]x=d+

− δd−
[∫ h

0

(W + ψg) dz

]x=d−

. (5.16)

Since h(d±) = 0, the last two terms in (5.16) are identically zero. The terms

in (5.16) containing derivatives of δθ, namely δθx and δθz, are transformed into

terms involving δθ by using the divergence theorem, namely

∫ ∫
δθα

∂W

∂θα
dΩ =

∮
Γ

δθ
∂W

∂θα
α̂ · ν dΓ−

∫ ∫
δθ
∂

∂α

(
∂W

∂θα

)
dΩ, (5.17)

where α = x or α = z. The line integral along Γ in (5.17) is composed of a

component along ΓNS at z = 0 from x = d− to x = d+ with dΓ = dx and outward

unit normal (5.2), and a component along ΓGN from x = d+ to x = d− on z = h

with dΓ = −
√

1 + h2
x dx and outward unit normal (5.3), and is given explicitly
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by

∮
Γ

δθ
∂W

∂θα
α̂ · ν dΓ = −

∫ d+

d−

[
δθ
∂W

∂θα

]z=0

α̂ · ẑ dx

+

∫ d−

d+

[
δθ
∂W

∂θα

]z=h
α̂ · (hxẑ − ẑ) dx. (5.18)

Equations (5.16)–(5.18) can be combined and rearranged to express the variation

of the bulk elastic energy δEbulk as

δEbulk =

∫ d+

d−

∫ h

0

δθ

(
∂W

∂θ
− ∂

∂x

(
∂W

∂θx

)
− ∂

∂z

(
∂W

∂θz

))
dz dx

+

∫ d+

d−
δh [W + ψg]z=h dx−

∫ d+

d−

[
δθhx

∂W

∂θx

]z=h
dx

+

∫ d+

d−

[
δθ
∂W

∂θz

]z=h
dx−

∫ d+

d−

[
δθ
∂W

∂θz

]z=0

dx. (5.19)

For the gas–nematic interface energy EGN, given by (5.7), using the variations

(5.12) and carrying out integration by parts on the terms involving δhx shows that

δEGN is given by

δEGN =

∫ d+

d−

[
δθ
√

1 + h2
x

∂ωGN

∂θ

+ δh

(√
1 + h2

x

∂ωGN

∂θ

∂θ

∂z
− ∂

∂x

( ∂

∂hx

(√
1 + h2

x ωGN

)))]z=h
dx

+ δd+
[√

1 + h2
x ωGN

]x=d+

− δd−
[√

1 + h2
x ωGN

]x=d−

(5.20)

+

[
δh

∂

∂hx

(√
1 + h2

x ωGN

)]x=d+

d−
−
[
δh

∂

∂hx

(√
1 + h2

x ωGN

)]x=d−

.

(5.21)

Substituting for the variation of the ridge height δh at the contact lines, given by
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(5.13) and (5.14), then yields

δEGN =

∫ d+

d−

[
δθ
√

1 + h2
x

∂ωGN

∂θ

+ δh

(√
1 + h2

x

∂ωGN

∂θ

∂θ

∂z
− ∂

∂x

( ∂

∂hx

(√
1 + h2

x ωGN

)))]z=h
dx

+ δd+

[√
1 + h2

x ωGN − hx
∂

∂hx

(√
1 + h2

x ωGN

)]x=d+

(5.22)

− δd−
[√

1 + h2
x ωGN − hx

∂

∂hx

(√
1 + h2

x ωGN

)]x=d−

.

For the nematic–substrate interface energy ENS, given by (5.8), using the

variations (5.12) shows that δENS is given by

δENS =

∫ d+

d−

[
δθ
∂ωNS

∂θ

]z=0

dx+ δd+ [ωNS]x=d+ − δd− [ωNS]x=d− . (5.23)

For the gas–substrate interface energy EGS, given by (5.9), using the variations

(5.12) shows that δEGS is given by

δEGS = δd− [ωGS]x=d− − δd+ [ωGS]x=d+ . (5.24)

Finally, for the area constraint Carea, given by (5.10), using the variations

(5.12) and the two boundary conditions h(d±) = 0, shows that δCarea is given by

δCarea = −
∫ d+

d−
p0 δh dx. (5.25)

The variation of the functional F is obtained by adding the terms from each

of the individual variations, given by (5.19) and (5.22)–(5.25), so that

δF = δEbulk + δEGN + δENS + δEGS + δCarea. (5.26)
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Since we seek extrema of the free energy E for which δF = 0, and the variations

δθ, [δθ]
z=0, [δθ]

z=h, δh, δd+ and δd− are independent and arbitrary, their coefficients

in δF , given by (5.26), must be zero. Together with the area constraint (5.5) and

the two boundary conditions h(d±) = 0, the coefficients of each variation yield

the governing equations for a nematic ridge, as described in the next section.

5.3 Governing equations for a nematic ridge

Each of the six governing equations derived from setting the coefficients of δθ,

[δθ]
z=h, [δθ]

z=0, δh, δd+ and δd− in (5.26) to zero has a specific physical meaning,

namely the balance of elastic torque within the bulk of the nematic, the balance-

of-couple conditions on the gas–nematic and nematic–substrate interfaces, the

balance-of-stress condition on the gas–nematic interface, and the balance-of-stress

conditions at the contact lines, respectively. These equations, together with the

area constraint, are summarised below.

The balance of elastic torque within the bulk of the nematic, i.e. the Euler–

Lagrange equation, for the elastic free energy density W (θ, θx, θz), is

∂W

∂θ
− ∂

∂x

(
∂W

∂θx

)
− ∂

∂z

(
∂W

∂θz

)
= 0. (5.27)

The balance-of-couple conditions on the gas–nematic interface and the nematic–

substrate interface, namely the weak anchoring conditions [151,201], are given by

∂W

∂θz
− hx

∂W

∂θx
+
√

1 + h2
x

∂ωGN

∂θ
= 0 (5.28)
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on z = h and

−∂W
∂θz

+
∂ωNS

∂θ
= 0 (5.29)

on z = 0, respectively.

The balance-of-stress condition on the gas–nematic interface, which is usually

referred to as the Young–Laplace equation [48], is given by

W + ψg − p0 +
√

1 + h2
x

∂ωGN

∂θ

∂θ

∂z
− ∂

∂x

(
∂

∂hx

(√
1 + h2

x ωGN

))
= 0 (5.30)

on z = h. To distinguish between the classical isotropic Young–Laplace equation

and (5.30) we henceforth refer to (5.30) as the nematic Young–Laplace equation.

The balance-of-stress conditions at the contact lines, which are usually re-

ferred to as Young equations [48], are given by

ωNS − ωGS +
√

1 + h2
x ωGN − hx

∂

∂hx

(√
1 + h2

x ωGN

)
= 0 (5.31)

at x = d±. To distinguish between the classical isotropic Young equations and

(5.31) we henceforth refer to (5.31) as the nematic Young equations.

As mentioned previously, the theoretical description of a volume of nematic

bounded by a gas-nematic and nematic-substrate interface has previously been

considered by Jenkins and Barratt [102], who obtained general forms of the in-

terfacial conditions, which correspond to equations (5.28)–(5.30), and the force

per length on a contact line, and Rey [181,182], who obtained the general forms

of the nematic Young–Laplace equation and the nematic Young equations, which

correspond to equations (5.30) and (5.31), respectively.

Once explicit forms of the energy densities W , ψg, ωGN, ωNS and ωGS have been

prescribed, the balance of elastic torque within the bulk of the nematic (5.27), the

181



three interface conditions (5.28)–(5.30), the two nematic Young equations (5.31),

the area constraint (5.5), and the two boundary conditions h(d±) = 0 specify the

full problem for the five unknowns θ(x, z), h(x), d−, d+ and p0. The unknown

contact angles β± are obtained from the slope of the ridge height hx and (5.4).

5.3.1 The Oseen–Frank bulk elastic energy density and

Rapini–Papoular interface energy densities

As mentioned above, for the bulk elastic energy density W we use the standard

Oseen–Frank bulk elastic energy density, defined by (1.11) and discussed in Sec-

tion 1.7.1. Substituting (5.1) into (1.11) yields

W (θ, θx, θz) =
K1

2
(θz cos θ − θx sin θ)2 +

K3

2
(θx cos θ + θz sin θ)2 , (5.32)

which only depends on splay and bend elastic deformations. Although we proceed

using the full Oseen–Frank energy density (5.32), we note that the commonly used

one-constant approximation of the elastic constants [201] can be implemented in

(5.32) by setting K = K1 = K3, in which case W (θx, θz) = K (θ2
x + θ2

z) /2. The

one-constant approximation will be used in Chapter 6.

As also mentioned above, for the interface energy densities involving the ne-

matic, namely ωGN and ωNS, we use the standard Rapini–Papoular form, defined

by (1.17) and discussed in Section 1.7.3. The appropriate form of the Rapini–

Papoular energy densities for the gas–nematic interface and nematic–substrate

interface is given by

ωGN = σGN +
CGN

4

(
1− 2(νGN · n)2

)
, (5.33)

ωNS = σNS +
CNS

4

(
1− 2(νNS · n)2

)
, (5.34)
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where νGN, CGN and σGN are the outward unit normal (given by (5.2)), anchoring

strength and isotropic interfacial tension for the gas–nematic (GN) interface,

respectively, νNS, CNS and σNS are the outward unit normal (given by (5.3)),

anchoring strength and isotropic interfacial tension for the nematic–substrate

(NS) interface, respectively. Substituting (5.2) and (5.3) into (5.33) and (5.34)

yields

ωGN(θ, hx) = σGN +
CGN

4

[
1− h2

x

1 + h2
x

cos 2θ +
2hx

1 + h2
x

sin 2θ

]
, (5.35)

ωNS(θ) = σNS +
CNS

4
cos 2θ. (5.36)

The gas–substrate interface has constant energy density

ωGS = σGS, (5.37)

where σGS is the isotropic interfacial tension of the gas–substrate interface.

5.3.2 Governing equations for the Oseen–Frank bulk elas-

tic energy density and Rapini–Papoular interface

energy densities

Using (5.32) in (5.27) yields the balance of elastic torque within the bulk of the

nematic,

(
K1 sin2 θ +K3 cos2 θ

)
θxx +

(
K1 cos2 θ +K3 sin2 θ

)
θzz (5.38)

+ (K3 −K1)
[

(θz cos θ − θx sin θ) (θx cos θ + θz sin θ) + θxz sin 2θ
]

= 0.
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Using (5.32) and (5.35) in (5.28) yields the balance-of-couple condition on the

gas–nematic interface,

(
K1 cos2 θ +K3 sin2 θ

)
θz +

1

2
(K3 −K1)(θx − hxθz) sin 2θ

−
(
K1 sin2 θ +K3 cos2 θ

)
hxθx

+
CGN

2
√

1 + h2
x

[
(h2

x − 1) sin 2θ + 2hx cos 2θ
]

= 0 (5.39)

on z = h. Using (5.36) in (5.29) yields the balance-of-couple condition on the

nematic–substrate interface,

−
(
K1 cos2 θ +K3 sin2 θ

)
θz −

1

2
(K3 −K1)θx sin 2θ − CNS

2
sin 2θ = 0 (5.40)

on z = 0. Using (5.32) and (5.35) in (5.30) yields the nematic Young–Laplace

equation,

p0 −W − ψg + σGN
hxx

(1 + h2
x)

3/2
+

CGN

4 (1 + h2
x)

5/2

[
3hxx

[
(h2

x − 1) cos 2θ − 2hx sin 2θ
]

+ (1 + h2
x)

(
4 cos 2θ

[
θx − hx(1 + h2

x)θz

]
(5.41)

+ 2 sin 2θ
[
(1− h4

x)θz + hx(3 + h2
x)θx

])]
= 0

on z = h. In order to express the nematic Young equations (5.31) in terms of the

contact angles β− and β+, we use the relations (5.4). Then, using (5.35)–(5.37)
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in (5.31) yields

CNS

4
cos 2θ +

CGN

4

[
cos 2(θ − β−) cos β− − 2 sin 2(θ − β−) sin β−

]
= σGS − σNS − σGN cos β−, (5.42)

CNS

4
cos 2θ +

CGN

4

[
cos 2(θ + β+) cos β+ − 2 sin 2(θ + β+) sin β+

]
= σGS − σNS − σGN cos β+ (5.43)

at x = d− and x = d+, respectively. The terms on the right-hand sides of (5.42)

and (5.43) appear in the classical isotropic Young equations, while the terms

on the left-hand sides are due to the anisotropic nature of the nematic arising

from the weak anchoring on the nematic–substrate interface and on the gas–

nematic interface. We note that the classical isotropic Young equations (1.39)

are recovered from the nematic Young equations (5.42) and (5.43) by setting

CNS = CGN = 0.

In summary, the balance of elastic torque within the bulk of the nematic

(5.38), the three interface conditions (5.39)–(5.41), the two nematic Young equa-

tions (5.42) and (5.43), the area constraint (5.5), and the two boundary conditions

h(d±) = 0 specify the problem for the five unknowns θ(x, z), h(x), d−, d+ and

p0. We note that, as previously mentioned, while the nematic Young equations

(5.42) and (5.43) were derived assuming the ridge height h is a single-valued func-

tion of x, they also hold when the ridge height h is a double-valued function of

x (as shown in Appendix A), and therefore the nematic Young equations (5.42)

and (5.43) are valid for both scenarios.
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5.4 Conclusions

In this chapter we have derived the governing equations and boundary conditions

for a two-dimensional static ridge of nematic resting on an ideal solid substrate in

an atmosphere of passive gas. Specifically, in Sections 5.1 and 5.2, we derived the

governing equations by minimising the free energy, which is given by the sum of

the bulk elastic energy, gravitational potential energy, and the interface energies,

subject to a prescribed constant cross-sectional area. We then, in Section 5.3,

chose explicit forms of the bulk elastic energy density and the interface energy

densities, namely the standard Oseen–Frank bulk elastic energy density and the

Rapini–Papoular interface energy densities, and obtained the governing equations

(5.38)–(5.43). Specifically, (5.38)–(5.43) determine the director angle θ(x, z), the

ridge height h(x), the contact line positions x = d±, and the Lagrange multi-

plier p0, in terms of the physical parameters, namely the splay and bend elastic

constants K1 and K3, the isotropic interfacial tensions σGN, σNS, and σGS, and

the anchoring strengths CGN and CNS. The governing equations can readily be

adapted to include other effects, such as to include electromagnetic forces, addi-

tional contact line effects, non-ideal substrates, or more detailed models for the

nematic molecular order, such as Q-tensor theory [152]. The governing equations

derived in this chapter will now be applied in Chapter 6 to the scenario of a thin

ridge of nematic with pinned contact lines where we can make significant progress

in solving these equations.

The governing equations derived in this chapter represent the most common

experimental situation, in which the nematic partially coats the substrate (i.e.

the partial wetting state). These equations can also be used to describe the

equilibrium states of complete dewetting, which we denote by D, and of complete

wetting, which we denote by W. In the complete dewetting state, in which

the gas–nematic interface forms a cylinder, the nematic Young equations (5.42)
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and (5.43), the two boundary conditions h(d±) = 0, and the balance-of-couple

condition on the nematic–solid interface (5.40) are not relevant. For the case that

the gas–nematic interface is a perfectly circular cylinder, the possible director

configurations have been extensively studied (see, for example, Kleman [115]).

Similarly, in the complete wetting state, in which the nematic forms a film that

completely coats the substrate, the nematic Young equations (5.42) and (5.43)

and the two boundary conditions h(d±) = 0 are not relevant. The behaviour of the

director and gas–nematic interface for nematic films has been studied previously

(see, for example, Sonin [197] and Manyuhina [139]). In Chapter 7, we will

discuss further how the governing equations relate to the complete dewetting and

complete wetting states.
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Chapter 6

A thin pinned static ridge of

nematic

In this chapter we consider the application of the governing equations derived in

Chapter 5 to a pinned static ridge of nematic (N) of prescribed cross-sectional area

A resting on an ideal solid substrate (S) in an atmosphere of passive gas (G) as

shown in Figure 6.1. Much like in Chapter 5, the ridge has a gas–nematic interface

(the nematic free surface) at z = h(x) and a nematic–substrate interface at z = 0.

However, unlike Chapter 5, we now assume the nematic–substrate–gas three-

phase contact lines at x = d− and x = d+ are pinned (i.e. fixed). Experimentally,

pinned contact lines can be achieved by treatment of the substrate to create either

surface roughness [105] or hydrophobic and hydrophilic areas [159]. In terms of

governing equations derived in Chapter 5, as the two contact lines are pinned,

the nematic Young equations (5.42) and (5.43) are no longer relevant and the

positions of the contact lines are now prescribed. Without loss of generality, the

positions of the pinned contact lines are given by d+ = d and d− = −d, where

d is the prescribed constant semi-width of the ridge, and therefore the Dirichlet
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Figure 6.1: A schematic of a pinned static ridge of nematic (N) resting on an
ideal solid substrate (S) in an atmosphere of passive gas (G), bounded by a gas–
nematic interface at z = h(x) and a nematic–substrate interface at z = 0, with
pinned contact lines at x = ±d. The Cartesian coordinates x and z (where the y-
direction is into the page), the contact angles β− and β+, outward normals of the
nematic–substrate interface and gas–nematic interface νNS and νGN, respectively,
and the height at the middle of the ridge hm are also indicated.

condition on the height of the ridge is now given by

h = 0 at x = ±d. (6.1)

We proceed in Section 6.1 and formulate the governing equations and bound-

ary conditions for a thin ridge of nematic with pinned contact lines. We then

obtain analytical solutions for situations with a uniform director field in Sec-

tion 6.2 before describing situations with a distorted director field in Section 6.3.

We then obtain numerical solutions for various values of anchoring strength in

Section 6.4 and subsequently numerically investigate when either a uniform or a

distorted director field is energetically preferred in Section 6.5. In Section 6.6,

we describe the behaviour of the director in different regions of the nematic–

substrate and gas–nematic anchoring-strength parameter plane, and investigate

the behaviour of the height of the ridge in Section 6.7.

The pinned ridge of nematic we consider in this chapter has many features

relevant to recent research into the self-organisation of columnar discotic liquid

crystal (discotic) phases into ridges [21, 237], which has applications to the con-

trolled printing of semiconductors. Another area of recent research in which
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pinned ridges of liquid crystal occur is diffraction gratings [17,23].

6.1 Model formulation

From Section 6.1.2 onwards we will consider the situation in which the ridge

is thin, and so it is appropriate in this chapter to assume that the height of the

ridge h is a single-valued function of x. We remind the reader that the (unknown)

contact angles formed between the nematic–substrate and gas–nematic interfaces

are given by (5.4), the height of the ridge h is subject to the prescribed cross-

sectional area constraint (5.5), and the director n = n(x, z) is expressed in terms

of the director angle θ = θ(x, z), which is given by (5.1).

6.1.1 Governing equations for a pinned nematic ridge

In this chapter, unlike Chapter 5, we take the one-constant approximation of the

Frank–Oseen bulk elastic energy density (for more detail, see Section 1.7.1), so

that W is given by (1.14). The Rapini–Papoular interface energy densities ωNS

and ωGN remain the same as in Chapter 5, namely (5.35) and (5.36), respectively.

In order to simplify the present problem we also neglect the effects of gravity.

Gravitational effects can be compared with surface-tension effects by considering

the relative size of the capillary length l and the semi-width d. Specifically, when

l � d gravitational effects can be neglected when compared to surface-tension

effects and when l� d surface tension can be neglected compared to gravitational

effects. The capillary length for a gas–nematic interface between air and 5CB is

given by l =
√
σGN/(ρg) ' 2 × 10−3 m, where ρ = 1020 kg m−3 is the density

of 5CB [201] and g is the magnitude of acceleration due to gravity. We assume

that d� 2×10−3 m, and therefore neglect gravitational effects and set ψg = 0 in

(5.41). This assumption is certainly appropriate for many applications, including
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nematic diffraction gratings where d ' 5 × 10−8 m [17], discotic ridges used for

new semiconductor applications where d ' 3.7 × 10−6 m [21], and possibly for

nematic droplets used in the ODF method where d ' 10−4–10−2 m as stated in

Table 1.1.

With the one-constant approximation of the Frank–Oseen bulk elastic energy

density, ψg = 0 and pinned contact lines, the balance of elastic torque within the

bulk of the nematic (5.38) is given by

0 = θxx + θzz, (6.2)

and the three interfacial equations (5.39)–(5.41) are given by

0 = −Kθz −
CNS

2
sin 2θ, (6.3)

0 = K
(
θz − hxθx

)
+

CGN

2
√

1 + h2
x

[
(h2

x − 1) sin 2θ + 2hx cos 2θ

]
, (6.4)

0 = p0 −
K

2

(
θ2
x + θ2

z

)
+ σGN

hxx

(1 + h2
x)

3/2

+
CGN

4 (1 + h2
x)

5/2

[
3hxx

(
(h2

x − 1) cos 2θ − 2hx sin 2θ
)

(6.5)

+ (1 + h2
x)

(
4 cos 2θ

[
θx − hx(1 + h2

x)θz

]
+ 2 sin 2θ

[
(1− h4

x)θz + hx(3 + h2
x)θx

])]
,

on z = 0, z = h, and z = h, respectively. For future reference, we note that the

total energy of the pinned ridge Etot is given by

Etot =

∫ d

−d

∫ h

0

W dz dx+

∫ d

−d
ωNS dx+

∫ d

−d
ωGN

√
1 + h2

x dx. (6.6)
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6.1.2 A thin pinned nematic ridge

To allow for greater analytical progress and because many of the practical appli-

cations described in Section 1.10.2 the nematic ridges and droplets are thin, such

that the height of the ridge or droplet is much smaller than its width, we now

focus on the case that the ridge is thin. We define an appropriate small nondi-

mensional aspect ratio ε in terms of the semi-width d and the cross-sectional area

A as

ε =
A

d2
� 1. (6.7)

For a thin ridge with ε� 1 we nondimensionalise and scale the variables according

to

x = d x∗, z = εd z∗, h = εd h∗,

hm = εd hm
∗, β− = ε β−

∗
, β+ = ε β+∗,

p0 = ε
σGN

d
p∗0, Etot = dσGN E

∗
tot, K = ε3dσGN K

∗,

σNS = σGN σ
∗
NS, CNS = ε2σGN C

∗
NS, CGN = ε2σGN C

∗
GN,

(6.8)

where the stars (∗) denote nondimensional variables. Note that we have nondi-

mensionalised lengths in the x-direction with d and lengths in the z-direction

with εd, and hence the contact angles are scaled with ε. The interfacial tension

σNS and anchoring strengths CNS and CGN are nondimensionalised with the in-

terfacial tension σGN. In order to study the most interesting regime, in which

surface tension, anchoring and elasticity are comparable, we have scaled the elas-

tic constant K and anchoring strengths CNS and CGN such that contributions of

surface tension, anchoring and elasticity appear at leading order in the governing

equations. Less interesting regimes for which elastic effects are much stronger or

much weaker than anchoring effects will be discussed shortly.
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With the stars dropped for clarity, at leading order in ε the bulk elastic equa-

tion (6.2) reduces to

θzz = 0, (6.9)

and hence θ is given by

θ = θNS +
(
θGN − θNS

)z
h
, (6.10)

where θNS = θNS(x) = θ(x, 0) and θGN = θGN(x) = θ(x, h(x)) denote the (un-

known) values of θ on the nematic–substrate interface z = 0 and on the gas–

nematic interface z = h, respectively. At leading order in ε, equations (6.3)–(6.5)

reduce to

K
(
θGN − θNS

)
+ CNSh sin θNS cos θNS = 0, (6.11)

K
(
θGN − θNS

)
− CGNh sin θGN cos θGN = 0, (6.12)

p0 + hxx +
K

2

(
θGN − θNS

h

)2

= 0, (6.13)

respectively. Unlike the full balance-of-couple condition on the gas–nematic in-

terface (6.4), the leading-order balance-of-couple condition on the gas–nematic

interface (6.12) depends only on the local height of the ridge h but not its deriva-

tives. In particular, in the thin-film limit (6.12) is identical to a balance-of-couple

condition on a flat gas–nematic interface (i.e. when h is constant); therefore, θGN

behaves as if the gas–nematic interface were locally flat. In the leading-order

nematic Young–Laplace equation (6.13), the leading-order curvature of the gas–

nematic interface (i.e. hxx) is coupled to a term which depends on both elastic

effects and anchoring effects, namely K (θGN − θNS)2 /(2h2).
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At leading order in ε, the contact-line conditions (6.1) are given by

h = 0 at x = ±1, (6.14)

and hence it follows from the balance-of-couple conditions (6.11) and (6.12) that

θ = θNS = θGN at x = ±1. Also at leading order in ε, the prescribed cross-

sectional area constraint is given by

1 =

∫ 1

−1

h dx, (6.15)

and the leading-order contact angles are given by β− = hx at x = −1 and

β+ = −hx at x = 1.

For a thin pinned ridge the total energy given by (6.6) reduces to

Etot = 2 (1 + σNS) +
1

2
ε2∆E +O(ε3), (6.16)

showing that Etot takes the constant value of 2(1 + σNS) at leading order in

ε, and that variations in Etot appear at second order in ε via the term ∆E =

∆E(h, θNS, θGN), which can be decomposed as

∆E = Eiso + Eelast + ENS + EGN, (6.17)

where

Eiso =

∫ 1

−1

h2
x dx, Eelast = K

∫ 1

−1

(θGN − θNS)2

h
dx,

ENS =
CNS

2

∫ 1

−1

cos 2θNS dx, EGN =
CGN

2

∫ 1

−1

cos 2θGN dx,

(6.18)

are the second-order isotropic energy Eiso, elastic energy Eelast, nematic–substrate

interface anchoring energy ENS, and gas–nematic interface anchoring energy EGN,
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respectively. The special case of an isotropic fluid is recovered by setting K =

CNS = CGN = 0, so that the second-order energy reduces to ∆E = Eiso. The

second-order isotropic energy Eiso is minimised subject to the contact-line con-

ditions (6.14) and the area constraint (6.26) by the solution for the height of

the ridge and the Lagrange multiplier for a static pinned isotropic ridge in the

absence of gravity, denoted hiso = hiso(x) and pI, respectively, namely

hiso =
3

4
(1− x2) and pI =

3

2
. (6.19)

For future reference, we note from inspection of (6.18) and (6.19) that Eiso ≥ 3/4,

Eelast ≥ 0, −|CNS|/2 ≤ ENS ≤ |CNS|/2, and −|CGN|/2 ≤ EGN ≤ |CGN|/2.

In summary, the equations and boundary conditions for a thin pinned ridge

given by the system (6.11)–(6.15) involve the unknowns θNS(x), θGN(x), h(x) and

p0 and the parameters K, CNS and CGN. Once the solutions for θNS, θGN, h, and

p0 have been determined, the contact angles β+ = −hx(1) and β− = hx(−1), the

director angle θ = θNS + (θGN− θNS)z/h, and the second-order energy ∆E (given

by (6.17)) can be readily determined.

For future reference, we note that if h, p0, θNS and θGN are solutions of the

system (6.11)–(6.13) and (6.24)–(6.26) for anchoring strengths CNS and CGN, then

there are three solutions denoted by h̃, p̃0, θ̃NS and θ̃GN for anchoring strengths

C̃NS and C̃GN with h̃ = h, p̃0 = p0 and

θ̃NS = θGN, θ̃GN = θNS, C̃NS =CGN, C̃GN =CNS, (6.20)

θ̃NS =
π

2
− θNS, θ̃GN =

π

2
− θGN, C̃NS =− CNS, C̃GN =− CGN, (6.21)

θ̃NS =
π

2
− θGN, θ̃GN =

π

2
− θNS, C̃NS =− CGN, C̃GN =− CNS. (6.22)

In (6.20), exchanging CNS and CGN leads to an exchange of the θNS and θGN solu-

tions. In (6.21), changing CNS and CGN from planar to homeotropic preferred, or
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vice versa, leads to a rotation of the director angles by π/2. In (6.22), exchang-

ing CNS and CGN (as in (6.20)) and changing them from planar to homeotropic

preferred, or vice versa (as in (6.21)), leads to an exchange of the θNS and θGN

solutions and a rotation of the director angles by π/2. As a consequence of

(6.20)–(6.22), any particular solution for a given pair of anchoring strengths also

provides solutions for three other pairs of anchoring strengths, which are obtained

using (6.20)–(6.22).

The leading-order problem given by the system (6.11)–(6.15) yields multiple

solutions which can be trivially related. Specifically, if h, p0, and θ are solutions

of the system (6.11)–(6.15), then h̄, p̄0, and θ̄ are also solutions of the system

(6.11)–(6.15) where

h̄ = h, p̄0 = p0, and θ̄ = mπ ± θ, (6.23)

where m is any integer value. Provided θ is non-constant it is useful to denote

solutions that can be expressed as mπ + θ “positive” θ solutions, and solutions

that can be expressed as mπ − θ “negative” θ solutions. We note that the terms

“positive” and “negative” θ solutions refer to the sign of θ compared to the closest

integer multiple of π rather than the numerical value of the θ solution. Further-

more, for the thin ridge considered in this chapter, since there are no x-derivatives

of θ in the system (6.11)–(6.15), any solution for θ as a function of x can contain

any number of discontinuities, provided (6.11)–(6.13) are satisfied through the

discontinuity and, in particular, that (θGN− θNS)2 is continuous. Specifically, any

solution for θ can contain a discontinuous jump to mπ±θ at any position x. Any

such discontinuities in the leading-order solution are associated with disclination

lines. Although the present thin-film limit allows for the existence of disclination

lines, in the absence of the present thin-film limit, disclination lines are, in gen-

eral, energetically unfavourable compared to solutions without disclination lines
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because they have an increased elastic energy associated with large x-derivatives

of θ [132, 205, 219]. The exception is for situations where the symmetry of the

system may necessitate the presence of a disclination line at the centre of the

ridge. Indeed, previous work on nematic microwrinkle grooves by Ohzono and

Fukuda [158], nematic microfluidic channels by Sungupta et al. [193], and nematic

droplets by Kleman [115] shows that disclination lines are often found experimen-

tally at the centre of grooves, channels, and droplets, respectively. We therefore

only allow a disclination line at the centre of the ridge (i.e. at x = 0).

6.1.3 The symmetry of the height of the ridge and the

director angle

For the remainder of this chapter, we assume that the height of the ridge h is

symmetric about its midpoint, i.e. that h is an even function of x, and that

h has a single maximum at x = 0, denoted by hm = h(0). As we assume

h is an even function of x, the two contact angles β− and β+ are equal, i.e.

β = β− = β+. Although we have been unable to formally prove the validity of

these assumptions, we note that extensive numerical investigations of the system

(6.11)–(6.15), including using asymmetric initial conditions for θNS, θGN and h (for

more details, see Appendix B), have only ever found continuous even symmetry

solutions for h. These extensive numerical investigations have also only found

continuous solutions for θNS and θGN that have even symmetry, i.e. no solutions

for θNS and θGN that are continuous have been found with odd symmetry or

asymmetry. Discontinuous solutions for θNS and θGN, i.e. those that contain

disclination lines, can be obtained by using asymmetric initial conditions for θNS

and θGN (for more details, see Appendix B).

Given the symmetry of continuous solutions for the director angles θNS and

θGN and the height of the ridge h, we can now focus on solutions for θNS, θGN and
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(a) (b) (c) (d)

Figure 6.2: Schematic diagram showing the director n (indicated by the solid
grey rods) with planar anchoring preferred on the nematic–substrate interface
and homeotropic anchoring preferred the gas–nematic interface for (a) a positive
θ solution with even symmetry, (b) a negative θ solution with even symmetry,
(c) a positive θ solution in the right-hand half with odd symmetry, and (d) a
negative θ solution in the right-hand half with odd symmetry.

h in the right-hand half of the ridge 0 ≤ x ≤ 1. We construct the solution for θNS

and θGN in the left-hand half of the ridge −1 ≤ x < 0 using either odd symmetry

about x = 0, so that θi(x) = −θi(−x), or even symmetry about x = 0, so that

θi(x) = θi(−x), where i = NS or i = GN. We construct the solution for h in the

left-hand half of the ridge −1 ≤ x < 0 using even symmetry. The θNS and θGN

solutions with odd symmetry have a disclination line at x = 0, which corresponds

to a jump in θ from mπ± θ to mπ∓ θ at the centre of the ridge, and the θNS and

θGN solutions with even symmetry do not have a disclination line at the centre

of the ridge. In the present thin-film limit, there are therefore four different, but

energetically equivalent, solutions for θ that may be constructed from a single

solution for θ in the right-hand half of the ridge, namely either a positive θ solution

or a negative θ solution in the right-hand half of the ridge with either even or odd

symmetry in the left-hand half of the ridge. To illustrate these four different θ

solutions, Figure 6.2 shows the director n with planar anchoring preferred on the

nematic–substrate interface and with homeotropic anchoring preferred the gas–

nematic interface. Figure 6.2(a) and (b) show the positive and negative θ solutions

with even symmetry, respectively, where the homeotropic weak anchoring on

the gas–nematic interface fails to align the director normally to the gas–nematic

interface in the left-hand half and right-hand half, respectively, but no disclination
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line present at the centre of the ridge. Figure 6.2(c) shows the positive θ solution

in the right-hand half with odd symmetry, where the homeotropic weak anchoring

on the gas–nematic interface aligns the director normally to the gas–nematic

interface, but there is a disclination line at the centre of the ridge. Figure 6.2(d)

shows the negative θ solution in the right-hand half with odd symmetry, where

the homeotropic weak anchoring on the gas–nematic interface fails to align the

director normally to the gas–nematic interface in both the left-hand half and right-

hand half and there is a disclination line at the centre of the ridge. A consideration

of higher-order energy terms that describe the increased elastic energy associated

with the disclination line or the increased anchoring energy associated with the

director not aligning normally to the homeotropic gas–nematic interface would

be required in order to determine which solution has the lowest energy, and

is therefore energetically preferred. Although we will not consider higher-order

energy terms and can therefore not determine which of these solutions has the

lowest energy, the previous works mentioned in Section 6.1.2, which show that

disclination lines have been found at the centre of grooves, channels, and droplets,

may indicate that the lowest energy of these solutions will be the positive θ

solution in the right-hand half with odd symmetry (Figure 6.2(c)). However,

further theoretical and experimental work is required to confirm this.

As we now consider solutions in the right-hand half of the ridge, the two

contact-line conditions (6.14) may be replaced by a single contact-line condition,

namely

h = 0 at x = d, (6.24)

and a symmetry and regularity condition, namely

hx = 0 at x = 0. (6.25)

199



Also, the area constraint (6.15) may be expressed as

2

∫ 1

0

h dx = 1, (6.26)

and the two contact angles β− and β+ are now equal, i.e. β = β− = β+.

6.1.4 The limits of strong and weak elasticity

Although in what follows we focus on the most interesting regime in which

surface-tension, anchoring and elasticity effects are all comparable, namely K '

|CNS|, |CGN|, it is useful to discuss briefly the director angle behaviour in the

limit when elastic effects are much stronger than anchoring effects, namely K �

|CNS|, |CGN|, and in the limit when elastic effects are much weaker than anchoring

effects, namely K � |CNS|, |CGN|. When K � |CNS|, |CGN|, elastic effects domi-

nate and the system (6.11)–(6.13) and (6.24)–(6.26) has director angle solutions

which are uniform everywhere with θ ≡ θNS = θGN, which will be discussed in Sec-

tion 6.2. When K � |CNS|, |CGN|, anchoring effects dominate and θNS and θGN

are constants given by their preferred orientation on the nematic–substrate inter-

face and gas–nematic interface, respectively. For non-antagonistic anchoring, this

leads to director angle solutions that are uniform everywhere with θ ≡ θNS = θGN.

However, for antagonistic anchoring, this will lead to distorted director solutions

with θNS 6= θGN, except for close to the contact lines (i.e. near to x = ±1), where

there are boundary layers, namely a narrow reorientational boundary layer in

which elastic effects become significant and θNS → θGN, and a second narrow

uniform boundary layer in which θ ≡ θNS = θGN. In the present thin-film limit,

dimensional values introduced in Section 6.1.1 indicate that the most physically

realistic limits to consider are K ' |CNS|, |CGN| and K � |CNS|, |CGN|.
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6.2 Uniform director solutions

The system (6.11)–(6.13) and (6.24)–(6.26) has uniform director solutions for all

values of CNS, CGN and K, given by

θNS = θGN ≡
mπ

2
, h = hiso(x), and p0 = pI, (6.27)

so that θ ≡ mπ/2, where m is any integer, and hiso and pI are the solutions for

the height and for the Lagrange multiplier for an isotropic ridge given by (6.19),

respectively. In particular, the height at the middle of the ridge and contact angle

are hm = h(0) = 3/4 and β = −hx(1) = 3/2, respectively. We note that these

solutions are independent of CNS, CGN, and K; however, the second-order energy

(6.17) of these solutions depends on CNS and CGN and is given by

∆E =
3

4
+

1

2
(CNS + CGN) cosmπ. (6.28)

Inspection of (6.28) shows that a uniform homeotropic solution, which we call

“the H solution”, with θ ≡ θNS = θGN ≡ π/2 (i.e. odd values of m) and hence

n = ẑ, is energetically preferred when CNS + CGN > 0, and a uniform planar

solution, which we call “the P solution”, with θ ≡ θNS = θGN ≡ 0 (i.e. even

values of m) and hence n = x̂, is energetically preferred when CNS + CGN < 0.

When CNS +CGN > 0, either the anchoring is non-antagonistic with homeotropic

anchoring, or the anchoring is antagonistic with the homeotropic anchoring being

the strongest, and when CNS +CGN < 0, either the anchoring is non-antagonistic

with planar anchoring, or the anchoring is antagonistic with the planar anchoring

being the strongest.
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(a) (b)

Figure 6.3: Sketches of (a) the H solution and (b) the P solution. The director
field n is indicated by the solid grey rods with n = ẑ in (a) and n = x̂ in (b).

From (6.28) the second-order energies of the H and P solutions are given by

∆EH =
3

4
− 1

2
(CNS + CGN) and ∆EP =

3

4
+

1

2
(CNS + CGN) , (6.29)

respectively. Figure 6.3(a) and (b) show sketches of the H solution and P solu-

tion, respectively. As the director is uniform everywhere for these solutions, the

director angle in the vicinity of the contact lines is determined by the interface

with the strongest anchoring, namely θ = π/2 when CNS + CGN > 0 and θ = 0

when CNS + CGN < 0.

6.3 Distorted director solutions

In addition to the H and P solutions, which are solutions for all values of CNS,

CGN and K, for certain values of CNS, CGN and K there can also be solutions of

the system (6.11)–(6.13) and (6.24)–(6.26) with θNS 6= θGN in which the director

is distorted, and therefore the system has non-unique solutions. For these dis-

torted director solutions, the balance-of-couple conditions (6.11) and (6.12) can

be combined and rearranged into the form

hc

h
= f(θNS, θGN) for θNS 6= θGN. (6.30)
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In (6.30), hc is the Jenkins–Barratt–Barbero–Barberi critical thickness [9, 102]

discussed in Section 1.7.4, hereafter simply referred to as “the critical thickness”

for brevity, given by

hc = K

(
1

CNS

+
1

CGN

)
, (6.31)

and the function f(θNS, θGN) is given by

f(θNS, θGN) =
sin 2θNS − sin 2θGN

2 (θNS − θGN)
, (6.32)

which, using the mean value theorem, lies in the range |f(θNS, θGN)| < 1 for

θNS 6= θGN. We note that although hc is referred to as a thickness it can be

positive, negative or zero. In particular, inspection of (6.31) shows that for

antagonistic anchoring, if homeotropic alignment is stronger (i.e. CNS > |CGN| > 0

or CGN > |CNS| > 0) then hc < 0, if planar alignment is stronger (i.e. CNS <

−|CGN| < 0 or CGN < −|CNS| < 0) then hc > 0, and if homeotropic and planar

alignment are of equal strength (i.e. CNS = −CGN) then hc = 0. Similarly, for

non-antagonistic anchoring, if the preferred director alignments are homeotropic

(i.e. CNS > 0 and CGN > 0) then hc > 0, and if the preferred director alignments

are planar (i.e. CNS < 0 and CGN < 0) then hc < 0.

Equation (6.30) determines the values of the critical thickness hc, and there-

fore values of CNS, CGN and K, for which distorted director solutions are possi-

ble. In particular, since |f(θNS, θGN)| < 1 then by (6.30), h > |hc| provided that

θNS 6= θGN. Therefore, the director can only be distorted in the z-direction, i.e.

have a solution with θNS 6= θGN, at positions x for which h > |hc|. Conversely, at

positions x for which h ≤ |hc| the director can only be uniform in the z-direction,

i.e. with θ ≡ θNS = θGN = mπ/2. Consequently, when h ≤ |hc| for all 0 ≤ x ≤ 1,

the director is uniform everywhere and the solution is either the H solution or
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the P solution, given by (6.27). When h > |hc| at x = 0, either the solution for

the director is uniform in an edge region xc ≤ x ≤ 1, where x = xc is the critical

position at which h(xc) = |hc|, and distorted in a central region 0 ≤ x < xc

in which h > |hc| and θ = (θGN − θNS)z/h + θNS or the solution for the is uni-

form everywhere, i.e. the H solution or the P solution. We call distorted director

solutions with a homeotropic edge region “DH solutions” and distorted director

solutions with a planar edge region “DP solutions”. In summary, DH and DP

solutions are given by

θ =


(θGN − θNS)

z

h
+ θNS for 0 ≤ x < xc,

mπ

2
for xc ≤ x ≤ 1,

(6.33)

where m is an odd integer for DH solutions and m is an even integer for DP

solutions.

In the edge region, the nematic Young–Laplace equation (6.13) reduces to

hxx = −p0, which may be integrated with respect to x using the contact line

condition (6.24) and h(xc) = |hc| to yield the height of the ridge h in terms of

two as-yet-unknown quantities p0 and xc, namely

h = (1− x)

[
p0

2
(x− xc) +

|hc|
1− xc

]
for xc ≤ x ≤ 1, (6.34)

i.e. in the edge region h is a quadratic function of x. In the limit xc → 0+, the

solution (6.34) must satisfy the symmetry and regularity condition (6.25) and the

area constraint (6.26), which yield |hc| = p0/2 and p0 = pI = 3/2, respectively,

and hence as xc → 0+ then h→ hiso and |hc| → 3/4, where hiso is given by (6.19).

In particular, in the limit xc → 0+ the edge region occupies the entire ridge and

DH and DP solutions transition to the H and P solutions, respectively.

The second-order energy ∆E for DH and DP solutions can be expressed using
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(6.17), (6.18), (6.33) and (6.34), as

∆E =

∫ xc

0

[
K

(θGN − θNS)2

h
+ h2

x +
CNS

2
cos 2θNS +

CGN

2
cos 2θGN

]
dx

+
CNS + CGN

2
(1− xc) cosmπ +

h2
c

1− xc

+
p2

0

12
(1− xc)

3. (6.35)

Since the director angle in the edge region enters (6.35) only through the term

involving CNS +CGN, DH solutions (i.e. odd m) are energetically preferred to DP

solutions (i.e. even m) when CNS + CGN > 0 and hence when hc < 0, and DP

solutions are energetically preferred to DH solutions when CNS + CGN < 0 and

hence when hc > 0. Therefore, similar to the H and P solutions discussed in

Section 6.2, for DH and DP solutions, the director angle in the vicinity of the

contact lines is determined by the interface with the strongest anchoring, namely

θ = π/2 at x = 1 when CNS +CGN > 0 and θ = 0 at x = 1 when CNS +CGN < 0.

In general, in the central region, the director angles θNS and θGN, and the

height of the ridge h must be determined numerically. We note that a parametric

solution to the system (6.11)–(6.13) and (6.24)–(6.26) is available; however, the

practical value of this solution is severely limited as it relies on also obtaining

a numerical solution of the problem in order to determine if there is a turning

point in either θNS or θGN. The details of this parametric solution are provided

in Appendix C.

A special case of completely distorted director solutions, which we call “D

solutions”, occur when the anchoring strengths of the nematic–substrate interface

and the gas–nematic interface are exactly equal and opposite, i.e. when CGN =

−CNS, and hence the critical thickness is zero, i.e. hc = 0. In this special case the

central region occupies the entire ridge and the director is distorted everywhere,

i.e. θNS 6= θGN for 0 ≤ x < 1. We note that further analytical progress can be

made asymptotically for D solutions in the distinguished limits CGN = −CNS → 0
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and CGN = −CNS →∞ (see Appendix D for more details).

6.4 Solutions for the director angles and height

of the ridge

We now proceed to solve the system (6.11)–(6.13) and (6.24)–(6.26) numerically

and determine the regions of parameter space in which the possible solutions

discussed above are energetically preferred. The numerical procedure used to

solve the system (6.11)–(6.13) and (6.24)–(6.26) used MATLAB’s stiff differential-

algebraic equation solver ode15s [142] (for more detail see Appendix B). Repre-

sentative numerical solutions for θNS and θGN (Figure 6.4) and for the height of

the ridge h and the director field n (Figure 6.5) are plotted in Figures 6.4 and 6.5,

respectively, for K = 1, with homeotropic anchoring on the gas–nematic interface

for various values of CGN > 0 and planar anchoring on the nematic–substrate in-

terface for various values of CNS < 0. Figure 6.4(a) and Figure 6.5(a) illustrate

that when the planar anchoring strength of the nematic–substrate interface is

stronger than the homeotropic anchoring strength of the gas–nematic interface

(specifically in the case when CNS = −4.75 and CGN = 0.75), the P solution

is obtained. Figure 6.4(b)–(d) and Figure 6.5(b)–(d) show that when the an-

choring strengths are closer in magnitude with the planar anchoring being the

stronger of the two (specifically in the cases when CNS = −4.25 and CGN = 1.25,

CNS = −3.5 and CGN = 2, and CNS = −3 and CGN = 2.5), DP solutions are

obtained. We note that for the DP solution shown in Figure 6.4(b) in the cen-

tral region both θNS and θGN are monotonic functions of x; whereas, for the

DP solutions shown in Figure 6.4(c) and (d) θNS is monotonic but θGN is non-

monotonic. In Figure 6.4(e) and Figure 6.5(e), when the anchoring strength of

the nematic–substrate interface and gas–nematic interface are equal and opposite
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 6.4: Representative numerical solutions for the director angle on the
nematic–substrate interface θNS (solid line) and the gas–nematic interface θGN

(dashed line) for K = 1, with homeotropic anchoring on the gas–nematic inter-
face for CGN = CNS + 5.5 > 0, and planar anchoring on the nematic–substrate
interface for (a) CNS = −4.75, (b) CNS = −4.25, (c) CNS = −3.5, (d) CNS = −3,
(e) CNS = −2.75, (f) CNS = −2.5, (g) CNS = −2, (h) CNS = −1.25, and (i)
CNS = −0.75.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 6.5: Representative numerical solutions for the height of the ridge h (solid
line bounding the grey region) and the director field n (grey rods) for K = 1, with
homeotropic anchoring on the gas–nematic interface for CGN = CNS + 5.5 > 0,
and planar anchoring on the nematic–substrate interface for (a) CNS = −4.75, (b)
CNS = −4.25, (c) CNS = −3.5, (d) CNS = −3, (e) CNS = −2.75, (f) CNS = −2.5,
(g) CNS = −2, (h) CNS = −1.25, and (i) CNS = −0.75. The critical thickness
z = h(xc) = |hc| and the critical position x = xc are shown by dashed lines.

208



(specifically CGN = −CNS = 2.75), a D solution is obtained, in which θNS and

θGN are symmetric about π/4. Figure 6.4(f)–(h) and Figure 6.5(f)–(h) show that

when the anchoring strengths are closer in magnitude with the homeotropic an-

choring being the stronger of the two (specifically in the cases when CNS = −2.5

and CGN = 3, CNS = −2 and CGN = 3.5, and CNS = −1.25 and CGN = 4.25),

DH solutions are obtained. Much like the DP solutions discussed above, for the

DH solution shown in Figure 6.4(f), both θNS and θGN are monotonic functions

of x; whereas, for the DH solutions shown in Figure 6.4(g) and (h), θNS is non-

monotonic but θGN is monotonic. Figure 6.4(i) and Figure 6.5(i) illustrate that

when the homeotropic anchoring strength of the gas–nematic interface is stronger

than the planar anchoring strength of the nematic–substrate (specifically in the

case when CNS = −0.75 and CGN = 4.75), the H solution is obtained.

Although there is some variation in the height of the ridge h evident in Fig-

ure 6.5, we note that for the anchoring strengths shown in Figures 6.4 and 6.5,

h does not vary greatly from h = hiso. In particular, the maximum difference in

the magnitude of h and h = hiso for the solutions shown in Figures 6.4 and 6.5 is

max|h−hiso| ' 0.009 for the D solution shown in Figure 6.4(e) and Figure 6.5(e).

We note that for larger anchoring strengths than those used in Figures 6.4 and 6.5

there is a greater variation of h from h = hiso, which we will discuss in Section 6.7.

Some of the solutions presented in Figures 6.4 and 6.5 are related to other

solutions presented in Figures 6.4 and 6.5 by (6.20)–(6.22). In particular, using

(6.22) on the solutions shown in Figure 6.4(i), (h), (g), and (f), we obtain the

solutions shown in Figure 6.4(a), (b), (c), and (d).
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6.5 Energetically preferred solutions

6.5.1 Antagonistic anchoring

For antagonistic anchoring, both distorted director solutions (i.e. DH, DP and D

solutions) and the uniform director solutions (i.e. the H and P solutions) are pos-

sible solutions to the system (6.11)–(6.13) and (6.24)–(6.26). To determine which

solutions have the lowest second-order energy and are therefore the energetically

preferred solutions, we now compare the second-order energy ∆E, given by (6.17)

and (6.18), of the solutions shown in Figures 6.4 and 6.5 with the second-order

energy of the H and P solutions, namely ∆EH and ∆EP. The DH and DP so-

lutions shown in Figure 6.4(b) and (h), (c) and (g), and (d) and (f) have equal

second-order energy given by ∆E ' −0.760, ∆E ' −0.248, and ∆E ' −0.077,

respectively. For each of these DH and DP solutions, ∆E is less than ∆EH and

∆EP for the same parameter values. Therefore the DH and DP solutions shown in

Figure 6.4(b)–(d) and Figure 6.4(f)–(h), respectively, are energetically preferred

to the H and P solutions. The D solution shown in Figure 6.4(e) has second-order

energy given by ∆E ' −0.050, which is less than ∆EH and ∆EP. Therefore the D

solution shown in Figure 6.4(e) is energetically preferred to the H and P solutions.

As previously mentioned, further analytical progress can be made asymptot-

ically for D solutions in the distinguished limit CGN = −CNS → 0. In partic-

ular, in the limit CGN = −CNS → 0, the second-order energy of D solutions

is given by ∆E ' 3/4 − C2
GN/8K (see Appendix D for more details), which is

always less than the second-order energy of the H and P solutions (6.29) with

CGN = −CNS, namely ∆EH = ∆EP = 3/4, and therefore in this limit D solutions

are energetically preferred to the H and P solutions. In fact, extensive numerical

investigations, covering a range of parameters values including 10−1 ≤ K ≤ 102,

|CNS| ≤ 102, |CGN| ≤ 102, strongly suggest that for antagonistic anchoring, dis-
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torted director solutions (i.e. DH, DP and D solutions) are of lower energy than

the uniform director solutions (i.e. the H and P solutions) when |hc| < 3/4. As a

consequence, the energetically preferred solutions for antagonistic anchoring can

be expressed in terms of the critical thickness hc as follows: H, DH, D, DP and

P solutions are energetically preferred for hc ≤ −3/4, −3/4 < hc < 0, hc = 0,

0 < hc < 3/4, and hc ≥ 3/4, respectively. Figure 6.6 shows a schematic summary

of the energetically preferred solutions for antagonistic anchoring in terms of the

critical thickness hc.

6.5.2 Non-antagonistic anchoring

For non-antagonistic anchoring, distorted director solutions are possible when

|hc| < 3/4; however, inspection of the second-order energy ∆E, given by (6.17)

and (6.18), for distorted director solutions with non-antagonistic anchoring show

that Eiso ≥ 3/4, Eelast > 0, ENS > −|CNS|/2, and EGN > −|CGN|/2, and therefore

either ∆E > ∆EH or ∆E > ∆EP for these solutions. Hence these distorted

director solutions are never energetically preferred, and so we will not discuss

them further here; however, we note that similar high-energy distorted director

solutions in a static layer of nematic of uniform thickness bounded between two

parallel substrates with non-antagonistic anchoring has been studied previously

(for more details, see Davidson [44]).

6.6 Anchoring-strength parameter plane

The energetically preferred solutions summarised in Figure 6.6 can be presented

in a single anchoring-strength parameter plane (i.e. a CNS–CGN parameter plane)

as shown in Figure 6.7 in the particular case of K = 1. As we will discuss below,

this figure would be qualitatively similar for other values of K. The parame-
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(a) (b)

(c) (d)

(e)

Figure 6.6: Schematic summary of the energetically preferred solutions for an-
tagonistic anchoring in terms of the critical thickness hc. Sketches of (a) the
H solution (hc ≤ −3/4), (b) a DH solution (−3/4 < hc < 0), (c) a D solution
(hc = 0), (d) a DP solution (0 < hc < 3/4), and (e) the P solution (hc ≥ 3/4)
are shown, where the director field n is indicated by the solid grey rods. The
magnitude of the critical thickness |hc| and the critical position xc are shown by
the horizontal and vertical dashed lines at z = |hc| and x = xc, respectively.
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Figure 6.7: The CNS–CGN parameter plane for K = 1. Regions of the parameter
plane where the H solution (shown in dark red), the P solution (shown in dark
blue), DP solutions (shown in light blue), and DH solutions (shown in light red) are
energetically preferred are labelled. D solutions are energetically preferred along
the solid black line corresponding to hc = 0, the black dashed line corresponds
to hc = −3/4, the black dotted line corresponds to hc = 3/4, and the solutions
shown in Figures 6.4 and 6.5 are labelled (a)–(i) and indicated by solid points
(•). The dashed grey, dotted grey, and solid black lines separate the regions (I)
and (II) in which both θNS and θGN are monotonic functions of x, and the regions
(III)–(VI) in which one of θNS and θGN is a monotonic function of x and the other
is a non-monotonic function of x, as described in the text.
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ter plane contains three curves separating the regions of energetically preferred

solutions: the solid black line on which hc = 0 corresponds to D solutions, the

dashed line on which hc = −3/4 separates the region in which the H solution

is energetically preferred from the region in which DH solutions are energetically

preferred, and the dotted line on which hc = 3/4 separates the region in which

the P solution is energetically preferred from the region in which DP solutions

are energetically preferred. The solutions shown Figures 6.4 and 6.5 are labelled

(a)–(i) and indicated by solid points on the parameter plane. Using (6.31), the

curves on which hc = 3/4 and hc = −3/4 are given in terms of the parameters

CNS, CGN and K by

CGN =
4KCNS

3CNS − 4K
(6.36)

and

CGN = − 4KCNS

3CNS + 4K
, (6.37)

respectively. In the limit of CNS → ∞ the curves (6.36) and (6.37) approach

CGN = 4K/3 and CGN = −4K/3 from above, respectively, and in the limit

of CNS → −∞ they approach CGN = 4K/3 and CGN = −4K/3 from below,

respectively. In particular, Figure 6.7 shows that for CNS > 4K/3 or CGN >

4K/3 the planar P solution is never energetically preferred and, similarly, for

CNS < −4K/3 or CGN < −4K/3 the homeotropic H solution is never energetically

preferred. This result may be important for industrial applications involving

pinned nematic ridges, where uniform homeotropic or planar director alignment

(i.e. the H or P solutions) could be eliminated by selecting the anchoring of the

nematic–substrate (i = NS) and/or the gas–nematic (i = GN) interfaces to be

|Ci| > 4K/3.
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As K is varied, the curves on which hc = −3/4 and hc = 3/4, given by (6.36)

and (6.37), vary; however, the qualitative behaviour shown in Figure 6.7 remains

the same. In particular, for weak elastic effects K � 1, the curves on which

hc = ±3/4 approach the axes CNS = 0 and CGN = 0, showing that DH and DP

solutions are energetically preferred for all situations with antagonistic anchoring

when elastic effects are weak. For strong elastic effects K � 1, the curves on

which hc = ±3/4 approach the straight line CGN = −CNS, showing that the H

and P solutions are energetically preferred for all situations with antagonistic

anchoring when elastic effects are strong.

In the top right and bottom left quadrants of Figure 6.7 which correspond

to non-antagonistic anchoring, i.e. where CNSCGN > 0, the P solution and the

H solution are energetically preferred for all values K, respectively. In these

quadrants we have indicated the two regions in which |hc| < 3/4, i.e. above the

dotted line in the top right quadrant and below the dashed line in bottom left

quadrant, in which the distorted director solutions are possible. However, as

previously stated, the P solution is always the energetically preferred solution in

the bottom left quadrant, and the H solution is always the energetically preferred

solution in the top right quadrant.

Figure 6.7 shows six regions, labelled (I)–(VI), which correspond to regions

of the parameter plane where either both θNS and θGN are monotonic functions

of x, or one of θNS and θGN is a monotonic function of x and the other is a

non-monotonic function of x. In particular, in the regions (I) and (II) shown in

Figure 6.7, which are between the dashed black and grey lines and the dotted

black and grey lines, respectively, both θNS and θGN are monotonic functions of

x (as shown in Figure 6.4(b) and (h)). In the regions (III) and (VI) shown in

Figure 6.7, which are in the top left quadrant between the solid black and dashed

grey lines, and the bottom right quadrant between the dotted grey and solid black
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lines, respectively, θNS is a monotonic function of x and θGN is a non-monotonic

function of x (as shown in Figure 6.4(f) and (g)). In the regions (IV) and (V)

shown in Figure 6.7, which are in the bottom right quadrant between the solid

black and dashed grey lines and the top left quadrant between the dotted grey

and solid black lines, respectively, θNS is a non-monotonic function of x and θGN is

a monotonic function of x (as shown in Figure 6.4(c) and (d)). These six regions

of the anchoring-strength parameter plane are used as part of the parametric

solution discussed in Appendix C.

6.7 Behaviour of the height of the ridge h

As discussed previously, for the H and P solutions, the height of the ridge is given

by h = hiso, whereas, for DH, DP, and D solutions, h must be obtained numeri-

cally. In Figure 6.8, we plot contours of the height at the middle of the ridge hm,

the contact angle β, and the critical position xc on the CNS–CGN parameter plane

for K = 1. In particular, Figure 6.8 shows that hm, β, and xc take the constant

values hm = 3/4, β = 3/2, and xc = 0, respectively, for the H and P solutions.

Figure 6.8(a) and (b) show that for DH, DP, and D solutions, hm and β

can vary non-monotonically as a function of CNS or CGN. For example, for any

D solution in Figure 6.8(a) and (b) which are energetically preferred along the

line CGN = −CNS, upon reducing the magnitude of either CNS or CGN, the D

solution transitions to a DH or DP solution, and there is an initial increase and

then a subsequent decrease in hm, accompanied by an initial decrease and then a

subsequent increase in β. Continued reductions in the magnitude of either CNS or

CGN result in hc ≥ 3/4, where a DH or DP solution transitions to the H solution or

the P solution, respectively, with hm = 3/4 and β = 3/2. Figure 6.8(c) shows that

for DH, DP and D solutions, xc varies monotonically as a function of CNS or CGN.
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(a) hm (b) β

(c) xc

Figure 6.8: Contours of (a) the height at the middle of the ridge hm, (b) the
contact angle β, and (c) the critical position xc obtained from numerical solutions
of the system (6.11)–(6.13) and (6.24)–(6.26) plotted on the CNS–CGN parameter
plane for K = 1. The dotted and dashed curves correspond to the contours
hm = 3/4, β = 3/2, and xc = 0 on which hc = 3/4 and hc = −3/4, respectively.
Regions of the CNS–CGN parameter plane are coloured and labelled as described
in Figure 6.7.
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For example, for any D solution in Figure 6.8(c), upon reducing the magnitude

of either CNS or CGN, the D solution transitions to a DH or DP solution and xc

decreases. Continued reductions in the magnitude of either CNS or CGN result in

a monotonic decrease in xc from xc = 1 to xc = 0, where a DH or DP solution

transitions to the H solution or the P solution, respectively.

Some of the non-monotonic behaviour of hm and β shown in Figure 6.8(a)

and (b) can be explained by considering how the height of the ridge adjusts

through changes in hm and β to reduce the elastic energy, which is given in

(6.18). Clearly, for DH and DP solutions, the contribution to the elastic energy

from the edge region, where θ ≡ θNS = θGN, is zero, but the contribution to the

elastic energy in the central region, where θNS 6= θGN, is nonzero. For D solutions,

the central region occupies the whole ridge, and close to the contact lines where

h → 0, the contribution to the elastic energy is large. In order to reduce this

large contribution to the elastic energy, h adjusts accordingly. In particular,

hm decreases and β increases, i.e. increasing h close to the contact lines. To

illustrate this clearly, an example D solution is plotted in Figure 6.9(a) for K = 1

and CNS = −CGN = −100. As discussed above, upon reducing the magnitude of

either CNS or CGN from CNS = −CGN, a D solution will transition to a DH or DP

solution, and there is an initial increase in hm and an initial decrease in β. This

initial adjustment of h can be explained as h adjusting to increase hm to reduce

the contribution to the elastic energy in the central region. Because h must obey

the area constraint (6.26), the increase in hm is associated with a decrease in β.

To illustrate this clearly, an example DP solution is plotted in Figure 6.9(b) for

K = 1, CNS = −100 and CGN = 2. As discussed above, after further reducing

the magnitude of either CNS or CGN, there is a subsequent decrease in hm and an

increase in β until hm = 3/4 and β = 3/2, where a DH or DP solution transitions

to the H solution or the P solution, respectively. Explaining these subsequent

adjustments of h in terms of just the elastic energy is not possible. Finally,
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(a) (b)

Figure 6.9: Numerical solutions for the height of the ridge h (solid line bounding
the grey region) and the director field n (grey rods) are plotted for K = 1,
with homeotropic anchoring on the gas–nematic interface (a) CGN = 100 and
(b) CGN = 2, and with planar anchoring on the nematic–substrate interface
CNS = −100. The height for an isotropic ridge h = hiso = 3(1 − x2)/4 is also
shown by the thick dashed line.

we note that the values of the anchoring strengths at which the minimum and

maximum values of hm and β occur must be determined numerically.

6.8 Conclusions

Motivated by the recent interest in situations that involve droplets and ridges of

nematic, we have analysed the behaviour of a pinned static ridge of nematic rest-

ing on an ideal solid substrate in an atmosphere of passive gas. In Section 6.1, we

used the general system of governing equations and boundary conditions derived

in Chapter 5 in the limit of a small aspect ratio ε = A/d2 � 1 to obtain the

governing equations for a thin ridge of nematic. When the contact lines of the

ridge are pinned the system is given by (6.11)–(6.13) and (6.24)–(6.26) and in-

volves four unknowns: the director angle on the nematic–substrate interface θNS,

the director angle on the gas–nematic interface θGN, the height of the ridge h,

and the Lagrange multiplier p0 as well as three non-dimensional parameters: the

one-constant elastic constant K, the anchoring strength of the nematic–substrate
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interface CNS, and anchoring strength of the gas–nematic interface CGN.

In Section 6.2, we described the uniform director solutions of the system

(6.11)–(6.13) and (6.24)–(6.26), namely the homeotropic H solution and the pla-

nar P solution. In Section 6.3, we described the distorted director solutions

of the system (6.11)–(6.13) and (6.24)–(6.26), namely DH solutions, which are

distorted in a central region and homeotropic in an edge region, DP solutions,

which are distorted in a central region and planar in an edge region, and D so-

lutions, which are distorted throughout the ridge. These solutions are obtained

numerically in Section 6.4. Further extensive numerical investigations, which

were discussed in Section 6.5 show that the energetically preferred solutions can

be expressed in terms of the critical thickness hc. In particular, as shown in Fig-

ures 6.6 and 6.7 for antagonistic anchoring, the H, DH, D, DP and P solutions

are energetically preferred for hc ≤ −3/4, −3/4 < hc < 0, hc = 0, 0 < hc < 3/4

and hc ≥ 3/4, respectively. For non-antagonistic anchoring, the H solution is

energetically preferred for CNS + CGN > 0, and the P solution is energetically

preferred for CNS + CGN < 0. In Section 6.7, the behaviour of the height of the

ridge h was investigated numerically. In particular, we found that DH, DP, and

D solutions can have a non-monotonic behaviour as a function of CNS and CGN.

Rather intriguingly, the results obtained in this chapter may provide two al-

ternative means of measuring the anchoring strength of the gas–nematic interface

CGN, which, as mentioned in Section 1.7.3 has rarely been measured. Firstly, ex-

perimental observation of a planar or homeotropic edge region could allow for a

direct measurement of the critical thickness h(xc) = |hc|, and thus using (6.31)

and experimentally determined values of CNS and K, CGN could be estimated.

This experiment could be repeated for various values ε = A/d2 � 1 to allow re-

peated measurement of hc. Secondly, experimental measurement of the height at

the middle of the ridge hm, the contact angle β, and experimentally determined
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values of CNS and K, may provide a method to estimate CGN by using CGN as

a fitting parameter between the numerical solutions of the system (6.11)–(6.13)

and (6.24)–(6.26) and the experimental measurements of hm and β.

In principle, the results described in this chapter can be used to measure

CGN for any ridge of nematic that is thin and has pinned contact lines. One

of the only examples in the literature for which both CGN and CNS have been

measured is for a ridge of the nematic MBBA surrounded by air on a glass

substrate rubbed with paper. For this situation the material parameters can be

approximated using K ' 6.75×10−12 N (obtained from an average of the MBBA

splay and bend elastic constants) [201], CGN > 4×10−4 N m−1 [30,197], and CNS '

−10−7 N m−1 [141, 197], and hence the dimensional critical thickness is given by

hc = K/CNS + K/CGN ' −6.75 × 10−4 m. Specifically, this means that this

MBBA ridge the H solution is energetically preferred provided h ≤ |hc| ' 6.75×

10−4 m and a DH solution is energetically preferred provided h > |hc| ' 6.75 ×

10−4 m. Eliminating unwanted distortion within the centre of a nematic ridge may

be particularly useful in some practical applications where distortion within the

centre of a nematic ridge is unwanted, and a uniform homeotropic orientation is

desired, for example, for diffraction gratings [17,23] or perhaps for droplets in the

ODF method. Chapter 3 showed that flow-driven reorientation of the nematic

molecules during squeezing depended on the anchoring case considered within

the droplet. The work presented in this chapter may indicate that controlling the

initial director field within the droplets in the ODF method may be possible by

selecting thin droplets (with H ≤ |hc|) or altering the anchoring of the nematic–

substrate interface. However, the degree to which the present results for a nematic

ridge apply to nematic droplets is still unclear.

Finally, we note that the present analysis shows that the director alignment in

the vicinity of the contact lines is dictated by the interface with the largest mag-
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nitude anchoring strength, and in the special case that the anchoring strength

of the interfaces are equal and opposite, the director adopts an average orien-

tation between planar and homeotropic at the contact lines, i.e. θ = π/4. For

example, for the MBBA ridge mentioned above, for which CGN > |CNS| > 0, the

present analysis predicts that the director in the vicinity of the contact lines has

homeotropic orientation.
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Chapter 7

The equilibrium states and

transitions of a ridge of nematic

Motivated by the results of Chapter 6, which predicts that anchoring breaking

occurs in the vicinity of the two contact lines for a thin pinned ridge, we now

consider a final application of the governing equations derived in Chapter 5. In

particular, using just the nematic Young equations (5.42) and (5.43) under the

assumption that anchoring breaking occurs in the vicinity of the contact lines,

we determine the regions of parameter space for which the equilibrium state is

that of partial wetting P, complete wetting W or complete dewetting D, and the

parameter curves on which transitions between these equilibrium states occur.

For an isotropic system, described in Section 1.10.1, the classification of

each equilibrium state and the transitions that can occur between them are well

known [48,153] and can be obtained by analytically solving the classical isotropic

Young–Laplace equation and determining the free energy of each equilibrium

state. For a nematic ridge, unlike an isotropic ridge, the free energy of each equi-

librium state cannot be determined analytically; however, by comparison with the

well-known results for the isotropic ridge, the classification of each equilibrium
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state and the transitions that can occur between them are obtained. In particular,

in Sections 7.1 and 7.3, we use the nematic Young equations derived in Chapter

5 to determine the continuous and discontinuous transitions between the equilib-

rium states of complete wetting, partial wetting, and complete dewetting which

can occur. Previously, Rey [182] found that discontinuous transitions between

partial wetting and complete wetting, and between partial wetting and complete

dewetting occur because of weak anchoring forces at the contact lines [182]. How-

ever, without the assumption that anchoring breaking occurs in the vicinity of

the contact lines, an explicit description of these transitions was not possible.

Under this assumption, in Sections 7.1 and 7.3, we find continuous transitions

analogous to those that occur in the classical case of an isotropic liquid, a variety

of discontinuous transitions, contact-angle hysteresis, and regions of parameter

space in which multiple partial wetting states that do not occur in the case of an

isotropic liquid exist.

7.1 The nematic Young equations

Analogously to the isotropic system discussed in Section 1.10.1, for the nematic

ridge, we can determine the regions of parameter space in which the different

equilibrium states exist and the parameter curves at which transitions between

these states occur, from just the nematic Young equations (5.42) and (5.43). At

first sight, determining these regions of parameter space and parameter curves

would appear to involve solving the governing equations for θ in the bulk of the

nematic ridge, which would, in turn, involve solving for the ridge height h, the

contact line positions x = d±, and the Lagrange multiplier p0. However, under

the assumption that anchoring breaking occurs in the vicinity of the contact lines,

we can make significant progress with just the nematic Young equations (5.42)

and (5.43).
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7.1.1 The director orientation at the contact lines

At the contact lines the preferred director orientations on the gas–nematic and the

nematic–substrate interfaces are, in general, different. Even when the anchoring

is non-antagonistic (i.e. either planar or homeotropic anchoring preferred on both

interfaces), since the preferred director orientation of both interfaces is measured

relative to that interface, and the two interfaces meet at the non-zero contact

angles β±, the orientations are, in general, not the same. Hence the director

cannot, in general, align with the preferred orientations of both interfaces. There

are three potential remedies for this: (i) the contact angles are such that the

preferred orientations on both interfaces coincide exactly; (ii) there may be defects

(disclination lines in this two-dimensional case) at one or both of the contact lines;

(iii) the weak anchoring on both interfaces allows anchoring breaking to occur in

the vicinity of the contact lines and the director(s) on one or both of the interfaces

deviates from the preferred alignment(s) and attains the same orientation on both

interfaces.

7.1.1.1 Case (i): The preferred director orientations coincide

Case (i) is a very special case in which the contact angles are such that the

preferred director orientations on the two interfaces coincide exactly at the contact

lines. When the preferred orientations on the two interfaces are antagonistic, the

contact angles must be exactly β± = π/2 to allow the director to be tangent

to one interface and perpendicular to the other. In particular, if CNS < 0 and

CGN > 0 then θ = 0 and β± = π/2, and if CNS > 0 and CGN < 0 then θ = π/2

and β± = π/2. In both of these situations, the nematic Young equations (5.42)

and (5.43) both reduce to σGS−σNS = −|CNS|/4. When the preferred orientations

on the two interfaces are non-antagonistic, the contact angles must be exactly

β± = 0 to allow the director to be tangent or perpendicular to both interfaces.
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In particular, for planar anchoring on both interfaces θ = 0 and β± = 0, and for

homeotropic anchoring on both interfaces θ = π/2 and β± = 0, and the nematic

Young equations (5.42) and (5.43) reduce to σGS−σNS−σGN = −(|CNS|+|CGN|)/4.

Since this special case is highly unlikely to occur in practice, we do not consider

this case any further.

7.1.1.2 Case (ii): Disinclination lines at one or both of the contact

lines

As discussed in Section 1.10.2, Rey [183] considered the occurrence of a disclina-

tion line at a contact line with infinite planar anchoring on the gas–nematic and

nematic–substrate interfaces. Since infinitely-strong anchoring cannot be broken,

the director must adopt a splayed configuration (for a full account of splayed

director configurations, see Stewart [201]) in the vicinity of the contact line, with

a disinclination line located at the contact line [183]. Even for finite anchoring

strengths there is still the possibility of disinclination lines forming at one or both

of the contact lines; however, in the remainder of this chapter, we assume that

the energy associated with anchoring breaking is lower than the energy associ-

ated with the formation of a disclination line, and so do not consider this case

any further.

7.1.1.3 Case (iii): Anchoring breaking in the vicinity of the contact

lines

Having ruled out cases (i) and (ii), we are left with case (iii). In this case the weak

anchoring on the interfaces allows anchoring breaking to occur in the vicinity of

the contact lines so that the director(s) on one or both of the interfaces deviates

from the preferred alignment(s) and attains the same orientation on the two

interfaces. In Chapter 5, we found that for a thin pinned ridge, because the
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height of the ridge is, by definition, zero at the contact lines, but may exceed the

critical thickness elsewhere, the energetically preferred director in the vicinity of

the contact line is dictated by the interface with the largest anchoring strength.

For an unpinned and non-thin nematic ridge, we also expect that, close to the

contact lines, where the ridge height approaches zero and hence the separation

between the nematic–substrate and gas–nematic interfaces is always less than

the critical thickness, anchoring breaking occurs and the director is dictated by

the interface with the largest anchoring strength. Specifically, if the nematic–

substrate interface has the stronger anchoring (i.e. if |CNS| > |CGN|) then the

director at the contact lines aligns parallel to the nematic–substrate interface

with θ = 0 at x = d± in the case of planar anchoring corresponding to CNS < 0

or perpendicular to the nematic–substrate interface with θ = π/2 at x = d± in

the case of homeotropic anchoring corresponding to CNS > 0; we call both of

these scenarios “nematic–substrate (NS) dominant anchoring”. Correspondingly,

if the gas–nematic interface has the stronger anchoring (i.e. if |CGN| > |CNS|)

then the director at the contact lines aligns parallel to the gas–nematic interface

with θ = β± at x = d± in the case of planar anchoring corresponding to CGN < 0

or perpendicular to the gas–nematic interface with θ = β±+π/2 at x = d± in the

case of homeotropic anchoring corresponding to CGN > 0; we call both of these

situations “gas–nematic (GN) dominant anchoring”.

There are two special situations in which anchoring breaking cannot occur

as described above because the interfaces have either equal anchoring strengths

(CNS = CGN) or equal and opposite anchoring strengths (CNS = −CGN), which

is considered for a thin pinned ridge in Appendix D. In both of these situations,

anchoring breaking occurs on both interfaces and the director orientation adopts

the average of the preferred orientations [183]. A local energy minimisation in

the vicinity of the contact lines, ignoring the contribution of the bulk energy

(corresponding to ∂(ωGN +ωNS)/∂θ = 0 at x = d±) is used to obtain the director
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angle. In particular, when the anchoring strengths of the interfaces are equal

and planar anchoring is preferred, the director angles are θ = β±/2 at x = d±,

in agreement with Rey [183], and when the anchoring strengths of the interfaces

are equal and homeotropic anchoring is preferred, the director angles are θ =

β±/2 + π/2 at x = d±. When the anchoring strengths of the interfaces are equal

and opposite, the director angles are θ = β±/2 + π/4 or θ = β±/2 − π/4 at

x = d±. This result is in agreement with that obtained for a thin pinned ridge in

Appendix D.

Since for an ideal substrate the material properties are the same at the contact

lines, anchoring breaking must occur in the same way in the vicinity of the contact

lines, and hence the director angles at the two contact lines must be the same.

However, as we will show below, in some situations the nematic Young equations

(5.42) and (5.43) allow for more than one possible contact angles for the same

parameter values, and so β± do not, in general, have to be the same and so

the ridge can be asymmetric. Moreover, the contact angles β± will necessarily

be different if the substrate is non-ideal and the material properties at the two

contact lines are different (for example, if the substrate was manufactured so

that the values of CNS at x = d± were different, or if gradients in the temperature

of the gas or adsorption of a surfactant from the gas lead to different values of

CGN at x = d± [144]). Without loss of generality, we consider only the left-hand

contact line, which is described by the nematic Young equation (5.42), and write

β− = β for simplicity. The corresponding results for the right-hand contact line

can be obtained in the same way.
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7.2 Nematic spreading parameters

For NS-dominant anchoring (for which either θ = 0 or θ = π/2) the nematic

Young equation (5.42) reduces to a cubic equation for cos β, namely either

σGS −
(
σNS + 1

4
CNS

)
−
(
σGN + 1

4
CGN

)
cos β = −1

2
CGN cos β

(
cos2 β − 1

)
(7.1)

when θ = 0 or

σGS −
(
σNS − 1

4
CNS

)
−
(
σGN − 1

4
CGN

)
cos β = 1

2
CGN cos β

(
cos2 β − 1

)
(7.2)

when θ = π/2. On the other hand, for GN-dominant anchoring (for which either

θ = β or θ = β + π/2) the nematic Young equation (5.42) reduces to a quadratic

equation for cos β, namely either

σGS −
(
σNS + 1

4
CNS

)
−
(
σGN + 1

4
CGN

)
cos β = 1

2
CNS

(
cos2 β − 1

)
(7.3)

when θ = β or

σGS −
(
σNS − 1

4
CNS

)
−
(
σGN − 1

4
CGN

)
cos β = −1

2
CNS

(
cos2 β − 1

)
(7.4)

when θ = β + π/2. Equations (7.1)–(7.4) may each be written in terms of just

two parameters as follows. Specifically, (7.1) and (7.2) may be written as

SN + 1− cos β = −∆GN cos β
(
cos2 β − 1

)
, (7.5)

while (7.3) and (7.4) may be written as

SN + 1− cos β = ∆NS

(
cos2 β − 1

)
, (7.6)
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where SN, ∆NS and ∆GN are defined by

SN =
4σGS − (4σNS − |CNS|)

4σGN − |CGN|
− 1, (7.7)

∆NS =
2CNS

4σGN − |CGN|
, (7.8)

∆GN =
2CGN

4σGN − |CGN|
, (7.9)

respectively. Note that while the nematic spreading parameter SN is the appro-

priate generalisation of the isotropic spreading parameter SI defined in (1.40),

the scaled anchoring coefficients ∆NS and ∆GN have no isotropic counterparts.

We also note that when ∆NS = ∆GN = 0 (i.e. when CGN = CNS = 0) then

SN = SI = (σGS−σNS)/σGN−1, and the nematic Young equations (7.5) and (7.6)

both reduce to the classical isotropic Young equation (1.39).

The right-hand sides of the nematic Young equations (7.5) and (7.6) each

involve only one parameter, namely the scaled anchoring coefficients ∆NS and

∆GN, respectively. At first sight, it may seem counter-intuitive that ∆NS ap-

pears in the case of GN-dominant anchoring and ∆GN appears in the case of

NS-dominant anchoring. However, for GN–dominant anchoring the director is

aligned with the preferred director orientation of the gas–nematic interface, and

so the corresponding anchoring energy, and therefore the couple on the director,

is zero. The non-zero contribution to the anchoring energy therefore derives from

the breaking of the nematic–substrate interface anchoring. The corresponding

explanation applies to the NS-dominant case. The right-hand sides of equations

(7.5) and (7.6) may therefore be interpreted physically as the contribution to the

balance of stress at the contact line associated with the breaking of the anchoring

on the interface with the weaker anchoring.

Figure 7.1 shows surface plots of the contact angle β given by (7.5) and (7.6)

as a function of SN and ∆GN for NS-dominant anchoring and as a function of
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SN and ∆NS for GN-dominant anchoring. In particular, Figure 7.1 shows there

are parameter curves in both scenarios for which the number of solutions for β

change. On these parameter curves the contact angle is multi-valued and therefore

a variety of continuous and discontinuous transitions can occur.

7.3 The equilibrium states and transitions of a

nematic ridge

With the director angle determined by anchoring breaking in the vicinity of the

contact lines we can now obtain the equilibrium states and transitions of a nematic

ridge from the nematic Young equations (7.5) and (7.6). Specifically, we consider

solutions for the contact angle β to the nematic Young equations (7.5) and (7.6).

As (7.5) and (7.6) are cubic and quadratic equations for cos β, respectively, they

can have between zero and three real solutions for β and between zero and two

real solutions for β, respectively. Each of these solutions for β corresponds to

a different partial wetting state, and therefore, unlike for the isotropic system

described in Section 1.10.1, a nematic ridge can have multiple partial wetting

states.

Following the same approach as for the isotropic system in Section 1.10.1, the

SN and ∆NS (for GN-dominant anchoring) or the SN and ∆GN (for NS-dominant

anchoring) values at which there is a change in the number of possible equilibrium

states are transition points. Specifically, a transition occurs when an increase or

decrease in SN, ∆NS or ∆GN leads to an prior equilibrium state no longer existing

or a new equilibrium state coming into existence. In an analogous manner to the

isotropic case, at SN = −2 and SN = 0 the number of equilibrium states changes,

which leads to transitions to a new equilibrium state as SN increases or decreases

through SN = −2 and SN = 0. However, unlike in the isotropic case in which only
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(a) NS-dominant anchoring

(b) GN-dominant anchoring

Figure 7.1: Surface plots of the contact angle β for (a) the NS-dominant anchoring
Young equation (7.5) as a function of SN and ∆GN, and (b) the GN-dominant
anchoring Young equation (7.6) as a function of SN and ∆NS. The parameter
curves of SN and ∆GN or of SN and ∆NS for which the number of solutions for β
change are indicated on the planes β = 0 and β = π. In particular, SN = 0 and
SN = −2 are shown by solid lines and SN = −1 ±

√
4(1 + ∆GN)3/(27∆GN) and

SN = −1−∆NS − 1/(4∆NS) are shown by dashed lines.

232



continuous transitions occur, in the nematic case discontinuous transitions can

also occur, i.e. the contact angle can change discontinuously. Previously, Rey [182]

found that discontinuous transitions between the partial wetting and complete

wetting states, and between the partial wetting and complete dewetting states

are possible (his equation (19) and (20), respectively) [182]. However, without

making the additional assumption that anchoring breaking occurs in the vicinity

of the contact lines, he was not able to obtain and explicit description of these

transitions.

In both NS- and GN-dominant anchoring, the nature of the different tran-

sitions, the contact angle transitions, and the transition points can be obtained

from just the nematic Young equations (7.5) and (7.6). In NS-dominant anchor-

ing the transition behaviour depends on whether ∆GN < −4, −4 ≤ ∆GN < −1,

−1 ≤ ∆GN ≤ 1/2, or ∆GN > 1/2, whereas in GN-dominant anchoring the tran-

sition behaviour depends on whether ∆NS < −1/2, −1/2 ≤ ∆NS ≤ 1/2, or

∆NS > 1/2. Figures 7.2 and 7.3 show sketches of the solutions for the contact

angle β as a function of the nematic spreading parameter SN for these four ranges

of ∆GN for NS-dominant anchoring and for these three ranges of ∆NS for GN-

dominant anchoring, respectively. In Figures 7.2 and 7.3 and what follows, a

rightward arrow (⇒) denotes a discontinuous transition for increasing SN, and a

leftward arrow (⇐) denotes a discontinuous transition for decreasing SN. Thus,

for example, a discontinuous transition from complete wetting to partial wetting

for increasing SN is denoted by W ⇒ P, and a discontinuous transition from

partial wetting to complete wetting for decreasing SN is denoted by W ⇐ P. In

addition, we denote the transition in the contact angle that is associated with

a discontinuous transition using the same notation, so that, for example, the

contact angle transition for a W ⇒ P transition, for which the contact angle

transitions discontinuously from β = 0 to β = β∗, is denoted by 0⇒ β∗. We also

remind the reader of the notation introduced in Section 1.10.1. In particular, a
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(a) (b)

(c) (d)

Figure 7.2: Sketches of the solutions for the contact angle β as a function of the
nematic spreading parameter SN for NS-dominant anchoring according to (7.5)
for the four ranges of ∆GN: (a) ∆GN < −4, (b) −4 ≤ ∆GN ≤ −1, (c) −1 ≤
∆GN ≤ 1/2, and (d) ∆GN > 1/2. The transition points are labelled and shown by
stars (∗) for a continuous transition and by solid points (•) for a discontinuous
transition, where s1 =

√
4(1 + ∆GN)3/(27∆GN), b1 =

√
(1 + ∆GN)/(3∆GN) and

b2 = −1/2 +
√

∆GN(∆GN + 4)/(2∆GN). The direction of the arrows shows the
direction of each discontinuous transition and the associated jump in β. The solid
black lines denote the hypothesised local minimum energy states and the dashed
grey lines denote the hypothesised local maximum energy states.
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(a) (b)

(c)

Figure 7.3: Sketches of the solutions for the contact angle β as a function of
the nematic spreading parameter SN for GN-dominant anchoring according to
(7.6) for the three ranges of ∆NS: (a) ∆NS < −1/2, (b) −1/2 ≤ ∆NS ≤ 1/2,
and (c) ∆NS > 1/2. The transition points are labelled and shown by stars (∗)
for a continuous transition and by solid points (•) for a discontinuous transition,
where s1 =

√
4(1 + ∆GN)3/(27∆GN), b1 =

√
(1 + ∆GN)/(3∆GN) and b2 = −1/2+√

∆GN(∆GN + 4)/(2∆GN). The direction of the arrows shows the direction of
each discontinuous transition and the associated jump in β. The solid black lines
denote the hypothesised local minimum energy states and the dashed grey lines
denote the hypothesised local maximum energy states.
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continuous transition between two equilibrium states for both increasing and de-

creasing SN is denoted with a double arrow (⇔). Summaries of all of the possible

transitions shown in Figures 7.2 and 7.3 are given in Tables 7.1 and 7.2 for NS-

and GN-dominant anchoring, respectively.

Although for a nematic ridge, unlike an isotropic ridge, the free energy of

each equilibrium state cannot be determined analytically and therefore we cannot

determine the energy of the equilibrium states, we can hypothesise the local

minimum energy states for the nematic ridge by comparison with the isotropic

system described in Section 1.10.1. In particular, the complete dewetting state

is a local minimum energy state for SN < −2, and a local maximum energy

state for SN ≥ −2. Similarly, the complete wetting state is a local minimum

energy state for SN > 0, and a local maximum energy state for SN ≤ 0. We also

expect that there will always be at least one local minimum energy state, and so

for −2 ≤ SN ≤ 0, for which complete wetting and complete dewetting are local

maximum energy states, the local minimum energy state is one of partial wetting.

The local minimum and maximum energy states are shown in Figures 7.2 and 7.3

by black solid lines and grey dashed lines, respectively. In the absence of a full

dynamical theory, we also hypothesise that the continuous and discontinuous

transitions shown in Figures 7.2 and 7.3 each correspond to classical pitchfork

or fold bifurcations [87]. In particular, the transitions at SN = −2 and SN = 0

are pitchfork bifurcations which, where a change in SN, ∆GN, or ∆NS leads to a

local minimum energy state becoming a local maximum energy state, forcing the

system to transition continuously (through a super-critical pitchfork bifurcation)

or discontinuously (through a sub-critical pitchfork bifurcation) to a new local

minimum energy state. Furthermore, the discontinuous transitions at SN = −1±

s1 and SN = s2, where s1 =
√

4(1 + ∆GN)3/(27∆GN) and s2 = −1 − ∆NS −

1/(2∆NS), are associated with fold bifurcations, where a change in SN, ∆GN, or

∆NS leads to a local minimum energy state combining with a local maximum
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Range SN value Nature of Contact angle

of ∆GN at transition transition transition

∆GN < −4

−1− s1 (< −2) D⇐ P π ⇐ cos−1 b1

−2 D⇔ P Continuous (β = π)

0 P⇔W Continuous (β = 0)

(0 <) − 1 + s1 P⇒W π − cos−1 b1 ⇒ 0

−4 ≤ ∆GN < −1

−2 D⇔ P Continuous (β = π)

(−2 ≤) − 1− s1 (< −1) P⇐ P π − cos−1 2b1 ⇐ cos−1 b1

(−1 <) − 1 + s1 (≤ 0) P⇒ P π − cos−1 b1 ⇒ cos−1 2b1

0 P⇔W Continuous (β = 0)

−1 ≤ ∆GN ≤ 1/2
−2 D⇔ P Continuous (β = π)

0 P⇔W Continuous (β = 0)

∆GN > 1/2

−1− s1 (< −2) D⇐ P π ⇐ π − cos−1 b1

−2 D⇒ P π ⇒ π − cos−1 b2

0 P⇐W cos−1 b2 ⇐ 0

(0 <) − 1 + s1 P⇒W cos−1 b1 ⇒ 0

Table 7.1: Summary of the transitions for NS-dominant anchoring obtained from
(7.5). The four ranges of values of ∆GN, the SN value at which transitions occur,
where s1 =

√
4(1 + ∆GN)3/(27∆GN), the nature of the different transitions and

the contact angle transitions, where b1 =
√

(1 + ∆GN)/(3∆GN) and b2 = −1/2 +√
∆GN(∆GN + 4)/(2∆GN), are shown.
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Range SN value Nature of Contact angle

of ∆GN at transition transition transition

∆NS < −1/2

−2 D⇔ P Continuous (β = π)

0 P⇐W cos−1 (−1 + 2b3)⇐ 0

(0 <) s2 P⇒W cos−1 b3 ⇒ 0

−1/2 ≤ ∆NS ≤ 1/2
−2 D⇔ P Continuous (β = π)

0 P⇔W Continuous (β = 0)

∆NS > 1/2

s2 (< −2) D⇐ P π ⇐ cos−1 b3

−2 D⇒ P π ⇒ cos−1 (1 + 2b3)

0 P⇔W Continuous (β = 0)

Table 7.2: Summary of the transitions for GN-dominant anchoring obtained from
(7.6). The three ranges of values of ∆GN, the SN value at which transitions occur,
where s2 = −1−∆NS− 1/(4∆NS), the nature of the different transitions and the
contact angle transitions, where b3 = −1/(2∆NS), are shown.
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energy state, forcing the system to transition discontinuously to an alternative

local minimum energy state.

Figure 7.2(a) and (b) and Figure 7.3(a) and (c) also show that there are ranges

of SN values for which there are two local minimum energy states (shown by solid

black lines). Perhaps most interestingly, we see from Figure 7.2(a) that when

−2 ≤ SN ≤ 0 and from Figure 7.2(b) that when −1 − s1 ≤ SN ≤ −2 there are

two local minimum energy partial wetting states. This implies that the effects

of anchoring breaking in the vicinity of the contact lines can give rise to the

possibility of two local minimum energy partial wetting states, a situation that

does not occur in the analogous isotropic case.

7.3.1 Behaviour for large scaled anchoring coefficients

From the results summarised in Tables 7.1 and 7.2 the asymptotic behaviour of

the transitions in the limits of large scaled anchoring coefficients ∆GN → ±∞

and ∆NS → ±∞ may be determined. For example, for NS-dominant anchoring,

as ∆GN → ∞ the contact angle transition for the P ⇐ W transition approaches

π/2 ⇐ 0 and the contact angle transition for the D ⇒ P transition approaches

π ⇒ π/2. Perhaps most interestingly, this limiting behaviour shows that for GN-

dominant anchoring, in the limit ∆NS → ∞ the contact angle transition for the

D⇒ P transition approaches π ⇒ 0, i.e. a discontinuous transition from complete

dewetting directly to complete wetting, which bypasses the partial wetting state.

Similarly, in the limit ∆NS → −∞ the contact angle transition for the P ⇐ W

transition approaches π ⇐ 0, i.e. a discontinuous transition from complete wetting

directly to complete dewetting.
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7.3.2 Contact-angle hysteresis

The discontinuous transitions shown in Figure 7.2(a), (b), and (d) and Fig-

ure 7.3(a) and (c) show that the behaviour of the contact angle is hysteretic.

This nematic contact-angle hysteresis, which occurs for an ideal substrate, is fun-

damentally different from the well-known phenomenon of isotropic contact-angle

hysteresis which only occurs for a non-ideal substrate. However, we note that

when −1 ≤ ∆GN ≤ 1/2 for NS-dominant anchoring, as shown in Figure 7.2(c),

and when −1/2 ≤ ∆NS ≤ 1/2 for GN-dominant anchoring, as shown in Fig-

ure 7.3(b), the behaviour is similar to the isotropic case and no contact-angle

hysteresis occurs.

7.4 Conclusion

Motivated by the results of Chapter 6, which predicts that anchoring breaking oc-

curs in the vicinity of the two contact lines for a thin pinned ridge, after discussing

the nematic Young equations (5.42) and (5.43) in Section 7.1, in Section 7.3, un-

der the assumption that anchoring breaking occurs in the vicinity of the contact

lines, we used the nematic Young equations (5.42) and (5.43) to determine re-

gions of parameter space for which the equilibrium state is one of partial wetting,

complete wetting or complete dewetting, and the parameter curves at which tran-

sitions between these equilibrium states occur. In particular, it was shown that

the nematic Young equations in the case of NS-dominant anchoring and GN-

dominant anchoring, which are given by (7.5) and (7.6), can each be written in

terms of two parameters, namely the nematic spreading parameter SN, and the

scaled anchoring coefficients ∆GN and ∆NS. In both situations, we found con-

tinuous transitions, which correspond to those that occur in the isotropic case, a

variety of discontinuous transitions, contact-angle hysteresis, and multiple partial
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wetting states that do not occur in the case of an isotropic liquid exist. Sum-

maries of all the transitions for GN-dominant and NS-dominant anchoring are

sketched in Figures 7.2 and 7.3 and shown in Tables 7.1 and 7.2, respectively.

For simplicity we considered only the left-hand contact line, which is described

by the nematic Young equation (5.42). Corresponding results are obtained for the

right-hand contact line to those detailed in Section 7.3, which also allow for more

than one possible contact angle value for the same parameter values, and so β±

do not, in general, have to be the same and the ridge can be asymmetric. This is

in agreement with observations by Vanzo et al. [210], who found that anisotropic

effects can lead to varying contact angle values around elongated sessile nematic

droplets.

The anisotropic wetting and dewetting phenomena predicted are interesting

from a technological perspective. For instance, many authors have investigated

tailored dewetting of liquid films to produce patterned films [21, 82, 237] in ap-

plications that involve the structured deposition of a material, e.g. to create

a diffraction grating [17, 23]. The variety of possible transitions between two-

dimensional equilibrium states will have similar forms in three dimensions, which

may be relevant to the ODF method and adaptive-lens technologies [3, 112].

Concerning potential future comparisons with the results of physical experi-

ments of the situation considered in this chapter, we have shown that discontin-

uous transitions and contact-angle hysteresis will occur if the parameters are

such that ∆GN > 1/2 or ∆GN < −1, or |∆NS| > 1/2. Inspection of (7.8)

and (7.9) shows that this is certainly the case when σGN ' CGN. For stan-

dard low-molecular-mass nematics, for which the isotropic interfacial tension is

typically larger than the anchoring strength [197], this may be difficult to achieve.

For example, for the typical parameter values stated in Section 1.7.3, |∆GN| � 1

and |∆NS| � 1, and so the present analysis indicates that, in general, the clas-
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sical isotropic Young equations (1.39) are a good approximation for the nematic

Young equations (5.42) and (5.43). However, for high-molecular-mass nematics,

e.g. nematic polymers, or particularly strong anchoring, the anchoring strengths

would be considerably higher, and the transitions could potentially be observed

experimentally. For example, the use of polymeric compounds to produce tai-

lored anchoring [207] produces a strong preference for polymers to align at inter-

faces [133, 232] and may result in large anchoring strengths, which could lead to

|∆GN| = O(1) and |∆NS| = O(1) and hence the transitions predicted could po-

tentially be observed. Alternatively, the situation in which the surrounding fluid

is the isotropic melt of the nematic could lower the isotropic interfacial tension

σGN. In this situation, the isotropic interfacial tension for the isotropic–nematic

interface σIN would be much smaller than the gas–nematic interfacial tension σGN

and may become comparable with the anchoring strength CGN. For instance, σIN

was measured for the nematic MBBA as σIN = 10−5 Nm−1 [123], which is three

orders of magnitude smaller than typical isotropic interfacial tension for a gas–

nematic interface σGN [61]. Such a situation could be realised experimentally by

using controlled heating and cooling of regions of a substrate coated in a nematic

film [60,207].

The range of anisotropic wetting and dewetting phenomena occurring in this

nematic system allows the control of nematic ridges beyond that which is possi-

ble for isotropic ridges. Further theoretical investigations, particularly into the

dynamics of transitions, and experimental realisations of this model, would be

beneficial to explore the possible applications of these results.

242



Chapter 8

Conclusions and further work

8.1 Conclusions

This thesis has considered the mathematical modelling and analysis of the widely

used ODF method for the industrial manufacturing of liquid crystal displays.

Firstly, in Chapters 2 to 4, we considered three problems relating to the fluid

dynamics of nematics in the ODF method. Secondly, in Chapters 5 to 7 we con-

sidered we considered a static ridge of nematic resting on an ideal solid substrate

surrounded by passive fluid, which gives insight into the initial stage of the ODF

method and more general situations involving nematic free surfaces and three-

phase contact lines. The main results and key conclusions of each chapter are

detailed below.

In the first half of Chapter 2 (Sections 2.1 to 2.2), we considered a simple

model for the squeezed coalescence of several nematic droplets as occurs in the

ODF method. Although this simple model neglects many effects, including sur-

face tension, elasticity, anchoring, and contact line dynamics, we found that the

radial boundary speed of droplets predicted by this simple model shows a strik-
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ing qualitative similarity to ODF mura, which is often observed in the ODF

method [36, 125, 167]. Using the results of this model, we suggested methods to

reduce the radial boundary speed of the droplets, including dispensing the ne-

matic into a higher number of low volume droplets and reducing the downward

speed of the top substrate, which could potentially reduce the formation of ODF

mura. In the second half of Chapter 2 (Sections 2.3 to 2.4), we considered two

limiting regimes of Ericksen–Leslie theory, namely the flow dominated-regime

and the elasticity-dominated regime, which allow us to make qualitative compar-

isons between experimental photographs of a two-droplet ODF test setup (shown

in Figure 1.9) and numerical calculations of the transmission of light in these

regimes. We found striking qualitative agreement between these experimental

photographs and the flow dominated regime, suggesting that flow effects could

play an essential role in forming ODF mura.

In Chapter 3, motivated by the need for a better fundamental understanding

of director reorientation due to the flow of nematic during the ODF method, we

formulated and analysed a squeeze-film model for the ODF method. Specifically,

we considered a nematic squeeze film in the asymptotic regime in which the drop

is thin, inertial effects are weak, and elasticity effects are strong for four cases of

infinite anchoring at the downward moving top substrate and the stationary bot-

tom substrate, and for two different scenarios for the motion of the top substrate

(namely, prescribed speed and prescribed force). We obtained asymptotic solu-

tions for the director orientation, radial flow, vertical flow, shear stress, couple

stress, and force on the top substrate, which help to improve our understanding

of the ODF method.

In Chapter 4, we formulated and analysed a model for pressure-driven channel

flow of nematic using a dissipative weak anchoring condition on the substrates

to investigate the transient flow-driven distortion of the nematic molecules on
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the substrates from their required orientation in the ODF method. We obtained

quasi-steady asymptotic solutions for the director angle and the velocity in the

limit of small Leslie angle and found that solutions depend on two key non-

dimensional parameters, namely the Ericksen number and an anchoring strength

parameter. Our findings indicate that there is sufficient time for transient flow-

driven distortion of the nematic director on the substrates from their required

orientation to occur, which could potentially lead to the formation of ODF mura.

In Chapter 5, we derived the governing equations for a static ridge of nematic

resting on an ideal solid substrate surrounded by passive fluid. We derived the

governing equations using the constrained energy minimisation of the free energy

of the nematic ridge, which consists of energy contributions from the bulk of the

nematic, which depend on the Oseen–Frank bulk elastic energy density, and from

the nematic–solid and gas–nematic interfaces, which each depend on the Rapini–

Papoular surface energy density. The governing equations include nematic Young

equations, which describe the behaviour of the nematic three-phase contact lines.

The governing equations derived in Chapter 5 were applied to two related

problems involving a ridge of a nematic in Chapters 6 and 7. In Chapter 6, we

obtained an anchoring-strength parameter plane in terms of the nematic–solid and

gas–nematic anchoring strengths, which summarises the energetically preferred

solutions for the situation in which the ridge is thin and has pinned contact lines.

In particular, we found that the energetically preferred solutions can be related

to the Jenkins–Barratt–Barbero–Barberi critical thickness [9, 102]. The analysis

presented in Chapter 6 predicts that in the vicinity of each nematic three-phase

contact line, anchoring breaking occurs, and the interface with the strongest

anchoring determines the director orientation. In Chapter 7, motivated by the

results in Chapter 6, we considered analysis of the nematic Young equations under

the assumption that anchoring breaking occurs in the vicinity of each contact line.

245



In particular, we analysed continuous and discontinuous transitions between the

equilibrium states of complete wetting, partial wetting, and complete dewetting

that occur. We found continuous transitions analogous to those that occur in the

classical well-studied case of an isotropic liquid, and a variety of discontinuous

transitions, contact-angle hysteresis, and regions of parameter space in which

multiple partial wetting states exist that do not occur in the case of an isotropic

liquid.

8.2 Further work

The work presented in this thesis could be extended in several directions. In

general, throughout this thesis, we have used continuum models for nematics

which only consider the average orientation of the nematic molecules and neglect

variations in the orientational order of the nematic. In Chapters 2 to 4, various

approximations of Ericksen–Leslie theory were used to examine aspects of the

fluid dynamics of the ODF method and in Chapters 5 to 7, we used the Oseen–

Frank bulk elastic energy density, which all neglect variations in the nematic

orientational order. Future work should undoubtedly consider how nematic ori-

entational order evolves in the ODF method, for example, using Berris–Edwards

theory [13], and how defects can occur in nematic ridges, for example, using

Q-tensor theory [152].

The simple model considered in Chapter 2 could be extended and improved in

several ways. In particular, the model for the evolution of the droplet boundary

only considers the conservation of volume, and so many effects could be included

in future studies, including anchoring, surface tension, and elasticity. We also

considered two limiting regimes of Ericksen–Leslie theory, and therefore an obvi-

ous extension of this work would be to consider the full Ericksen–Leslie theory
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within the squeezed coalescing droplets, which would likely require a numerical

approach.

The asymptotic solutions obtained in Chapter 3 neglect many physical effects,

which may be important in the ODF method. For example, the values shown

in Table 3.1 indicate that the Ericksen number is typically large in the ODF

method, and an asymptotic solution in the limit of a large Ericksen number may

be more appropriate. However, we note that seeking a solution in the limit of

a large Ericksen number leads to a non-linear boundary layer problem that will

probably need to be solved numerically. An extension of the squeeze film problem

undertaken in Chapter 3 should therefore consider numerical solutions to the full

Ericksen–Leslie equations to account for a full range of Ericksen numbers. We

also note that for the planar anchoring case considered in Chapter 3, it would

be relatively straightforward to use the asymptotic approach used in Chapter 4

for the squeeze film problem, in which we assumed that the ratio of viscosities

ε is small and obtained the large Ericksen number behaviour asymptotically.

However, we note that this approach would not be relevant to the other anchoring

conditions considered in Chapter 3 where flow alignment towards the (typically

small) Leslie angle would require rotations of the director angle that are not

asymptotically small, and therefore would be invalid for the asymptotic approach

used in Chapter 4.

In Chapter 4, we used a dissipative weak anchoring condition to examine

flow-driven distortion of the nematic director on the substrates to give insights

into the ODF method and the formation of ODF mura. Although this approach

describes how the nematic director on the substrates may respond to flow, it

does not include a model of elastic or inelastic deformation to the alignment layer

caused by the flow. In future work, a model that allows for the preferred director

orientation of the substrate to change due to high flow rates may be more realistic
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in considering flow-driven distortion of nematic and alignment layer molecules.

We also note that the results of Chapter 4 are relevant for devices with planar

anchoring, such as IPS devices, and are not directly relevant to devices with

homeotropic anchoring, such as VAN devices, or to devices in which the director

does not remain in-plane, such as TN or STN devices. In the future, dissipative

homeotropic weak anchoring could be considered to give insight into VAN devices

where flow alignment towards the (typically small) Leslie angle involves a much

larger rotation of the director than that described in Chapter 4, and so we suspect

that such devices are even more susceptible to flow-driven misalignment of the

director on the substrates during filling than those studied in Chapter 4. We

note that the approach used in Chapter 4 would have to be adapted considerably

to handle dissipative homeotropic weak anchoring as the asymptotic expansions,

which assume the director angle is small, would no longer be valid, and perhaps

a numerical approach would be required.

The governing equations derived in Chapter 5 for a static ridge of nematic

provide the basis for several relatively straightforward extensions. In particu-

lar, the approach could easily be adapted to include electromagnetic forces, a

non-uniform substrate, including prescribed surface grooves or varied substrate

anchoring behaviour, or more detailed models for the nematic order, such as

Q-tensor theory [152]. We note that the governing equations were derived on

the assumption that the director remains in-plane, which could undoubtedly be

relaxed in future studies to allow director alignment in three dimensions, such

as twist deformations [201]. Finally, we note that the more common situation

of a nematic droplet, rather than a two-dimensional ridge, could be considered

using the same energy minimisation framework and is certainly worthy of future

research.

In Chapters 6 and 7, we considered two applications of the governing equations

248



derived in Chapter 5. The thin-film limit considered in Chapter 6 decouples the

slope of the gas–nematic interface and the gas–nematic interface anchoring terms

in the governing equations, and so, the director angle on the interface behaves

as if it were locally flat. In future work, the thin-film limit should be relaxed so

that the behaviour of the free surface anchoring can account for the variation of

the free surface slope; however, we note that a numerical approach will probably

then be required. Another valuable direction for future work would be to include

the effects of electric fields to study how the application of electric fields may be

used to control the equilibrium states of partial wetting, complete wetting and

complete dewetting. The results obtained in Chapter 7 could also be extended to

consider the dynamics of wetting or dewetting, which may help with comparisons

to equivalent experimental investigations, and would be an exciting area of future

study. However, it may then be necessary to allow for flow within the ridge

and include a model of contact line movement, which would require significant

adaptions of the governing equations derived in Chapter 5.

Perhaps the most obvious direction for future work on ridges of nematic would

be to use the approach presented in Chapter 6 to consider a thin unpinned nematic

ridge. The key difference between this future consideration and Chapter 6 would

be that the semi-width d would now be unknown, and the Young equations (5.42)

and (5.43) would be required to complete the governing equations. Preliminary

results for this situation indicate that the solutions obtained in Chapter 6 for a

thin pinned ridge are relevant for a thin unpinned ridge. In particular, the uniform

homeotropic and planar solutions (i.e. the H and P solutions), distorted solutions

(i.e. DH, DP, and D solutions), and an additional solution for which the nematic

completely wets the substrate (denoted the wetting W solution) are obtained.

Similarly to Figure 8.1 in Chapter 6, the energetically preferred solutions for a

thin unpinned ridge of nematic can be presented in a CNS–CGN parameter plane,

as shown in Figure 8.1. Whilst the behaviour of the director in this unpinned
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Figure 8.1: The CNS–CGN parameter plane for K = 1 for a thin unpinned ridge
of nematic. Regions of the parameter plane where the H solution (shown in dark
red), the P solution (shown in dark blue), DP solutions (shown in light blue),
DH solutions (shown in light red) and the W solution are energetically preferred
are labelled. D solutions are energetically preferred along the solid black line
corresponding to hc = 0, the black dashed line corresponds to hc = −3/4, the
black dotted line corresponds to hc = 3/4.
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system is similar to the pinned ridge, initial numerical results indicate that the

behaviour of the height of the ridge can be significantly different.

In summary, the work undertaken in this thesis has gone a long way to analyse

problems relating to LCD manufacturing and systems with a nematic free surface

and three-phase contact line, but there are still many interesting aspects which

future work should seek to uncover.
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Appendix A

Derivation of the governing

equations for a static ridge of

nematic when the ridge height h

is a double-valued function of x.

In this Appendix the derivation of the governing equations for a nematic ridge

when h is a double-valued function of x is presented. For simplicity of the ex-

pressions derived in this Appendix, we take the one-constant approximation and

neglect gravitational effects. This derivation involves splitting the gas–nematic

interface into three parts in each of which h is a single-valued function of x. In

particular, we divide the gas-nematic interface into three single-valued functions

of x, namely the lower left (“L”), upper (“U”), and lower right (“R”) components
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Figure A.1: A schematic of a static ridge of nematic when h is a double-valued
function of x. The Cartesian coordinates x, y and z (where the y-direction is into
the page), the points x = a+ and x = a−, the components of the gas-nematic
interface hL(x), hU(x) and hR(x), boundary of the nematic ridge Γ, the outward
unit normals ν, the contact angles β±, and the region of nematic in the (x, z)-
plane Ω are also indicated.

z = hL(x), z = hU(x) and z = hR(x), such that

hL = hU at x = a−, (A.1)

hU = hR at x = a+, (A.2)

where hU > hL and hU > hR, and x = a− and x = a+ are the locations for which

dhL/dx → −∞ and dhU/dx → ∞, and dhR/dx → ∞ and dhU/dx → −∞,

respectively, as shown in Figure A.1. In this formulation the boundary conditions

are subject to the two Dirichlet boundary conditions hL(d−) = 0 = hR(d+) and

the definitions of the contact angles (5.4) are given by

hLx = tan β− at x = d−, (A.3)

−hRx = tan β+ at x = d+, (A.4)
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and the unit outward normals (5.2) are given by

νNS = −ẑ on z = 0, (A.5)

νGN =
hLx√

1 + hL
2
x

x̂− 1√
1 + hL

2
x

ẑ on z = hL, , (A.6)

νGN = − hUx√
1 + hU

2
x

x̂ +
1√

1 + hU
2
x

ẑ on z = hU , , (A.7)

νGN =
hRx√

1 + hR
2
x

x̂− 1√
1 + hR

2
x

ẑ on z = hR, . (A.8)

The free energy components (5.6)–(5.9) in this formulation can then be expressed

as

Ebulk =

∫ d−

a−

∫ hU (a−)

hL

W dzdx+

∫ d−

a−

∫ hU

hU (a−)

W dzdx

+

∫ d+

d−

∫ hU

0

W dzdx+

∫ a+

d+

∫ hU (a+)

hR

W dzdx

+

∫ a+

d+

∫ hU

hU (a+)

W dzdx, (A.9)

EGN = −
∫ a−

d−
[ωGN(θ, hLx)]

z=hL

√
1 + hL

2
x dx

+

∫ a+

a−
[ωGN(θ, hUx)]

z=hU

√
1 + hU

2
x dx

−
∫ d+

a+
[ωGN(θ, hRx)]

z=hR

√
1 + hR

2
x dx, (A.10)

ENS =

∫ d+

d−
[ωNS(θ)]z=0 dx, (A.11)

EGS =

∫ L+

d+
[ωGS]z=0 dx+

∫ d−

L−
[ωGS]z=0 dx, (A.12)

and the area constraint term Carea, is given by

Carea = p0

(
A−

∫ d+

d−
hU dx−

∫ d−

a−
(hU − hL) dx−

∫ a+

d+
(hU − hR) dx

)
. (A.13)
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We now proceed using the same method described Section 5.2. Specifically, we

take the variation of the functional F , given by (A.9)–(A.13) and (5.11), with

respect to small variations of the variables θ, hL, hU , hR, d− and d+ of the form

θ → θ + δθ, hR → hR + δhR , hU → hU + δhU ,

hL → hL + δhL , d+ → d+ + δd+ , d− → d− + δd− .
(A.14)

The variation of the functional F , denoted by δF , is given by

δF = F
(
θ + δθ, (θ + δθ)x, (θ + δθ)z, hL + δhL , (hL + δhL)x,

hU + δhU , (hU + δhU )x, hR + δhR , (hR + δhR)x, d
− + δd− , d

+ + δd+
)

− F (θ, θx, θz, hL, hLx, hU , hUx, hR, hRx, d
−, d+). (A.15)

The variation of each term in (A.9)–(A.13) and (5.11) is considered in turn, and

we neglect terms in (A.15) that are O(δ2
θ), O(δ2

hL
), O(δ2

hU
), O(δ2

hR
), O(δ2

d−) and

O(δ2
d+).

For the bulk elastic energy Ebulk, given by (A.9), using the variations (A.14)

and after some manipulation we arrive at the variation of the bulk energy δEbulk,

which can be expressed as

δEbulk =

∫ ∫ (
δθ
∂W

∂θ
+ δθx

∂W

∂θx
+ δθz

∂W

∂θz

)
dΩ

+ δd−

[∫ hU (a−)

hL

W dz +

∫ hU

hU (a−)

W dz −
∫ hU

0

W dz

]x=d−

+ δd+

[∫ hU

0

W dz −
∫ hU

hU (a+)

W dz −
∫ hU (a+)

hR

W dz

]x=d+

−
∫ d−

a−
δhL [W ]z=hL dx+

∫ a+

a−
δhU [W ]z=hU dx

−
∫ a+

d+
δhR [W ]z=hR dx. (A.16)
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Similarly to Section 5.2, hR and hL that are evaluated at x = d− and x = d+

are removed using the two Dirichlet boundary conditions hL(d−) = 0 = hR(d+)

and the terms that contain derivatives of a variation, namely δθx and δθz, are

simplified using (5.17). Some care should be taken as the line integral along Γ in

(5.17) is now composed of many components. In particular, namely a component

along ΓNS which remains the same as Section 5.2 and components along ΓGN for

z = hL, z = hU , and z = hR. Specifically, the components are; a component

along ΓNS at z = 0 from x = d− to x = d+ with dΓ = dx and outward unit

normal (A.5), a component along ΓGN at z = hR from x = d+ to x = a+ with

dΓ =
√

1 + hR
2
x dx and outward unit normal (A.6), a component along ΓGN at

z = hU from x = a+ to x = a− with dΓ = −
√

1 + hR
2
x dx and outward unit

normal (A.7), and a component along ΓGN at z = hL from x = a− to x = d+

with dΓ =
√

1 + hR
2
x dx and outward unit normal (A.8). The line integral along

Γ in (5.17) is given by

∮
Γ

δθ
∂W

∂θα
(α̂ · ν̂) dΓ = −

∫ d+

d−

[
δθ
∂W

∂θα

]z=0

(α̂ · ẑ) dx

+

∫ a+

d+

[
δθ
∂W

∂θα

]z=hR(
α̂ · (hRxx̂− ẑ)

)
dx

+

∫ a−

a+

[
δθ
∂W

∂θα

]z=hU(
α̂ · (hUxx̂− ẑ)

)
dx

+

∫ d−

a−

[
δθ
∂W

∂θα

]z=hL(
α̂ · (hLxx̂− ẑ)

)
dx. (A.17)

The combining (A.16), (5.17), and (A.17) yields variation of the bulk energy
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δEbulk, namely

δEbulk =

∫ ∫
δθ

(
∂W

∂θ
− ∂

∂x

(
∂W

∂θx

)
− ∂

∂z

(
∂W

∂θz

))
dΩ−

∫ d−

a−
δhL [W ]z=hL dx

+

∫ a+

a−
δhU [W ]z=hU dx−

∫ a+

d+
δhR [W ]z=hR dx

+

∫ a+

d+
hRx

[
δθ
∂W

∂θx

]z=hR
dx+

∫ a−

a+
hUx

[
δθ
∂W

∂θx

]z=hU
dx

+

∫ d−

a−
hLx

[
δθ
∂W

∂θx

]z=hL
dx−

∫ d+

d−

[
δθ
∂W

∂θz

]z=0

dx

−
∫ a+

d+

[
δθ
∂W

∂θz

]z=hR
dx−

∫ a−

a+

[
δθ
∂W

∂θz

]z=hU
dx

−
∫ d−

a−

[
δθ
∂W

∂θz

]z=hL
dx. (A.18)

For the gas–nematic interface energy EGN, given by (A.10), substituting the

variations (A.14) into (A.10) and carrying out integration by parts on any terms

involving δhLx, δhU x, or δhRx and simplifying, yields the variation of the gas–
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nematic interface energy δEGN:

δEGL = −
∫ a−

d−

[
δθ

√
1 + hL

2
x

∂ωGN

∂θ
+ δhL

(√
1 + hL

2
x

∂ωGN

∂θ

∂θ

∂z

− ∂

∂x

[
∂

∂hLx

(√
1 + hL

2
x ωGN

)])]z=hL
dx

+

∫ a+

a−

[
δθ

√
1 + hU

2
x

∂ωGN

∂θ
+ δhU

(√
1 + hU

2
x

∂ωGN

∂θ

∂θ

∂z

− ∂

∂x

[
∂

∂hUx

(√
1 + hU

2
x ωGN

)])]z=hU
dx

−
∫ d+

a+

[
δθ

√
1 + hR

2
x

∂ωGN

∂θ
+ δhR

(√
1 + hR

2
x

∂ωGN

∂θ

∂θ

∂z

− ∂

∂x

[
∂

∂hRx

(√
1 + hR

2
x ωGN

)])]z=hR
dx

− δd+
[√

1 + hR
2
x ωGN − hRx

∂

∂hRx

(√
1 + hR

2
x ωGN

)]x=d+

+ δd−

[√
1 + hL

2
x ωGN − hLx

∂

∂hLx

(√
1 + hL

2
x ωGN

)]x=d−

. (A.19)

For the nematic–solid interface energy ENS, given by (A.11), the variations

(A.14) in (A.11) yields the variation δENS:

δENS =

∫ d+

d−

[
δθ
∂ωNS

∂θ

]
z=0

dx+ δd+ [ωNS]x=d+ − δd− [ωNS]x=d− , (A.20)

which is identical to result obtained in Section 5.2, namely (5.23).

For the gas–solid interface energy EGS, given by (A.12), the variation δEGS

is found by combining the gas–solid interface energy (A.12), and the variations

(A.14), yielding

δEGS = δd− [ωGS]x=d− − δd+ [ωGS]x=d+ , (A.21)
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which is identical to result obtained in Section 5.2, namely (5.24).

Finally, the variation of the area constraint Carea, given by (A.13), is found by

combining (A.13), the variations (A.14), and the two Dirichlet boundary condi-

tions hL(d−) = 0 = hR(d+) to give

δCarea = −
∫ a+

a−
p0 δhU dx+

∫ d−

a−
p0 δhL dx+

∫ a+

d+
p0 δhR dx. (A.22)

Again we proceed identically to Section 5.2 and seek extrema of the free energy

E for which δF = 0, and the variations δθ, [δθ]
z=0, [δθ]

z=hL , [δθ]
z=hU , [δθ]

z=hR , δhL ,

δhU , δhR , δd+ and δd− are independent and arbitrary, their coefficients in δF ,

given by (5.15), must be zero. Together with the area constraint (5.5) and the

two boundary conditions hL(d−) = 0 and hR(d+) = 0, the coefficients of each

variation yield the governing equations for a nematic ridge, as described in the

next section.

The meaning of each of the coefficients δθ, [δθ]z=0, [δθ]z=hL , [δθ]z=hU , [δθ]z=hR ,

δhL , δhU , δhR , δd+ and δd− correspond to meaning of the coefficients discussed in

5.3. However, there are now three coefficients representing the balance-couple-

condition on the gas–nematic interface, namely [δθ]z=hL , [δθ]z=hU , [δθ]z=hR , and

the nematic Young–Laplace equation, namely δhL , δhU , δhR . These equations,

together with the area constraint, are summarised below.

The the balance of elastic torque within the bulk of the nematic and the

balance-of-couple on the nematic–solid interface when the ridge height h is a

double-valued function of x are identical to the the balance of elastic torque

within the bulk of the nematic and the balance-of-couple on the nematic–solid

interface stated in Section 5.3 when the ridge height h is a single-valued function

of x , namely (5.27) and (5.29). The balance-of-couple condition on the three
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components of the gas–nematic interface, are given by

∂W

∂θz
− hLx

∂W

∂θx
−
√

1 + hL
2
x

∂ωGN

∂θ
= 0, (A.23)

∂W

∂θz
− hUx

∂W

∂θx
+

√
1 + hU

2
x

∂ωGN

∂θ
= 0, (A.24)

∂W

∂θz
− hRx

∂W

∂θx
−
√

1 + hR
2
x

∂ωGN

∂θ
= 0, (A.25)

on z = hL, z = hU , and z = hR, respectively. The nematic Young–Laplace

equation on the three components of the gas–nematic interface, are given by

W − p0 −
√

1 + hL
2
x

∂ωGN

∂θ

∂θ

∂z

+
∂

∂x

(√
1 + hL

2
x

∂ωGN

∂hLx
+

hLx√
1 + hL

2
x

ωGN

)
= 0, (A.26)

W − p0 +

√
1 + hU

2
x

∂ωGN

∂θ

∂θ

∂z

− ∂

∂x

(√
1 + hU

2
x

∂ωGN

∂hUx
+

hUx√
1 + hU

2
x

ωGN

)
= 0, (A.27)

W − p0 −
√

1 + hR
2
x

∂ωGN

∂θ

∂θ

∂z

+
∂

∂x

(√
1 + hR

2
x

∂ωGN

∂hRx
+

hRx√
1 + hR

2
x

ωGN

)
= 0, (A.28)

on z = hL, z = hU , and z = hR, respectively, and the nematic Young equations

[47] at the contact lines are given by

ωNS − ωGS −
√

1 + hL
2
x ωGN + hLx

∂

∂hx

(√
1 + hL

2
x ωGN

)
= 0, (A.29)

ωNS − ωGS −
√

1 + hR
2
x ωGN + hRx

∂

∂hx

(√
1 + hR

2
x ωGN

)
= 0, (A.30)

at x = d− and x = d+, respectively. We note that the nematic Young equations

(A.29) and (A.30) are different to (5.31); however, as we will see shortly, when

the Young equations are expressed in terms of the contact angles with (A.3) and

260



(A.4) the Young equations are identical.

The full set of governing equations (5.27), (5.29), and (A.23)–(A.30) is then

completed by the area constraint (5.5), the two Dirichlet boundary conditions

hL(d−) = 0 = hR(d+), and the continuity conditions (A.1) and (A.2). Once

explicit forms of the energy densities W , ωGN, ωNS and ωGS have been prescribed,

the solutions for θ, hL, hU , hR, d−, d+ and p0 can be determined.

A.1 Governing equations for the Oseen–Frank

bulk elastic energy density and Rapini–Papoular

interface energy densities

Similarly to Section (5.2), the Rapini–Papoular energy densities ωGN and ωNS,

the constant gas–solid interface energy density, and Oseen–Frank elastic energy

density W , given by (5.33), (5.34), (5.37) and (5.32), respectively, are now used

with the unit outward normals (A.5)–(A.8), to specify the governing equations.

In particular, we recover the the balance of elastic torque within the bulk of the

nematic (5.38) and the balance of couple on the nematic–solid interface equation

(5.40), and the balance of couple on the gas–nematic interface equation (5.39) is

now given by

K (θz − hLxθx)−
CGN

2
√

1 + hL
2
x

(
(hL

2
x − 1) sin 2θ + 2hLx cos 2θ

)
=0, (A.31)

K (θz − hUxθx) +
CGN

2
√

1 + hU
2
x

(
(hU

2
x − 1) sin 2θ + 2hUx cos 2θ

)
=0, (A.32)

K (θz − hRxθx)−
CGN

2
√

1 + hR
2
x

(
(hR

2
x − 1) sin 2θ + 2hRx cos 2θ

)
=0, (A.33)
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on z = hL, z = hU , and z = hR, respectively, the nematic Young–Laplace

equation (5.41) is now given by

p0 −W − σGN
hLxx(

1 + hL
2
x

)3/2
− CGN

4
(
1 + hL

2
x

)5/2

[
3hLxx

(
(hL

2
x − 1) cos 2θ − 2hLx sin 2θ

)
+ (1 + hL

2
x)

(
4 cos 2θ

[
θx − hLx(1 + hL

2
x)θz

]
+ 2 sin 2θ

[
(1− hL4

x)θz + hLx(3 + hL
2
x)θx

])]
= 0, (A.34)

p0 −W − σGN
hUxx(

1 + hU
2
x

)3/2
− CGN

4
(
1 + hU

2
x

)5/2

[
3hUxx

(
(hU

2
x − 1) cos 2θ − 2hUx sin 2θ

)
+ (1 + hU

2
x)

(
4 cos 2θ

[
θx − hUx(1 + hU

2
x)θz

]
+ 2 sin 2θ

[
(1− hU 4

x)θz + hUx(3 + hU
2
x)θx

])]
= 0, (A.35)

p0 −W − σGN
hRxx(

1 + hR
2
x

)3/2
− CGN

4
(
1 + hR

2
x

)5/2

[
3hRxx

(
(hR

2
x − 1) cos 2θ − 2hRx sin 2θ

)
+ (1 + hR

2
x)

(
4 cos 2θ

[
θx − hRx(1 + hR

2
x)θz

]
+ 2 sin 2θ

[
(1− hR4

x)θz + hRx(3 + hR
2
x)θx

])]
= 0, (A.36)

on z = hL, z = hU , and z = hR, respectively, and we recover the nematic Young

equations (5.42) and (5.43).

In summary, when the ridge height h is a double-valued function of x the

balance of elastic torque within the bulk of the nematic (5.38), the interface

equations (5.40) and (A.31)–(A.36), Young equations (5.42) and (5.43), the two

Dirichlet boundary conditions hL(d−) = 0 = hR(d+), the area constraint (5.5)

and continuity conditions (A.1) and (A.2) completely describe the nematic ridge.
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Appendix B

Numerical procedure for solving

the system (6.11)–(6.13)

and (6.24)–(6.26)

The solutions presented in Chapter 5 were obtained with the programming and

numerical computing platform MATLAB [142]. Specifically, MATLAB’s stiff

differential-algebraic equation solver ode15s was used to be obtain numerical so-

lutions to the system (6.11)–(6.13) and (6.24)–(6.26). We included pseudo-time

derivatives and pseudo-time coefficients, denoted by ξ1, ξ2, ξ3, and ξ4 to the sys-

tem (6.11)–(6.13) and (6.24)–(6.26) so that the balance-of-couple condition on

the nematic–substrate interface (6.11), the balance-of-couple condition on the

gas–nematic interface (6.12), and the Young–Laplace equation (6.13), take the
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forms

ξ1
dθNS

dt
= K

(
θGN − θNS

)
+ CNSh sin θNS cos θNS, (B.1)

ξ2
dθGN

dt
= K

(
θGN − θNS

)
− CGNh sin θGN cos θGN, (B.2)

ξ3
dh

dt
= p0 + hxx +

K

2

(
θGN − θNS

h

)2

, (B.3)

respectively, and the area constraint (6.26) takes the form

ξ4
dp0

dt
=

1

2
−
∫ 1

0

h dx. (B.4)

The contact-line condition (6.24) and the symmetry and regularity condition

(6.25) are unchanged. We numerically solved the pseudo-time-dependent equa-

tions (B.1)–(B.4), (6.24) and (6.25), and then allowed the pseudo-time-dependent

numerical solutions to approach a steady state, at which point the solution of

(B.1)–(B.4), (6.24) and (6.25) approaches the solution of the system (6.11)–(6.13)

and (6.24)–(6.26).

All of the numerical solutions presented in the current work used the initial

condition θNS = θGN = π(sin(2πx) + 1)/4, h = hiso = 3(1− x2)/4 and p0 = pI =

3/4 and pseudo-time coefficient values of ξ1 = 0.01, ξ2 = 0.01, ξ3 = 1, and ξ4 =

0.01. As mentioned in Section 6.1.3, during numerical testing asymmetric initial

conditions for θNS, θGN and h were used, which led to symmetric solutions for h

and symmetric continuous θ solutions. The asymmetric discontinuous θ solutions

mentioned in Section 6.1.2 were generated by numerically solving the system

(6.11)–(6.15) with asymmetric initial conditions. In particular, the asymmetric

initial condition θNS = θGN = π(tanh(4(x− x̄)))/2, where x = x̄ (0 < |x̄| < 1),

h = hiso = 3(1 − x2)/4 and p0 = pI = 3/4 was used to obtain asymmetric

discontinuous θ solutions with a discontinuity at x = x̄.
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Appendix C

Parametric solution for the

system (6.11)–(6.13)

and (6.24)–(6.26)

In this Appendix we provide a parametric solution of equations (6.11)–(6.13)

and (6.24)–(6.26). First we introduce a parameter κ = κ(x) defined by

κ =
2K

CNSCGN

θGN − θNS

h
, (C.1)

in terms of which (6.11) and (6.12) give

sin 2θNS = −CGNκ, sin 2θGN = CNSκ. (C.2)

265



Therefore θNS, θGN and h may be written in terms of κ as

θNS =
mNSπ

2
− (−1)mNS

2
sin−1(CGNκ), (C.3)

θGN =
mGNπ

2
+

(−1)mGN

2
sin−1(CNSκ), (C.4)

h =
K

CNSCGN

f(κ), (C.5)

where mNS and mGN are integers, and f(κ) is defined by f(κ) = 2(θGN− θNS)/κ,

that is,

f(κ) =
(mGN −mNS)π

κ
+

(−1)mGN sin−1(CNSκ) + (−1)mNS sin−1(CGNκ)

κ
. (C.6)

Clearly the representation of θNS, θGN and h, given by (C.3)–(C.5), respectively,

requires that −1 ≤ CNSκ ≤ 1 and −1 ≤ CGNκ ≤ 1. Since θNS, θGN, h, hx

and hxx are continuous, and since θNS = θGN ≡ mπ/2 for x ≥ xc (where again

xc denotes the position x = xc where h(xc) = |hc|), equation (C.1) shows that

κ = 0 at x = xc, and so (C.3) and (C.4) require that mNS = mGN = m on

the branch of solutions that contains x = xc. Without loss of generality we

may take mNS and mGN to be either mNS = mGN = 0 corresponding to a DP

solution or mNS = mGN = 1 corresponding to a DH solution on the branch of

solutions that contains x = xc. We remind the reader that inspection of (6.35)

shows that DP solutions (i.e. mNS = mGN = 0 on the branch of solutions that

contains x = xc) are energetically preferred to DH solutions for hc > 0 and DP

solutions (i.e. mNS = mGN = 1 on the branch of solutions that contains x = xc)

are energetically preferred to DH solutions for hc > 0.

Inspection of the solutions of the system (6.11)–(6.13) and (6.24)–(6.26) shows

that for certain values of CNS and CGN (see those shown in Figures 6.4 and 6.5),

either both θNS and θGN are monotonic functions of x or one of θNS and θGN is a

monotonic function of x and the other is non-monotonic. In the case that both
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θNS and θGN are monotonic functions of x, the branch of solutions that contains

x = xc is valid for the entire central region 0 ≤ x ≤ xc. However, when one of

θNS and θGN is a monotonic function of x and the other is non-monotonic, the

branch of solutions that contains x = xc is valid only in an interval xs ≤ x ≤ xc,

where x = xs is the position of a stationary point of κ(x), at which κ takes the

stationary value κ = κs where

κs =
sgn(CNS)

max(|CNS|, |CGN|)
. (C.7)

At x = xs the angle θNS (if |CNS| < |CGN|) or θGN (if |CNS| > |CGN|) takes the

value π/4, and the other angle, θGN or θNS respectively, has a stationary point

as a function of x. To the left of xs, that is, in the interval 0 ≤ x ≤ xs, the

angle that takes the value π/4 at x = xs must change to a different branch,

corresponding to a different value of either mNS or mGN in the representation

(C.3)–(C.5). Inspection of solutions of the system (6.11)–(6.13) and (6.24)–(6.26)

allow us to assign regions (I)–(VI) of the CNS–CGN parameter plane, shown in

Figure 6.7, where either both θNS and θGN are monotonic functions of x or one

of θNS and θGN is a monotonic function of x and the other is non-monotonic, and

therefore we can assign regions of the CNS–CGN parameter plane where a change

in the solution branch is required. Table C.1 provides the relevant values of mNS

and mGN on the different branches, as indicated by numerical solutions of the

system (6.11)–(6.13) and (6.24)–(6.26), which depend on the regions (I)–(VI) of

the CNS–CGN parameter plane shown in Figure 6.7.

To complete the solution we need to relate κ to x. Substitution from (C.1)

and (C.5) into (6.13) gives a differential equation for κ, namely

p0 +
C2

NSC
2
GN

8K
κ2 = − K

CNSCGN

[f(κ)]xx (C.8)
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Region of Figure 6.7 mNS mGN x

(I) 1 1 0 ≤ x ≤ xc

(II) 0 0 0 ≤ x ≤ xc

(III)

{
0

1
1

{
0 ≤ x ≤ xs

xs ≤ x ≤ xc

(IV) 1

{
0

1

{
0 ≤ x ≤ xs

xs ≤ x ≤ xc

(V) 0

{
1

0

{
0 ≤ x ≤ xs

xs ≤ x ≤ xc

(VI)

{
1

0
0

{
0 ≤ x ≤ xs

xs ≤ x ≤ xc

Table C.1: The values of mNS and mGN in the intervals 0 ≤ x ≤ xs and xs ≤
x ≤ xc in the parametric representation of θNS, θGN and h given by (C.3)–(C.5),
respectively, for the six regions (I)–(VI) of the CNS–CGN parameter plane shown
Figure 6.7.

(which, we note, does not involve the independent variable x explicitly). Defining

q = q(x) by

q = hx =
K

CNSCGN

f ′(κ)κx, (C.9)

so that

κx =
CNSCGN

K

q

f ′(κ)
, (C.10)
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we thus have

p0 +
C2

NSC
2
GN

8K
κ2 = −qx = −qκκx = −CNSCGN

K

qqκ
f ′(κ)

. (C.11)

Therefore

qqκ = − K

CNSCGN

(
p0 +

C2
NSC

2
GN

8K
κ2

)
f ′(κ), (C.12)

and so, on the assumption that hx ≤ 0 in 0 ≤ x ≤ xc, we have

q = −
√
I(κ), (C.13)

where I = I(κ) is defined by

I(κ) =
2K

CNSCGN

∫ κm

κ

(
p0 +

C2
NSC

2
GN

8K
κ̃2

)
f ′(κ̃) dκ̃, (C.14)

that is,

I(κ) =
CNSCGN

2

[
4Kp0f(κ̃)

C2
NSC

2
GN

− κ̃2f(κ̃)

2
− (−1)mNS

√
1− C2

GNκ̃
2

CGN

−(−1)mGN

√
1− C2

NSκ̃
2

CNS

]κm
κ

, (C.15)

with κm denoting the (as yet unknown) value of κ at x = 0. With (C.9), equation

(C.13) is
K

CNSCGN

f ′(κ)κx = −
√
I(κ), (C.16)

which may be integrated to give x in terms of κ:

x = J(κ), (C.17)
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where J = J(κ) is defined by

J(κ) =
K

CNSCGN

∫ κm

κ

f ′(κ̃)√
I(κ̃)

dκ̃. (C.18)

The positions x = xc and x = xs correspond to κ = 0 and κ = κs, respectively,

and so

xc = J(0), (C.19)

xs = J(κs). (C.20)

At x = xc the parametric solution must match with the solution in the edge

region, i.e. where xc ≤ x ≤ 1, in which either θNS = θGN ≡ 0 or θNS = θGN ≡ π/2

and the free surface height is a quadratic function of x with unknown coefficients

given by (6.34). Continuity of h and hxx at x = xc are trivially satisfied, and

continuity of hx at x = xc leads to the condition

|hc|
1− xc

− 1

2
p0(1− xc) =

√
I(0). (C.21)

In addition using (C.5), (C.17) and (6.34) the area constraint (6.26) reduces to

1 = |hc|(1− xc) +
p0

6
(1− xc)

3 +
2K2

C2
NSC

2
GN

∫ κm

0

f(κ)f ′(κ)√
I(κ)

dκ. (C.22)

In summary, when h > |hc| the solution for θNS, θGN and h in 0 ≤ x < xc

is given parametrically (with parameter κ) by (C.3)–(C.5) and (C.17), with the

values of mNS and mGN and the κ intervals as specified in Table C.1, and when

h ≤ |hc| the solution for θNS, θGN and h in xc ≤ x ≤ 1 is given explicitly by θNS =

θGN ≡ 0 or θNS = θGN ≡ π/2 and (6.34), in which, the four unknown constants xc,

xs, p0, and κm must be determined numerically from the four algebraic relations

(C.19)–(C.22). The height of the free surface in the middle of the ridge and the
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contact angle β may then be determined by

hm =
K

CNSCGN

f(κm) and β = −1

2
p0(1− xc)−

|hc|
1− xc

, (C.23)

respectively.

C.1 Applying the parametric solution to the so-

lution shown in Figure 6.4(d) and Figure 6.5(d)

We now consider a particular example to demonstrate use of this parametric

solution. Consider the solution shown in Figure 6.4(d) and Figure 6.5(d) where

K = 1, CNS = −3, and CGN = 2.5 which is within region (V) of the CNS–

CGN parameter plane. As stated in Table C.1, for region (V) of the CNS–CGN

parameter plane mNS = 0 and mGN = 1 for 0 ≤ x ≤ xs, and mNS = mGN = 0 for

xs ≤ x ≤ xc, and hence (C.3)–(C.5) take the forms given by

θNS = −1

2
sin−1(CGNκ) for 0 ≤ x ≤ xc, (C.24)

θGN =


π

2
− 1

2
sin−1(CNSκ) for 0 ≤ x ≤ xs,

1

2
sin−1(CNSκ) for xs ≤ x ≤ xc,

(C.25)

h =


K
[
π − sin−1(CNSκ) + sin−1(CGNκ)

]
CNSCGNκ

for 0 ≤ x ≤ xs,

K
[
sin−1(CNSκ) + sin−1(CGNκ)

]
CNSCGNκ

for xs ≤ x ≤ xc,

(C.26)

respectively, where κ is obtained from (C.17) with the algebraic conditions (C.19)–

(C.22). In this case θNS increases from −(1/2) sin−1(CGNκm) at x = 0 to a maxi-

mum value −(1/2) sin−1(CGN/CNS) at x = xs, and then decreases to 0 at x = xc,
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Figure C.1: Solutions for the director angle on the nematic–substrate interface
θNS (solid line) and the gas–nematic interface θGN (dashed line) obtained using the
parametric solution given in this Appendix for K = 1, CNS = −3 and CGN = 2.5.
The parameter κ (dotted line) is also plotted and the values of θNS (blue dots),
θGN (red dots), κ (green dots) at x = 0 and x = xs are labelled.

whereas θGN decreases monotonically from π/2− (1/2) sin−1(CNSκm) at x = 0 to

0 at x = xc, passing through the value θGN = π/4 at x = xs, as shown in Figure

C.1.

Corresponding descriptions for other values of CNS and CGN are similar, but

are omitted here for brevity.
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Appendix D

Asymptotic analysis of

completely distorted D solutions

Unlike DH and DP solutions, significant progress can be made asymptotically for

D solutions in the limits of small CNS = −CGN and large CNS = −CGN. In order

to make analytical progress in this case we set C = CNS = −CGN, and note that

the system (6.11)–(6.13) and (6.24)–(6.26) has solutions for θNS and θGN of the

form

θNS = ψ + δ and θGN = ψ − δ, (D.1)

where ψ is a constant and δ = δ(x). Without loss of generality we consider only

C > 0 for which CNS > 0 and CGN < 0, and note that solutions for C < 0

can simply be obtained from the solutions for C > 0 using (6.22). From (D.1)

and (6.10) the solution for the director angle is given by

θ = ψ +

(
1− 2z

h

)
δ, (D.2)

and therefore θ takes the constant value θ(x, z = h/2) ≡ ψ on z = h/2.
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Using (D.1) the governing equations (6.11)–(6.13) can be expressed in terms

of the unknowns δ, ψ, and h and the parameters C and K as

0 = −4Kδ + Ch (sin 2ψ cos 2δ + cos 2ψ sin 2δ) , (D.3)

0 = −4Kδ + Ch (sin 2ψ cos 2δ − cos 2ψ sin 2δ) , (D.4)

0 = p0 + 2K

(
δ

h

)2

+ hxx. (D.5)

Subtracting (D.4) from (D.3) yields

ψ =
π

4
+
pπ

2
, (D.6)

where p is any integer. We note that because of the equivalence of the director

angles θ and θ+mπ mentioned earlier, all solutions with odd p are identical, and

all solutions with even p are identical. Without loss of generality we set p = 0 so

that ψ = π/4 and note that solutions with even p can be obtained by adding pπ,

and solutions with odd p can be obtained by adding (p− 1)π and using (6.22).

Combining (D.3) or (D.4) and (D.6) and rearranging yields an expression for

h in terms of δ, namely

h =
4K

C

δ

cos 2δ
, (D.7)

where the equation satisfied by δ is given by combining (D.5) and (D.7) to yield

0 = p0 +
C2

8K
cos2 2δ +

4K

C

d2

dx2

(
δ

cos 2δ

)
, (D.8)

which must, in general, be solved numerically. The appropriate conditions on δ
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are

δ = 0 at x = ±1, (D.9)

δx = 0 at x = 0, (D.10)

C

8K
=

∫ 1

0

δ

cos 2δ
dx, (D.11)

which are obtained from the contact-line condition (6.24), the symmetry and

regularity condition (6.25) and the area constraint (6.26) with (D.7), respectively.

From (D.2) and (D.9), for D solutions the director at the contact line is given by

n = (1/
√

2)(1,±1).

We now consider the solutions of (D.7)–(D.11) in two useful, albeit specialised,

asymptotic limits for which asymptotic solutions indicate the dependence of an-

choring effects on both the director angle and the height of the ridge. In partic-

ular, we consider the limit of small C, where antagonistic anchoring effects are

much weaker than elastic, namely C � K, and in the limit of large C, where

antagonistic anchoring effects are much stronger than elastic, namely C � K.

D.1 Asymptotic solution in the limit of small C

In the limit C → 0 we seek asymptotic solutions for δ and p0 in powers of C in

the forms

δ = δ0 + Cδ1 + C2δ2 + C3δ3 + C4δ4 +O(C5), (D.12)

p0 = p0,0 + Cp0,1 + C2p0,2 + C3p0,3 + C4p0,4 +O(C5), (D.13)

and note that the asymptotic solution for h in powers of C can be obtained form

(D.7) and (D.12). Substituting the expansions (D.12) and (D.13) into (D.7)–
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(D.11), we obtain the asymptotic solutions for h, δ and p0, given by

h =
3

4

(
1− x2

)
− C4 3

35840K3

(
1− x2

) (
5− 28x2 + 7x4

)
+O(C5), (D.14)

δ = C
3

16K

(
1− x2

)
− C3 27

2048K3

(
1− x2

)3
+O(C5), (D.15)

p0 =
3

2
− C2 1

8K
+ C4 27

2240K3
+O(C5). (D.16)

Combining (D.1), (D.6), (D.15) and (6.10) yields the solution for the director

angle θ given by

θ =
π

4
+

3C

16K

(
1− x2

)(
1− 2z

h

)
+O(C3). (D.17)

At leading order in C, θ is uniform everywhere with θ ≡ ψ = π/4 (i.e. the average

of planar and homeotropic orientation), and p0 = pI and h = hiso. At first order

in C, θ is quadratic function of x.

Using (D.14), (D.15), (6.17) and (6.18) the second-order energy ∆E is given

by

∆E =
3

4
− C2

8K
+O(C3), (D.18)

which is always less than the second-order energy for the H solution and P solution

with C = CNS = −CGN, which is given by ∆EP = ∆EH = 3/4. Therefore in

the limit of small C = CNS = −CGN, the completely distorted solutions given by

(D.14)–(D.15) are energetically preferred to uniform solutions given by (6.27).
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D.2 Asymptotic solution in the limit of large C

In the limit C →∞, (D.8) is a singular differential equation for δ. Inspection of

(D.8) yields the appropriate outer solution δ = δ0 +O(C−1) where

δ0 =
π

4
+
qπ

2
, (D.19)

and q is any integer. The outer solution for the director angle is therefore given

by

θ =
π

2

[
q + 1− (2q + 1)

z

h

]
+O(C−1). (D.20)

Consideration of the second-order energy, given by (6.17) and (6.18), yields that

the outer solution (D.19) with q = 0, i.e. δ0 = π/4, is the energetically preferred

outer solution. We can therefore write the outer solution δ, given by (D.19), as

δ =
π

4
+O(C−1), (D.21)

which leads to the outer solution for the director angle, given by (D.20), namely

θ =
π

2

(
1− 2z

h

)
+O(C−1). (D.22)

Inspection of the boundary condition (D.9), the outer solution (D.22), and

the Young–Laplace equation (D.8) shows that there is a boundary layer in δ near

x = 1 of thickness O(C−3/2). The inner solution is then given by δ = δ̄+O(C−3/2),

where the leading-order inner solution δ̄ = δ̄(x̄) satisfies (D.8) with the rescaling

x̄ =
√
C3/(32K)(1− x), namely

d2

dx̄2

(
δ̄

cos 2δ̄

)
+ cos2 2δ̄ = 0. (D.23)
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The solution δ̄ is obtained by solving (D.23) numerically subject to the boundary

condition δ̄ = 0 at x̄ = 0 (obtained from (D.9)) and the matching condition

δ̄ → π/4 in the limit x̄→∞. A composite solution can then be formed using the

outer solution and inner solution, namely

δ =
π

4
+ δ̄

(√
C3

32K
(1− x)

)
+O(C−1). (D.24)

The height of the ridge h can then be obtained by combining (D.7) and (D.24).

The composite solution (D.24) has to be obtained numerically from (D.23),

and hence the solution for the height of the ridge h, given by combining (D.7)

and (D.24), is unknown. Instead of proceeding numerically to obtain the height

of the ridge h we approximate the solution for δ using only the outer solution δ0,

i.e. δ ≈ δ0 = π/4, ignoring the contribution from the boundary layer. Combining

δ ≈ δ0 = π/4, h ≈ h0, (D.7) and (D.8) yields

p0 +
π2K

8h2
0

≈ −h0xx, (D.25)

which has the implicit solution for h0, given by

bπ
√
K

4hm
3/2
0

(1− x) ≈ F (a, b)− E (a, b) , (D.26)

where F (a, b) and E(a, b) are the incomplete elliptic integrals of the first and

second kind, respectively,

a = arcsin

√
h0

hm0

, and b = −8p0hm
2
0

π2K
. (D.27)

Substituting (D.26) into the symmetry condition (6.25) and the area constraint
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(6.26) leads to

hm0 =
π2/3K1/3b2/3

24/3
(
E(b)2 − 2E(b)F (b) + F (b)2

)2/3
(D.28)

and

1

2
= hm0 +

4hm
5/2
0

(
2(1− b)F (b)− (2− b)E(b)

)
3K1/2b2π

, (D.29)

respectively, where F (b) and E(b) are the complete elliptic integrals of the first

and second kind. Equations (D.28) and (D.29) can be combined to obtain an

algebraic equation for m which can be solved numerically, and subsequently hm0

can be obtained from (D.28) or (D.29), and finally p0 can be obtained from

p0 = −bπ2K/(8hm
2
0).

In the limit x→ 1, the approximate implicit solution for h0, given by (D.26),

satisfies

h0 '
1

2

(
3π
√
K

2

)2/3

(1− x)2/3 as x→ 1. (D.30)

Differentiating (D.30) yields the approximate gradient of the height of the ridge

in the limit C → ±∞, given by

h0x ' −
1

3

(
3π
√
K

2

)2/3

(1− x)−1/3 as x→ 1, (D.31)

and so, in particular, the (scaled) contact angle approaches infinity (β ≈ −h0x →

∞) as C → ±∞.

In summary, in the limit of large C the outer solution for the director angle

is given by (D.22) and approximate solution for the height of the ridge is given

by (D.26).

279



D.3 Comparison of asymptotic solutions and nu-

merical solutions

Figure D.1 shows the director angle on the nematic–substrate interface θNS and

the gas–nematic interface θGN, and the height of the ridge h plotted as functions

of x for the numerical solution of (6.11)–(6.13) and (6.24)–(6.26) (shown in Fig-

ure D.1(a) and Figure D.1(b)), small C asymptotic solutions given by (D.17) with

z = 0, (D.17) with z = h and (D.14) (shown in Figure D.1(a)) and the large C

asymptotic solutions (D.22) with z = 0, (D.22) with z = h and (D.26) (shown

in Figure D.1(b)) for K = 1 and (a) C = 1 and (b) C = 1000. In Figure D.1(a)

when C = 1, the height of the ridge h shows good agreement between the nu-

merical and small C asymptotic solution, namely h is approximately isotropic,

i.e. h ≈ hiso, as predicted by (D.14). Figure D.1(a) also shows θNS and θGN are

small perturbations around π/4, as predicted by (D.15). In Figure D.1(b) when

C = 1000, the numerical and large C approximate asymptotic solution which

is given by δ = ±π/4 and (D.25), show good agreement for the free surface

height h for 0 ≤ x ≤ 1, and for the director angles θNS and θGN except in the

boundary layer near x = 1. We note that the numerical solution shown in Fig-

ure D.1(a) has ∆E ' 0.629 and the numerical solution shown in Figure D.1(b)

has ∆E ' −991.335, i.e. the second-order energy for completely distorted solu-

tions is lower than the uniform director solutions with C = CNS = −CGN, which

is given by ∆EH = ∆EP = 3/4, and therefore completely distorted solutions are

energetically preferred for C = 1 and C = 1000.
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(a)

(b)

Figure D.1: The director angle on the nematic–substrate interface θNS and the
gas–nematic interface θGN, and the height of the ridge h from the numerical
solution of (6.11)–(6.13) and (6.24)–(6.26) (shown in (a) and (b) by solid lines
for h and θNS, and dashed lines for θGN), small-C asymptotic solutions given by
(D.17) with z = 0, (D.17) with z = h, and (D.14) (shown in (a) by solid circles
for θNS and h and open circles for θGN), respectively, and the large-C asymptotic
solutions (D.22) with z = 0, (D.22) with z = h, and (D.26) (shown in (b) by
solid squares for h and θNS and open squares for θGN), respectively, are plotted
as functions of x for K = 1 for (a) C = 1 and (b) C = 1000.
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[126] O. Lehmann. Über fliessende krystalle. Zeitschrift für Physikalische

Chemie, 4U(1):462–472, 1889.

[127] F. M. Leslie. Some constitutive equations for anisotropic fluids. The Quar-

terly Journal of Mechanics and Applied Mathematics, 19(3):357–370, 1966.

[128] F. M. Leslie. Some constitutive equations for liquid crystals. Archive for

Rational Mechanics and Analysis, 28:265–283, 1968.

[129] F. M. Leslie. Distortion of twisted orientation patterns in liquid crystals by

magnetic fields. Molecular Crystals and Liquid Crystals, 12(1):57–72, 1970.

[130] F. M. Leslie. Theory of flow phenomena in nematic liquid crystals. In J. L.

Ericksen and D. Kinderlehrer, editors, Theory and Applications of Liquid

Crystals, chapter 12, pages 235–254. Springer, 1987.

[131] F. M. Leslie, J. S. Laverty, and T. Carlsson. Continuum theory for biaxial

nematic liquid crystals. The Quarterly Journal of Mechanics and Applied

Mathematics, 45(4):595–606, 1992.

[132] A. H. Lewis, I. Garlea, J. Alvarado, O. J. Dammone, P. D. Howell, A. Ma-

jumdar, B. M. Mulder, M. P. Lettinga, G. H. Koenderink, and D. G. A. L.

Aarts. Colloidal liquid crystals in rectangular confinement: theory and

experiment. Soft Matter, 10(39):7865–7873, 2014.

[133] X. Li, T. Yanagimachi, C. Bishop, C. Smith, M. Dolejsi, H. Xie, K. Kuri-

hara, and P. F. Nealey. Engineering the anchoring behavior of nematic

296



liquid crystals on a solid surface by varying the density of liquid crystalline

polymer brushes. Soft Matter, 14(37):7569–7577, 2018.

[134] F.-H. Lin and C. Liu. Static and dynamic theories of liquid crystals. Journal

of Partial Differential Equations, 14(4):289–330, 2001.

[135] T.-S. Lin, L. J. Cummings, A. J. Archer, L. Kondic, and U. Thiele. Note

on the hydrodynamic description of thin nematic films: strong anchoring

model. Physics of Fluids, 25(8):082102, 2013.

[136] T.-S. Lin, L. Kondic, U. Thiele, and L. J. Cummings. Modelling spreading

dynamics of nematic liquid crystals in three spatial dimensions. Journal of

Fluid Mechanics, 729:214–230, 2013.

[137] Y. Luo, G. A. Braggin, G. T. Olson, A. R. Stevenson, W. L. Ruan, and

S. Zhang. Nematic order drives macroscopic patterns of graphene oxide in

drying drops. Langmuir, 30(48):14631–14637, 2014.

[138] R. Ma. Organic light emitting diodes (OLEDS). In J. Chen, W. Cranton,

and M. Fihn, editors, Handbook of Visual Display Technology, chapter 6.6.1,

pages 1209–1222. Springer, 2012.

[139] O. V. Manyuhina. Shaping thin nematic films with competing boundary

conditions. European Physical Journal E, 37(6):48–52, 2014.

[140] Expert Market Research. Global TFT-LCD display

panel market outlook, accessed 30-11-2020, available at:

https://www.expertmarketresearch.com/reports/tft-lcd-market.

[141] T. Marusiy, Yu. Reznikov, V. Reshetnyak, M. Soskin, and A. Khighnyak.

Effect of surface-induced anchoring on NLC light scattering characteris-

tics. Molecular Crystals and Liquid Crystals Incorporating Nonlinear Op-

tics, 152(1):495–502, 1987.

297



[142] MATLAB. version 9.6.0.1114505 (R2019a). MathWorks, 2019.

[143] M. Ch. Mauguin. Sur les cristaux liquides de M. Lehmann. Bulletin de la
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