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Abstract 

Recent years have seen an increase in the connection of dispersed 

distributed energy resources (DERs) and advanced control and operational 

components to the distribution network. These DERs can come in various forms, 

including distributed generation (DG), electric vehicles (EV), energy storage, etc. 

The conditions of these DERs can be varying and unpredictably intermittent. The 

integration of these distributed components adds more complexity and 

uncertainty to the operation of future power networks, such as voltage, 

frequency, and active/reactive power control. The stochastic and distributed 

nature of DGs and the difficulty in predicting EV charging patterns presents 

problems to the control and management of the distribution network. This adds 

more challenges to the planning and operation of such systems. Traditional 

methods for dealing with network problems such as voltage and power control 

could therefore be inadequate.  In addition, conventional optimisation 

techniques will be difficult to apply successfully and will be accompanied with a 

large computational load.  

There is therefore a need for new control techniques that break the problem 

into smaller subsets and one that uses a multi-agent system (MAS) to implement 

distributed solutions. These groups of agents would coordinate amongst 

themselves, to regulate local resources and voltage levels in a distributed and 

adaptive manner considering varying conditions of the network. 
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This thesis investigates the use of self-organising systems, presenting 

suitable approaches and identifying the challenges of implementing such 

techniques. It presents the development of fully functioning self -organising 

multi-agent control algorithms that can perform as effectively as full 

optimization techniques.  It also demonstrates these new control algorithms on 

models of large and complex networks with DERs. Simulation results validate the 

autonomy of the system to control the voltage independently using only local 

DERs and proves the robustness and adaptability of the system by maintaining 

stable voltage control in response to network conditions over time. 
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Chapter 1 

 

Introduction 

This thesis examines the use of autonomous and dynamic control 

mechanisms for distributed energy resources (DER) in distribution networks. 

These techniques coordinate production/consumption of energy resources in 

large networks, primarily as a means to control the voltage in a distributed and 

unpredictable environment. Connected resources are considered in a multi-

agent control setting situated in time-varying electrical power networks. The 

system is designed to enable distributed and self-organising control of agents 

residing in DERs (e.g., distributed generation and electric vehicles) to maintain 

robust and adaptive control mechanisms. The technique develops lower-level 

autonomous mechanisms (agents) for coordination amongst multiple DERs 

within control areas and enables each control area to regulate its local resources 

and voltage levels simultaneously and independently. The following sections 

introduce the background and motivation for the research into distributed and 

self-organising control mechanisms for future power networks, the problem 

statement, research questions, scientific contributions, and thesis outline. 
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1.1 Background and Motivation  

The transition to a low carbon electricity system is dependent upon the roll -

out of smart grid concepts and requires the real-time control of distributed 

energy resources (DER) within large distribution networks. Conventional 

methods for controlling distribution networks use top-down strategies designed 

for distribution systems supplied mainly from large assets located on the 

transmission network and can result in the curtailment of those resources.  

However, introducing advanced components such as DERs into modern 

networks presents new challenges to the operation of future smart grids such as 

voltage and frequency control, and active/reactive power management and 

control. Improving these control strategies and methodologies to incorporate an 

ever-growing level of DERs is therefore an essential element in the development 

of any future smart grid.  

In the past decade, power networks have seen a surge in DERs capacity, with 

a substantial proportion of that being composed of distributed generation (DG). 

In the coming years, the increased penetration of electric vehicles (EVs) will put 

further pressure on distribution networks. Introducing these advanced 

technologies is adding more complexity, uncertainty, and challenges to the 

control, management, and operation of future networks. It is anticipated that 

the decentralization of control and management of grid components will 

increase in distribution networks due to the large-scale integration of DGs, EVs 

and storage. For instance, with the predicted rise in penetration of the DGs and 

renewables as shown in Figure 1.1, distributed control and management of these 

distributed resources will be made possible by the information and 

communication technology (ICT) infrastructure under the smart grid model.  
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Figure 1.1: Installed PV rooftop capacity (GW) by 2050 [1]. 

 

There is a growing understanding of the adverse effects of fossil fuel usage 

on environmental sustainability and CO2 levels. Oil consumption associated with  

light-duty cars, motorcycles, and sports utility vehicles accounted for around 

62% of the transportation sector over the previous decade [2]. Governments 

have pledged to restructure the transportation industry, transitioning from 

gasoline vehicles to an integrated system powered by electricity [3]. As a 

consequence, for example, EV sales has increased significantly across Europe, 

accounting for 18.7 percent of overall EV registrations in 2021, up from 10.5 

percent in 2020 [4]. Although the increased penetration of EVs introduces new 

challenges to the power system in general [5], and to the control of demand and 

voltage in distribution networks in particular, the control of EV charging will be 

made possible with the automation of the operation of the future networks 
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using smart grid principles [6]. Recently, a technical report “Future Energy 

Scenarios (FES) 2021”, by National Grid, UK [6], states that "Smart charging, 

where EV owners release some control on the best time to charge to third parties 

or automation based on price signals, will be an effective tool to support the 

local and national electricity networks." This is illustrated in Figure 1.2; the green 

line "Leading the Way" shows that over 80% of consumers could be engaged in 

EV smart charging by 2050. 

 

 

Figure 1.2: Over 80% of customer engagement in EV smart charging by 2050 [6]. 

 

As discussed, the rapid changes in the smart grid featured by the 

unprecedented growing penetration of DER and the introduction of prosumers 

increase the future network complexity. DERs are inherently intermittent and 

can cause voltage issues and bi-directional power flow through distribution 

lines. The growing number of controllable devices (e.g., DG, EVs, etc.) and the 

corresponding control variables, as well as the increasing volume of data and 

information in future smart distribution networks, are leading to unprecedented 

complexity in the required control paradigm [7-9]. Additionally, time-varying 
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network conditions and the availability of DERs over time cannot be easily 

predicted during design, and thus, flexible techniques that can deal with such 

evolving control requirements are necessary. 

In the vision of smart grids, all network components, such as loads, 

generation units, measurement devices, substations, and the network itself, are 

interconnected by an automation system and use a communication system to 

monitor, control and optimize it by means of intelligent and advanced methods 

[10, 11]. This is made possible due to advancements in information and 

communication technologies (ICT) and power electronics, enabling effective and 

real-time services and distributed controls [7, 12]. Thus, recently, the IEEE 1547 

Standard encourages timely coordination and control of DER reactive and active 

power for dynamic voltage support [13]. As a result, novel techniques for voltage 

and power regulation have been presented in the literature, including 

distributed control and management methods to maintain reliable operations 

[7] such as using agent-based methods (a review of agent-based literature is 

presented in section 4.4).  

Over the past decade, agent-based techniques have been increasingly used 

in a number of disciplines and applications such as physics, control systems, 

systems engineering, software engineering, and many others [14, 15]. Agent-

based techniques use groups of autonomous decision-making entities called 

agents. Each agent individually assesses its situation/environment, interacts 

with other agents, and makes decisions on the basis of a set of rules. Multi-Agent 

System (MAS) is a subset of agent-based methodologies that focuses on 

engineering applications and the detailed communication and interaction 

between agents. MAS has already demonstrated its capabilities for building 

flexible and reliable industrial application domains, including aerospace, 
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robotics, computer networks, and air traffic control [16]. For example, in control 

theory, the application of cooperative control and MAS has seen interest by 

developers for many real-world applications such as coordination of formation 

and organisation of mobile robots and unmanned aerial vehicles (UAV) [14]. 

The future smart grid infrastructure is anticipated to support a more 

sophisticated cyber-physical interaction and monitoring, thus enabling 

distributed intelligence characteristics and techniques. To handle the complexity 

of dealing with distributed components (agents) in smart grid infrastructure, it 

will be critical to investigate distributed artificial intelligence (DAI) architectures 

and programming methodologies. As the agent, which may be regarded as a 

piece of hardware/software with some characteristics, is the fundamental 

component of a DAI, a system problem can be solved by the agents’ interactions 

to improve its performance [17]. MAS provides the ideal methodology for 

implementing those agents capable of representing communications and self-

organisation within the smart grid setting. 

Multi-agent control is one of the most recent control paradigms for smart 

grids as a technique to enable distributed control [14, 18]. DERs equipped with 

sensing, communication, and computation capabilities can be represented as 

autonomous agents to act and deliver flexible and quick control of their active 

and reactive output [7]. MAS is expected to play an important role in developing 

smart grids in a number of different areas especially in control, management, 

monitoring, protection, market, and planning [19]. To handle these problems for 

future power systems, existing literature (also discussed in section 4.4) provides 

an insight into the use of distributed intelligence and control techniques [7]. 

Although these techniques can solve network problems, additional intelligence 

and autonomous adaptivity to deal effectively with disturbances over large 
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networks could be achieved by adding self-organising agents. However, limited 

work exists to provide an insight into applications of self-organising MAS for 

power networks.  

1.2 Problem Statement 

Historically, unidirectional power flows and associated static drop of voltage 

along the power line negated the need for dynamic or sophisticated voltage 

control in low-voltage distribution networks. Conventional voltage control 

devices, namely step voltage regulators in feeders, on-load tap-changers in 

HV/MV substations transformers, and capacitor banks/shunts are also deployed 

in voltage control. However, these methods do not react fast enough during 

emergency conditions while inverter-based DERs connected to the distribution 

network can provide a faster response [20]. Transformers in LV networks 

typically do not have tap-changing abilities and therefore were incorporated into 

the system design so that the voltage was adequate at  the end of the line. The 

voltage control challenges are introduced to this conventional static setup with 

the increased penetration of resources on distribution networks. In this 

instance, power injection control of grid-connected DERs (e.g. batteries, EVs, 

demand side response (DSR), DG units) could be more dynamically controlled for 

distributed voltage regulation [21].  

One method to maintain the voltage within an acceptable range is to involve 

the DERs in network control by means of dynamic adaptation of the reactive and 

active power based on variations of the voltage in the network. These 

distributed systems need to be controlled in a distributed manner to avoid 

voltage fluctuation in the network. Based on this, the controllers can be 

represented by intelligent agents, providing control and coordination of DER 
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production/consumption. Additionally, to enable automatic adaptation when 

the network conditions change, agents should be capable of detecting and 

reacting to unpredictable changes in the network. These dynamic changes in 

power distribution networks are expected to develop because of the stochastic 

nature of distributed resources that need to be considered when controlling the 

network. Also, this can be due to unanticipated network conditions, such as loss 

of communication with distributed controllers that are participating in the 

control. In both scenarios, it is usually inappropriate to implement manual 

coordination and reconfiguration of the distributed controllers’ parameters. 

Hence, agents that realize automatic organisation can be a suitable tool in this 

situation.  

Recently, MAS has been used to implement distributed voltage control 

schemes based on DERs [7]; (presented in Chapter 4). Although these techniques 

are able to deal with network challenges, they are not able to provide distributed 

and autonomous control with dynamic operation considering the unpredictable 

conditions of DERs and the highly dynamic behaviour of the emerging smart 

grids. One way to deal with large networks is dynamically partitioning them into 

smaller control groups1. However, in the prior art, when dealing with sub-

systems (groups) of DERs, it is assumed that each sub-system is static and also 

typically needs to coordinate with other groups to solve each control problem. 

This assumption was widely used in the literature when partitioning the 

network. Unfortunately, when resources in a sub-system are not sufficient to 

maintain its stable control, and when the condition of the network is changing, 

current static methodologies may not perform well. This suggests that a more 

dynamic and self-organising strategy may provide a better approach. There is 

 

 
1 This helps to reduce the size of the optimization/control problem and reduces its complexity. 
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limited literature about exploring how to make sub-systems dynamical by self-

organisation based on the condition of its resources whilst maintaining stable 

power system operation. Additionally, there has been limited investigation into 

how to control appropriate resources within each group independently and 

simultaneously during normal operations and during disturbances.  

The advantage of a properly designed control of a distribution network with 

DER is that it allows control, management, and disconnection and connection of 

network components, as well as maintaining automatic and stable coordination 

under varying conditions. As presented, control solutions for large and complex 

networks would create autonomous groups of network components that could 

then be used to control and regulate networks in a distributed manner. When a 

distribution network incorporates groups of heterogeneous DERs whose output 

might fluctuate widely, the aggregated power output of relevant resources in 

each region can be dispatched by coordinating the power output level within the 

given area. In general, the required control method should be capable of 

controlling and managing many DERs using local information. Hence, developing 

automatic and dynamic groups based on DERs can improve the control 

mechanism, especially under unexpected and time-varying changes and 

conditions.  

As discussed above and in Chapter 2, the voltage in the power networks 

depends on the network’s structure and topology, and the flows of active and 

reactive power. Developing a robust network is a key step in controlling future 

distribution networks. Solutions should take into account the intermittent and 

unpredictable nature of DER, the dynamical behaviour of electrical power grids, 

as well as constraints such as line and voltage. Although MAS techniques can 

control power grids, current solutions are mostly focused on small-scale 
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networks. On larger networks, MAS could handle the smart grid's dynamic 

behaviour by dynamically partitioning the network into sub-networks under 

varying conditions and controlling appropriate resources. However, there is a 

lack of a comprehensive method that simultaneously deals with control, 

technical constraints, and time-varying changes in large-scale distribution 

networks. Self-organisation of these autonomous agents would be an effective 

solution required for future networks. 

Previous research on self-organising techniques for power networks has 

mainly targeted energy markets rather than technical parameters and 

constraints (presented in section 3.3). Despite increased awareness and 

continuous research and development in smart grid control, there are still 

several key research questions that need to be addressed. Vrba et al. [22] stated 

as an open research question that "Advanced control functions: The ability to 

provide self-corrective reconfiguration and restoration in the grid. Also handling 

the fluctuating behaviour of DER devices as well as the upcoming integration of 

electric vehicles and grid-scale storage devices is still an open point for further 

research. An integrated solution addressing advanced automation and control 

functions is missing. Such an approach should be based on the MAS…". In the 

previous studies, the problems of how to control the voltage using appropriate 

DERs in large networks in a distributed manner and how to make the control of 

DERs autonomous and exhibit dynamic behaviours have not been investigated. 

This thesis presents self-organising multiagent control mechanisms 

implemented by cooperative agents in large distribution networks. The 

technique considers system uncertainty caused by events, such as outages and 

loss of communication, to maintain stable control of the network. It is distinctive 

that the presented distributed control can cope with the unpredictable time-
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varying conditions of the distribution network. This control technique also 

subdivides large networks into groups and coordinates the DERs within each 

group to provide distributed voltage control, while each group can control local 

resources and regulate its voltage simultaneously and independently.  To test 

various control architectures, the work in this thesis uses the Presage2 

multiagent platform [23] to implement the framework in large-scale distribution 

networks. 

1.3 Key Research Question  

As discussed above, the primary objective of this work is to design a 

distributed control architecture for large distribution networks. This thesis will 

seek to answer the following key research questions:  

• How can we design an autonomous and robust control system for 

large-scale distribution networks with DER, and allow the system to 

deal with uncertainties such as outages, communication failure, etc.? 

• How can we deploy this mechanism using self-organisation principles 

with agents resident in distribution network components?  

1.4 Research Contributions 

Future distribution networks can contain hundreds of distributed and 

renewable resources whose conditions may be varying and can be unpredictably 

intermittent. As discussed above, control and management of these resources 

should allow them to form multiple partitions of DERs such that their outputs 

can be distributively dispatched. This thesis aims to design and implement a 

distributed and robust control architecture for large distribution networks and  
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test various concepts to identify its applicability and usefulness. We consider 

partitioning the network into subnetworks regulated through a distributed 

control architecture to realize some common objective (e.g., maintain voltage 

levels), and consider the time-varying conditions of DER and communication 

network to enable coordination and self-organisation of the network and its 

components. The research presented in this thesis tackles the challenges faced 

by smart distribution networks in maintaining reliable operation of the network 

while dealing with variable and unanticipated power outputs of geographically 

dispersed DERs.  

This thesis presents novel frameworks for distributed and adaptive control 

schemes based on a self-organising MAS for large complex networks, enabling 

autonomous and robust distribution networks. The main contributions of this 

work are as follows. 

• Implementation of a MAS architecture to enable partitioning of a 

network in which a large distribution network autonomously self-

subdivides into smaller subnetworks of sub-MASs, thereby 

distributing control tasks among agents.  

• Implementing distributed and cooperative voltage control that can 

facilitate the exploitation of the inherent flexibility of DERs in network 

operations. Each control area controls its voltage autonomously and 

independently by locating the closest local DER that has highest 

influence on the desired nodal voltage. The use of the "closest" local 

resources further simplifies and reduces the size of the optimization 

problem and the interaction requirements, and the communication 

bandwidth of minimum. 
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• Introducing mechanisms for the agents to allow the system to self-

organise in response to various conditions such as uncertainty and the 

availability of energy resources over time. The self-organisation is 

enabled through a mechanism that adapts network subdivisions to 

reflect varying network conditions. The desired control mechanism is 

resilient to network anomalies and uses local interactions to adjust 

the structure of the MAS without stopping the system. 

• Presenting a partitioning technique based on the community 

detection algorithm to group network components and nodes, and to 

dynamically identify and control the neighbouring nodes to each 

resource (or group of resources) within each group. 

• Implementing the presented control schemes for distributed 

generation (DG) and for electric vehicles (EV) under various 

production and charging conditions and network changes.  

• The verification and validation of the algorithms on a model of a real 

heavily-meshed distribution network, and in the large-scale IEEE 

European test system [24], and comparison with other schemes 

demonstrating its autonomy and robustness under time-varying 

network conditions.  

• An investigation of the challenges related to the application of MAS 

and self-organisation for large and complex networks in smart grids.  

1.5 Thesis Structure 

The work in this thesis is organised in the following manner: 
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• Chapter 2 summarises background and presents analysis of recent 

and most relevant work in the literature on the control and 

management of electricity networks. 

• Chapter 3 introduces the concept of self-organisation. It also defines 

the mechanism of self-organisation and its advantages, and presents 

an investigation of relevant literature on its application for electricity 

networks. 

• Chapter 4 presents the multiagent systems (MAS) concept, describing 

the advantages and the problem and challenges of implementing such 

systems, and presents a critical analysis of relevant literature on 

distributed intelligence and control for power networks.  

• Chapter 5 introduces the development and design of proposed self-

organising MAS frameworks for the control of DERs. Two approaches 

are discussed. The first uses the epsilon decomposition method to 

group networks and uses agents to control DGs for self-organising 

distributed voltage regulation. The second method introduces the 

proposed community detection partitioning technique, and the 

control, management, and self-organisation of electric vehicles based 

on MAS frameworks. The chapter also details the implementation of 

the proposed solutions. 

• Chapter 6 presents the simulation results and discussions for the 

various use cases for both the control and management of DG and EV 

designs discussed in Chapter 5. 

• Chapter 7 presents the conclusions of this thesis, including an 

overview of the work performed in meeting the aims and objectives 
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of this research. Finally, recommendations for future work are 

provided. 
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Chapter 2 

 

Future Electricity Networks and Control 

Techniques 

Future electricity networks are evolving both in terms of the network 

topology and the technical characteristics (e.g., control devices) in which 

consumers and generators will participate. In this chapter, the control 

techniques and state-of-the-art in distributed and decentralised control 

methods that offer solutions to the challenges faced by the evolving structures 

of future power networks and smart grids are outlined and examined. It also 

discusses difficulties in addressing network issues and potential  solutions. 

Various control methods in power networks have been researched, and relevant 

examples are shown.  
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2.1 Introduction  

As the integration of distributed energy resources (DERs) increases in future 

distribution networks, their presence introduces new challenges as system 

power flows become more stochastic. This increases the complexity of the 

system and can lead to voltage quality issues. These DERs include distributed 

generation (DG), electric vehicles (EV), demand response technologies, as well 

as interactive and flexible resources such as smart thermostats, heat-pumps and 

space heaters [25]. This thesis focuses on the impacts of and control solutions 

for DGs and EVs, which can also be extended to control various network 

components. 

Although, many challenges are introduced when DGs are integrated into 

distribution networks, voltage regulation and control is key requirement for the 

operation of distribution networks [7]. The voltage regulation on a distribution 

network is customarily implemented by regulating devices, such as on-load tap 

changer (OLTC) substation transformers, capacitor banks (CB), and voltage 

regulators (VR) in the feeders. For a distribution network with multiple DGs, 

however, the settings of these traditional regulating devices are not the same as 

for a network without DGs [20, 26]. Additionally, these regulating devices do not 

react fast enough during emergency conditions [20].  

As discussed in Chapter 1, the connection of EVs into the future distribution 

networks is projected to increase in the near future, but one of the main 

challenges of these distribution networks, with EVs, is voltage control [6]. The 

connection of many EVs onto a network, coupled with the fact that these loads 

are stochastic and mobile, presents serious issues for distribution network 

operators (DNO) especially at the end of radial network power lines  [27]. In 

addition, until recently load profiles have been relatively stable and easy for 
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DNOs to predict for planning and control purposes. These DGs and EVs present 

new challenges to the operation of future smart grids such as voltage and 

active/reactive power management and control, so more research is needed to 

implement distributed control strategies using DGs and EVs in MV and LV 

distribution networks. This applies to both normal network operation and during 

disturbances. 

This chapter reviews a number of techniques where DERs have been used to 

control distribution power networks and provides various examples from the 

literature. In the sections that follow, a brief description and summary of the 

methods for controlling DERs is presented, and is followed by a number of 

examples of academic research in the field. The effect of DERs on distribution 

network control is investigated, and the techniques developed in these systems 

are discussed. 

2.2 Future Electricity Networks: Advantages and Challenges 

In power networks, local elements, including loads, distributed generation, 

and the network itself, have varying degrees of coupling and influence to each 

other. In addition, the increasing number of controllable devices, such as DG and 

EVs, the corresponding control variables, and the increasing volume of 

exchanged information and data in future smart distribution networks are 

leading to unprecedented complexity in the required control paradigm [7, 9, 28, 

29]. These challenges can be solved using distributed and decentralized control 

methods based on local information while still maintaining system-level 

coordination. 

The enormous amount of data and information needed to achieve a desired 

level of overall system performance using DERs to control the network is 
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another difficulty with this approach, resulting in large computational loads. 

Therefore, it is important to research the benefits of cooperative and distributed 

control techniques and understand how these might be beneficial for large and 

complex networks. Thus, control problems for such networks can be tackled by 

simplifying the structures of large and complex distribution networks 

considering local DERs to enable distributed control while dealing with the 

network time-varying conditions. Additionally, artificial intelligence and control  

can play an important role in dealing with future power networks by 

implementing intelligent systems able to maintain the complexity of the network 

operation. Thus, smart grids can be more intelligent with local, autonomous and 

adaptive control in the future to accommodate the increased penetration of 

DERs.  

In the following sections, the related prior art is investigated, and various 

techniques are analysed and conclusions are drawn to control and integrate DER 

in distribution network. These methods are used to solve technical problems 

within distribution networks, such as voltage control, grid losses, and power 

quality. 

2.3 Distributed Coordination and Control for Active 

Distribution Networks  

This section provides an overview of relevant distributed/decentralized 

control applications in power networks. In distributed energy systems, 

coordinated control actions are applied by local controllers, and the system 

components can be expanded to include DERs that can be controlled locally. 

Moreover, as a result, each local controller/agent's computational  needs are 

decreased. In power networks, controlling the voltage is influenced by the 
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topology and structure of the network as well as the flows of reactive and active 

energy. Therefore, coordination amongst DERs is required to employ DERs for 

voltage control [30-33]. Various smart grid components, such as smaller energy 

generators, storage devices, and renewable energy sources,  as shown in Figure 

2.1, can be connected along with these component’s measurements to manage 

and maintain the performance of these devices [9, 32, 34]. As discussed, this 

thesis focuses on the distributed control and management of DGs and EVs in 

large distribution network, which can also be extended to control various 

network components. A review of control and technologies in relevant literature 

is presented and discussed.  

 

 

Figure 2.1: Structure and components of smart grids [34]. 
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2.3.1 Distributed Generation  

Distribution networks were originally designed to be used with one-way 

flows, providing power to fixed loads. Recent years have seen a surge in the 

connection of many smaller but dispersed DG units and innovative, cutting-edge 

components to the power distribution network. These DGs can come in a variety 

of forms, including photovoltaic (PV) systems, wind turbines, fuel cells, and 

diesel generators. The integration of these components adds more complexity 

and uncertainty to the management and control of modern power systems, such 

as voltage, frequency, and active/reactive power control [9, 11, 33]. 

Furthermore, one of the main causes of recent blackouts and voltage drops 

around the world is a lack of reactive power [35]. Using distributed algorithms 

through data exchange between various devices is one of these networks' 

essential requirements [14, 36]. Investigating the benefits of computational 

approaches and distributed control is therefore necessary. Various research 

schemes have investigated local control and measurement for distributed 

resources, and examples from relevant literature are presented next. 

Recently, researchers studied distributed control techniques to control DGs 

in power networks. The authors in [37] presented a “range-consensus-based 

distributed control” approach to address cooperative voltage control of DGs for 

island microgrids. The technique builds input-to-voltage control models and 

unifies the control states for many DGs using a collaborative design approach. A 

reference range rather than a consensus state is used to regulate the voltages 

of all DGs. Additionally, the range-consensus-based method can prevent the 

average consensus control’s tendency to cause overvoltage at the head and tail 

nodes. This allows the system to expand the control scheme of different DGs in 

a practical system. 
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An optimal voltage regulation technique is proposed in [26] using the 

decomposition of the sensitivity matrix to group the network into sub-networks 

in which DGs and their influence on voltage is obtained. The presented voltage 

regulation is applicable for both power factor control (PFC) and unity power 

factor (UPF) mode. The authors carried out planning studies in advance to test 

anticipated worst-case scenarios. At the planning stage, anticipated issues are 

analysed when the system is usually designed and built to cope with the possible 

worst-case scenarios. However, power networks worldwide are transforming 

into more stochastic and complex networks that allow integration of DGs and 

distributed decision-making and sensing components. Therefore, this method 

can benefit from local distributed and coordinated control schemes. That is 

those schemes that consider the conditions of involved DGs, and can be 

implemented using agents. This would allow DGs to coordinate their control 

actions and allow them to perform control actions based on system conditions. 

In [38], a distributed control technique for mitigating overvoltage events by 

controlling the active and reactive power outputs of inverters in feeders was 

proposed that requires coordination between feeders. Remote measurements 

are not required for this method, but the feeder node is required to provide a 

control signal to all PV units, as shown in Figure 2.2. Each feeder is assumed to 

have sufficient power, which doesn’t account for time-varying conditions of DGs. 

However, a more decentralised approach can be achieved by PVs operating 

independently or in conjunction with other PV units depending on the conditions 

of other units. These PV units can benefit from local agents that can coordinate 

and negotiate the injection of power from the units as required.  
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Figure 2.2: Feeder emergency signal is provided to all PVs [38]. 

 

An optimal distributed control mechanism for coordinating multiple DGs is 

presented in [39] using a two-level integrated control technique. The first stage 

implements a control system based on the droop control. Using an improved PID 

controller, a secondary frequency control technique is used to reduce the small 

signal error and eliminate voltage deviation. The results show that insufficient 

secondary loop adjustment results in poor and unsatisfactory outcomes and fails 

to reach the required power quality. Nonetheless, the proposed strategy enables 

the microgrid to operate properly in the presence of disturbances. This strategy 

implements power sharing, manages the system in the face of large changes, 

eliminates large fluctuations, and provides references for voltage and frequency.  

The study in [40] proposed a distributed cooperation voltage regulation 

method for complex distribution networks. This technique aims to reduce both 

the number of agents and change in power necessary to regulate voltage. In 

addition, the presented solution performs online optimization, which reduces 

the response time by physically implementing the decision variable's value as a 

controller set-point at each iteration. This approach uses voltage sensitivity to 

only activate agents with the greatest potential for voltage regulation. This 
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results in a system with a much faster response time. It directly applies the 

calculated injections in each iteration rather than waiting for convergence 

before implementation making it outperform similar methods such as ADMM.  

In [41], a modularity index method is used to detect communities for a 

network using reactive power balance degree for managing high penetration of 

photovoltaic (PV) to prevent overvoltages. The optimal active/reactive power 

within and between communities, as well as voltage values, are calculated in a 

central controller by calculating network power flows. The method used 

predetermined planned scenarios, and the evaluation of communities for (near) 

real-time voltage regulation considering network conditions and changes was 

not investigated. 

The study in [42] shows that changes on the network structure and the 

availability of the system controllable devices is considered as one of the main 

factors that affects the voltage control using DERs in distribution networks. The 

technique presents an improved decentralised voltage control scheme based on 

[43] that considers changes in the system configuration. The system 

configuration is identified using an impedance identification capability of the 

DERs inverters in order to improve the system. The study also shows that the 

voltage control objectives cannot be achieved without an adaptive control 

technique and proper communication between system components. 

A distributed event-triggered cooperative control scheme is introduced in 

[44] and [45]. The test system is shown in Figure 2.3, where the solid lines denote 

the electric and dashed communication lines. To achieve power-sharing and 

voltage management in isolated microgrids powered by inverters, an initial 

starting supply and demand balance is required. To overcome the limitations of 

these techniques, the method in [46] introduced a distributed control algorithm 
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for microgrids that does not require initialisation in order to implement active 

power-sharing and frequency regulation with event-triggered communication.  

 

 

Figure 2.3: Inverter-based test system with communication between inverters [44]. 

 

To enable decentralised Volt/VAR management, a coordinated reactive 

power regulation with adaptive zoning is proposed in [47]. Zones are created 

within a radial distribution network using voltage regulators on-load tap 

changers. To reduce complexity and communication requirements, generators 

in this approach are split into zones. However, additional research is required 

into how to define dynamic zones for larger and complex networks. 

Additional publications have integrated distributed control schemes for DGs 

by various techniques. The authors in [48] proposed an “adaptive backstepping 

sliding mode control” strategy for improved dynamic regulation performance. It 

uses only local measurements and provides better dynamic regulation 

performance. In [49], a decentralized reactive power control mechanism for DGs 

is proposed based on optimal set-point design and an off-line coordination to 
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control the voltage in radial feeders. Communication is only required when 

network events cause network structural changes. In [20], an MAS-based voltage 

support scheme was presented using DGs in a distribution feeder. An agent-

based control model was presented in [50] in which the output power of the DGs 

is adjusted to reach the balance between the supply and demand while providing 

stability of the voltage and frequency. The technique presented in [51] 

integrates the sensitivity methods for a coordinated decentralized control 

scheme for DGs along a radial feeder with reduced sensing and data exchange 

requirements. More investigations and reviews of distributed and decentralised 

control strategies for DGs on electric power systems and microgrids are 

presented in [33, 52-54]. The reviews provide various methods of integrating DGs 

and discuss future challenges in future power networks. They also present that 

although these various studies have considered distributed control techniques, 

expanding these methods to large systems could result in large computational 

loads and therefore improved and intelligent techniques are needed to deal with 

complexity and uncertainty of large networks.  

All the above distributed techniques can tackle network challenges; 

however, none of them is able to provide distributed and autonomous voltage 

regulation with dynamic grouping of DGs by considering the unanticipated 

conditions of DGs and the highly dynamic behaviour of the emerging smart grids. 

As presented in the literature, there is need for dynamic and distributed 

coordination of distributed resources in power networks to control the voltage 

and ensure system stability. As the thesis will present, an appropriate approach 

that can autonomously and dynamically control DGs (see Chapter 5 and Chapter 

6) in large and complex networks could overcome these challenges.  
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2.3.2 Electric Vehicles 

The deployment of EVs in power networks may raise serious voltage control 

challenges [55]. In addition to the challenges posed by the mobility and 

probabilistic nature of EV charging demand, as already discussed, voltage 

reliability and stability can introduce additional challenges due to the lack of 

voltage compensation devices [56]. More control over supply and demand 

characteristics, including controlled charging, real-time pricing, and as well as 

peak shaving is made possible by EV integration into power networks [57]. 

Because of their greater flexibility benefits, EVs have been used for a variety of 

ancillary services, including demand-side response and voltage regulation [56, 

58]. Using EVs for distributed voltage regulation services and controlling both 

active and reactive power for active distribution networks (ADNs) is therefore 

a promising field for future research. It is necessary to provide a distributed 

control system that is intelligent and autonomous for coordinating EVs in a 

highly complex environment with a variety of uncertainties and dynamics. 

Distributed control of EVs in these circumstances, however, presents a 

challenging problem involving complicated decision-making with significant 

dynamics and uncertainty. 

 According to studies, around 50% of EV penetration causes 50% of 

distribution transformers to be overloaded [59] and 25% greater energy losses 

in the feeders [60]. If EV penetration level reaches about 40%, uncoordinated EV 

charging requires upgrading most distribution transformers [61]. Coordinated 

charging methods can be developed to reduce the detrimental effects of EVs on 

network operations and equipment [53, 58]. To enable the effective integration 

of EVs into the existing networks, various techniques and control strategies have 
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been undertaken on EVs. Among these control strategies, various techniques are 

investigated and presented next.  

Researchers and developers have investigated the control and integration of 

EVs in distribution networks to address network issues. In [62], a parallel 

consensus technique is used to establish a local power dispatch strategy and 

identifies the best active and reactive power allocation for charging electric 

vehicles. The approach uses fair pricing schemes that take into account each 

vehicle's amount of involvement in the resistive distribution network. The 

maximum profit for each EV user from the regulation provision is ensured during 

the ideal planning stage, and the requirement for transportation can be met. An 

adaptive voltage sensitivity coefficient is created during the regulation stage to 

determine how much power is needed to regulate the voltage in a distributed 

manner. 

The authors in [63] present a charge strategy that establishes the EV charge 

rate by using the local nodal voltage and a voltage sensitivity to load change at 

the point of charging. The aim is to maintain the network within acceptable 

operating limits while delivering the maximum amount of energy to each 

individual EVs. The results show that local control scheme allows more EV 

charging when compared with uncontrolled EV charging. Additionally, an EV 

charge control technique that minimises the negative impacts of EV charging i s 

proposed in [64] based on voltage and sensitivity. Both the local nodal voltage 

and the sensitivity of voltage to load are used as inputs to the controller to 

ensure equal contribution from EVs linked to various nodes. The suggested EV 

charge controller's output is the charging rate, while the technique takes into 

account the voltage and sensitivity as input signals. 
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The study in [65] presented a multiagent reinforcement learning algorithm 

to solve the EVs' coordinated active and reactive power control problem. It uses 

both demand-side response and voltage regulations. The goal is to formulate an 

EV charging and discharging scheduling problem from the user's perspective. 

The method is tested on a modified IEEE 15-bus network. The system learns 

uncertain grid prices and demands without building hypothetical probability 

distributions. 

A hierarchical distributed control strategy for reactive power support is 

proposed in [66] to control power flow and improve distribution system 

performance. The technique created models for the distribution of power and 

EV charging that make use of the grid-supporting ability of EVs' reactive power 

injection. As shown in Figure 2.4, the operation is split into two levels: the 

operator level solves optimal power flows to assess the technical limitations to 

provide to the aggregators, and the aggregator level schedules the fleet of EVs 

according to best practices. The grid control centre receives the best EV charging 

profiles from each node after first solving models at the EV aggregation level. 

The grid control centre then addresses the distribution OPF with the goal of 

minimising the deviation of EV charging scheduling through load shifting and 

load curtailment. 
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Figure 2.4: Operator level and aggregators level [66]. 

 

To meet supply-demand balance and improve the reliability of power grids 

with EV changing stations, researchers propose an EV charging station 

architecture with an energy storage system (ESS) [67, 68]. The EV demand is 

accommodated from the grid power, while the storage units are charged from 

the grid power during off-peak hours. During high demand, the energy storage 

units discharge to meet grid and EV demand . The storage unit can serve several 

EVs to maintain the grid reliability. Also, these techniques can be improved to 

minimise operation cost of charging station and energy storage.  

Further research and studies reveal that among a wide range of DERs, EVs 

are one of the crucial components of future active distribution networks and can 

be employed as flexible loads or storage to engage in various auxiliary functions 

for the electrical network. The effect of EV load profiles on the distribution 

https://ieeexplore.ieee.org/mediastore_new/IEEE/content/media/9424/8602464/8345660/paudy2-2829710-large.gif
https://ieeexplore.ieee.org/mediastore_new/IEEE/content/media/9424/8602464/8345660/paudy2-2829710-large.gif
https://ieeexplore.ieee.org/mediastore_new/IEEE/content/media/9424/8602464/8345660/paudy2-2829710-large.gif
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network under stochastic charging behaviour is evaluated in [69] demonstrating 

the need for careful coordination and planning of EV charging to prevent voltage 

drops. By creating a real-time charging plan for plug-in EVs and an optimal 

dispatch strategy for EVs, [70] and [71] both aim to smooth out wind generation 

fluctuations. Reference [72] describes a method for reducing PV power quality 

fluctuations that uses the distribution network to charge EVs. In [73], the load 

profile of the distribution network is flattened by the use of several V2G-capable 

EVs. Finding the best EV charging station is a problem that is addressed in [74] 

with a smart charging method. The authors in [55] review and discuss smart grid 

technologies and communication networks that are applicable to EV 

technologies while also empowering distributed generation systems. They also 

address some limitations and challenges before offering suggestions and 

guidelines to address the current problems. 

The above-mentioned investigation shows that EVs can be controlled to 

solve power network challenges such as voltage drops and over-voltages in a 

particular area, or overloading of the distribution transformer. Distributed 

control of EVs in these conditions for large networks, however, is a difficult 

problem with significant dynamics and uncertainties that requires improved 

methods. In addition, solving such problems can be computationally complex. 

To avoid such a situation, EVs in distribution networks can be divided into groups 

to allow controllable charging rates, which can also be used to maintain the 

acceptable voltage levels. Controlled charging of EVs offers a solution to allow 

the charging of large numbers of EV, whilst at the same time, allows the use of 

the existing grid. In contrast, in an uncontrolled charging mechanism, EVs are 

scheduled to charge at their maximum charging rate and therefore limit the 

number of EVs allowed to charge simultaneously. Electric vehicles, owing to their 

mobility and flexibility features (e.g., charge rate, charge, discharge), could offer 
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several supportive services including voltage regulation, which is presented and 

discussed later in this thesis.  

2.4 Partitioning for Large Distribution Networks  

As presented in the previous sections, future smart distribution networks 

will require a control paradigm that is unprecedentedly complex due to the 

growing number of controllable devices, such as EV and DG and, the control 

variables, and the growing volume of exchanged data and information. For large 

distribution networks, managing all node voltages also presents new challenges. 

The requirement for coordination control of all nodes in these larger networks 

causes a significant computing load, which restricts the advantages of 

coordinated control to small dispersed systems.  

The clustering of large power networks into smaller partitions allows the 

control problem to be split into manageable sub-problems. There is significant 

prior art in this area. In [75], [76], the K-means algorithm based on electrical 

distance is used to divide power networks into partitions. The community 

detection algorithm-based method is used to find optimal partitioning using 

reactive power balance degree [41], and coupling strength based on the 

impedance matrix [77]. An optimal voltage regulation approach is presented in 

[26] based on the application of the epsilon-decomposition method to the 

sensitivity matrix. In [78], a distributed optimization technique for solving the 

optimal power flow (OPF) problem uses a spectral-clustering algorithm. An 

overview of two of these techniques that can be used for large power networks 

and the benefits of each technique to solve the complexity of such networks is 

discussed next. 
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2.4.1 Epsilon Decomposition Method  

Epsilon (𝜀) decomposition is an algorithm that breaks up a matrix into 

diagonal submatrices [79]. The concept is based on the premise that in a given 

Jacobian matrix A and a threshold 𝜀, all the entries that are less than 𝜀 are set to 

zero as follows. 

 

 𝐴 = A’ + 𝜀 ∙ 𝐵 (2.1) 

 0 < 𝜀 < 1 (2.2) 

 
 

 

where A’ is the block diagonal decomposed submatrix, and 𝜀 ∙ 𝐵 contains 

elements less than 𝜀. 

The "new" matrix A’, which is a block diagonal decomposed matrix, contains 

all the variables that are strongly coupled in the same block and describes the 

topology of each subnetwork, while the weak couplings are discarded. The 

number of discarded weak couplings depends on the ε decomposition value, 

e.g., for the higher values of 𝜀 there are fewer couplings that need to be 

considered, which provides smaller groups in terms of the number of variables.  

The epsilon decomposition method could be used to partition networks into 

smaller sub-networks so that agents could be used to control these subsystems. 

Choosing an appropriate value for epsilon is key in this context as it determines 

the optimal split of the network for control. Therefore, dynamic self-partitioning 

using agents can be achieved by updating the epsilon value to adapt to network 

conditions, as presented in section 5.2. 
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To demonstrate the decomposition algorithm, a small network with a 4 4 

sensitivity matrix is used [26]. The epsilon value 𝜀 = 0.5 is used as an example of 

the decomposition. Figure 2.5 shows the matrix and diagram of the network 

before and after the decomposition where the elements that are smaller than 

or equal to 0.5 are set to 0. The new matrix shows the decomposition of the 

network diagram into two groups with no couplings between the two groups; 

nodes 1 and 3 are coupled and nodes 2 and 4 are coupled. 

 

Figure 2.5: (a) Matrix and diagram of the network before epsilon decomposition.  
(b) Matrix and diagram of the network after epsilon decomposition [26]. 

 

2.4.2 Community Detection Algorithm  

Newman’s fast algorithm based on a modularity index is one of the most 

popular and widely used community detection algorithms for large complex 

networks [80], [81]. The modularity index is a function that gives an indication 

of the quality of the network’s partitioning into communities, expressed as  
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 𝑀 = 
1

2𝑛
∑(𝐴𝑖𝑗 − 𝑘𝑖𝑘𝑗 2𝑛⁄ )δ𝑖𝑗
𝑖,𝑗

 (2.3) 

 

where 𝑛 is the number of edges; 𝐴𝑖𝑗  is the edge weight between i and j; 𝑘𝑖 (𝑘𝑗) 

is the degree of node i (j); and δ𝑖𝑗 equals 1 if nodes i and j are in the same 

community, otherwise equals 0.  

The edge weight between nodes i and j is represented in this thesis by the 

sensitivity factors between nodes presented in Chapter 5. The value 𝑀 is 

calculated after each step of joining two communities. The larger the value of 

the modularity index, the stronger the partition structure. The maximum value 

of M gives the best partition of the network. 

Unlike most partitioning algorithms that require a predetermined threshold 

or number of groups, the community detection method can obtain the optimal 

number of communities without predetermining the number of communities  or 

a threshold value. Additionally, all nodes are grouped in communities ( i.e., each 

node belongs to a community cluster) and there is no overlap among the sub-

communities. Thus, this technique can be implemented for large power 

networks using agents to allow splitting the system into manageable sub-

problems and control each partition autonomously and independently, as 

presented in section 5.3.  

2.5 Summary 

The growing penetration of DERs into distribution networks has increased 

the complexity of their operation. The distributed and stochastic nature of DGs 

and the difficulty in predicting EV charging patterns presents problems to DNOs. 
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This makes planning and operating such systems more challenging. Traditional 

approaches for dealing with problems such as voltage violations could be 

inadequate. Distributed intelligence and control applications in power systems 

could provide approaches that can be used to solve these problems. There is 

currently a lack of publications in creating methods for overcoming 

implementation difficulties in the integration and control of distributed systems 

and components. Reducing computational load and interaction requirements 

between devices is important in this regard. Therefore, methods that reduce the 

complexity of large problems and deal with the system uncertainties is an 

important aim of this work. 

When dividing the network into several zones to solve the system problems 

at a smaller scale in each zone, this approach creates new challenges. First, 

distributed control requires each partition to control its voltage locally and 

independently. Second, the local controls need to adapt to changing network 

conditions within each partition. In order to enable global solutions, smart grids 

require applications that can adapt in response to internal interactions of 

distributed components and dynamic settings. Therefore, to maintain and 

control network issues, adaptive grouping of DERs can be a potential research 

field. Thus, the solutions based on self-organising algorithms are becoming more 

attractive. 

With distributed controllers, it is possible to extend the system components 

to integrate DERs that can be controlled locally. However, coordination of these 

distributed systems is required to prevent voltage violations and maintain 

stability. In complex power systems, it is critical to provide intelligent and 

powerful tools, such as distributed artificial intelligence (DAI), to deliver 

adaptive and quick control of their power output. For this reason, the controllers 
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can be implemented by local entities (agents) to negotiate and co-ordinate 

actions. DERs equipped with sensing, communication, and computation 

capabilities can be represented as autonomous agents to act and control 

injection/consumption of power.  

Although limited literature exists to provide an insight into the dynamic 

capabilities of power based intelligent control mechanisms (presented in the 

next chapters), MAS is a useful distributed intelligence technique. In the context 

of modern power systems control, it is able to adapt to newly emerging issues 

in a variety of different settings. The distributed and stochastic nature of the 

future power network components makes self-organising MAS suitable and 

effective mechanisms. Solutions should take into account the intermittent and 

unpredictable nature of DER, the dynamical behaviour of electrical power 

networks, as well as constraints such as voltage and line constraints. Thus, these 

systems need to coordinate to achieve optimal operation and to prevent voltage 

disturbances by enabling the system to self-organise in response to various 

network conditions. This technique can facilitate the exploitation of the inherent 

flexibility of DERs in network operations. Developing self-organising power 

networks is a key step in controlling future distribution networks, presented in 

the next chapters, which is the main contributions of this thesis. 

The next chapters investigate how to design a distributed intelligence and 

control for future power networks to advance future intelligent distribution 

networks. They will also investigate how new intelligent control strategies can 

contribute to meet the power quality and other performance requirements in 

the future distribution networks. With the help of state-of-the-art solutions, 

current problems and challenges can be solved. In particular, there is a focus on 

moving to novel self-organising MAS control implementations. The goal is to 
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integrate the control algorithms and add further novel control and intelligent 

decision-making contributions. Through this, this thesis develops control 

approaches that can be integrated within smart grids. Simulations will be 

conducted to investigate and implement distributed control using DER for power 

networks during various operating conditions. This will also demonstrate 

potentials and limitations of current network tools and develop solutions to 

overcome these challenges and limitations. The goal is to develop distributed 

artificial intelligence and control methods for self-organising energy systems for 

large-scale power networks, focusing on voltage control, active/reactive power 

control, and the integration of DGs and EVs, enabling robust and adaptive power 

networks.  
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Chapter 3 

 

Self-Organisation Techniques and 

Applications  

This chapter discusses the main concepts of self-organisation and the 

desired deliverables from applying such a technique. The chapter also presents 

various methods and applications of self-organisation within various domains 

with the aim to explore the different challenges and techniques around 

implementing self-organising systems used for this thesis (sections 3.1 & 3.2). 

Following this, examples from literature are introduced whereby self-organising 

methods have been implemented for power network applications (section 3.3). 

Finally, conclusions (section 3.4) on the use of self-organising architectures and 

control methodologies are presented supporting the work proposed in this 

thesis. 
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3.1 Introduction  

The concept of self-organisation is grounded in both evolutionary theory and 

computing. In such techniques, the system can adjust itself when the outcome 

of dynamic interaction among lower-level components causes an unexpected 

higher-level system behaviour, which is difficult to explain just from the lower-

level behaviours [82]. The use of self-organising systems has been researched in 

many domains, including biology, chemistry, economics, and organisational 

theory. From the perspective of a distributed power system, the ability of DERs 

or other system components to self-organise to solve problems and issues on 

the network would be a great addition to the solution space for controlling 

power assets. This thesis proposes that self-organisation should be used to deal 

with the complexity of controlling and adapting DER elements such as DGs and 

EVs in power systems. To achieve self-organisation for controlling various 

resources of large network and managing its complexity, the thesis uses MAS 

approaches (Chapter 4) with network decomposition algorithms (section 2.4). 

For large and complex power networks, the system’s different events cannot 

all be known during the design phase of the system development. As a result, 

designers require new techniques for designing intelligent and dynamic systems, 

such as allowing the system to adjust itself and components (agents) to 

reorganise their behaviour in response to unforeseen events; allowing the 

system to self-organise in order to achieve an organisation that allows efficient 

(optimised) control. This increased complexity of the real-world applications can 

be addressed from a higher abstraction level using self-organisation which may 

be applied to manage uncertainty [83]. The concept and theory of self-

organisation has frequently been explored by researchers and developers as part 

of the broader field of complexity science [17]. Therefore, over the last two 
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decades, artificial system research has been focused on implementing self -

organisation mechanisms, especially for applications of complex systems [84-

87]. Hence, self-organising mechanism can be a suitable technique to deal with 

the complexity of future power networks discussed in Chapter 2. Examples of 

questions in this context are typically how to enable many system components 

to efficiently self-organise.  

The application of self-organisation in Smart Grids2 is an attractive domain 

for several reasons. The distributed and stochastic nature of the future power 

network components, as discussed in the previous chapter, makes self-

organisation suitable and effective mechanisms for modern power networks. 

Additionally, greater accessibility of advanced technology has motivated the 

power industry to invest more in grid development, thus creating advancements 

in the Smart Grid domain that uses information and communication technology 

(ICT). In future power networks, as the number of distributed components that 

are stochastic in nature increases, the system can benefit from allowing 

interacting between these entities and forming smaller groups to help simplify 

the management and control of such complex systems. It is noted that these 

entities can be represented as separate agents which interact and act within 

their own environment, which is more discussed in Chapter 4. Therefore, when 

dealing with large and complex networks, as presented in Chapter 2, dividing the 

system into sub-systems simplifies and enables the control and management of 

network components such as resources and loads. Usually, in the literature of 

power networks (as presented in 2.4), it is reasonable to assume the scenario 

when the groups are deterministic with sufficient services or resources. Thus, 

most research activities on the application of dividing power networks problem 

 

 
2 This would typically be implemented using a MAS platform presented in Chapter 4. 
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to small problems were conducted under static connection links between 

network components. Nevertheless, when considering unpredictable 

behaviours of DER such as in smart grids, it is necessary to study the stochastic 

conditions where links between distributed components evolve and to enable 

system self-organisation according to the conditions and distributions of the 

network components. 

3.2 Self-Organising Techniques 

3.2.1 The Concept and Advantages of Self-Organisation 

Self-organisation can be defined as “the spontaneous creation of a globally 

coherent (i.e., entropy lowering) pattern out of local interactions” [84]. The term 

‘self-organising systems’ is commonly used in distributed computing to refer to 

systems that are capable of reorganising their distributed architecture to cope 

with changes and meet global system goals [88]. Therefore, self-organisation is 

a popular method to handle scalability, uncertainty, dynamics, and complexity 

of systems [89]. Robustness and self-organisation properties result from the 

system’s ability to detect any new state, failure, or malfunction, and take proper 

actions (e.g., changing roles or connections). This requires system components 

(or agents) to have sensing, reasoning, and acting capabilities, and have their 

own local rules that drive their behaviour toward some optimal outcome [90]. 

In networks (such as power, social, transportation, communication), it is 

important to clarify the meaning of frequently used terms in the self -organising 

domain. These include adaptive, autonomous, and cognitive networks [91]. 

• Adaptive networks: The system changes its configuration to cope 

with the change in the system. They do not have to be scalable, agile 



43 

 

or exhibit any form of intelligence. Adaptive networks can be based 

on simple or complex feedback control loops. 

• Autonomous networks: These are adaptive networks with no human 

intervention. They are not necessarily scalable or stable. In general, 

all self-organised methods are autonomous and adaptive. On the 

other hand, autonomous or adaptive networks are not necessarily 

self-organised. 

• Cognitive networks: They are autonomous networks that are capable 

of adapting and learning parameters of the system based on 

interaction with the environment. Elements in the network are able 

to plan, observe and execute actions independently. 

Self-organised networks, on the other hand, are not only adaptable and 

autonomous but can also decide when and how to initiate particular activities 

based on ongoing interaction with a changing environment [91]. As a result, self-

organisation is a property that can be observed in any network, including 

cognitive networks. Successful self-organising networks will employ a 

combination of the above features, allowing the system to be robust and endure 

disturbances without losing its goal or function. They may also enhance their 

performance by learning from feedback and previous status and actions.  

According to Ferber [92], representing a system organisation with agents 

consisting of roles that can form groups of agents (statically or dynamically) has 

many advantages for complex systems. The organisational structure describes 

how agents in a system should collaborate in order to enable the completion of 

successful coordination [93]. This may be used to provide a framework for 

organising and controlling agent interactions, as well as to tune the agents' level 

of autonomy. As a result, the design of a MAS “organisation” is a crucial part of 
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improved system performance, especially when complexity increases. The 

organisation of agents may consist of a number of partitions, and agents in each 

partition may interact with the aim to coordinate. Groups and interest groups 

are essential concepts in organisational dynamics [84]. A group allows its 

members to work together to achieve a shared purpose. The overall task of the 

agent community is broken into a series of subtasks that are assigned to group 

members or agents. In the context of interest groups, organisations whose 

members have common interests may work together to attain their own 

objectives. Such structure/designs might be static, conceived by the system 

designer, or they can be dynamic. The implementation of dynamic “self -

organisation” techniques and the advantages of  such techniques to control 

complex systems and achieve a dynamic and autonomous structure is presented 

in the following sections. 

3.2.2 Self-Organising Systems Using Agents 

As presented in the previous chapter, there is a need for intelligent  control 

and management for future complex power networks. Such systems can be 

handled with mechanisms that can self-organise to adapt and maintain control 

objectives. To implement self-organisation for power networks, methods to 

enable the system components to interact and enable dynamic and adaptive 

operation are required. Particularly, system robustness and the ability to adapt 

are two essential properties for self-organising designs. This section presents 

properties and mechanisms for self-organising approaches applied to solve large 

systems. 

The self-organising mechanism can be achieved by interactions between 

entities represented by agents participating in system monitoring and decision 

making. Due to potential changes in the environment, the system needs to self-
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organise and self-reorganise in order to improve internal processes, deliver 

better services or manage resources. Such adaptation includes restructuring the 

components of organisational architecture (processes, strategy, structure, and 

individual agents) in response to specific conditions in the environment of an 

organisation. Systems with the capability to dynamically reorganise (regardless 

of whether the reorganisation is self-imposed or forced) should be resilient 

enough to survive in a dynamic and constantly changing environment. 

Furthermore, the system must stay in a “stable” operation throughout this 

transition and cannot be offline until the re-organisation process is complete. 

An organisation of system components or entities (e.g. agents) [86] can be 

formed by: 

• The agent’s functionality. 

• By lines of connections between agents. 

• The agent authority relationships. 

Changes in any of these aspects will affect agent dynamics and their 

organisation. An important element in this organisational behaviour is the agent 

rules within the individual autonomous agents that are capable to interact 

(communicate, coordinate, negotiate) with each other with the aim to 

cooperate. The local agents maintain their autonomous decision making process, 

but may request advice from higher-level agents to perform global dynamics 

[86]. To achieve a self-organising mechanism, the system may use one or more 

of the following methods [86]:  

• Change the internal agent behaviour: This can be achieved by 

modifying thresholds on performance metrics, changing the roles of 

agents, or interaction protocols. 
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• Change structure: Such as introducing changes to the connections in 

the network structure by modifying the number of individuals within 

the population, or by restructuring the connections between agents.  

• Influencing the environment: The agents change a physical structure 

of a system that agents are controlling. For instance, the electrical 

network topology could restructure and reconfigure in response to a 

fault condition, assuming that agents are able to change the 

environmental structure. 

Dynamic rearrangement can take various forms; for example, agents might 

modify their behaviours, roles, connections, or the whole system structure can 

be dynamically changed [93]. The work in [93] presents a system with 

organisational structures can be designed according to the following general 

principles: 

• Introduce a means of decomposing the system into groups 

(partitions), either statically or dynamically, with each group 

constituting a context of interaction for agents. As a result, a group is 

an organisational unit that defines how members can interact.  

• Agents should be autonomous but can be guided by norms or 

constraints. Full autonomy is difficult to achieve in a computational 

setting, and typically engineering applications require safety 

constraints.  

Based on the mechanisms presented above, in this thesis the self-

organisation design will focus on the adaption of network structure and through 

a mixture of the adaption of the lines of communication between agents 

including agent authority relationships. Using a combination of presented self-
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organising methods, the system organises based on its components and 

resources. In the context of this work, a complex and large system can be a 

composite of sub-systems, each of which has agents interacting with each other 

and the optimisation can be dynamically distributed and maintained by each 

group independently. This mechanism allows reducing the complexity of the 

network by enabling agents to interact with each other and define data flows, 

resource assigning, relationships, and interaction strategies. The challenge of 

such a mechanism lies in maintaining self-organisation, making the system 

distinctive in that it is robust and can react to disturbances by dynamically 

maintaining the distribution and allocation of these dispersed control problems, 

which is the aim of this thesis. This introduced robustness enables the system to 

continue operating in the face of disturbances and any type of change.   

3.3 Self-Organisation: A Review of Literature 

3.3.1 Overview 

Since the 1980s, the notion of self-organisation has emerged from a range 

of fields, primarily control theory, thermodynamics and cybernetics [84]. For 

instance, the effort by Ilya Prigogine [94], who received a Nobel Prize for his 

research on self-organising “dissipative structures” for complex systems, and the 

work by Hermann Haken [95], who named his self-organising method as 

“synergetics”. In general, in this context, nonlinear systems such as systems 

observed in thermodynamics [94] have several equilibrium states. This number 

tends to increase (bifurcate) as an increasing energy input forces the system 

away from its equilibrium. The feedback relationships between the system 

components cause the dynamics of a system to generally be nonlinear. Positive 

feedback causes rapid development that ends when components have been 
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involved in the new structure, resulting in a stable, negative feedback state. The 

self-organising system can respond to disturbances to adapt to a changing 

environment and to maintain appropriate states based on direct environment or 

subsystem conditions.  

The application of self-organisation, especially in large-scale systems that 

contains distributed entities, is a matter of an ever-growing research area [83, 

93]. For example, there has been increased interest in artificial intelligence 

research, especially that incorporating self-organisation methods, such as 

applications in software engineering and complex systems to solve their 

uncertainties and dynamic requirements [84-87]. Some researchers attempt to 

explore self-organisation to deal with the complexity of physical systems such as 

multi-robot systems, networks, intelligent transportation systems, and planning 

and control of manufacturing resources [36, 83, 87, 89, 96, 97]. The authors in 

[83, 98, 99] provide a thorough and broad introduction to self-organisation, as 

well as a discussion of applications. For example, in the European AgentLink 

project [100], a relevant effort was made to analyse the state of the art, 

structure the research effort, and set a roadmap in the self-organisation domain. 

The implementation of smart grid technologies, such as intelligent 

computation technologies, ICT, and smart sensors, in future networks will 

improve the operation and capabilities of the network, including control and 

management, optimisation, system restoration, energy sharing and trading, and 

integration of renewable and storage systems [101-103]. However, the smart 

grid architecture is rapidly evolving due to its highly distributed, complex, and 

unpredictable nature [14, 101] which requires these systems to adjust and adapt 

(self-organise) their mechanisms over time. In this context, components can be 

represented as agents, able to take actions or interact to adapt to system 

https://www.sciencedirect.com/topics/engineering/smart-grid
https://www.sciencedirect.com/topics/engineering/smart-grid


49 

 

requirements. Overall, there have been limited efforts to apply self-organising 

techniques to power networks. Using self-organisation can be an effective 

distributed artificial intelligence technique to deal with new emerging 

challenges in different contexts, especially in the smart grid domain [17, 104-

107]. The properties of self-organising MAS, such as flexibility, adaptability, 

cooperation, and extendibility, make it suitable for smart grid applications. This 

work aims to explore and analyse techniques that can be used to design and 

implement self-organising mechanisms for the control and management of 

distributed resources in the smart grid domain. In the following, a review of the 

literature is presented and investigated. 

3.3.2 Applications of Self-Organisation for Power Networks 

Generally, the research trend of self-organising properties in smart grids is 

focusing on energy markets, e.g., price bidding, with limited research on 

applications of self-organising systems for controlling power networks. The work 

in [108] outlines the challenges in the operation of power systems and presents  

example solutions for decentralized power flow control systems using functional 

self-organising approaches. It concludes that the application of self -organising 

systems offers promising solutions for voltage control and stability. This section 

summarises the main application areas of self-organising mechanisms in power 

systems and provides some relevant examples. 

In [109], the authors outline that distributed control techniques, such as self-

organisation, are very promising mechanisms to provide solutions for both 

technical (reliability, accessibility, flexibility) and economic requirements for 

smart grids that integrate DERs and demand side management (DSM). They 

propose a Smart Grid Algorithm Engineering (SGAE) framework to develop large-

scale smart grids, with extended implementation of self-organising properties as 
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a core control concept to offer resilience, autonomy, and adaptivity required for 

distributed algorithms. 

A consensus-like diffusion information sharing concept for a self-organising 

microgrid is developed in [110] to achieve power sharing of DGs in microgrids. 

The DGs are represented by agents that can communicate iteratively to estimate 

the required global information. In this scenario, all microgrid DGs are controlled 

to operate with the same active or reactive power output ratios. The method 

enables DG agents to adapt to changing topologies as a result of connecting or 

disconnecting DGs in the network. Although the iterations and synchronised 

updates can take time to converge, the results suggest that the presented 

algorithm outperforms consensus techniques in terms of convergence speed. 

The authors in [111] presented a distributed secondary control method for 

inverters during unbalanced microgrid reconfiguration. The inverters in 

distribution feeders are grouped by smart switches and are managed 

dynamically for self-organised microgrid reconfiguration. The control strategy 

ensures proportional power-sharing among connected DGs and minimises the 

voltage unbalance.  

A self-organising communication architecture was proposed in [112] to 

mitigate cyber-threats applied to control schemes in smart grids. To support 

trusted communication requirements within the microgrid, a distributed and 

scalable key management and authentication scheme is proposed in [113] to 

establish secure machine-to-machine (M2M) messaging and trust relationships 

for microgrids. The proposed method, namely Micro sElf-orgaNiSed 

mAnagement (MENSA), combines the concepts of public key infrastructure and 

web-of-trust to realise the full potential of microgrids in terms of performance 
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efficiency and scalability. The mechanism allows nodes to leave and join 

frequently while maintaining the operation of the network.  

The Holonic architecture3, which is evolving and self-organising in structure, 

has been used to solve emerging challenges in power systems. The paper [114] 

recommended DORPC (decentralized optimal reactive power control) using a 

model based on a Holonic architecture. Holons can manage the internal 

organisation members and interact with other Holons. The approach is applied 

to control reactive power from the transmission lines level to LV transformers. 

The Energy Management System Holon (EMS-Holon) is considered the upper 

part of a hierarchy containing several information layers and manages the 

feeders from the distribution substations. Another Holonic Multi -Agent System 

(HMAS) with a decentralised secondary control strategy is presented in [115] and 

implemented for hierarchical control in Microgrids. The design of HMAS aims to 

introduce holarchy microgrids management and control to facilitate 

decentralized decision making, as shown in Figure 3.1. The study also suggests 

that some learning capabilities for agents can also be introduced through 

cooperation between agents in a dynamic environment using this model.  

 

 

 
3 The term Holon is defined as "A Holon is an identifiable part of one or more systems and 

is, at the same time, a system formed by subordinate parts that integrates it as a whole” 

(source: www.igi-global.com /dictionary/holon). 
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Figure 3.1: Simplified holonic MAS implementation in a microgrid model  [115]. 

 

The work in [116] investigates the notion of holonic virtual power plants 

(VPP) to overcome the reactive power scheduling problem in VPP. The author of 

this paper suggested the use of holons in combination with distributed 

scheduling techniques to provide bids to the market. The holons are set up in a 

self-organising manner using agents. The concept is connected to virtual tree 

topologies. A holon can be made up of one or more agents, as well as other 

holons. Each holon is represented as a single agent. As a result, the terms 

“agent” and “holon” can be used interchangeably in this context, and at the 

same time, a holon can also be part of many holons. In the above presented 

holonic methods, the DERs at the distribution level are usually managed from 

upstream transmission lines (from Holons at a higher level). Therefore, low 
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voltage transformers are selected as lowest level Holon that are controlled by 

highest level holons, but are not used as “local controllers” for the DERs.  

A methodology for managing the order of charging EVs is proposed in [117] 

with the aim of reducing the impact on the grid by organising the charging 

patterns. A mechanism is introduced through the interactions on the smart grid 

architecture’s lowest layer, where the demands of the connected EVs determine 

control priorities. Generally, the self-organised charging of EV in this work is 

arguably a decentralised scheduling technique because no network 

configuration or control is made to the network – only the sequence of charging 

EVs. The paper [118] presents energy unit planning and aggregation software 

based on the principles of controlled self-organisation to apply scheduling for 

DERs. This software is built based on the COHDA (Combinatorial Optimization 

Heuristic for Distributed Agents) [119] and is used for the scheduling of DER 

using agents. The resulting software is capable of collectively scheduling of 

hundreds of DER units while fulfilling system requirements. The authors argue 

that “as the application domain of energy systems is driven by high reliability 

and safety requirements, self-organisation as an underlying principle for a 

heuristic approach might not be sufficient.” To overcome these issues, the 

authors suggest that centralizing some parts of the COHDA enables the system 

to identify and manage unwanted behaviour in the self-organised systems 

combining the benefits of scalability and stability.  

The authors in [120] proposed a self-organising flexible demand in smart 

grids by introducing the use of Social Capital4, where consumers can cooperate 

 

 
4 Social Capital represents the value associated within the relationships of people who live and work 

together. It represents benefits that the individuals gain from the whole through membership in 

social networks. 
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to have required electricity for a pre-determined certain period of time. The 

approach was demonstrated with the use of the Presage2 simulation framework 

[121] by creating a simulation of the electricity exchange market and analysing 

the self-organisation of flexible demand. The simulation results demonstrate 

that allowing customers to commute within their assigned timeslots greatly 

improves the results. The same authors in a related work [122] adapted energy 

demand day-ahead allocation in a microgrid, where joint decisions are made by 

a set of DERs for the energy demand allocation problem. To this extent, they use 

self-organisation to set the rules determined by the agents to allow 

heterogeneous DERs scheduling to enjoy fair outcomes.  

Various approaches in the literature are proposed based on pre-planned 

organisation. For example, the work in [123] proposed an agent-based 

decentralized energy management method. The objective is to locally balance 

supply and demand of electricity within each control group. Pre-planned 

dynamic grouping is implemented using the consumers and producers profile for 

one and eight hour profiles. The results show that more dynamic grouping 

produces overall less supply and demand mismatches. However, the algorithm 

does not take real-time actions to minimize the net imbalance. This always 

results in at least one unbalanced group, and, therefore, the net imbalance for 

the whole system still exists even with the grouping algorithm. 

The theory of distributed consensus is proposed in [124] for self-organising 

properties to allow fuzzy agents (sensors) to synchronise to general functions of 

the local variables for monitoring voltage quality. Based on these synchronised 

values, the system decides when reactive power flow injection in the netw ork is 

useful and can support the voltage in the grid. However, the approach needs 

information to be exchanged iteratively by the agents located at each bus to 
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reach a consensus, which causes a heavy communication burden even with 

tested small 30-bus network. Also, generators are assumed to be connected 

solely to their bus, which does not demonstrate DG units usually coupled with a 

load at one bus. Even if a solution is found to consider connecting DG with a 

load, this will increase the information exchanged between agents. Some 

limitations of this research could be overcome by grouping the network 

agents/sensors. 

In the context of consensus-based methods, researchers have also 

attempted to explore self-organisation properties using decentralized 

consensus-based protocols for economic dispatch problems using agents [125, 

126], and the monitoring and synchronization of voltage set points to improve 

the voltage profile [124, 127]. Although consensus approaches have promising 

properties, they require iterative global updates to reach consensus and 

synchronized results [128], and are mostly applied in small-scale or radial 

networks. 

A first formal model for a self-organised solution for the electricity market 

has been presented in [129] using MAS. Termed DYCE (Dynamic Coalition in 

Electricity Markets), it allows unit supervising agents to dynamically form 

coalitions (groups) for the supply and demand of power products in electricity 

markets while taking topology-related aspects into account. In a MAS structure, 

the market can be simulated by representing buyers and sellers as agents. One 

such model, the competitive MAS can use self-organising agents that negotiate 

with other agents to either supply or buy goods or services. Moreover, energy 

market problems have been widely investigated such as blockchain model for 

self-organising integration of energy trading [130], self-organising economic 
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dispatch approach based on hierarchical particle swarm optimization [131], and 

price and performance management for microgrids [132].  

Reference [133] investigates the design of cooperative agents to implement 

a self-organised power dispatch in islanded microgrid. The droop-based primary 

controller shares the (active and reactive) power mismatch of the microgrid 

between the controllable DGs. The reference values of the microgrid voltage and 

frequency are determined by the virtual leader. DGs are connected with the ir 

neighbour DGs based on graph theory to update their output. However, the 

digraph is required at each time step. The limitation is that it requires global 

information to be exchanged among all coordinating DGs for the next update. 

Even though this feature yields distributed architecture, it was tested for a small -

scale radial network. Larger networks could lead to complex digraph and 

information to be exchanged. 

Through the abovementioned methods, previous research has focused on 

system formation and the applied approaches mainly target energy markets 

rather than technical parameters and constraints. Also, the approaches did not 

make full use of self-organising techniques. More research is needed to 

implement self-organising capable models5 for controlling power networks in a 

technical capacity. According to a recent article on cyber-enabled microgrids 

[134], there are still many important but complex research problems that 

require the examination of robust architectures such as self-organisation. The 

authors suggest that because of common issues of DER such as a shortage of 

power and bandwidth or physical damage, further study on self-organisation in 

heterogeneous networks is required. 

 

 
5 Especially methods based on MAS introduced in Chapter 4. 
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3.4 Summary  

This chapter has introduced the concepts of self-organisation (definition, 

techniques, and development) and their potential use in the power domain. The 

chapter started with an overview of the need to design and implement 

intelligent control and management for complex and large systems. These 

systems can benefit from some degree of intelligence with autonomous entities 

that can interact with each other. It also presented the idea that self-

organisation of distributed components and resources can be implemented 

using agents with sensing, communicating and computing capabilities can act 

autonomously to provide fast and flexible control to handle the operational 

needs for the future smart grid. As discussed in this chapter, self-organising 

systems of autonomous agents can intelligently enable distributed control and 

facilitate the exploitation of the inherent flexibility of DERs in network 

operations. These techniques exhibit adaptive (dynamic) and robust 

organisation behaviour to permit the realization of the desired objective while 

intelligently and autonomously adapting to the conditions of the immediate 

environment. 

In terms of self-organisation, various research areas have been well studied 

such as biological systems (e.g., ant colonies), networks (e.g., wireless 

communications, sensor networks), and artificial systems (e.g., robotics). In 

recent literature, self-organisation techniques have gained more interest in 

systems and software engineering to explore it as a fundamental method for the 

organisation of a system. However, there is limited research documented in the 

literature on the applications of self-organisation methods for power networks. 

These techniques support the design and functional implementation of 

autonomous and dynamic control of clusters in power networks especially those 
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considering time-varying network conditions. Previous literature indicates that 

voltage control is a promising field for the application of self -organising systems 

and could be applied for distributed voltage control with self-organising 

capabilities. The potential applications of self-organising mechanisms for 

controlling DER in power networks have yet to be further explored. The next 

chapter discusses the MAS architecture and its use for implementing self-

organising methodologies. 
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Chapter 4 

 

Multi-Agent Systems  

Multi-Agent Systems (MAS) provide distributed and artificial intelligence 

techniques that can be used to implement self-organisation in the power 

network domain, which will be used in this work for the development and 

deployment of presented methods. Prior art (presented in the previous 

chapters) indicates that self-organisation with agents provides capabilities to 

group local components in order to enable the control of large-scale power 

networks based on local signals and are able to adapt to unanticipated events. 

The following sections introduce the concept of MAS and the development 

techniques, followed by an investigation of examples of MAS applications for 

distributed control and management of power networks. The MAS techniques 

will be used in conjunction with self-organisational methods to create a design 

for controlling distribution networks discussed later in Chapter 5. 
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4.1 Introduction 

A MAS is an organisation of multiple agents that communicate with each 

other in a common environment to achieve its objectives. The agent 

organisation approach imposes norms or rules so that agents are able to 

coordinate their local behaviours and interactions with other agents. As 

presented in the above section, the aim of this work is to design a self-organising 

system and use MAS to implement such a technique to deal with the increased 

complexity of smart grids. When designing self-organising MAS, developers need 

to consider three important factors that influence the dynamics and structure of 

system architecture.  

• The first key factor is the relation between agents, i.e., the interaction 

mechanism that allows agents to achieve coordination in performing 

their tasks and to reach the global pre-assigned objective for MAS.  

• The second is the formation or organisation of agents in MAS that 

identifies the interconnections and implemented structures between 

agents in the MAS, i.e., how the agents are related to one another to 

form a MAS.  

• The third factor is maintaining the cooperation of MAS structure in 

response to time-varying conditions and changes that affect the 

control of the system which requires a dynamic and adaptive system, 

i.e., self-organising mechanism.  

In this thesis, the MAS is used to develop and implement systems that are 

able to self-organise and control the power networks based on the three key 

factors discussed above. In the following, an overview of the background, 
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development, implementation and tools of agent-based techniques is presented 

and analysed. 

The definition of agents has many forms from different disciplines. The 

definition we adopt here is wildly acceptable by industry and researchers as “an 

agent is a software (or hardware) entity that is situated in some environment 

and is able to autonomously react to changes in that environment” [104, 105]. 

The agent has the ability to observe and perform actions in its environment. The 

environment is basically everything that is external to the agent, which may be 

uncertain and dynamic. The environment may be [135]:  

• computing environment: agents are monitoring conditions and taking 

actions on software components, such as daemon security agents.  

• physical environment: the environment can be observed through 

electrical and mechanical sensors, such as in power networks.  

An intelligent agent is a distinct autonomous entity with its own behaviours 

and has the ability to interact, adapt, and adjust those behaviours. The key 

concept of this sophisticated entity is that it has reactive, proactive, and social 

properties [97, 104]:  

• Reactivity: agents can perceive and respond promptly to the 

environment changes by initiating decisions to complete tasks or take 

control actions based on what has been designed. 

• Pro-activeness: agents can change their behaviour dynamically in order 

to complete their tasks. It is also characterised by the agent ’s capacity to 

take the initiative. For instance, if one agent loses communication with 

another agent whose services it requires to achieve its objectives, it will 

communicate with another agent who offers the same or similar services.  
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• Sociability: agents have the ability to communicate and negotiate 

cooperatively with other agents using an agent communication language 

(ACL) in order to regulate their activities and achieve their goals.  

Agents receive information from other agents and their environment, and 

they have internal rules that determine their behaviour and define how they 

respond. These rules might represent simple functions of the inputs received or 

could be complex involving various internal components and state parameters. 

The rules can be either fixed or agents may adapt those rules to improve their 

performance. Additionally, agents may adapt to various external conditions, 

implementing a closed-loop feedback method to act on their environment. Thus, 

the agents within a MAS can interact, i.e., coordinate or negotiate, organise, and 

exchange information with other agents to attain a better solution through 

collaboration. 

In general, the internal structure of an agent can vary depending on its use, 

where agents are placed in an environment and get feedback using their sensors 

and act using their actuators [136]. The internal structure of agents, as presented 

in Figure 4.1, consists of sensors (inputs), actuators (outputs), a communication 

unit, and a decision-making unit (DMU) [137].  
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Figure 4.1: The internal structure of the intelligent agent [137]. 

 

MAS provides users with the ability to represent agents that can interact 

using communication languages. A MAS is an interdisciplinary technique that 

attracts research interests from different fields such as software engineering 

[138], computer science [97, 139], control engineering [140, 141], manufacturing 

[142], smart cities [143], power systems [104, 135], and systems engineering [15]. 

As shown in  

Figure 4.2 and Table 4.1, the work in [36] summarises some of the 

advancements of intelligent control for MAS applications in different disciplines 

such as robotics, smart transportation, complex networks (such as smart grids), 

and many others.  
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Figure 4.2: Applications of MAS in various domains for intelligent control [36].  
 

 

Table 4.1: Applications of MAS for intelligent control 

 

 

In power systems, for example, agents use the sensed value (such as voltage 

and power levels) to observe the system for decision making. The agents can 

communicate observed values with other agents, or take control actions to 

control the system, such as controlling the voltage, improving load flow, or 

https://ieeexplore.ieee.org/mediastore_new/IEEE/content/media/6221021/9321226/9306908/shi11-3042823-large.gif
https://ieeexplore.ieee.org/mediastore_new/IEEE/content/media/6221021/9321226/9306908/shi11-3042823-large.gif
https://ieeexplore.ieee.org/mediastore_new/IEEE/content/media/6221021/9321226/9306908/shi.t4-3042823-large.gif
https://ieeexplore.ieee.org/mediastore_new/IEEE/content/media/6221021/9321226/9306908/shi.t4-3042823-large.gif
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closing or opening circuit breakers. These agents are characterised by a degree 

of autonomy; that is, they have the ability to initiate actions based on their own 

internal built-in knowledge and take appropriate action when needed. These 

actions can be in response to interaction with other agents or changes in its 

environment to solve a problem or maintain a stable state. The following 

sections present the MAS architecture and how agents interact and self-organise 

to build MASs. 

4.2 Development of Multi-agent Systems  

According to Wooldridge [144], MAS gives a method for designing 

distributed systems by arranging the system to decrease and handle its 

complexity. From a control perspective, MAS is a group of independent systems 

forming a loosely coupled network with agents cooperating to accomplish tasks 

that are not easily solved or computed by each individual agent. The agents 

involved in a MAS may have distinct objectives, but the fundamental benefit 

comes from collaborating with other agents. The MAS methodology therefore 

makes it well suited to solve complex and distributed applications [135, 145, 

146]. 

One of the challenges that researchers and developers face in smart grids is 

how to deal with large-scale, distributed, heterogeneous, and dynamic systems 

such as smart distribution networks with DERs. MAS systems, which are made 

up of many distributed intelligent agents, can provide flexibility and scalability 

to manage complex systems. This allows power systems to be more responsive 

to the needs of a future evolving power grid [146]. In this thesis, the MAS is used 

to implement self-organising and autonomous power networks that are able to 

control and adapt to network conditions over time.  
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The primary purpose of MAS is to distribute tasks among agents in an 

efficient manner. The ability of agents to coordinate their individual actions and 

behaviours and cooperate with other agents has a significant impact on the 

global behaviour of a MAS system. Cooperation6 of agents is one of the main 

characteristics that distinguish MAS from comparable fields such as distributed 

computing. The general process for coordinated and cooperative task-solving is 

provided in [86, 148] and summarised below: 

• group formation phase: uses communication to request and obtain 

assistance from other agents that can help solve the problem collectively.  

• identifying need phase: agent(s) identify that their abilities and resources 

are insufficient to achieve their goals independently. 

• group action phase: agents carry out actions to reach their common goal. 

This process is implemented in this thesis to achieve coordinated and 

cooperative control among agents. In complex power systems, it is critical to 

provide quick and powerful computation tools, such as distributed artificial 

intelligence (DAI). MAS can provide an effective tool for dealing with the 

complexity of modern power networks. MAS in power systems allows distributed 

heterogeneous information flows to be handled locally, as well as used globally, 

to coordinate distributed actions and knowledge sharing. This method has the 

potential to reduce information processing time and hence network bandwidth.  

 

 
6 Although there are many definitions of Coordination process, in a biological sense, it is defined as “the process 

where groups of organisms work or act together for common or mutual benefits. It is commonly defined as any 

adaptation that has evolved, at least in part, to increase the reproductive success of the actor’s social partners” 

[147] A. Gardner, A. S. Griffin, and S. A. West, "Theory of cooperation," eLS, pp. 1-8, 2016.. 



67 

 

In most literature, the proposed MAS architectures have two layers: a power 

system (grid model) and a multi-agent layer [149], as shown in  

Figure 4.3. Agents’ independent activities and parallel processes enable MAS 

to respond to dynamic changes in the environment, thereby enhancing the 

power system’s dependability, responsiveness, and fault tolerance [146]. 

 

 

Figure 4.3: Overview of MAS layers for a power system [149]. 

 

4.2.1 Communication Between Agents 

Communication networks are essential for enabling coordinated operation 

and management of services and resources in smart distribution networks [150-

152]. Recently, the revised IEEE 1547-2018 and IEEE 1547-2020 standard 
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supports the interconnection of DER, as presented in Appendix C which also 

presents other relevant standards. In MAS, agents require a two-way data flow 

to communicate using some common language format. Data interoperability 

among devices is a key requirement in the development of a future smart grid 

system. Thus, several standards and specifications have been proposed by IEEE 

(Institute of Electrical and Electronics Engineers) working groups and IEC 

(International Electro-Technical Commission), such as Foundation for Intelligent 

Physical Agents (FIPA) [153] and IEC 61850 [154]. Agent Communication 

Languages (ACL) are used to interact and exchange information between agents 

in the MAS environment. Standardization of ACL provides communication tools 

that have specific meanings and protocols between agents. ACL also provides a 

unique message format and ontology for all agents to communicate and 

interpret received messages. Although literature reflects many developments in 

the domain of ACL, the most popular languages are FIPA-ACL [153] and 

Knowledge Query and Manipulation Language (KQML) [155]. The authors in [105] 

provide a review and comparison of communication languages, standards and 

technologies used in MAS power systems. 

4.2.2 FIPA-Agent Communication Language 

Most of the MAS literature uses the FIPA as a communication framework 

standard. FIPA-ACL is used in this thesis to develop and implement the 

communication language between agents for the following reasons:  

• It provides a widely used and comprehensive ACL framework 

(message protocol) for agents. 

• A language is used that allows interoperability between different 

agents and other systems. 
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A FIPA-ACL message comprises three components shown in the example 

below in Figure 4.4. In summary, as shown in the figure, the key elements are: 

• inform is the communicative act. What is the message about – its 

type. 

• :sender, :receiver, :content, etc., represent the message parameters. 

A complete list of reserved message parameters permitted by FIPA-

ACL is given in Table 4.2.  

• agent a, agent b, etc., provide the content of a message.  

 

Figure 4.4: Example of FIPA-ACL messaging [156]. 

 

Table 4.2: Message parameters by FIPA-ACL, source [156] 
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To communicate with one another, agents must use the same language, 

terminology, and procedures. FIPA-ACL enables agents to interact with one 

another, ensuring data interoperability. The agents in communication must have 

the same ontology7 provided by FIPA-ACL that enables the formal specification 

of types, attributes, and connections between entities.  

The structure and components used in the FIPA standards are shown in  

Figure 4.5, where two agents are communicating using ACL. The Agent 

Management Service (AMS) directory contains list of agents,  the Agent 

Communication Channel (ACC) manages the communication channel, and the 

Directory Facilitator (DF) contains the services provided by the agents.  

 

Figure 4.5: Architecture of FIPA agent platform [101]. 

 

 
7 According to Oxford Dictionary of English, ontology is “a set of concepts and categories in a subject 

area or domain that shows their properties and the relations between them”. 

https://ieeexplore.ieee.org/mediastore_new/IEEE/content/media/6287639/8600701/8765552/hasan6-2929577-large.gif
https://ieeexplore.ieee.org/mediastore_new/IEEE/content/media/6287639/8600701/8765552/hasan6-2929577-large.gif
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4.2.3 ICT Advancements for MAS Communication 

A major component of MAS architecture is the ability of agents to 

communicate. ICT infrastructure and methodologies will be essential to 

providing those agents with the necessary ability in real-time to carry out their 

tasks. Advancements in communication/computation technologies, e.g., 5G 

network, internet of Things (IoT), edge computing, and the Industrial -IoT (IIoT), 

will present new possibilities and challenges to smart grid distributed control 

and communication [157]. Furthermore, these frameworks aim to encourage 

interoperability and enable information transfers between devices. For example, 

because of their common philosophy of distributed and coordinated decision 

making, the merger of IoT communication frameworks and MAS control systems 

might bring great benefits to power system control and operation 

methodologies. Agents in this case could benefit from the use of IoT 

communication frameworks. The paper [157] reviews the potential applications 

of 5G network-based IoT for demand response in smart grids.  

A practical, real-world project for the use of IoT for MAS in active distribution 

networks (ADNs) is demonstrated in [158] at the Living City Smart Grid (LCSG), 

located in Vaughan, Canada. This is achieved by assigning an agent for each DER 

in order to communicate and manage a Volt/VAR control scheme. As shown in 

Figure 4.6, agents coordinate through an open communication framework, Data 

Distribution Service (DDS), to request help from each other. This project 

demonstrates interoperability of the communication used by the agents by 

making use of open communication frameworks and standards (e.g., IEC 61850, 

SunSpec).  

 

,#_ENREF_158
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Figure 4.6: Implementing MAS within the LCSG practical project using IoT [158]. 

,#_ENREF_158
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4.3 MAS Platforms and Development Toolkits 

The previous section introduced MAS applications and their communication 

protocols. In this section, tools for implementation and simulations of such 

systems using software platforms are introduced and reviewed.  

MAS platforms are development tools that facilitate the design and 

development of:  

• Agents, 

• Individual agent behaviour, 

• Development of interactions and communication protocols, 

• A representation of the environment, e.g., the power network. 

In the field of power networks, it is essential to use an agent toolkit  to 

develop and test the MAS methodology prior to physical deployment. Various 

development platforms and toolkits, known as middleware, have been used by 

researchers and developers for the design and implementation of MAS, such as 

Jason [159],  JADE [160], ZEUS [161], JANUS [162], PADE [163], Presage2 [23], 

MaDKit [164], and many others. Table 4.3 compares various toolkits for MAS 

development, presenting an overview of the platforms used in the power 

networks available in the literature. They range from their developers, 

compatibility, application domains and other special features [101, 165-167]. A 

summary of these platforms and features is discussed next which provides a 

higher overview of criteria when choosing the preferred tool for different 

applications.  
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Table 4.3: Comparison of platforms for MAS development 

Platform 
Developer/ 

Organisation 
Application Type 

Open 

Source 

Programming 

languages 

Popularity 

in smart 

grid 

domain 

Jason 

Universities of 

Rio Grande do 

Sul & Santa 

Catarina, Brazil 

Distributed applications 

based on the Beliefs-

Desires-Intentions (BDI) 

architecture 

Y 
Java, 

AgentSpeak 
Medium 

Repast  
University of 

Chicago, USA 

General purpose agent 

based simulations with 

scheduling 

Y Java, C/C++ Low 

Presage2 
Imperial College 

London, UK 

Multi-agent systems with 

organisation based 

simulation 

Y Java Low 

JADE 
Telecom Italia 

(TILAB), Italy 

Distributed applications 

composed of autonomous 

entities 

Y Java High 

PADE 

Federal 

University of 

Ceara, Brazil 

Distributed computer 

environments and 

restoration problems 

Y Python Medium 

Netlogo  
Northwestern 

University, USA 

Agent based toolkit for 

simulating natural and social 

phenomena  

N NetLogo Low 

Zeus 
British Telecom 

(BT) ISRL, UK 

General purpose agent 

based simulations 
Y Java Medium 

 

Jason is a platform for the development of MAS implemented in Java as an 

extended version of AgentSpeak8 [159]. Jason is the fully-fledged translator for 

an upgraded version of AgentSpeak, which includes speech-act based inter-

agent communication. Jason includes capabilities such as annotations on plan 

 

 
8 Agents designed using AgentSpeak are also known as reactive planning systems. 
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labels, completely adjustable selection mechanisms, trust functions, and overall 

agent architecture. 

Repast 3 is a software framework for creating agent-based simulations [168]. 

It offers a library of codes for “creating, running, displaying, and collecting data 

from an agent-based simulation” [168]. Repast 3 also includes several pre-

packaged utilities for visualization and is commonly used for complex dynamic 

scheduling applications. 

Presage2 was developed by Imperial College London, UK, that provides a 

prototyping platform that enables systems simulation [169]. The platform is able 

to simulate computationally intensive agent algorithms with a large number of 

agents, as well as simulate the networked and physical environment, including 

unexpected external events, reasoning about interaction and relationships 

between agents. This toolkit enables structured experimentation and the 

animation of simulation results. Figure 4.7 shows the general architecture of the 

Presage2 simulator.  

NetLogo is a modelling environment and agent-based programming 

language for simulating complex systems [170]. It is written in Java but uses its 

own simulation language. It is beneficial for simulating systems that change over 

time. It may be used to simulate related phenomena by both experienced 

programmers and teachers and students in the academic sector without 

programming experience. It has focused on the social science domain.  
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Figure 4.7: Architecture of Presage2 MAS simulator [23]. 

 

The JADE (Java Agent DEvelopment) Framework [160] contains extensive 

reference material that enables the building of agents in a fairly straightforward 

manner for people with a modest degree of programming knowledge [160]. JADE 

has widespread adoption in the scholarly community and even in industry. 

The platform seeks to facilitate the development of interoperable MAS and 
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deliver FIPA-compliant applications. JADE platform comprises a Runtime 

Environment, class libraries, and a set of graphical tools for this purpose. Figure 

4.8 presents the structure of JADE software.  

 

 

 

Figure 4.8: Software architecture of JADE [160]. 

 

MADKit is a multi-agent platform that was inspired by the need for a more 

flexible platform that could adapt to various agent types and application 

domains [164]. It enables the development of MAS based on the relational model 

AGR (Agent / Group / Role). In this model, agents are organised into groups and 

assigned roles, as shown in Figure 4.9. 

 

Figure 4.9: AGR (Agent / Group / Role) model in MADKit [164]. 
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The PADE (Python Agent Development) framework [163] is a platform for 

developing, executing, and managing multi-agent systems in distributed 

computing environments. It was developed by the Smart Grid Group, Federal 

University of Ceará, Brazil. The framework employs FIPA-ACL standard messages, 

using the FIPA communication protocol. In PADE, like in other applications, the 

AMS provides control and supervisory responsibilities and keeps a database with 

the identities of the agents. 

Zeus is a multi-agent platform developed by the British Telecom intelligent 

system research laboratory [161]. Zeus enables the rapid development of 

collaborative agent applications. This programme automatically creates Java 

code based on the agents that are defined visually. The platform ZEUS is founded 

on the following concepts: Agents, Their Goals, Their Tasks, and The Facts. It 

includes theoretical and practical tools and employs real-world programming 

approaches. However, it only supports one agent model, limiting the spectrum 

of feasible MAS designs. 

Literature reviews and studies of the features of MAS-based platforms can 

be found in [165-167], which also provide evaluations of which platforms are 

suitable for particular tasks. Choosing an appropriate MAS platform for 

simulation can be difficult for developers. In an ideal world agent, platforms 

should be open-source, easy to use, scalable, and extendable. Presage2 achieves 

all these goals and is also capable of engineering self-organising mechanisms 

that can meet the objectives of electrical network control and management 

applications. In this thesis, we use Presage2 platform as a tool to test and 

demonstrate the proposed self-organising control architecture, primarily as it 
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meets the needs of the project. The following sections present a review of MAS 

techniques and applications for power systems. 

4.4 MAS Applications for Future Power Networks: A 

Review of Literature 

This section summarises the main application areas of MAS mechanisms and 

provides relevant examples. It reviews different frameworks for power systems 

and explores the advantages and challenges of MAS in power domain.  

4.4.1 Multi-agent Control Techniques 

The increasing complexity of future power system networks requires local 

control and management techniques to solve local control tasks and increase 

the flexibility of the network. From a power distribution network point of view, 

the goal of the MAS is to build local decision-making agents that use local 

information and interact with each other to solve network problems. A 

comprehensive review of MAS for power engineering applications is presented 

by McArthur et al. [104, 105], covering the technologies, standards and tools for 

building MAS concepts, approaches and technical challenges within the field of 

MAS that are appropriate to power engineering, which has helped to advance 

MAS applications for power engineering. To apply MAS to the control category 

of power systems, different frameworks have been discussed in the literature.  

Using MAS architecture, two control schemes are developed in [171] to 

provide real and reactive power support. The model is based on a hierarchical 

structure, which follows a pattern of command chain from the top-level 

(transmission) to the bottom level (distribution network and loads). This method 
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introduced an algorithm for reactive load control optimization in order to 

improve the voltage profile on the distribution grid. The authors suggested that 

further research is needed to apply the control method to larger transmission 

and distribution power networks to explore its effectiveness for large networks. 

In [172], a system of intelligent agents is presented to investigate integration 

between the distribution and transmission networks and control the line 

overloads by controlling loads. However, these methods were applied to a small 

scale of transmission and radial distribution networks. 

A distributed voltage control scheme based on a MAS is presented in [173] 

by adjusting on-load tap-changing transformers for distribution systems. 

Similarly, in [174], an agent-based technique has been employed to control 

voltage regulators and shunt capacitors to determine optimal settings for the 

system. This method implemented an event-triggered approach to reduce the 

communication burden of the network. The authors suggested that additional 

devices could be included in the control problem as a future work, such as DGs 

and energy storage, to investigate distributed voltage control with integrated 

resources.  

The increased penetration of DERs and their stochastic behaviour has 

introduced additional complexities into power dispatch. In the last decade, these 

challenges, such as distributed control and integration of resources, have been 

addressed by researchers. MAS has been used in controlling distribution 

networks with DERs using power balance, voltage control, and cost minimization 

and maximization of the DG power output [175]. Energy storage (ES), EVs and 

distributed generation provide solutions to many power network problems, 

while at the same time adding new operational and technical challenges. In 

[176], a MAS framework is proposed to integrate various forms of DERs in a 
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residential house into a control system. These resources are represented by 

agents, while the MAS architecture links DERs to a central coordination 

controller. The control system is implemented for a grid-connected DC home 

with integrated DG and ES technologies and enables controlling of the home and 

supporting the grid. However, controlling a large number of DERs can add more 

complexity to the system due to the increasing size of the control problem and 

the communication burden.  

Researchers have also used agent-based control schemes to integrate and 

control DGs in distribution networks. A agent-based model was presented in [50] 

in which the output power of DGs in a microgrid is adjusted to reach the balance 

between the supply and demand. The results show that fluctuations of the 

voltage and frequency meet the standard requirements. To study how to balance 

customer demand and energy from DG, Ren et al. [177] build a MAS by 

introducing five types of autonomous agents: substation agent, the bus agent, 

the feeder agent, the load agent, and the generation agent. The distributed 

network is effectively balanced by satisfying the objectives through the 

communication and cooperation between these agents. A multi-agent-based 

dispatching scheme of DGs for voltage support on distribution feeders is 

presented in [20]. This paper presents MAS as an auxiliary service that supports 

voltage regulation on distribution feeders. Agents are implemented on the local 

controllers on the voltage regulator and DGs that can act as supervisory 

controllers to the local controller. A coordination strategy is proposed in [178] 

using MAS to coordinate the reactive power of the photovoltaic (PV) inverters 

with the voltage regulators. The scheme is able to minimize the voltage 

deviations and reduce the excessive tap operations on the tap operations of 

voltage regulators by controlling the reactive power of the PVs. 
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Another application of agent-based based techniques is the employment of 

distributed management and control for EVs in power networks. A framework 

for distributed peer-to-peer MAS model is presented in [179] for power sharing 

management  in the microgrid  and to maintain the supply-demand balance. The 

presented algorithm is applied to EVs based on graph theory to allow agents to 

communicate directly. The results demonstrated that coordination and 

exchange of information enhanced the performance of the system. A multi -

agent reinforcement learning control algorithm is proposed in [180] for the 

management of EV charging. This decentralised algorithm uses “congestion 

signals” from network deployed sensors. Each charging point uses a deep 

reinforcement learning algorithm to learn network congestion parameters. 

Changes in the distribution network topology, such as transformer tap changes 

and feeder reconfiguration, can be accommodated by the control approach 

presented in the paper. However, the congestion signal is only issued 

downstream of the voltage problems and does not provide details on the 

operational strategy between EVs and aggregators. Also, the condition of the 

charging points is not considered. This can be solved by implementing 

coordination between EVs to enable the system to collaborate charging of EVs 

and maintaining the voltage within operational limits. Additionally, for such a 

large network, the control problem can be simplified by dividing the network 

into control areas.  

Agent-based reinforcement learning techniques have also been used in 

power systems to allow agents to learn and adjust their control policy. Zhou, et 

al. [181] adopted a cooperative multi-agent reinforcement learning (MARL) 

algorithm to realize real-time energy management and ensure reliable electricity 

supply. In [182], a reinforcement learning MAS-based is adopted to design an 

intelligent controller for the load frequency control (LFC) in smart grids. This 
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mechanism considers changes in communication topology and time delays to 

examine and improve the performance of the system.  

Recently, a multi-agent deep reinforcement learning (MADRL) technique is 

also used in [183] to coordinate between PVs and battery storage systems. The 

framework enables centralized training, decentralized execution for voltage 

regulation. The proposed technique divides the system into voltage control 

areas where each area is represented by an agent. The authors in [184] also 

formulated a cooperative MADRL algorithm, named PowerNet, in which each 

agent learns a control policy. Experiment results demonstrate improved control 

system performance in voltage control convergence speed. The decentralized 

learning techniques make it suitable for large-scale power systems, however, 

the control scheme needs to be tested with a large-scale model from a real-

world system for a more practical demonstration. The work [185] implemented 

deep reinforcement learning to optimize PV inverter reactive power output 

setpoints considering communication delays. The training performance is 

enhanced in the proposed algorithm and agents are trained to maintain 

variations of regional bus voltage and minimise power losses.  

A MAS method is proposed in [186] for the emergency control of long-term 

voltage instability in a multi-area power system. The concept is to get the best 

solution using the information about voltage angles requested by agents. 

Another MAS architecture is proposed in [187] to perform distributed decision 

making by dispatching DER for network voltage control. The agents estimate the 

effect of their local actions on their node voltage and choose the optimal 

solution with regard to the cost function. The work in [188] presents an agent-

based self-healing algorithm to reconfigure the grid at the distribution level in 
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the event of a fault. The distributed MAS-based algorithm enables the system to 

correct the system with a focus on the problematic areas only.  

Other related applications of MAS for smart grids were conducted in a 

number of disciplines including condition monitoring and diagnostics, and 

protection [189]. An extended review of MAS applications for power networks is 

presented in Appendix D. Practical applications of multi-agent control in the 

power industry control and some of the key implementations are investigated in 

[190-192] which cover the design and methodologies.  

Although network challenges can be addressed by the above techniques, 

none of them can provide dynamic and autonomous voltage regulation 

considering the unanticipated conditions of DERs and the highly dynamic 

behaviour of the emerging smart grids. Additionally, the previous research 

mainly focused on implementing MAS for small-scale systems and with 

assumptions to simplify some constraints.  

4.4.2 Applications of MAS for Microgrids 

The microgrid (MG) is a group of interconnected DER and flexible loads 

within an area that is represented as a single controllable entity [193]. Although 

this thesis focuses on a larger network area, the microgrid applications shown 

here provide useful examples of potential use cases as the concept of MGs 

supports the increased penetration of DERs at low voltage (LV) distribution 

networks9. Due to the increased complexity of the microgrid operation, MAS has 

arisen as a novel technology in this sector. The use of MAS-based control has 

introduced a new paradigm in the development of a decentralised microgrid 

 

 
9 Usually defined as networks below 1000 V a.c. 
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structure. The MAS framework is applied to control, test, or manage 

functionalities of MGs [102]. 

Figure 4.10 shows the architecture of an MG demonstrating an energy 

management systems (EMS) that handles interactions with different agents [193, 

194]. In recent literature, the MAS has been widely used in microgrid 

applications ranging from design and modelling to control.  

 

 

 
 

Figure 4.10: A simple microgrid architecture [193, 194]. 

 

A cooperative multi-agent for power sharing technique is proposed for 

microgrids in reference [195]. The MAS scheme is designed with a 

communication link to allow power to be shared proportionally using battery 

storage units. An island-based microgrid is implemented in [196] using MAS 
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based on peer-to-peer distributed control architecture for networked 

microgrids. The multi-layer control algorithms achieved several tasks which can 

be run simultaneously by agents with communication capabilities. The proposed 

three control layers (primary, secondary and tertiary) are operated by the agents 

of each MG. Another agent-based distributed energy management architecture 

is proposed by [197] to provide control for each of the energy sources and loads 

in a microgrid system, and to coordinate between different types of agents.  

Selected recent summary and comparison of MAS architectures for 

microgrid management and control are presented in [198-200], and summarised 

in Table 4.4. These papers present that from simulations, MAS can scale and can 

be implemented for microgrids with many interconnected resources, buses, 

loads, breakers, and other network components. However, hardware and 

practical implementation of conceptual microgrid architectures can be 

challenging and is yet to be widely tested where MAS offers an effective tool to 

design, test and implement such systems. With increasing trends in 

computational power, researchers are able to model increasingly complex 

interconnected microgrids. Finally, in [9, 190, 200], the advantages of MAS for 

microgrid are presented in comparison to closed-loop feedback controllers, 

simple optimizers, and learning mechanisms.  
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Table 4.4: Types of MAS architectures for control and management of microgrids 

Architecture Agent type Role 

Centralized  
Cognitive Complex energy computations 

Reactive Quick response 

Distributed  Local Local information discovery 

Two-level hierarchical  
High-level Infrastructure management, scheduling 

Low-level Asset management 

Three-level hierarchical  

High-level Critical decisions, data management 

Mid-level Grid-connected/islanded mode switching 

Low-level Sensors and resources management 

 

4.5 Summary 

In summary, this chapter started with an overview of the need to design and 

implement MAS to handle distributed systems. These systems can benefit from 

some degree of intelligence with autonomous entities that can interact with 

each other in order to build and deploy self-organising mechanisms. The MAS 

architecture (definition, techniques, and simulations) has also been reviewed 

and analysed. MAS is a suitable framework for implementing self-organisation 

strategies in the power domain. Methods and techniques for developing MAS 

were introduced, which will be used in Chapter 5. There are a number of MAS 

platforms that could be used in MAS simulation and are summarised in Table 

4.3. For the needs of this thesis, Presage2 has been chosen as the platform in 

which to carry out the work discussed in this thesis.  

Over the last two decades, there has been increased interest in distributed 

artificial intelligence research such as MAS methods to solve the problem of 

controlling and managing power systems. This chapter summarises these various 

applications from the literature. It shows that MAS provides the system with 

flexibility and extensibility to design and implement distributed control and 
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management architectures. The following chapters build upon the work 

presented in this chapter and the previous chapters and present the 

development and implementation of self-organising techniques to manage and 

control large and complex power networks.  
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Chapter 5 

 

The Development of Self-Organising MAS 

for Distribution Networks with DER 

This chapter presents the design of novel self-organising multiagent control 

techniques able to autonomously and distributively control and manage DERs in 

large networks while dealing with time-varying conditions. They build on the 

work presented in the previous chapters using a multiagent-based control 

technique and uses partitioning of the network to handle network complexity. 
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5.1 Introduction  

The concept of using self-organisation introduced in Chapter 3 shows that 

self-organising systems exhibit flexible organisation behaviour to enable the 

realization of a desired objective while adapting to the conditions of the 

immediate environment. This provides means to develop adaptive behaviour 

able to control DERs in complex networks. The main objective of this work is to 

develop self-organising MAS techniques to intelligently enable distributed and 

robust control with autonomous agents, which can explore the flexibility of DERs 

in network operations. This chapter presents a prototype self-organising MAS 

control system for distributed control and management of DERs and voltage in 

large networks through local interactions of agents in a cooperative way. The 

proposed techniques address the challenge of enabling distributed control and 

the self-organisation of multiple sub-systems while dealing with uncertainties in 

the network. 

The key to this approach is to divide large networks into smaller, more 

controllable groups, as presented in Chapter 2 which introduced the idea of 

partitioning networks to reduce complexity. To deploy the desired scheme and 

control the network in a distributed and flexible manner, multi-agent systems 

(Chapter 4) provide a means for implementing in the real world a self-organising 

system design using agents. The development of this self-organising MAS system 

has used the key methods discussed in Chapters 3 and 4. 

In the following sections, the design and development of the proposed self-

organising techniques are presented. Different network setups and different 

techniques are used to implement dynamic and adaptive networks. Section 5.2 

discusses the design of a system using DGs with epsilon decomposition. 

Following this, section 5.3 considers a system of EVs and implementation of 
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community detection algorithms. The two designs and techniques were chosen 

to show the effectiveness of the self-organising approach for complex power 

networks. 

5.2 Self-Organisation for Complex Distribution Networks with 

DGs  

To address the challenges discussed in Chapter 2, this section presents a 

control scheme for distributed voltage regulation using appropriate DGs.  This 

work implements a self-organising mechanism using a MAS architecture within a 

large distribution network by distributing multiple instances of the agent objects. 

To achieve this, the epsilon decomposition methodology, developed by New York 

University (section 2.4), is used for voltage control on distribution networks. This 

work extends the New York University (NYU) concepts by implementing intelligent 

agents with adaptive group dynamics (based on the conditions of the network) in a 

MAS environment developed in this section. The rest of this section discusses the 

roles of the various agents in the design, the implementation in MAS, and the 

application of the self-organisation of DG for distribution networks. 

5.2.1 Epsilon-Decomposition Technique 

As presented in section 2.4.1, an optimal voltage regulation approach was 

presented in [26] based on the application of the epsilon decomposition method 

to the sensitivity matrix to group the DG into matrices based on their influence 

on the voltage. The authors in [26] carried out planning studies in advance to 

test anticipated worst-case scenarios to be used in the future. However, this 

decomposition and voltage regulation method can be realized by means of a 

distributed control scheme, such as using MAS. The desired decomposition 
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method is implemented in a MAS architecture and this method is extended by 

introducing a dynamic self-partitioning technique to resolve voltage issues 

considering the changing conditions of the network. 

To achieve this, the system is developed using a MAS that enables a large 

distribution network to autonomously self-subdivides itself into smaller 

subnetworks, thereby reducing the size of the problem while enabling voltage 

control in a distributed and cooperative manner. Each subnetwork regulates its 

voltage autonomously and independently using appropriate DGs in the same 

subnetwork. The control method is also extended by introducing a self-

organising technique to resolve unpredictable changes in the system. Self-

organisation is enabled through a mechanism that adapts network subdivisions 

to reflect varying network conditions. It uses the self-organisation methods of 

adapting network structure, lines of communication and authority relationships 

discussed in Chapter 3. The design of the MAS system follows the key steps 

outlined in Chapter 4. The desired control mechanism is resilient to network 

anomalies and uses local interactions to adjust the structure of the MAS without 

stopping the system. 

5.2.2 Design of the of the Multi-Agent Control Architecture 

To deploy this proposed approach, the system contains four types of agents: 

epsilon decomposition (ED) agent, violation detection (VD) agent, linear 

programming solver (LPS) agent, and distributed generation (DG) agent. Each 

agent uses its knowledge and behaviour to autonomously manage its own 

activities and coordinate with only the appropriate agents while maintaining 

stable state of the system as described below. The epsilon decomposition 

algorithm is implemented using a MAS architecture, thereby allowing the agents 
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in a large network to group into small subnetworks with the communication links 

between agents being autonomously determined. 

1)  Epsilon Decomposition (ED) Agent: 

The ED agent applies epsilon decomposition to the sensitivity matrix and 

activates LPS and VD agents, informing them about the other agents in the same 

subnetwork so that each agent links only with other agents within the same 

subnetwork.  

The network sensitivity matrix A can be expressed as 

  A = (
AθP AθQ

AVP AVQ 
) (5.1) 

where 𝐴𝜃𝑝𝑄 and 𝐴𝜃𝑠𝑄 are the sensitivity submatrices of the reactive power 

adjustments and the transformer voltage angles on the primary and secondary 

sides, respectively; and 𝐴𝜃𝑝𝑝 and 𝐴𝜃𝑠𝑃 are the sensitivity submatrices of the 

active power adjustments and the transformer voltage angles on the primary 

and secondary sides, respectively. 

As an example of decomposition, let us consider the sensitivity submatrix 

AVQ in (5.1), which can be expressed as  

 AVQ = A'
VQ + 𝜀 ∙ 𝐵 (5.2) 

where A'VQ is the decomposed submatrix, which retains the strong couplings 

represented by elements greater than 𝜀, and 𝜀 ∙ 𝐵 contains weak couplings. The 

resulting submatrix defines the topology of the subnetworks and the influence 

range of each DG. After decomposition, it is possible that not all DGs in a 
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subnetwork will have strong couplings with all nodes in this subnetwork. Thus, 

the “range of influence” of a DG is defined as the nodes within its subnetwork 

for which the voltages can be affected by the output of the DG. This influence 

range can be contracted or expanded by adjusting the threshold value. 

The ED agent selects and updates the ɛ value based on its knowledge or 

when triggered by other agents or changes in the network. For example, this can 

be triggered by an LPS agent to request involving more DGs in the control when 

a DG has tripped, or when this DG is back online to restore the previous 

operation before the trip event. Moreover, this can be initiated by the network 

changes when a new DG unit is installed. This resets and updates the 

subnetworks and the ranges of influence of the DG in accordance with (5.1) and 

(5.2). The agents regroup and self-organise to adapt to the new network 

conditions without a complete re-engineering of the overall MAS framework. 

This process can occur at any time without stopping or restarting the MAS 

platform and its agents. 

2)  Violation Detection (VD) Agent: 

The VD agents monitor the status of busses and have knowledge of the 

voltage violation constraints, as specified by the voltage upper and lower normal 

operating limits (between 0.95 pu and 1.05 pu in this thesis). When a VD agent 

observes a voltage violation at its bus, it requests the LPS agent in the same 

subnetwork to resolve the network voltage issue. 

3)  Linear Programming Solver (LPS) Agent: 

Each LPS agent acts as a control agent for its subnetwork. When an LPS agent 

receives a violation message from a VD agent in its subnetwork, it calculates the 

optimal adjustments to the generation of the involved DGs using a linear 

programming (LP) algorithm that is integrated within each LPS agent. Thus, the 
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LPS agent has knowledge of: a) the DG agents in the same subnetwork and the 

surplus capacity of each DG; b) the sensitivity submatrix of the subnetwork that 

is used to determine how each DG affects the voltages of the nodes within its 

range of influence; c) the sensitivity coefficients, obtained from (5.1), that define 

how a DG influences the voltage magnitudes and phase angles of the primary 

and secondary sides of the network transformers; and d) the acceptable voltage 

limits (in this thesis, 0.95–1.05 pu). The third constraint ensures that the 

network protectors used to avoid reverse active power flows through the 

network from the secondary side to the primary side are not tripped, as shown 

in (5.5) and (5.7). This approach can be applied to networks with DGs operating 

in the unity power factor (UPF) mode by increasing or decreasing the active 

power output and to networks with DGs operating in the power factor control 

(PFC) mode by injecting or absorbing reactive power. 

It follows that when all DGs are operating in the PFC mode, the LPS agent 

can control the voltage optimally by minimally decreasing or increasing the 

reactive power outputs of the local DGs involved. For the LP problem in the PFC 

mode, the objective function is  

 Max:𝑀𝑖𝑛{𝑥𝑖}  (to control overvoltage) (5.3) 

 Min:  𝑀𝑎𝑥{𝑥𝑖} (to control undervoltage) (5.4) 
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subject to the following constraints: 

 {

𝑉𝑙  ≤  𝑉0 + 𝐴𝑉𝑄 ∙ 𝑥 ≤ 𝑉𝑢
𝑥 ≤  𝑄𝑆𝑢𝑟

0 ≤ 𝜃𝑝0 + 𝐴𝜃𝑝𝑄 ∙ 𝑥 − (𝜃𝑠0 + 𝜃𝑠ℎ𝑖𝑓𝑡 + 𝐴𝜃𝑠𝑄 ∙ 𝑥)
∙ (5.5) 

When operating in the UPF mode, DGs can generate only active power. The 

LPS agent calculates the optimal generation adjustments for the involved DG to 

control the voltage with the following objective function: 

 Max:𝑀𝑖𝑛{𝑥𝑖} (5.6) 

s.t. 

 

 {

𝑉𝑙 ≤ 𝑉0 + 𝐴𝑉𝑃 ∙ 𝑥 ≤ 𝑉𝑢
𝑥 ≤  𝑃𝑆𝑢𝑟

0 ≤ 𝜃𝑝0 + 𝐴𝜃𝑝𝑃 ∙ 𝑥 − (𝜃𝑠0 + 𝜃𝑠ℎ𝑖𝑓𝑡 + 𝐴𝜃𝑠𝑃 ∙ 𝑥)
 ∙ (5.7) 

To solve this LP problem in the same way as the standard LP problem, a slack 

variable y can be added to bring it into the same form as the standard LP 

problem. Let us consider overvoltage control in the PFC mode as an example:  

 Max: 𝑦  (to control overvoltage) (5.8) 
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s.t. 

 

{
 
 

 
 𝑉𝑙 ≤ 𝑉0 + 𝐴𝑉𝑄 ∙ 𝑥 ≤ 𝑉𝑢

𝑥 ≤  𝑄𝑆𝑢𝑟
0 ≤ 𝜃𝑝0 + 𝐴𝜃𝑝𝑄 ∙ 𝑥 − (𝜃𝑠0 + 𝜃𝑠ℎ𝑖𝑓𝑡 + 𝐴𝜃𝑠𝑄 ∙ 𝑥)

𝑥𝑖  ≥  𝑦 (𝑖 = 1~𝑛, 𝑛 DG agents are involved)

∙ (5.9) 

In the above equations, 𝑥𝑖  is the power generation adjustment of the i-th DG 

agent; x is the vector of all 𝑥𝑖; 𝑉𝑢 and 𝑉𝑙 are the upper and lower voltage limits 

(in this thesis, 1.05-0.95pu), respectively; 𝑄𝑆𝑢𝑟 and 𝑃𝑆𝑢𝑟  are the surplus 

capacities of the DG; 𝜃𝑝0 and 𝜃𝑠0 are the initial values of the network transformer 

voltage angles on the primary side and secondary side, respectively.  

Once an LPS agent receives a violation message from a VD agent, it first 

determines which of the DGs of its subnetwork are the “closest” to this violation, 

and then, considering only these involved DGs, it seeks a solution by employing 

the LP algorithm. The closest DGs to a node are defined as the neighbouring DGs 

that can influence the node’s voltage by adjusting their outputs, as determined 

by the range of influence of the DGs and as expressed in  (5.2). Thus, when the 

LPS agent solves the LP problem in its subnetwork, only the closest DG agents to 

the violating node participate in voltage control, which further reduces the size 

of the optimization problem and the interaction requirements. The voltage 

control also becomes more “local” within each subnetwork, i.e., the VD agents 

coordinate with their local LPS agent to optimize only the local closest DG agents 

in the subnetwork. 

After determining how to resolve the voltage violation problem, the LPS 

agent communicates the control adjustments to the involved DG agents to 

request an increase or decrease in the DG outputs and to restore the voltage of 
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the subnetwork to within the normal operating limits. However, if the 

subnetwork is unable to resolve the voltage issue (e.g., a DG is not available or 

has lost communication), it will request the ED agent to update the ɛ value to 

involve more DG agents in the problem. As a result, the control agents 

reconfigure and self-organise in the new identified subnetworks to regulate the 

voltage. 

4)  Distributed Generation (DG) Agent: 

Each DG agent represents its DG that is connected to the distribution 

network and performs control actions to adjust its output. DG agents receive 

generation adjustment signals from the LPS agent in the same subnetwork to 

maintain appropriate voltage levels. 

The DG agent has knowledge of its constraints (such as generation capacity) 

and the decomposed sensitivity A’ matrix in order to dynamically update its 

range of influence. It also shares its constraints and availability with other 

agents. For instance, if a DG is not available (e.g., disconnected from the 

network), the DG agent informs the LPS agent so that the LPS agent can find 

solutions using other DGs through the self-organising mechanism. When the DG 

is back online, it informs the LPS agent sharing its availability and constraints. 

It is also noted that the DG agent shares its constraints, such as its available 

surplus capacity, with the LPS agent in order for the LPS agent to consider when 

solving the LP problem. This is used by the LPS agent to maintain the operation 

of the involved DGs and the voltage regulation process, and to enable the system 

to adapt based on conditions and constraints of involved DGs and network 

events as summarised next. 
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5.2.3 Implementation of Self-Organising MAS for Distributed Voltage 

Regulation 

The ED agent decomposes the sensitivity matrix with the initial ε value as 

shown in (5.2). The number of subnetworks depends on the ε value, which is 

selected and updated autonomously in accordance with the purpose of 

decomposition, i.e., the desire to achieve smaller subnetworks for distributed 

control. The ε value is initialized with the value that yields the largest number of 

groups. 

The LPS and VD agents receive the required knowledge of the decomposed 

network, including which agents are in the same subnetwork, so that the agents 

only need to communicate with other agents in the same subnetwork. After 

decomposition, the agents within each subnetwork coordinate to realize and 

maintain distributed voltage regulation. If a subnetwork cannot regulate the 

voltage using the involved DGs (e.g., a DG has tripped or does not have enough 

surplus capacity), the agents will coordinate and self-organise to involve more 

DG agents in the control problem. 

The process and steps of implementing the algorithm are summarised below. 

Step 1): The ED agent initiates the system via (5.2) and activates the LPS and 

VD agents according to the subnetworks identified. 

Step 2): Each VD agent starts monitoring its bus for voltage violations; if such 

a violation occurs, it sends a violation message to the LPS agent of 

its subnetwork. 

Step 3): The LPS agent checks the violation messages received from its 

subnetwork and identifies generation adjustments for the involved 
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DG agents, as expressed in (5.3)-(5.5) for the PFC mode or in (5.6) 

and (5.7) for the UPF mode.  

Step 4): The LPS agent then sends the control actions to the DG agents to 

adjust their output. 

Step 5): After the voltage is normalized in the subnetwork, the agents return 

to Step 2 to continue monitoring and controlling the system. 

Step 6): If the subnetwork cannot regulate the voltage (e.g., an involved DG 

has tripped), the LPS agent will request the ED agent to determine 

a new 𝜀 value for decomposition and involve more DG agents in the 

control problem. Subsequently, the agents will self-organise to 

regulate the voltage. 

Step 7): When the network returns to normal operation (e.g., the DG is back 

online), the agents reorganise and return to Step 2 to continue 

monitoring and controlling the system. 

In addition to the above steps, the system is able to adapt to network 

changes, such as expansion of the network or the removal of DGs through its 

self-organising mechanism. The system will dynamically update the 

decomposition of the network, and the agents will organise into new 

subnetworks.  

Simulations performed on a highly-meshed secondary distribution network 

are used to verify the effectiveness of the proposed approach. The simulation 

results of various case studies under different network conditions are presented 

and discussed in Chapter 6. 
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5.3 Partitioning and Self-organisation for Controlled Charging 

of EVs in Large Distribution Networks 

The method presented in this section focuses on the controlled charging of 

EVs in large distribution networks to address the challenges of the control and 

management of EVs presented in Chapter 2. The proposed partitioning and self -

organising technique for the control of EV is presented with applications for 

large distribution networks. The network in this case is divided into areas that 

can control and manage EVs using a community detection algorithm. The control 

scheme dynamically coordinates EVs within each group with the objective of 

providing distributed control and management of EV and voltage. The proposed 

control method can cope with the conditions of the distribution network, the 

local resources, and communication network. This mechanism enables 

distributed and adaptive control that uses local interactions to adapt its 

structure without stopping or restarting the system.  

The remainder of this section presents the algorithm for partitioning the 

network, the design of the multiagent control, and the implementation of the 

distributed and self-organised control of EVs. 

5.3.1 EV-Based Partitioning: A Community Detection-Based Algorithm 

The community detection technique, presented in section 0, is used to 

partition the large networks into sub-systems in order to solve the control and 

management of EVs in distribution networks. EVs are controlled locally and 

adaptively within each community, which results in a coordinated and self-

organised control system that considers the charging of EVs. This results in a 

system that is able to withstand the time-varying changes in network conditions.  
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In this study, a large power network is divided into smaller communities 

using a modularity index-based algorithm. The function for the modularity index 

M, where Max M gives the best partition of the network, is given as 

 
𝑀 = 

1

2𝑛
∑(𝐴𝑖𝑗 − 𝑘𝑖𝑘𝑗 2𝑛⁄ )δ𝑖𝑗
𝑖,𝑗

 (5.10) 

where: 𝑛 is the number of nodes; 𝐴𝑖𝑗  is the edge weight between nodes i and j; 

δ𝑖𝑗 is 1 if nodes i and j are in the same community, otherwise δ𝑖𝑗= 0; 𝑘𝑖  (𝑘𝑗) is the 

degree of node i (j).  

The case study assumes that EVs are attached to charging points at homes 

on the network represented as flexible load nodes. The sensitivity matrix of the 

distribution network (5.11) is used to represent the edge weight information 

about the degree of coupling between nodes, represented as 

  Λ = (
ΛθP ΛθQ

ΛVP ΛVQ
) (5.11) 

To evaluate the strength of a community structure based on EVs, the 

sensitivity matrix is used to find the coupling strength between all nodes. As an 

example of the partitioning, let us consider the sensitivity submatrix  ΛVP in 

(5.11). To find the EV that has the highest influence on a particular node, the 

algorithm uses the elements of an EV adjacency matrix DVP that describes the 

edges that have the highest weight connecting a node i with the nearest EV j, 

which can be expressed as 
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 𝐷𝑉𝑃
𝑖𝑗
= {

1, 𝛬𝑉𝑃
𝑖𝑗
= max{𝛬𝑉𝑃

𝑖1 , … , 𝛬𝑉𝑃
𝑖𝑁 },

0, otherise,                               
 (5.12) 

where 𝐷𝑉𝑃
𝑖𝑗

 represents the element of the EV adjacency matrix between node 𝑖 

and EV 𝑗, N is the number of EVs in the network, and 𝛬𝑉𝑃
𝑖𝑗

 is the element of the 

sensitivity matrix. Thus, the matrix 𝐴𝑖𝑗 of the modularity index in (5.10) is 

implemented using the sensitivity matrix and EV  adjacency matrix as 

 𝐴𝑉𝑃
𝑖𝑗
= 𝛬𝑉𝑃

𝑖𝑗
+ 𝐷𝑉𝑃

𝑖𝑗
∙ (5.13) 

This modular measure of community quality considers the network topology 

and the degree of coupling between the EV and nodes, enabling each partition 

to control the voltage independently using its local EVs. The purpose of the 

partitioning is to reduce the number of variables and constraints within each 

small community to create a small optimization problem with minimal 

interaction requirements. The community structure with high modularity has 

stronger intra-community connections between its nodes. The process and steps 

to implement the partitioning algorithm are as follows: 

Step 1: Begin with each node in the adjacency matrix (i.e., DVP) as a 

separate community. 

Step 2: For each step, iteratively merge communities in pairs and calculate 

community quality M using (5.10) and (5.13), choosing at each step 

the community pair that results in the highest M in (5.10) until all 

communities are merged.  

Step 3: Finally, the partitioning that results in a local peak in the M value 

indicates satisfactory partitioning. 



104 

 

The partitioning algorithm is first implemented to divide all the EVs and 

nodes in the distribution network into communities. After determining the 

communities, each community dynamically controls the local EVs in its 

community and maintains voltage levels of all intra-community nodes within 

certain limits, as discussed below. 

5.3.1.1 Control and Management of EVs within Each Community 

The objective of this implementation is to control EVs with the aim to 

maintain the voltage within operational limits. After determining the 

communities as described above for a large network, some communities may 

still contain a large number of EVs that can have varying influence and couplings 

with intra-community nodes. Rather than using all EV’s in large communities to 

control the voltage, the algorithm finds which the EVs in a community that are 

most influential to a node, defined as “neighbouring EVs”. Subsets of these 

neighbouring EVs are defined using the community EVs matrix 𝐷𝑐𝑜𝑚 in (5.10) as 

follows. 

  𝐴𝑐𝑜𝑚
𝑖𝑗

= 𝐷𝑐𝑜𝑚
𝑖𝑗

 (5.14) 

where 

 𝐷𝑐𝑜𝑚
𝑖𝑗

= {
1, 𝛬𝑐𝑜𝑚

𝑖𝑗
= max{𝛬𝑐𝑜𝑚

𝑖1 , … , 𝛬𝑐𝑜𝑚
𝑖𝑁 },

0, otherise.                                      
 (5.15) 

This enables each community to regulate the voltage of a node by calculating 

the optimal adjustments of the charge rate of only the neighbouring EVs to the 

voltage violation. It is noted that each subset contains one or more EVs 
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depending on the size and topology of the community. Based on the community 

sensitivity submatrix, e.g., ΛVPcom , adjustments to the EVs charging rate 𝑥𝑃 =

𝑃𝑟 − 𝑃0 to control the voltage at a particular node from an  initial voltage 𝑉0 to a 

reference voltage 𝑉𝑟 can be calculated as 

 
𝑉𝑟 = 𝑉0 + ΛVPcom ∙  𝑥𝑃  (5.16) 

where 𝑃0 and 𝑃𝑟 are the charge rate of EV before and after control, respectively.  

5.3.2 Development of the Self-Organising Multiagent System 

As presented above, the proposed community detection-based partitioning 

technique considers the location of EVs and degree of coupling between EVs and 

nodes in large distribution networks. The deployment of the control and 

management of EVs is realized by means of a distributed control mechanism 

based on a MAS architecture with a dynamic structure within each community 

to resolve voltage issues using only neighbouring EVs, thereby reducing the size 

of the control problem and the interaction requirements within each 

community. This control scheme enables each community to self-organise based 

on local EVs conditions and network changes. In addition, the self-organisation 

enables decentralization, as only local interactions are allowed. The MAS is 

implemented using three types of agents: community agent (CA), bus agent (BA), 

and electric vehicle agent (EVA). After determining the communities of the 

network, each community is assigned one CA that acts as its control agent . 

Interactions and coordination between these various agent types are discussed 

below. 
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1)  Community Agent (CA): 

The CA finds solutions for the community voltage control problem using the 

EVs that are closer to the voltage violation. First, the CA defines the subsets of 

nodes and neighbouring EVs by using (5.10) and (5.15) to describe how the 

community nodes are affected by the community EVs. In addition, the CA 

updates the elements of the community EVs matrix 𝐷𝑐𝑜𝑚
𝑖𝑗

 based on its knowledge 

or when triggered by other agents or changes in the network. This updates the 

community EV matrix in accordance with (5.15). The agents self-organise in new 

subsets to adapt to the network and EV conditions without interrupting the 

control mechanism or stopping its agents. 

When the CA receives a message from the other agents in the same 

community, it determines the optimal adjustments to the charging speed of the 

neighbouring EVs. The CA solves the control problems using a linear 

programming method. Therefore, the CA has knowledge of: a) the voltage 

sensitivity submatrix to define how the charging of each EV influences the 

voltages of the nodes; b) the maximum charge rate of each EV in the same 

community; and c) the voltage upper and lower normal operating levels, which 

is between 0.95 pu and 1.05 pu.  

The CA determines the adjustments of charging rate of the neighbouring 

(subset) EV agents (EVA) using the community sensitivity submatrix, e.g., ΛVPcom , 

to control the charge rate of EVs using the following objective function: 

 Max: 𝑦 (5.17) 

s.t. 
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 {

𝑉𝑙 ≤ 𝑉0 + ΛVPcom ∙ 𝑥 ≤ 𝑉𝑢
0 ≤ 𝑥 ≤  𝑃𝑚𝑎𝑥

𝑥𝑖  ≥  𝑦 (𝑖 = 1 𝑡𝑜 𝑛, 𝑛 EVA in the same subset )
∙ (5.18) 

where 𝑉𝑙 and 𝑉𝑢 are voltage lower and upper limits, respectively; y is the slack 

variable for solving the LP problem, 𝑃𝑚𝑎𝑥  is the maximum charge rate of EV; x is 

the vector of all 𝑥𝑖; 𝑥𝑖  is the charging adjustment of the i-th EVA.  

When the CA solves the linear programming problem in its community, only 

the EVs in the same subset participate in voltage control. After determining how 

to control the charging rate of the EVs, the CA communicates the control 

adjustments to the subset’s EVAs to request an increase or decrease in the EVs 

charging rate and to restore the community’s voltage to be within the acceptable 

operating limits. However, if the EV is unable to resolve the voltage issue, the 

CA updates the 𝐷𝑐𝑜𝑚
𝑖𝑗

 elements based on the available community EVs. Similarly, 

if an EV is not connected to participate in the control, the corresponding EVA 

informs the CA to update 𝐷𝑐𝑜𝑚
𝑖𝑗

 based on the other available EVAs. As a result, 

the community agents reconfigure and self-organise in subsets to continue the 

control and management of EVs and to regulate the voltage. 

2)  EV Agent (EVA): 

Each EVA represents an EV that is connected to the distribution network and 

executes control actions to adjust the charge rate. In order to maintain 

acceptable voltage limits, the EV receives adjustment signals from its CA. The 

EVA communicates its availability status and EV limits with other agents and is 

aware of its own constraints, such as the maximum charging rate. For instance, 

the EVA will inform the CA if an EV is unavailable so that the community can use 

its self-organising mechanism to maintain stable control. 
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3)  Bus Agent (BA): 

The BAs monitor the condition of the buses in the network for the voltage 

operating constraints (0.95 pu - 1.05 pu). When a BA detects a voltage violation 

on its bus, it communicates this event with its CA to solve the community voltage 

problem.  

5.3.3 Controlled Charging of EVs Through Self-Organisation  

After partitioning the network into communities, the agents in each 

community coordinate and self-organise to realise distributed control, as 

follows. 

Step 1): Each CA initialises its community EV submatrix Λcom and finds how 

EVs influence nodes by employing (5.10) and (5.15). 

Step 2): Each EVA communicates the condition and changes of status of its 

corresponding EV, while each BA begins monitoring its bus and communicate 

any violation events to the CA.  

Step 3): The CA coordinates control messages received from other agents 

in the community and determines the charge rate using (5.17) - (5.18) for the 

related EVAs, and sends the control actions to the EVAs to optimize the charging 

of their EVs and maintain the voltage levels in its community within normal 

limits. 

Step 4): If an EV has changed its status or not able to participate in the 

control problem (e.g., an EV is not online or has reached its minimum charge 

rate), the corresponding EVA informs its community so that the CA can update 

the community EV adjacency submatrix in (5.15) based on the available EVs.  
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Step 5): Then, the agents in the community regroup and self-organise in 

the newly identified subsets and return to Step 2 above.  

To validate the robustness and autonomy of the algorithm under time-

varying EV conditions, its effectiveness is tested on a large distribution network 

with EVs (simulations are presented in Chapter 6).  

5.4 Deployment of Self-Organising Multiagent System for 

Power Networks 

The MAS architecture was deployed using the Simulation of Agent Societies 

2 (Presage2) framework [169], which offers agent communication capabilities 

and improved autonomy. As presented in the previous chapter, Presage2 

provides the flexibility to design self-organising MASs able to meet the 

requirements of electrical network control and management applications.  

 The message format in Presage2 is as follows: 

message (performative, sender, destination, time, content) 

• The message performative identifies the purpose of the message, for 

instance “inform”, “confirm”, and “query-if” as described in the FIPA-ACL 

standard [153].  

• The message sender and the message destination denote the agents that 

are sending and receiving the message, respectively.  

• The message time is the time at which the message was sent,  

• The message content carries information that is sent between the agents.  

A message example is as follows:  
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message (inform, VD362, LPS24, 21:06:56, V<0.912>) 

The MAS architecture and self-organising mechanism are implemented using 

Presage2 in large-scale test systems presented in Chapter 6. An example of 

selected knowledge and behaviour of an LPS agent within Presage2 and its 

interactions with other agents is illustrated in Figure 5.1. An example of Java 

code for implementing the LPS agent and simulation environment in Presage2 is 

presented in Appendix A. 

 

 

Figure 5.1: LPS agent architecture in Presage2. 

 

5.5 Summary 

This chapter presented self-organising distributed control approaches that 

can be applied in large networks to control DER considering the unpredictable 

and stochastic nature of DER. The distributed control techniques are 

implemented using MAS frameworks, in which the agents autonomously group 

themselves into subnetworks to control the local resources and voltage through 
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local interactions of agents in a cooperative way. Greater distributed control and 

intelligence will allow challenges of controlling DERs to be handled effectively.  

In the first approach (Section 5.2), the network sub-divides itself using an 

epsilon decomposition approach and agents communicate between them to 

coordinate the voltage control using DGs. Additionally, the system can realize 

the adjustment of DG active power outputs in UPF mode or reactive power 

outputs in PFC mode. The system can also adapt to time-varying network 

conditions to maintain stable control by dynamically updating the grouping of 

the network without re-engineering the complete system. 

In the second application (section 5.3), a distribution network with EVs is 

partitioned using the proposed community detection technique. The system is 

implemented using a MAS framework to control and manage the EVs with the 

aim to control the voltage using only EVs neighbouring the voltage violation 

through local interactions of agents in a cooperative way. Each community 

cluster can also adapt to time-varying EV conditions to maintain stable control.  

The proposed MAS architecture is implemented using the Presage2 

framework which allows deployment of the proposed self-organising MASs and 

test the system under time-varying conditions.  

In summary, these techniques facilitate reliable distributed control 

techniques for large, complex power networks using only local resources. As a 

result, the network is able self-organise into small control areas. The closest 

resources are found in each control area, and their outputs are optimised. The 

size of the control problem and interaction requirements are further reduced 

and simplified by using these methodologies. Self-reorganisation enables 

dynamic partitioning of the network and maintains a stable operation in 

response to time-varying network changes and requirements.  
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Dynamic agent simulations of the control techniques using the proposed DER 

architectures (DG and EV), discussed above, are shown in Chapter 6. The 

effectiveness of the proposed approaches are validated through simulations 

based on models of complex and large networks, and the performance of the 

techniques are compared to various methods. 
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Chapter 6 

 

Simulation Results  

Chapter 5 introduced the design of self-organising MAS techniques for large 

and complex distribution networks to control DERs, with a focus on control and 

management of DGs and EVs. This Chapter presents the results and discussions 

from the simulations on the self-organising control of DER implementations. 

Section 6.1 focusses on the control of DGs and uses local resources to regulate 

voltage violations, whereas section 6.2 implements partitioning of large 

distribution networks to enable adaptive and distributed control and 

management of EV and voltage. 

 

 

 

 

 



114 

 

6.1 Results and Discussion: Self-organisation of Heavily 

Meshed Distribution Networks with DGs 

This section presents the simulation results of the proposed distributed 

control algorithm for DGs under various conditions performed in a model of a 

real heavily-meshed secondary network. The results are compared to other 

control schemes to validate the control system performance and validate the 

autonomy and adaptability of the system. An example of the simulation of the 

agents in Presage2 for related results is shown in Appendix B.  

6.1.1 The Test System: A Model of a Real Heavily-Meshed Distribution 

Network 

The test system is a model of a real heavily-meshed secondary network 

containing 2083 nodes, 224 network transformers (13.8 kV to 480 V or 216 V), 

and 311 PQ loads. As shown in Figure 6.1, the primary feeders are at 13.8 kV and 

contain 1043 nodes, while the secondary network contains the remaining 1040 

nodes at 216 V or 480 V. In this network, the 311 DGs are installed at the load 

buses in the secondary network. The largest network in the secondary network 

has all of its transformers connected on the secondary side, which creates a 

heavily-meshed network of 284 loads. The decomposition of the network is 

demonstrated in Figure 6.1. 
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Figure 6.1: Test system demonstrating subnetworks after decomposition. 

 

Table 6.1 shows how the value of ε influences the number of control 

subnetworks. For example, a smaller value of 0.004 results in fewer groups than 

a larger value of 0.016, while a larger 𝜀 value provides more small-size 

subnetworks, which results in a smaller control problem. However, a large 𝜀 

value may also yield suboptimal control strategies as a result of neglecting links 

with some significance. The MAS architecture is  deployed in the model system, 

and the agents self-organise into subnetworks defined by the communication  

links between  agents. 
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In this simulation of DGs, the network autonomously organises itself into 

small sub-networks through the epsilon decomposition of the sensitivity matrix, 

and agents group themselves into these subnetworks with the communication 

links being autonomously determined. Each sub-network controls its voltage by 

locating the closest local distributed generation and optimizing their outputs. 

This further simplifies and reduces the size of the optimization problem and the 

interaction requirements. This approach also facilitates adaptive grouping of the 

network by self-reorganising to maintain a stable state in response to time-

varying network requirements and changes. In summary, this technique enables 

distributed and robust voltage regulation method using DGs for large and 

complex distribution networks as presented next. 

It is noted that when the network is going under high penetration of 

distributed renewable resources, intermittent renewables may increase the 

voltage violations events in the networks. However, to reduce the pressure on 

the overall network and maintain the performance of the control method, it is 

Table 6.1: Results of epsilon decomposition with various 𝜀 values for DGs 
operating in PFC and UPF modes 

 

ε 
DG with PFC mode DG with UFC mode 

No. of DG subnetworks No. of DG subnetworks 

0.004 19 20 

0.006 24 35 

0.008 34 47 

0.010 57 65 

0.012 82 75 

0.014 80 72 
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assumed that DGs have a mechanism (such as using energy storage [201]) to help 

reduce variations of generation. This can also offer dispatchable resources 

available to use by the proposed distributed voltage regulation scheme.  

In the following sections, the effectiveness of the presented approach is 

validated through simulations on the model of the real heavily-meshed 

secondary distribution network and the simulation results of various case 

studies and network conditions are presented and discussed. 

6.1.2 Case Study 1: Distributed Voltage Regulation 

The algorithm is simulated in the network to demonstrate effective 

distributed voltage regulations with 𝜀 = 0.012 in PFC and UPF modes. For PFC 

mode, the agents in the secondary network are decomposed into 82 isolated 

subnetworks, with one LPS agent activated in each subnetwork. As 

demonstrated in the agent interaction chart in Figure 6.2, the ED agent informs 

the VD and LPS agents about their subnetworks. To create a voltage violation, 

DG unit 71, in subnetwork 5, from the secondary network is disconnected. This 

causes a voltage violation to appear in the distribution network. The violation is  

detected by VD agent 1327, in subnetwork 5, with a voltage value of 0.9488 pu. 

This VD agent sends a message with the location and value of the voltage to the 

corresponding subnetwork’s control agent, LPS agent 5, as illustrated in Figure 

6.2.  
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For this case study, subnetwork 5 is the largest DG group, containing 81 DGs 

and around 250 nodes of the total 311 DGs and 1040 nodes in the secondary 

network. Although the size of this subnetwork is much smaller than the original 

secondary network, solving the LP problem may still have 81 variables and 

around 500 constraints if all the DGs of this subnetwork are involved in the 

voltage regulation function. However, for such a large subnetwork, it is possible 

that not all DGs have a strong coupling with all nodes in the subnetwork. Thus, 

after decomposition, only the corresponding closest DG or DGs whose range of 

influence covers the node voltage are involved in the voltage regulation process. 

Therefore, LPS agent 5 first determines the DG agents in its subnetwork that can 

influence the node voltage, which are DG agent 59 and DG agent 251 in this case, 

as shown in Figure 6.2. As a result, out of the 81 DG agents in this subnetwork, 

only two DGs are involved in the control problem. This further reduces the size 

of the LP control problem from 81 variables and nearly 500 constraints, to only 

2 variables and 42 constraints, as shown in Table 6.2. It also simultaneously 

reduces the interactions required between only the involved agents. As shown 

in Figure 6.2, when LPS agent 5 finds the solution, it sends messages to DG 

agents 59 and 251, instructing them to inject reactive powers of 0.241 pu and 

0.262 pu, respectively. 

To test the algorithm in UPF control mode, the same voltage drop as above 

is analysed. Table 6.2 compares the results of voltage regulation under the 

different control modes for the same 𝜀 value. It also shows that in the UPF mode, 

fewer DGs and nodes are involved in solving the control problem, with lower 

system power losses. 

This case study demonstrates effective distributed voltage regulation based 

on the proposed MAS architecture for a particular area with sufficient local DG. 
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This architecture may also have further applications for static partitioning when 

considering proper DG allocation planning in distribution networks [26], [202], 

which can be used as a reference to expand the network. 

 

6.1.3 Performance Comparison 

To verify the overall performance of the proposed framework, the results of 

the proposed algorithm are compared with the following: no DG control, using 

a self-organising method without partitioning, the local voltage control only 

without coordination where each DG acts on its local bus voltage only [203, 204], 

and when partitioning the network using the community detection method in 

[41] using all DGs in a partition. It is worth noting that when implementing the 

presented method without partitioning, it uses the voltage sensitivity 

coefficients associated with the whole network; therefore, it can be used as a 

centralized equivalent control case benchmark since its LP problem accounts for 

all the links between nodes and DGs in the secondary network. 

Table 6.2: Results of control with 𝜀 =0.012 in PFC and UPF modes for the same 
violation event (case study 1) 

Control Mode PFC UPF 

No. of DG agents in the subnetwork  81 25 

No. of DG agents involved in the control 2 1 

No. of involved nodes in the control 21 8 

Ploss after control (pu) 0.2507 0.2330 

Qloss after control (pu) 0.8332 0.8061 
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Case study 1 above is used to compare the performance of the presented 

distributed voltage regulation to the methods presented above. Figure 6.3 

illustrates the voltage profiles of the nodes after the control actions for all 

compared methodologies. The horizontal dotted line in the inset in Figure 6.3 

represents the lower voltage limit (0.95 pu), which is exceeded at bus 1327.   

Figure 6.3 shows that the best solution could be achieved by the global 

optimization method without partitioning the network (black dotted line), which 

regulates the voltage by solving the control problem considering all links 

between DGs and nodes in the network. The figure also shows that the proposed 

method (blue line) is as effective as the method without partitioning, while 

having less influence on other nodes when compared to no partition and to the 

community detection algorithm. When the community approach (purple line) is 

applied, the affected partition uses all DGs in its partition when solving the 

control problem and regulating the voltage, while the proposed methodology 

seeks to use the closest DGs only, as summarised in Table 6.3. This table 

 

Figure 6.3: Voltage profiles of the secondary network under different scenarios. 
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indicates that when compared to no partition and the community method, fewer 

DGs are involved in the control of the voltage, and the size of the control 

problem is reduced significantly. When the uncoordinated local control method 

(green dotted line) is applied, the voltage at bus 1327 is below the 0.95 pu limit. 

This is because it does not have a coordination mechanism to regulate the 

voltage when the corresponding local DG 71 at bus 1327 has tripped.  

 

Table 6.3: Comparison of the control parameters and results 

Technique 
Proposed 

Method 

Without 

Partitioning 

Local 

Control [203]  

Community 

Detection [41]  

No. of involved DGs 2 12 1 9 

No. of involved nodes 21 138 1 123 

Ploss after control (pu) 0.2507 0.2667 0.2512 0.2594 

Qloss after control (pu) 0.8332 0.8395 0.8360 0.83735 

 

The final solution of the proposed method may not lead to the same result 

obtained by the overall optimization of the entire secondary network without 

partitioning, but, as shown in Figure 6.3, they are comparable. However, the aim 

of the proposed technique is to provide a voltage regulation platform that uses 

distributed approach with sufficiently accurate results, while dealing with the 

increasing complexity of such large networks with DGs and a need to obtain fast 

solutions. Table 6.3 also reports the power losses in the secondary network after 

control. This can be seen as another criterion showing that the proposed method 

maintains power losses comparable to solving for the whole network, and also 

may result in reduced power losses such as in this case study.  
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6.1.4 Case Study 2: Voltage Violations in Multiple Subnetworks 

Simulations were performed to test the performance of the system when 

multiple voltage violation events occur in different subnetworks at the same 

time. This is simulated by simultaneously tripping multiple DGs in different 

subnetworks, causing voltages to exceed the acceptable operating limits in each 

affected subnetwork. In this case, in addition to the disconnection of DG 71, as 

in the first case study, a second DG disconnection (DG 119 in subnetwork 45) 

occurs at the same time. As a result, as shown in Figure 6.4 and Figure 6.5, in 

addition to a voltage drop appearing in subnetwork 5 and being detected by VD 

agent 1327 (similar to Case Study 1), violation events are detected by VD agents 

1635 and 1636 (in subnetwork 45), which communicate these violations to LPS 

agent 45. 

The agent communication diagram in Figure 6.4 shows the agents involved 

in this control problem. To study the control algorithm, it is assumed that there 

is no communication delay, such that each LPS agent receives the violation 

messages at the same time; i.e., each of LPS agent 5 and LPS agent 45 receives 

violation messages simultaneously from the VD agents in its subnetworks. Each 

LPS agent identifies solutions for its own subnetwork to optimize the involved 

DG outputs and to control the voltage in its area. Therefore, the voltage control 

problem is divided into 2 LP problems that are solved independently by each 

corresponding LPS agent. The information of these two LPS agents to solve their 

LP problems is summarised in Table 6.4. 
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The voltage profiles of the secondary network after control for various 

methods are presented in Figure 6.5. The voltage at the affected buses 1635 and 

1636 in subnetwork 45 before and after control is shown in  Figure 6.6. The 

performance is compared with the method without partitioning and when using 

basic local control. As expected, the results show that the voltage regulation of 

the proposed distributed method is almost equivalent to the method without 

partitioning. As shown in Figure 6.5, the voltage limits in the proposed method 

are maintained in each subnetwork with very little influence on other areas. This 

is because the proposed distributed voltage regulation enables each subnetwork 

to regulate the voltage independently and to use the closest DGs to a node.  

Table 6.4: Data used by 2 LPS agents to solve their individual LP problems for 
voltage control (Case Study 2) 

Area Subnetwork 5 Subnetwork 45 

LPS agent ID 5 45 

No. of DG agents in the subnetwork 81 3 

No. of DG agents involved in the control 2 2 

No. of nodes involved in the control  21 4 
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As summarised in Table 6.5, in comparison to the situation where the 

network is not partitioned, the proposed method enables solving the control 

problem with less DG involved and with reduced size of the control problem. 

This not only leads to results comparable to solving for the whole network, but 

also allows dividing and simplifying the problem into smaller independent sub-

problems. In this case study, the basic local control without coordination was 

not able to regulate the voltage in subnetwork 5, but was able to regulate the 

voltage in subnetwork 45. 

 

 

 

Figure 6.5: Voltage profiles of busses showing violations and regulation in multiple 
subnetworks at the same time (Case Study 2). 
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(a)  

 

 

 
(b) 

 

Figure 6.6: Voltage of nodes in subnetwork 45. (a) Bus 1635 . (b) Bus 1636. 
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6.1.5 Case Study 3: The Self-Organising Mechanism 

The self-organising property of the system is implemented by autonomously 

adjusting the decomposition of the subnetworks to adapt to anomalies. For 𝜀 =

0.012, with the DGs operating in the UPF mode, 75 subnetworks are generated. 

A disconnection of DG 192 in subnetwork 51 is considered in this test. As 

illustrated in the communication diagram in Figure 6.7, VD agent 1694 (in 

subnetwork 51) reports a voltage violation event to LPS agent 51, which 

identifies two DG agents in its network, namely, DG agents 192 and 247, that 

can influence the voltage of the violating bus. However, because DG agent 192 

was disconnected from the network, the subnetwork attempts to control the 

voltage with the one available DG agent (247).  

  

Table 6.5: Comparison of the control parameters for Case Study 2 

Technique 
Proposed 

Method 

Local  

Control 

Without  

Partitioning 

No. of involved DGs 4 3 15 

No. of involved nodes  25 3 271 

Ploss after control (pu) 0.3263 0.3255 0.3402 

Qloss after control (pu) 0.9076 0.9105 0.9161 
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In this scenario, the subnetwork is not able to restore the voltage using the 

available DG resources of its subnetwork and informs the ED agent to select a 

smaller ε value to expand the ranges of influence of the DGs and to involve more 

DG agents in the voltage control problem. When selecting ε=0.01, the network 

is reset, and the agents regroup and reorganise based on the new 

decomposition. As shown in Figure 6.7, VD agent 1694 is now in subnetwork 9, 

in which four DGs can influence the bus voltage. Thus, the corresponding control 

agent, LPS agent 9, finds a solution and sends the optimal adjustment messages 

to the DG agents to take control actions. Due to the limited space available for 

the interaction diagram, Figure 6.7 shows only the agents that are involved in 

this control problem. Table 6.6 also summarises the proposed distributed 

control results for scenarios with different ε values for the same violation event.  

 

As presented in Figure 6.8, after the self-organising mechanism and the 

outputs are optimized, the voltage is controlled and returned to an acceptable 

level. The performance of various methods is also included in Figure 6.8 and 

Table 6.7. Figure 6.8 shows that the proposed mechanism can perform as 

effectively as the system without partitioning. Although the basic local control 

does not require any communication, it does not have a coordination 

Table 6.6: Results of the violation event with the self-organising mechanism 
(Case Study 3) 

Control Mode UPF  

ε value 0.012 0.010 

No. of DG agents can influence the node 1 4 

Sufficient DG resources No Yes 
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mechanism to adapt and regulate the voltage when the involved local DG has 

tripped. Table 6.7 summarises the results of the methods under study. They are 

consistent with the conclusions of case studies 1 and 2. 

 

 

 

 

 
 

Figure 6.8: The voltage profiles after regulation through self-organisation. 
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Table 6.7: Comparison of the control parameters for Case Study 3 

Technique 
Proposed 

Method 

Local 

 Control 

Without  

Partitioning 

No. of involved DGs 4 0 7 

No. of involved nodes 25 1 146 

Ploss after control (pu) 0.2640 0.2840 0.2722 

Qloss after control (pu) 0.8427 0.8658 0.8495 
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The system is not only capable of maintaining a stable state, e.g., by 

expanding the network when DG resources are not available, but can also self -

divide into a more distributed state of small groups once the network returns to 

normal operation (e.g. when a DG is back online in this cases study). As 

illustrated in Figure 6.9, in this case study, DG 192 trips at time T2 causing 

undervoltage at bus 1694. The agents self-organise at time T3 to regulate the 

voltage successfully. When DG agent 192 returns back online at T6, it informs 

the LPS agent in order to return to the previous operation before the DG trip. 

The LPS agent first resets the four DGs agent (used to regulate the voltage due 

to the trip of DG 192) at T8 to return to normal operation. The LPS agent then 

informs the ED agent to restore the initial ε value before the DG trip event. The 

system self-reorganises, and the 𝜀 value is reset to its value before the DG 

tripped. This mechanism also allows the system to self-organise in response to 

various conditions such as uncertainty and the availability of energy resources 

over time (e.g., DG does not have sufficient power or has lost communication). 

 

 

Figure 6.9: The voltage levels at bus 1694 realized through self-organisation. 
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6.2 Results and Discussion: Self-organised Control and 

Management of EVs in Large Distribution Networks 

The proposed community detection partitioning technique and distributed 

control algorithm has been used for a large distribution system to validate the 

distributed and adaptive control of EVs. The system is tested under various 

events and conditions and comparative results are presented to validate the 

performance of the proposed algorithm. An example of agent simulation code 

using this approach in Presage2 is shown in Appendix B. 

6.2.1 Deployment for a Large Distribution Network 

The system under study is based on the IEEE European LV Test system [24] 

and consists of 906 LV nodes. Researchers willing to investigate the LV networks 

in Europe can use this test network, which was provided by the IEEE PES Test 

Feeder Working Group, as a reliable benchmark. As shown in Figure 6.10, it is 

assumed that 55 EVs are connected to the network. In this network, the 

substation transformer steps down the voltage from 11 kV to 416 V. More details 

of the network parameters can be found in [24]. The technique is tested on the 

test network to demonstrate effective partitioning and distributed control of EV 

as presented below. 
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6.2.2 Formation of Communities 

The community detection method for the partitioning of the network under 

study is applied using the sensitivity matrix in (5.11). The sensitivity matrix for 

this network is an 1810x1810 matrix. Based on the application of the method 

presented in Section 5.3.1, information on the allocation of EVs, nodes, and 

loads can be obtained. As shown in Table 6.8 and Figure 6.11, after implementing 

the method, the network is divided into 11 communities. Table 6.8 and Figure 

6.11 also show that communities have varying number of EVs and nodes with a 

 

 

 
 

 Figure 6.10: The topology of the IEEE European LV test network with EVs connected 
to load nodes. 
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maximum of 191 nodes and a minimum of 12 nodes per community. There is 

also a maximum of 12 EVs and a minimum of one EV per community. It is noted 

that, in this technique, all nodes in the network are covered by the communities, 

thus all nodes and loads in the network are in the influence range of the EVs. 

Thus, the agents in the network are grouped into 11 communities, with one 

Community Agent (CA) assigned in each community. The CA informs the Bus 

Agents (BA) and EV Agents (EVA) in the same community so that each agent is 

linked with agents in the same community. 

It is apparent that the partitioning determines how far the control algorithm 

is distributed. This reduces the size of the control problem and the network 

communication requirements, which results from breaking the network up into 

smaller groups. Additionally, this reduces voltage measurements taken over a 

large area to those taken locally. 

 

 

Table 6.8: Results of the application of the community detection algorithm 

Community No. 1 2 3 4 5 6 7 8 9 10 11 

No. of Nodes 163 115 112 36 54 141 12 191 27 39 16 

No. of EVs 12 5 6 1 2 9 1 12 3 2 2 
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Figure 6.11: The information of EVs and nodes in each community. 

 

6.2.3 Control Areas of Electric Vehicles 

For such a large network, the voltage could exceed safe operating limits in 

large communities, such as community number 6, which contains 141 nodes and 

9 EVs. Although the size of this community is much smaller than the original 

distribution network (906 nodes and 55 EVs), the solution for the control 

problem could still have 9 variables and nearly 280 constraints if all the EVs of 

this community are participating in the voltage control process. However, it is 

very likely that not all EVs will have a strong coupling with every node in this 

type of large community. Thus, in order to identify the EVs with a strong impact 

over a node or group of nodes and reduce the size of the control problem, it is 

important to identify the neighbouring EVs to those nodes where voltage 

violations occur. 
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In the proposed technique, as presented in section 5.3, the subset of EVs and 

nodes are those EVs that have the highest influence on the neighbouring nodes. 

Taking community 6 as an example, the method is implemented to this 

community submatrix using the (5.14) and (5.15), resulting in 4 subsets that 

define how EVs affect nodes voltages in this community. Figure 6.12 shows 

community number 6 containing 4 subsets, and shows that the number of EVs 

and nodes that are in the same subset varies from 1 to 4 EVs and from 15 to 71 

nodes. Only the corresponding EVs in the same subset will perform the voltage 

control function when a voltage violation occurs in a node or nodes. As a result, 

the EVs that have more influence on nodes are defined and the control problem 

is decreased from 9 variables and over 280 constraints to just a few variables 

and a small number of constraints. It is obvious that for a community with a 

small number of EVs and nodes, the control subset would usually consist of all 

of the EVs and nodes in this community.  

After determining the community subsets, the community agents solve the 

local control problems using local signals and measurements. For example, in 

community number 6, the CA 6 first finds the subsets and then informs BA and 

EVA agents in its community so that each agent is connected to neighbouring 

agents in the same subset. This identifies the communication links between 

agents, thus reducing the size of the optimisation problem and the interaction 

requirements, and maintaining minimal use of the communication bandwidth. 

The system is also able to maintain dynamic subsets considering the changing 

conditions of EVs over time as presented next.  
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Figure 6.12: Number of nodes covered by EVs in each subset of community 6. 

 

6.2.4 Self-Organisation of Electric Vehicles  

As the conditions of EVs change over time, the agents in a community need 

to adapt and self-organise in their subsets to maintain adequate organisation 

over their control areas. Taking community number 8 as an example as shown in 

Table 6.9 (a), the community determines subsets of nodes and EVs within the 

community for which the EVs have more influence on those nodes. The EVA and 

BA agents in this community first organise in these subsets for local monitoring 

and control of the local nodes and resources.  

To demonstrate self-organisation in this community, a disconnection of EV 

43 in subset number 5 is simulated. As a result, the agents in this network self-

organise to find the best partitioning. To achieve this, the corresponding EVA 43 

first informs its CA 8 about this event so that the CA can find the updated  𝐷𝑐𝑜𝑚 
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Table 6.9: Self-organisation of EVA and subsets in community number 8  

(a) Subsets with EVA 43 

Subset No. List of EVA agents  

1 32 38 44 

2 40 42  

3 51 54  

4 41 45  

5 43 47  

 

(b) EVA 47 joins subset 4 

Subset No. List of EVA agents  

1 32 38 44 

2 40 42  

3 51 54  

4 41 45 47 

 

(c) EVA 39 joins subset 2 

Subset No. List of EVA agents  

1 32 38 44 

2 40 42 39 

3 51 54  

4 41 45 47 
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sub-matrix in (5.15). As shown in Table 6.9-(a) and Table 6.9-(b), the CA now 

identifies four subsets for the community. Following this, the subsets are 

formed, resulting in EVA 47 to join subset number 4. Additionally, the connection 

of EV 39 is assumed, which results in EVA 39 to join subset 2, as presented in 

Table 6.9-(c).  

This can take place based on time-varying conditions of the EVs and network 

without stopping the system. After the self-organisation of agents, the agents 

continue solving local control problems using local signals and measurements. 

The following section shows the implementation of the charge rate control of 

EVs to maintain the network voltage levels within acceptable limits.  

6.2.5 Controlled Charging of EVs 

To test the system, simulations are conducted in order to evaluate the 

performance of the control system when controlling the EVs with the aim to resolve 

voltage violation events. This is demonstrated by connecting EVs in community 

number 6, causing voltages to exceed the safe operating limits before applying the 

proposed EV control (shown in Figure 6.14). These community violation events are 

detected by bus agents BA 493 and BA 502 (in subset 2), which communicate 

violations to the corresponding CA agent 6. The agent communication diagram in 

Figure 6.13 shows the agents that are involved in this control problem. The CA agent 

identifies solutions using EV agents 25 and 30 and sends the charging control 

adjustment to the corresponding EVAs 25 and 30 to regulate the voltage in its area 

as shown in Figure 6.14. Therefore, out of the 9 EVAs in this community, only two 

EVAs are involved in the control problem. This simplifies the solution and reduces the 

number of control parameters from 9 EVs to 2 EVs and from 141 nodes to 35 nodes 

that are in this same subset, while simultaneously reducing the interactions required 

between only the involved agents.  



141 

 

 

Fi
gu

re
 6

.1
3

: I
n

te
ra

ct
io

n
 o

f 
ge

n
ts

 t
o

 c
o

o
rd

in
at

e 
co

n
tr

o
lli

n
g 

th
e 

vo
lt

ag
e 

w
it

h
in

 c
o

m
m

u
n

iy
 6

. 

Time

A
d

ju
s
t 

c
h
a

rg
in

g
 r

a
te

 <
0

.0
5

4
>

vo
lta

g
e

 v
io

la
ti
o

n
 <

0
.9

4
8

6
>

E
V

 A
g

e
n
ts

B
u
s
 A

g
e

n
ts

s
u
b

s
e

t 
n
u
m

b
e

r

A
d

ju
s
t 

c
h
a

rg
in

g
 r

a
te

 <
0

.0
5

1
>

C
A 6

B
A

 
4

9
3

 
B

A
5

0
2

B
A

 
1

E
V

A
2

5
E

V
A

1
E

V
A

 
3

0
E

V
A

 
5

5
B

A
9

0
6

vo
lta

g
e

 v
io

la
ti
o

n
 <

0
.9

4
9

1
>



142 

 

  

The distribution network voltage profiles after control are presented in 

Figure 6.14. The performance of the system is compared with the method when 

controlling all EVs in the community and without EV control. It is noted that 

when using all community nodes and EVs, the CA accounts for all community EVs 

and nodes to find the solution. As shown in Figure 6.14, the voltage limits in the 

presented approach are maintained within acceptable limits. As expected, the 

results demonstrate that the voltage regulation of the presented distributed 

control method can perform as effectively as the system when considering a ll 

 

Figure 6.14: Voltage profiles of busses after controlling the charge rate of EVs. 

 

Table 6.10: Results of control parameters for controlled changing of EVs 

Technique 
Proposed 

Method 
All Community EVs 

No. of controlled EVs  2 9 

No. of control nodes 34 141 
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EVs in the community. This is due to the proposed distributed voltage 

regulation's ability to control EVs with the greatest influence on the nodes 

voltage. Table 6.10 shows that in comparison with the condition when using all 

community EVs, the proposed method allows for the control problem to be 

solved by controlling only neighbouring EVs to the nodes and reducing the size 

of the control problem. This not only enables simplifying and subdividing the 

control problem into smaller sub-problems, but also leads to results comparable 

to controlling all EVs in the community.  

6.3 Summary 

This study presented distributed and intelligent control techniques with 

improved self-organisation capabilities to solve large and complex network 

problems. The effectiveness of the proposed approaches are validated through 

simulations based on complex network models, and the results are presented 

and discussed. 

To control DGs and regulate voltage violations in distribution networks, the 

presented technique is tested on a model of a real heavily-meshed secondary 

network, and the performance is compared to various techniques. Simulation 

results prove the autonomy of subnetworks to control the voltage 

independently using only the involved DGs. The system was also tested to 

validate the adaptability and robustness of the system by maintaining stable 

voltage control in response to network anomalies over time.  

The simulations of the community detection partitioning of a large 

distribution network considering local EVs is also presented to enable 

distributed control and management of EV and voltage. The control and 

management of EVs is tested, and the results validate the effectiveness of the 
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presented technique based on a large distribution network. In particular it 

shows that the algorithm can control voltage and the EVs in a distributed 

manner using only the neighbouring EV while dealing with network time-varying 

conditions. This also validates that using subsets can reduce the size of the 

control problem and the interactions required within small control areas to 

maintain network voltage levels. 

Although the work presented herein has focussed on two distinct techniques 

of controlling DERs using self-organising MAS techniques, i.e., DGs and EVs, it 

may be possible that a hybrid approach utilising various DERs within networks 

could provide additional benefits. In summary, the presented methods offer 

novel MAS-based distributed control approaches with improved self-

organisation capabilities for complex distribution networks, potentially giving 

rise to an adaptive and robust control approach suitable for wider adoption in 

smart grids. 

  



145 

 

 

Chapter 7 

 

Conclusions and Future Work 

In this chapter the conclusions and main contributions of this thesis are 

summarised, and potential directions of future work and research are explored. 

The main aim of this thesis is to present novel intelligent and distributed control 

algorithms to deal with the increasing complexity and uncertainty of future 

power networks, and to implement these control solutions for potential real -

world applications.  

  



146 

 

7.1 Conclusions  

This thesis developed distributed control methods for self-organising 

autonomous energy systems and large-scale power networks, focusing on 

voltage and power control, and the integration of DGs and EVs, enabling 

adaptive and robust power networks. The proposed control strategies enable 

the development of self-organising MAS frameworks to equip the system with 

autonomy and adaptivity. To solve the control problems for large power 

systems, partitioning of power networks into smaller clusters was implemented 

using agents that are able to communicate and coordinate control actions. The 

techniques used are distinctive as the proposed control methods can tolerate 

the changes in the distribution network, and with minimum communication 

bandwidth requirements. 

A literature review of the applications of control techniques in power 

networks is included. Techniques for managing distributed energy resources 

(DER) are described and summarised, and examples of research in the area are 

provided. The impact of new DER on distribution network control is examined, 

as well as the techniques developed to address these control issues. Researchers 

mostly use these strategies for microgrids and small-scale distribution networks 

with a limited number of DERs. Thus, the research in this thesis tackled the 

requirement to control and manage large numbers of DERs with greater 

coordination. 

The distinctive characteristics of well-designed network control is the ability 

of the system to respond to changing conditions and to tolerate the 

disconnection and connection of network components. Additionally, dividing 

distribution networks into small groups, or control areas, offers a way to split 

the control problem into manageable subproblems. When the network contains 
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DERs with outputs that vary in wide ranges, the control of the DERs in each group 

can be achieved by coordinating the power levels of each DER internally within 

each subproblem group. In general, the required control system should be 

capable of managing a large number of DERs and only needs local data from 

neighbouring units. This enables the formation of DER groups and the effective 

dispatch and control of power in distribution networks. This thesis has proven 

that such systems can benefit from using multi-agent system (MAS) techniques 

to implement distributed solutions. Moreover, to enable the system to cope with 

the unpredictable time-varying conditions of the distribution network, self-

organisation of these autonomous agents would be an effective solution 

essential for future networks. Consequently, creating self -organising networks 

based on DERs can enhance the control mechanism, particularly under 

unforeseen and time-varying and conditions and changes. 

Self-organising MAS techniques have attracted interest in addressing the 

uncertainties and dynamic requirements in distributed and complex systems. In 

addition to its well-known benefit of adaptability, self-organisation also has key 

features such as dynamic and decentralized properties. The distributed nature 

of the future power networks and their components makes self -organising MAS 

an effective control technique for such networks. Previous research on self-

organising approaches for power networks has focused on energy markets 

rather than technical parameters and constraints such as voltage and frequency 

regulations and system balance. Also, where agent-based approaches were 

used, they did not make full use of MAS techniques. More research is needed to 

implement MAS with self-organising capabilities for controlling and handling the 

increased complexity of power networks in terms of physical and electrical 

phenomena. Voltage stability, which is more of a local characteristic, and local 
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power control of DERs are promising application areas for self-organising MAS 

mechanisms.  

To control large power networks with distributed generation (DG), a self -

organising distributed control approach is implemented using a MAS framework, 

in which the agents autonomously group themselves into subnetworks to 

control the voltage through local interactions of agents in a cooperative way. 

Additionally, the system can realize the adjustment of DG active power outputs 

in UPF mode or reactive power outputs in PFC mode. The system can also adapt 

to time-varying network conditions to maintain stable control by dynamically 

updating the grouping of the network without re-engineering the complete 

system. The effectiveness of the proposed approach is validated through 

simulations based on a complex network model of a real heavily-meshed 

secondary network, and the performance is compared to various techniques. 

Simulation results prove the autonomy of subnetworks to control the voltage 

independently using only the involved DGs. The system was also tested to 

validate the adaptability and robustness of the system by maintaining stable 

voltage control in response to network anomalies over time.  

To address the challenges of controlling the charging of electric vehicles (EV) 

in distribution networks, this thesis presents a community detection-based 

partitioning technique that considers the degree of coupling between EVs and 

nodes in large distribution networks. It uses the control of EVs, allowing them to 

be grouped and controlled in a distributed manner by using local signals and 

measurements. The voltage control problem is realized by means of a distributed 

control mechanism based on a MAS architecture and is extended by 

implementing a dynamic structure within each community to resolve voltage 

issues using only neighbouring EVs, thereby reducing the size of the problem and 
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the interaction requirements within each community. This control scheme 

enables each community to self-organise to reflect varying EV conditions and 

maintain stable control. The system implements controlled charging of EVs, 

maintaining the use of the existing distribution networks. Simulations 

demonstrate that the partitioning of the large distribution network is effective, 

and the robustness of each community to self-organise and maintain stable 

control to regulate the voltage independently using only its local EVs. 

While this thesis introduces novel techniques towards addressing 

distributed control of large distribution network, this research solves the voltage 

issues to keep the network operating within acceptable limits. However, other 

constraints such as thermal play an important role in network control and 

constraints. Moreover, other limitations of this study include finding dynamic 

sensitivity matrix using local measurements and agents in order to improve the 

self-organisation mechanism. These limitations are planned to be addressed in 

the future work.  

In summary, this thesis presented novel MAS-based distributed voltage 

control schemes with improved self-organisation capabilities for the control and 

management of complex distribution networks suitable for wider adoption in 

smart grids. The desired control mechanism is resilient to network anomalies 

and uses local interactions to adjust its structure without stopping the system. 

This research has presented the following contributions to knowledge.  

• An investigation of the challenges associated with using MAS and self -

organisation for large, complex networks in smart grids. 

• Presented and implemented a MAS framework that splits the power 

network control problem into smaller sub-problems, to allow for 

distributed control tasks among the local entities. 
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• Integrated an intelligent control agent in each subnetwork to 

coordinate and control its local voltage autonomously and 

independently using only its local resources.  

• Enabled each local group to locate the closest local DER that has 

highest influence on the desired node, to control the voltage in large 

distribution networks in a distributed and cooperative manner. This 

further simplifies the optimization problem and reduces the 

interaction requirements, and the communication bandwidth to a 

minimum. 

• Presented a community detection-based partitioning algorithm to 

partition large power networks and dynamically identify and control 

the voltage of neighbouring nodes to each resource. 

• Enabled self-organisation of these networks in response to various 

network conditions such as uncertainty of energy resources, outages, 

communication failure, etc., to maintain stable control.  

• Implemented these partitioning and intelligent self-organising control 

and management techniques to control the network by optimising the 

generation of DGs and the charging of connected EVs while 

maintaining local network conditions and constraints within 

acceptable limits.  

• Validated the effectiveness of the proposed approaches through 

simulations on complex network models with DERs, demonstrating 

the ability of the sub-systems to autonomously and independently 

control local DERs and to adapt to unpredictable network conditions 

over time. 
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7.2 Future Work  

Research presented in this thesis can be expanded in a number of ways, 

including: 

• Explore the integration and coordination between DGs and EVs in one 

network to maximise the charging rate of connected EVs, supported 

by optimising the outputs of neighbouring DGs in the same network. 

For instance, if a voltage violation happens, the groups of EVs and 

DGs participate in the voltage regulation by curtailing EV charging 

during high demand or increasing the generation of DGs. 

• The extension of the presented method to explore and solve more 

voltage control challenges, such as voltage collapse analysis, posed 

by the increasing penetration of distributed and renewable 

generation sources in smart grids, as well to manage other 

constraints such as thermal limits of the network. 

• Investigate the advantages of dispatching reactive power from EVs to 

the distribution grid as well as to the EV owners. This could maintain 

the operation and management of grid constraints such as 

undervoltages during the EV charging caused by the active power 

consumption. 

• Examine how charging strategies could also be used to motivate EVs 

owners to move from a congested area to another less congested 

area, or shift charging to a later or earlier period with less demand. 

These strategies could also be used to avoid the addition of new EVs 

in an area where there are voltage drop/congestion issues and 

improve the changing of EVs.  



152 

 

• Explore the coordination of the DERs with demand response 

applications to facilitate increased penetration of DERs on 

constrained networks.  

• Hardware in the Loop Testing. An agent-based distributed and self-

organised mechanism described within this thesis is currently 

planned to be tested in a physical setting at the University of 

Strathclyde’s Microgrid Laboratory. Physical implementation will  help 

to develop and further validate the proposed MAS framework, by 

addressing application issues, such as deploying the system with 

“real” system devices, exploring various network conditions, and 

demonstrating real-time measurement and control.  

• Finally, as network model and reconfiguration can influence the 

sensitivity factors used for network partitioning, it is proposed 

techniques such as  real time distribution network measurements, 

could be used to implement the estimation techniques of the 

sensitivity factors, used by agents to autonomously adapt to network 

changes. For example, the changes in the network topology can be 

found by calculating time-varying voltage-to-power sensitivities. For 

instance, phasor measurement units (PMU) have been used recently 

to calculate/estimate entries of the Jacobian matrix [205] based on 

local and neighbouring measurements for distribution networks. 

Therefore, the work in this thesis could be improved by employing 

agents with the capability to calculate time-varying sensitivity factors 

in near real-time through interactions with neighbouring agents using 

local measurements. This allows an agent to calculate information 

about coupling with neighbouring DERs reactive/active power 
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control, and agents can autonomously join a neighbouring group. 

When combined with appropriate techniques, such as k-nearest 

neighbours (KNN) methods, this control and estimation mechanism 

could be extended and implemented for all nodes and network 

components.  
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Appendices  
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Appendix A   

Java Code from Presage2  

A.1 Java code example of simulation environment in Presage2 
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A.2 Example of LPS Agent Java code in Presage2  
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Appendix B  

Simulation Environment and Results in 

Presage2 

B.1 LPS Agent sends new adjustments to involved DG agents 

 

…… 

 

B.2 Agents detect the violation events and report to control agent 
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Appendix C  

Smart Grid Implementation and Standards 

C.1 Distributed Intelligence and Control for Smart Grid  

Smart grids combine control systems, advanced technologies, and 

communication systems into the present power infrastructure. The smart grid, 

in general, is described as an intelligent electrical transmission and distribution 

system that leverages bidirectional communication, control centres, and energy 

resources to increase the system's efficiency by optimising power supply and 

demand. As shown in Figure C.1, this advanced electrical system integrates DERs, 

smart sensors, automation, and information and communication technologies 

[206]. Therefore, the energy system and the related market processes that 

support these functionalities must evolve into an intelligent infrastructure, or a 

“smart grid”.  

 

Figure C.1: Emerging future power networks infrastructure. 
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Smart grid controls will play an important role in providing the necessary 

architecture for monitoring and controlling power flows and managing the 

increasing penetration of distributed components. Control strategies must be 

able to cope with the conflicting goals of many different types of stakeholders 

(aggregators, generators, end-users, regulators, etc.) in the context of 

commercial, social, and technical constraints. In ageing infrastructure, this smart 

grid must be able to deal with rising intermittency in power generation as well 

as rapidly growing electrical consumption and any constraints in existing power 

lines. Furthermore, it must be sturdy enough to support a large number of micro-

generators in distribution networks. In order to achieve this, the  infrastructure 

must be able to [189]:  

1. Enable small users (prosumers) to interact with the electricity 

system – usually via the distribution network. 

2. Design and implement new control strategies to incorporate 

interacting DER units, DR and storage. 

The smart grid potentially consists of many controllable devices and should 

perform efficiently on a large-scale and be fault-tolerant [18, 207]. Generally, 

the smart grid has the following characteristics:  

• Smart grid components are often distributed and associated with 

communications (information exchange) between entities.  

• It should be flexible, dynamic and adaptable in such a way that the 

changes on the system should not affect or stop the operations of the 

whole system.  

• It should be scalable. 
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• It is usually composed of microgrids or control areas where tasks can 

be performed locally and may request help from other areas. In this 

context, smart grids may use AI and embrace self-* systems and 

machine learning. 

• Smart grids leverage ICT. 

• Smart grid technologies should be platform-independent and 

language-free, assuming that components communicate with the 

same or standardized protocols.  

The self-organising MAS concept fits well with the objectives and 

characteristics of the smart grid presented above and can be used to help meet 

many of the aims of a smart grid.  

C.2 Impact of Standards  

The smart grid domain created by organisations such as IEEE (Institute of 

Electrical and Electronics Engineers), IEC (International Electro-Technical 

Commission), NIST (National Institute of Standards and Technology), and ETP 

(European Technology Platform) have been widely adopted in practical 

implementation [14]. For example, with their increased deployment of DERs, 

various organisations have looked to further develop the interconnection 

standards associated with DERs (e.g., IEEE 1547-2018) [208]. Hence, DER related 

standards are being developed to include advanced, standardized and 

autonomous functionalities, which is intended to make cooperative control 

possible [209]. Table C.1. summarises some of the main communication 

standards associated with the implementation of smart grids [209]. 

Table C.1. Summary of main communication standards for the control and 
operation of smart grids 
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Standard No. Description 

IEC 61850 Communication networks and systems for power utility automation 

IEC 61970 Energy management system application program interface including the 

common information model 

IEC 61968 System interfaces for distribution management 

IEEE 1547 IEEE Standard for Interconnection and Interoperability of Distributed 

Energy Resources with Associated Electric Power Systems Interfaces 

IEC 61131 Programmable controllers 

IEC 62351 Standard for the data transfer security 

IEC 61499 Distributed control and automation 

ISO/IEC 14543 Home Electronic System (HES) architecture 

IEC 61334 Distribution automation using distribution line carrier systems 

  

The IEEE 1547 Std. [208] presents the technical requirements to integrate 

DERs into the smart grid. Additionally, the following amendments to the IEEE 

1547 standards have been recently updated, which supports further integration 

of DERs and storage:  

• IEEE 1547-2018: offers standards for interconnection and 

interoperability of DERs in power systems.  

• Recently released IEEE 1547.1-2020: provides guidance for DER 

manufacturers, especially for testing. It provides grid support 

functionality for DERs connecting to the grid, including energy storage.  

The essential and continuous interactions between agents in MAS require 

reliable and standardised communication [209]. ICT will therefore form an 

important part of the backbone of the smart grid system. Communication among 

agents follows certain protocols defined in what is known as an Agent 

Communication Language (ACL). The most commonly used ACL languages are 

https://www.sciencedirect.com/topics/engineering/multiagents
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FIPA and KQML (as presented in section 4.2.1). The industrial communication 

protocol IEC 61850 deals with interoperability issues of the smart grid. However, 

the use of the IEC 61850 protocol for communication between agents in a MAS 

architecture still requires more investigation [137].  
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Appendix D  

Extended Review of MAS Applications for 

Power Networks 

D.1 Applications of MAS for Energy Market  

In modern power systems, some operations are complex to be implemented 

using conventional methods that do not offer the extensibility and flexibility 

necessary in evolving systems. Topics associated with the use of MAS in energy 

markets have received a growing interest in power networks and progressed 

rapidly in the past few years with various techniques and applications. When 

MAS is used with local energy markets as a method to decentralise grid players, 

it can be used in energy market modelling and transmission expansion planning. 

For example, agents can establish dynamic clusters of producers and suppliers 

to match supply with demand over time by forecasting and communicating with 

other clusters. Within the context of cluster formation, producers and 

consumers might negotiate cluster membership based on perceived synergy in 

their features (such as size and generation type). In literature, agent-based 

techniques have been used extensively to implement flexible and decentralised 

energy markets.  

An agent-based transactive energy (TE) management framework was 

proposed in [210] for transactions among microgrids to reduce the system cost 

of energy. The TE enables the operation and coordination between smart 

devices using value as the sole media, which can retain the autonomy and 
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privacy of participants. The proposed technique improved the system's 

flexibility, scalability, transparency, and autonomy. The price oscillation is 

reduced which can protect and help small customers to increase their profit. 

Similarly, using MAS negotiation, the transactive energy trading method was 

adopted in [211] for real-time energy trading to address the complexity of 

aggregation in microgrids. The flexibilities and constraints of demand and 

generation of microgrids is considered in the transactive market interactions.  

To integrate the electricity price response of DER into the coordination 

process, a bi-level agent-based coordinated operation strategy is presented in 

[212] for active distribution networks (AND). This method aims to maximize the 

profit of each agent and minimize the power imbalance in ADNs. Considering 

DER constraints, energy resources are able to generate power with power 

shortage in case of the price is higher than a certain value. A real-time MAS-

based framework is presented [213] for the market operation in microgrids. A 

model of competitive game theory (reverse auction) is integrated into the model 

to plan the DER commitment on an hour ahead basis. The system is implemented 

realistically on a smart grid test system at Florida International University and 

demonstrated that it could be applied into the existing electricity grid.  

Peer-to-peer (P2P) trading is an emerging concept that promotes the 

interaction of prosumers (with small scale DER) to trade energy. The consumers 

can be thought of as agents conducting negotiations on energy transfer. 

Autonomous DER participation in energy markets using MAS architectures is 

therefore naturally suited to this type of market. In [214], a framework of 

decentralised market for energy trading is presented for distribution networks. 

The market participants, P2P agents and Nodal agents are established and an 

Alternating Direction Method of Multipliers (ADMM) based algorithms are used 
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to execute the market mechanism. The local optimization and coordination of 

agents ensure the market clearing mechanism's “fairness”. The presented 

framework ensures market equilibrium and satisfaction of grid constraints 

without violating market participants' privacy concerns.  

To encourage local trade, an agent-based model is presented [215] to 

prioritise the exchange of energy resources over shorter distances. The use of 

MAS in the local energy market can assist in balancing local demand and supply 

and controlling congestion in transmission/distribution networks. The paper also 

considers resource placement and the optimal use of the current infrastructure. 

D.2 MAS for Demand Side Management 

Demand side management (DSM) has potential benefits to improve the 

operation and financial performance of smart grids and support grid integration 

of distributed and renewable energy resources [216, 217]. The introduction of 

artificial intelligence and machine learning in industrial energy management 

systems (EMS) can optimise users’ needs and preferences, resulting in reduced 

energy consumption and costs. The concept of DSM has been implemented as 

an enabler for smart grid operation and, recently, different agent-based 

techniques have been proposed to address DSM.  

The coordination between demand centres in a decentralized manner within 

a cluster of buildings is proposed by [218] using a hierarchical transactive energy-

based MAS framework. Using agents with scalable generation and demand 

allows for coordination and decentralized decision making. Moreover, energy 

management demand agents (EDMAs) are introduced at the building level  to 

manage the operation of different appliances within the building and to take 

part in the day-ahead market at the cluster of buildings level. This method allows 
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minimising the peak demand and avoiding the dispatch from expensive 

generation units. 

The authors in [219] present a prosumer-based virtual power plant (VPP) 

architecture to enable optimal management of energy resources of the 

prosumers to engage in the DSM program. The methods apply a two-stage 

optimization technique for real-time and day-ahead pricing of VPP. Three main 

intelligent and automated systems are introduced, namely: the Energy 

Information System (EIS) as the information system of the VPP, the Energy 

Management System (EMS) for the optimal operational planning of the VPP, and 

the DER Automated Controller (DER-AC) as the real-time control of all of the 

virtual DERs. This agent-based framework implements intelligent operation and 

decisions of network infrastructure to solve uncertainties.  

A DSM method for smart grids based on MAS is proposed in [220] for 

resources optimization using six layers to implement the DSM functionalities. 

The method is based on the concept of Micro-grid Intelligent Management (μ 

GIM) and introduced prosumer agents, DER agents, and microgrid agents. The 

system allows small and medium-sized end consumers to participate and 

balances supply and demand by minimising the electricity bought from the grid.  

Additionally, agent-based energy management techniques have been 

studied and modelled from different points of view. For example, In [221], a 

multiagent-based hybrid control is proposed to manage the demand response 

(DR) composed of shifting and adjusting loads as part of the DSM program. The 

work in [222] presented a multi-agent-based optimal demand side management 

structure by introducing home agents (HAs) and retails agent (RA) in the 

distribution power network. The aim is to optimize residential DR by predicting 

electrical loads and enabling optimal load control for HAs. An investigation of 
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the state-of-the-art applications and trends of MAS for energy systems 

integration is presented in [223]. 
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