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Abstract

This thesis addresses the critical challenges of identifying and localizing the source
of complex oscillations in power network. These mainly originate as a consequence
of the abundant proliferation of networks with inverter-based resources (IBRs)
and their evolving topologies. This significant emphasis on the IBRs and their
participation in modern power grids have significantly changed grid dynamics,
making the observability and localization of critical disturbances such as complex
oscillations, more challenging. Standard Phasor Measurement Units (PMUs) and
Wide Area Monitoring Systems (WAMS) adopted for grid observability face sig-
nificant limitations in detecting these complex oscillations. This becomes more
concerning when the localization of such disturbances depends on devices that
are barely able to detect closely spaced, time-varying frequency modes. These
oscillations are often caused by control interactions in inverter-based systems,
such as Wind Turbine Generators (WTGs), and are amplified by disturbances,
faults, and resonance phenomena.

To address these challenges, this thesis develops a systematic diagnostic ap-
proach for detecting and localizing complex Subsynchronous Control Interac-
tions (SSCI) modes in real-time. A comprehensive review of the literature on
oscillation detection methods is conducted, highlighting the need for improved

observability and diagnostic tools. The thesis presents a detailed modeling of
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Chapter 0. Abstract

WTGs, including the dynamics of control loops and their impact on system stabil-
ity, and provides stability criteria for assessing and analyzing the SubSynchronous
Oscillations (SSO) occurrences. A novel approach to overcoming observability
constraints using sliding Discrete Fourier Transform (DFT) is explored, followed
by the proposal of a new technique using Synchronized Waveform Measurement
Units (SWMUs) for time-frequency analysis, enhancing the detection of complex
SSCI modes.

The research also introduces an innovative methodology for deriving the ad-
mittance model at the point of connection (POI), which enables the identification
and localization of oscillation sources based on their active/reactive power behav-
ior. The proposed approach is validated through multiple case studies, including
the use of synthetic signal testing, real-world data from the northwest China
grid, and EMT models of the ERCOT south-region network. Finally, the thesis
proposes a novel adaptive control approach for WTGs, integrating a Generalized
Hebbian Learning algorithm to enhance damping and prevent oscillations in re-
sponse to SSR or SSCI events. Simulation results demonstrate the effectiveness
and applicability of the proposed methods in real-world scenarios, marking a sig-
nificant step toward operational solutions that deliver improved grid stability and

resilience.
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Chapter 1

Introduction

1.1 Research Context

The increasing adoption of Renewable Energy Sources (RES) in modern power
systems has been largely facilitated by advancements in power converter tech-
nologies. These converters play a pivotal role in integrating intermittent energy
sources like wind and solar by enhancing grid compatibility and stability. For
instance, the voltage and current source converters (Voltage Source Convert-
ers (VSCs)/ Current Source Converters (CSCs)) equipped with passive network
components offer enhanced flexibility and reliability of transmission networks
in modern power networks. Likewise, VSCs and modular multilevel converters
(Modular Multilevel Converters (MMCs)) are widely used in photovoltaic (PV)
systems and high-voltage direct current (High Voltage Direct Current (HVDC))
applications penetrating the grid with modern power sources and sophisticated
control mechanisms. Similarly, wind turbine generation (WTGs) based systems
are equally equipped with power converters with specialized control mechanisms,

tailored to meet the unique demands of modern power networks. However, in-
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tegrating RES requires not only sophisticated power converters but also robust
control methodologies to ensure secure operation despite diminishing inertia and
system fault level currents. To improve the system inertia and strengthen the
grids, battery energy storage systems (Battery Energy Storage System (BESS))
based solutions are encouraged through grid service methods, with tighter require-
ments on control mechanisms and performance to supply fast response to the grids
for network disturbances. While this transition reduces dependence on conven-
tional energy sources, the explicit reliance on Inverter Based Resources (IBRs)
introduces significant challenges, particularly in maintaining power system stabil-
ity. Among these challenges, power system oscillations have gained prominence,
with a shift in focus from merely conventional subsynchronous oscillations (SSO)
to complex sub and super-synchronous (SuperSynchronous Oscillations (SupSR)
and SupSR) oscillations, exacerbated by the widespread use of power converters
and control mechanisms reported globally.

The huge proliferation of IBRs in present grids and greater emphasis on de-
centralized energy generation have significantly evolved the dynamics of power
networks from the simplest form to the one characterized by increasing complex-
ity. These changes are reshaping the operation of grids, making it imperative
to observe and monitor network behavior more comprehensively and vigilantly.
Therefore, comprehensive observation by measurement and analysis of key param-
eters of the grid is now a cornerstone of effective grid management for socially
acceptable levels of reliability and stability. Enhanced observability helps grid
operators to predict, detect, and mitigate potential instabilities, such as complex
oscillations, which are amplified by the integration of renewable energy sources

and varying control mechanisms. As grid dynamics grow more complex, sophis-
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ticated tools like PMUs, WAMS, and advanced analytics will become essential to
ensuring reliable and resilient grid operations, through more comprehensive ob-
servability. Complex disturbances can thus be managed without causing system
wide outages.

Phasors and PMU-based WAMS are extensively used to monitor and control
the wider network. However, as grid dynamics change, the transition from con-
ventional torsional oscillations to subSynchronous oscillations (SSO) and further
to complex SSCI based oscillations accelerates. PMU based WAMS will therefore
be faced with significant challenges to their contribution to observability [3]. Di-
agnosing such complex oscillations depends on accurate estimation and detailed
information regarding their characteristics. The majority of these oscillations are
reported due to control interactions initiated by disturbances, low Short Circuit
Ratio (SCR), faults, or resonance phenomena [4]. These interactions precipitate
control instability in IBRs systems, particularly within WTG systems leading
to the wide spread appearance of complex oscillations in the network [5]. The
nature of these oscillations exhibits frequency modes that are closely spaced, ex-
ceed the limits of DFT-based approaches, and are explicitly time-varying, making
detection using PMU-based WAMS highly challenging [6]. Therefore, this leads
to an important need for a systematic diagnostic tool capable of identifying and
localizing these complex modes in real-time so that preventive measures can be
directed.

The mitigation strategy for complex oscillations is explicitly dependent on
identification of their origin and so the solution pathway is twofold; primarily
reliant on advanced control methodologies [7] or enhancing the grid dynamics [?].

Improvements to grid dynamics, such as increasing system inertia or short-circuit
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levels, are effective approaches but are considered expensive for the sole purpose
of oscillation mitigation. Consequently, a huge interest in both academia and
industry has shifted to control methodologies. Numerous strategies proposed in
the literature leverage sophisticated control of VSCs and specifically for wind
turbine generators (WTGs), but most remain at the level of academic research.
Many methods rely on state models of WT'Gs [8-10] or computationally inten-
sive approaches [11], limiting their industrial applicability. On the contrary, the
industrially favored approaches often depend on prior knowledge of oscillation
modes [12,13]. The Majority of these approaches use techniques tuned to specific
frequencies to inject stabilizing signals or filter oscillation effects. However, such
methods are only effective in networks with conventional and well-detected oscil-
lations. Therefore, this gap highlights the need for innovative solutions to first
acquire precise information on the modes involved in the complex oscillations
and provide adequate control based solutions leading towards their mitigation
and ensuring optimal system stability, reliability, and performance in the face of
evolving challenges.

Despite technological advancements in measuring and estimating power sys-
tem metrics—such as Point on Wave (POW) measurements and SWMUs —an
online diagnostic tool capable of identifying and localizing complex SSCI in the
network remains absent. The lack of such methods poses significant hurdles in
developing effective control mechanisms for mitigating these oscillations. An in-
dependent approach, free from reliance on conventional diagnostic and mitigation
techniques, is essential to overcome these challenges. Such innovations will not
only address the pressing issues of system stability but also pave the way for a

more resilient and adaptive power grid.
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1.2 Research Motivation

In recent years, power network oscillations have become increasingly common
due to the rapid integration of renewable energy sources into power grids. These
events are reportedly evolving from conventional SubSynchronous Resonance
(SSR) events to SSCI that leads to more complex oscillations. Interestingly,
they are frequently reported in networks where IBRs based generation sources
and specifically wind farms are connected via line compensator to the grid. This
proliferation of grids connections are giving rise to new phenomena involving com-
plex modes of oscillations, where a range of frequencies around the fundamental
frequency are interpolated and oscillations with complex modes are introduced
into the network. Detecting such events and localizing their source is crucial for
maintaining stable system operation, as such oscillations can propagate to the
wider network, potentially leading to the disconnection of generation sources and
damage to power system assets. Therefore, it is extremely important to detect
and identify the precise modes involved in complex SSCI and localize their origin
in the network. However, the precise detection and identification of origin is con-
strained by limitations in observability and control mitigation approaches. The

key factors are highlighted as:

e System Observability Challenges: Phasor Measurement Units (PMUs)
are extensively utilized in power networks to provide synchronized pha-
sor measurements of voltage and current in transmission and distribution
systems. They play a critical role in applications such as WAMS, iner-
tia control, and maintaining power network stability. The applications of

PMUs have been widely reported for torsional or very low-frequency oscil-
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lations [14]. However, the rapid changes in power network topology have
led to a corresponding evolution in network disturbances. Likewise, power
network oscillations have grown more intricate, showing notable changes in
their characteristics and frequency modes. Consequently, the complex SSCI
displaying these modes exceeds the observability capabilities of the algo-
rithms used in PMUs, making it particularly challenging to report within

the network.

e Accuracy and Fidelity of PMUs in Complex Oscillations : PMUs
are utilized to obtain synchrophasors and detect power network oscilla-
tions. Traditionally, they use DFT methods, employing advanced DFT
algorithm variants to extract synchronized phasors. Recently, these algo-
rithms have been applied to detect SSR oscillations, which typically oc-
cur below 25 Hz and are detectable with current PMU reporting rates.
However, complex oscillations exhibit non-stationary frequency modes and
inter-harmonic components, making detection more challenging. These os-
cillations have bandwidths ranging from 5 Hz to 100 Hz when modes are
coupled, or up to several hundred Hertz when uncoupled. A method to esti-
mate the super-synchrnonous mode coupled with subsynchrnous component
has been reported in [15]. However, the performance of such methods sig-
nificantly deteriorates Instantaneous Frequency (IF) the coupled modes are
closely located and have inter-harmonic order. In such a case, the energy
distribution of the frequency components is not uniform over the integral
bins of discrete intervals and consequently leads to the picket fence effect.
The picket fence effect can be mitigated for frequency components laying

at integral bins by introducing different windowing functions, however this
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approach leads to several degradations in reporting the accurate amplitudes
for the modes of interest. In addition, appropriate selection of windowing
function leads to further complications for time-varying modes such as at-
tenuation of signals, losing important information associated with signals
at the terminals and computational complexities. Therefore, the accuracy
and readiness of DFT and its variants are significantly affected by the com-
plex SSCI and lead to erroneous estimation and reporting of modes. As
a result, this opens up a new research opportunity to more transparently
analyze the most advanced discrete Fourier transform (DFT) methods for
time-varying oscillation modes and to outline their limitations, ultimately

suggesting alternative approaches.

e Time-Frequency Analysis and Constraints on Accuracy:

To alleviate the constraints associated with the optimal estimation and pre-
cise reporting of frequency components, the SWMUSs have recently been re-
ported meeting the criteria for high resolution and high bandwidth to cover
a wide range of frequency components [16,17]. Consequently, this approach
is considered as an alternative to DFT and its variants, and academic/re-
search community significantly emphasize for its adoption for procuring
complex information from the wide range of frequencies associated with
power network disturbances [18,19].

The Time Frequency Analysis (TFA) approach is a significant and sys-
tematic methodology to analyze the time-series data in the time-frequency
domain. This method offers intrinsic insights into non-stationary complex
signals by allowing the estimation of IF and its amplitude, all represented

over time [20]. However, the conventional approaches adopted for TFA,
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such as Short Time Fourier Transform (STFT) and continuous wavelet
transforms, are constrained by the uncertainty principle, preventing them
from accurately reconstructing signals in time and frequency simultane-
ously. Approaches such as reassignment methods where high-resolution
Time Frequency Representations (TFRs) of the signals can be achieved by
reassigning the coefficients of the signals, however, this lacks the ability
to reconstruct the signal [21]. Consequently, an approach called Synchro-
Transform (SST) is introduced [22] which enables the concentrated recon-
struction of the signals with its coefficients. The application of this approach
is reported for forced oscillations which have stationary and non-complex
frequency components [23]. In the context of fast and time-varying signals,
the reconstruction of the precise modes is constrained by the inability of
SST to provide concentrated TFRs of the signals. This is due to the rapid
dispersion of the signal’s energy over TFRs, thus restricting the application
of SST to signals with slowly varying IF. Consequently, this constraints the
accuracy of revealing the time-varying modes in complex SSCI and affect-
ing the post-process dependent on this modes. Therefore, in contrast to the
well-presented methods in the literature for improving TFA to analyze the
time-varying signals, no appropriate method has been reported considering

the complex SSCI modes detection.

e The Localization of Complex SSCI Origin in the Network:
The oscillation source localization has always been an interest to the re-
search community. This is mainly steamed by the factors that the power
network dynamics are rapidly changing and so the construction of these

oscillations is evolving as well. Previously, rigorous methods have been re-



Chapter 1. Introduction

ported to localize the source of oscillations in the network, however, this
has only been limited to the torsional or forced oscillations in the net-
work [24,25]. An initiative to indulge both academia and industry were
organized by the NASPI in an effort to make a concrete consensus on the
detection and localization approach, however, the test cases were only lim-
ited to the forced oscillations and didn’t even consider the simplest SSCI
cases. However, for the simplest cases, there have been rigorous challenges
with the source localization as reported in [25,26]. The main concern as-
sociated with precise localization of the source is regarded to the accurate
estimation of the frequency modes involved in the oscillations. There are
several approaches discussing this widely in literature where an immedi-
ate focus is emphasized on the precise detection of these modes [27] These
modes are specifically then utilized to approach the source localization in the
power network. However, the industrial realization of the reported meth-
ods is constrained by the assumptions, realistically not achievable with the
synchrophasors [28]. In a nutshell, the localization of the oscillation source
relies on two main factors: first, on the estimation of intact modes of com-
plex SSCI, and second, an online method to reconstruct system dynamics
based on these estimated or detected modes. An intriguing gap here is
that the reconstructed system dynamics should reflect the varying oper-
ating conditions of the network as this is in alignment with the inherent
intermittent nature of the IBRs-based generation sources. Therefore, in the
interest of finding the solution for this, there is a significant research gap
to first reconstruct the exact dynamic helping in localizing the source and

secondly, the dynamic should be based on varying operating conditions of
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the network to peruse the source localization with accuracy.

e The Mitigation Strategy
The mitigation of complex SSCI is very important and strategic for the reli-
able and stable operation of the power networks. Several considerations are
to be catered to while mitigating the power network oscillations. These in-
clude the modification at both generator as well as network side to support
the network with deficit dynamics caused by the integration of renewable
energy sources. Employing and integrating the power electronics based sys-
tem components to solely react for damping the oscillations at the network
side is an expensive approach. Several methods are provided to damp these
oscillations at the generator side as provided in [29], [30], [12], [31], however
these are explicitly relying on prior information of the system dynamics.
Most of these approaches employ different type of filters tuned at specific
frequencies based on prior system dynamic studies and only provides per-
formance for the specific range. However, the complex SSCI is explicitly
related to system varying operating conditions and the frequency modes are
changing for the same system with different operating conditions. There-
fore, relying specifically on these approaches is potentially challenging for
the stable operation of the network. This identifies a significant research
opportunity to investigate the state of the art control method and provide
an explicit cost-effective solution that is adaptive to all operating conditions
of the network and provide independent performance regardless of changing

system dynamics and complexity.

Motivated by addressing these challenges, significant efforts have been de-
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voted in this thesis to develop a systematic and diagnostic approach for complex
SSCI. The efforts are underpinned by several steps for identifying, assessing,
and analyzing the core limitations of the state-of-the-art reported for detection,
localization, and mitigation. Sequential limitations regarding the observability
constraints are provided through detailed mathematical analysis followed by em-
ploying state-of-the-art methods for detection. A novel approach using SWMUs
is provided removing the barriers of observability constraints. Significant research
has contributed to the improvement in accuracy and efficacy of the method em-
ployed for the detection. A novel method for localizing the source is developed,
employing for the first time the complex SSCI modes for online reconstruction
of the system admittance at varying operating conditions. This led to the latest
approach in literature providing a complex SSCI-based power flow in the network
identifying the true source of disturbance in the network. Following the identifi-
cation process, a novel control mechanism is developed providing more robust and
adaptive performance with higher fidelity than the conventional one proposed in

the literature.

1.3 Research Contributions

This thesis contributes the following aspects towards the existing body of knowl-

edge:

e Complex SSCI are formulated by firstly providing an in-depth knowledge
on the evolution of oscillations in the power network. A precise assessment
of the quantification of oscillations and the emergence of complex SSCI is

provided by comparing the state-of-the-art literature. A definite consen-
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sus on participant involvement and observability bandwidth is summarized
through a comparative analysis of the literature. A comprehensive review is
constructed on system analysis methods for oscillations detections following
by a detailed analysis of detection methodologies and their applicability. In
addition to that, through thorough analysis, an emphasize on an alternate
approach is provided removing the barriers for constrained observability. Fi-
nally, a strong foundation is provided by reviewing explicit literature for the
mitigation of oscillations in the network and open challenges for detection,
localization and mitigation are provided. The more in-depth comprehension

is provided in Chapter 2.

e A detailed modeling of the WTG is carried out by first deriving a full-order
model of the WTG. The model is simplified to obtain a reduced order model
of the grid-connected WTG and detailed mathematical analyses are carried
out to reflect the effect of control dynamics. This mainly includes the effect
of PLL, control loops with faster and slower dynamics corresponding to
current and DC bus voltage dynamics, respectively. The respective mathe-
matical models are used to establish the stability criteria and provide the
necessary conditions for which the violation leads to the occurrence of the
SSO. Finally, detailed analysis followed by mathematical derivations are
provided explaining the dynamic effect of participants violating the stabil-
ity conditions and leading to the complex SSCI based SSOs. Further details
providing the foundational argument for the occurrence of complex SSCI is

provided more elaborately in Chapter 3.

e Using the foundational arguments emphasizing that complex SSCI are a
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consequence of the control interactions in the network, the observability
constraints for their detection using synchrophasors are provided through
mathematical derivations. Firstly, it is analytically derived that the syn-
chrophasors based approach lacks the ability to estimate the correct modes
of oscillations. Secondly, a state-of-the-art sliding DF'T is employed to ver-
ify the observability constraints for complex SSCI modes detection. This is
persued by a test case where SSCI is triggered by the resonance due to the
line compensator leading to complex SSCI modes.

Based on the foundational research findings, an alternate approach using
SWMUs is proposed where the detailed information of complex SSCI is
presented in the time-frequency domain. However, the accuracy of such
methods is constrained by several factors such as the inability to retrieve
the accurate coefficients, reassignment issues leading to inaccuracy, and in-
stantaneous frequency misalignment for digital implementation. Therefore,
to make it robust and adaptive for precisely reporting the complex SSCI
modes, firstly an adaptive windowing function is provided to enhance the
resolution. Secondly, to facilitate the precise reconstruction, a novel instan-
taneous frequency based realignment methodology is developed to retrieve
the coefficients.

Leveraging the coefficients of complex SSCI, a unique approach is developed
using mathematical analysis to derive the admittance model at the Point of
Connection (PoC). The model leverages the online coefficients obtained for
varying operating conditions and is adopted to constitute a complex SSCI-
based power flow. The unique approach identify the participant source of

oscillations by its behavior for absorbing/injecting active/reactive power
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into the network. This behavior provides significant evidence of highlight-
ing and localizing the active participant for oscillations in the network. The

details methodology is derived in Chapter 4.

e To demonstrate the robustness and effectiveness of the proposed approach,
the detection and localization method is validated through three main cases.
First, to ensure the adaptivity and robustness of the proposed method
against time-varying and noisy signals, mode detection is tested using syn-
thetic signals. Second, it is crucial that the proposed method be applicable
to real grid scenarios. Therefore, the mode detection approach is further
validated using real-world data from the northwest China grid. Finally, the
overall detection and localization mechanism is analyzed with a real-world
dynamic system by developing Electromagnetic Transient (EMT) models of
the ERCOT south-region network. The detailed analysis of the test cases

and description of the studied systems is provided in Chapter 5.

e While numerous control methods have been proposed to tackle the power
system oscillations, fictitious variation in damping using dg-based control
of WTGs is seen as both cost-effective and dependable. Nevertheless, such
methods are dependent on the prior knowledge of SSCI frequency modes and
their effectiveness diminishes when the SSCl-oriented oscillations contain
non-stationary and complex frequency modes. To enhance the WTGs con-
trol performance adaptive to diverse oscillation modes, this work proposes
a single-layer feed-forward-based control approach, where the damping of
WTG is fictitiously strengthened by the adaptive mechanism of Generalized

Hebbian learning algorithm integrated into the dq vector control of WTG.
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The proposed method dynamically reacts to any SSR or SSCI occurrence
and adjusts the WTG impedance to forestall oscillation initiation within a
finite time. Through simulations and diverse test cases, the effectiveness
and feasibility of the proposed method are demonstrated, marking its po-
tential for real-world applications for the first time. The detailed analysis
of the proposed method and test cases highlighting its efficacy is further

elaborated in Chapter 6.

1.4 Thesis Overview

This thesis focuses on the complex SSCI emerging as a consequence of changing
dynamics in the grid and initiated by the SSR and power network disturbances.
The thesis aims to provide a systematic and diagnostic approach for complex SSCI
detection, localization, and its mitigation. The structure of the thesis including
the literature, novel contributions and conclusions, is organized in seven chapters.

The summary of the thesis is provided as:

e CHAPTER 2 provides a brief introduction to the power network oscil-
lations. By comparing the state-of-art literature, a precise assessment of
the quantification of oscillations and the emergence of complex SSCI is
provided. Through comparative analysis, a clear consensus on participant
involvement and observability constraints is discussed for complex SSCI.
This is followed by a comprehensive review constructed on state-of-the-
art methodologies for analyzing power network oscillations using existing
methodologies. Finally, an in depth comprehension on the mitigation ap-

proach and the associated open challenges is discussed.
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¢ CHAPTER 3 is based on the comprehensive mathematical modeling of
the WTG connected through a series compensated lines to the grid. Firstly,
a detailed model of the WTG is derived and simplified to obtain the reduced
order model of grid-connected WTG. The control dynamics with both with
faster and slower time scale are derived including the effect of Phase Loop
Lock (PLL) control dynamics. Following the comprehensive mathematical
derivation, further discussions are provided on the violation of stability

criteria leading to the escalation of complex SSCI.

e CHAPTER 4 provides a detailed analysis of the complex SSCI by firstly
providing the mathematical derivations on the constraint measurements of
DFT based reporting for complex SSCI. To justify the arguments, state-
of-the-art sliding DFT is employed and analysed with complex SSCI modes
in the simplest possible case to illustrate the limitations of DFT. Next,
the proposed method, Adaptive Instantaneous Frequency-based Synchro-
Transform (AIFST) is mathematically derived, discussing the constraints
related to adaptivity to noise and time-varying modes. The concept of adap-
tive windowing is proposed, along with modes of reconstruction with en-
hanced accuracy through an instantaneous frequency realignment method.
Finally, the chapter provides detailed mathematical analytics of the com-
plex SSCI mode-based power flow, preceded by the online admittance model
constructed for varying operating conditions, concluding the source local-

1zation.

e CHAPTER 5 is comprised of a comprehensive analysis of the proposed

method with both simulations and real-time grid data. First, the detection
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methodology is verified through synthetic data strictly illustrating the com-
plex SSCI with time-varying modes coupled frequency modes, corrupted
with significant noise to demonstrate applicability to the real grid data.
Next, the accuracy and precision of the proposed method are compared
against state of the art methods illustrating promising results. The valida-
tion is further assessed with real time grid data obtained from the North
China grid demonstrating SSCI phenomena. Further to that, the EMT
model of the ERCOT network is developed and modified with the control
loops as discussed in the previous chapters. The test cases first replicate
the SSCI event occurred in the ERCOT network and then network param-
eters are updated resulting in low SCR at POI to challenge the control
algorithms. Consequently, the localization method is verified by identifying

the SSCI participants using the complex SSCI based power flow.

e CHAPTER 6 is based on a detailed control methodology aiming to pro-
vide a comprehensive solution for the complex SSCI. This chapter is com-
prised of the mathematical model of the WTG, reduced to the impedance
model representation. The chapter discusses in details the candidate of in-
stability in WTG-based system and provides a comprehensive mathematical
analysis of the Conventional Sub-Synchronous Damping Control (CSDC)
elucidating its limitations for complex SSCI with time varying modes. Next,
an adaptive Dynamic Virtual Impedance Control (DVIC) is proposed and
its performance is compared to the state of the art optimal control derived
from the state space model of the WTG. Finally, the EMT model of the
ERCOT network is adopted to test the efficacy of the proposed method

for complex SSCI mitigation. The detailed test cases are specifically illus-
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trated to align with the latest grid code requirements and ensure that the
amendments in the control mechanism doesn’t affect the performance under

dynamic grid conditions.
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Chapter 2

Complex Oscillations in

IBR-Dominated Networks

2.1 Introduction

The increased concerns about environmental protection and an emphasis on meet-
ing the energy demands using green energy have sparked a paradigm shift for
harnessing energy from non-conventional power sources, such as wind and so-
lar. Whilst many countries increased their energy capacity through environment-
friendly sources, significant growth persistently emerged in countries and regions
like USA, Europe, and Asia, resulting in a total capacity of 1.63 Terawatt (TW)
from RES sources [32]. Amongst these, China has been at the top with 1.63
Terawatt (TW) of RES capacity, following the USA with 352 GW, and other
countries proportionally. Countries such as Scandinavia and Great Britain fur-
ther promise this commitment towards sustainable and environment-friendly en-
ergy production, where 2035 aims for a complete transition towards net-zero

energy. In a nutshell, there has been an enormous increase in the transition of
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energy from conventional sources to CO, emission-free and is targeted to increase
further shortly [33].

This frequent proliferation of RES in power systems has been enabled by tech-
nological advancements in power converters, enabling a reliable and convenient
integration of these highly intermittent power sources, specifically wind and so-
lar. These converters aim as a backbone for modern power networks retrofitting
the transmission, distribution, and power dispatch. For instance, the VSC are
equipped with passive network components to improve the flexibility and stability
of the transmission networks [34]. Similarly, whilst the inverters and MMC are
employed for PV and HVDC applications, variants of power converter topologies
are extended for integrating wind generation into the grid. Not only does integrat-
ing these energy sources necessitate power converters, but careful consideration
must also be given to the corresponding control methodologies [7]. Therefore, as
long as the frequent proliferation of RES in power systems has greatly helped in
reducing the dependency on conventional power sources, the paradigm transition
to IBRs has significantly posed great challenges to the power system stability
-amongst which, the power system oscillations are of great concern [35]. These
oscillations in a power network have a transition from conventional SSO to super-
synchronous (SupSR) and complex oscillations, amplified by the abundant inte-
gration of non-conventional energy sources through power converters. Therefore,
this chapter will briefly explain the evolution of the complex oscillations in the
context of the IBRs-dominated network. The overview of the network-dependent
oscillation mechanism is explained further by providing a general overview of the

methods to examine the oscillations.
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2.2 Evolution of Complex Oscillations

The earliest analysis of SSO in a power network emerged in 1937 by taking into
consideration the series-compensated transmission line [36]. A growing trend of
oscillatory current was observed in the network, which is comprised of a trans-
mission line with a series of compensated capacitors and a synchronous generator
(SG) connected at the sending end of the line. The frequency of such oscillations
was observed below the nominal frequency of the system (60 Hz), and thus it
was referred to as SSO. The post-study analysis of the event suggested that the
problem is an analogy of the electrical resonance in the system where self-excited
oscillations are triggered at that sub-synchronous resonance frequency. At this
frequency, the SG at the sending end of the transmission line forms a radial con-
nection with the series-connected line capacitors mimicking an RLC connection.
It is suggested that at the resonance frequency, the SG and series capacitors in
such formation prevail negative resistance. This is normally referred to as the
Induction Generator Effect (IGE) and is considered the main explanation for the
growing oscillations in the system current.

When the first SSO event was reported for the network in the Mohave power
plant in 1971, it was considered that the dynamics of the SG connected at the
sending end of the transmission line interact with the series capacitors at the
resonance frequency. At this frequency, the dynamics of the SG interact with
the series capacitors, exchanging periodic energy between the SG and the system
components. This type of phenomenon was mainly referred to as SSR as the
oscillations consequently emerged due to the resonance interaction between the

torsional system of the SG and the series compensated transmission line [37].
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Following this incident, power network SSO was observed involving the torsional
dynamics of the SG excited by the Power System Stabilizer (PSS) [38,39], the
control system associated with the governor [40], or the control system of power
converters constituting the high voltage DC (HVDC) transmission system [41].
All of these early incidents were reported in the networks without series com-
pensated transmission lines. These early investigations suggest that the power
network components operating with the control system have implicit interactions
with SGs leading to unfavorable dynamic conditions of the torsional system, thus
inciting SSO in the network. Therefore, the SSO cannot be confused with the
SSR-driven oscillations and can be explicitly regarded as a device-dependent dis-
turbance intimidating network with voltage/current oscillations [42].

Over the last decade, there have been many SSO events reported as illustrated
in Fig. 2.1. These explicitly indicate the interaction of power converters associ-
ated with WTGs and grid components [43]. An example of such events is reported
from the networks well penetrated with the WTGs based WFs such as ERCOT
network in Texas, USA, and Guyuan, North China. The early event reported
by the ERCOT network had SSO frequency modes between 20-30 Hz. Various
events on this network are mainly triggered by either the changing operating
condition of the network or modification in topology. These varying conditions
have either induced the control based oscillations when weak grid conditions are
formed or SSR with the installed line compensators when network topology has
changed [44]. Similarly, the double circuit 500kv series compensated transmission
line connecting the far located WFs in the Guyuan network of North China has
reported the modes of oscillations between 6-9 Hz [45]. In both of these networks,

the type-I1II WTGs based WFs are employed to the rest of the grid through a long
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transmission line involving series compensations. From the case studies reported,
it has been identified that the converters of the WF's are explicitly involved in
such type of SSO under varying operating conditons, pointing to concerns on
the control associated with these converters in the WFs. Therefore, wide liter-
ature refers to such type of events as SSCI based oscillations. These events are
in alignment with the IGE problem associated with conventional SGs and the
terminology can be referred to as for assessing the SSCI events with frequency
modes below the nominal system frequency. The uniqueness in events as reported
above is that either the series compensation, the dynamics of SGs or both of them
are involved. This means that the concept illustrated for the interaction of SG
torsional dynamics or IGE can best explain the events, provided that the sys-
tem involves a single/aggregated generation unit connected through a series of
compensated transmission lines to the grid. Consequently. this concept can be
persued to study the SSO mechanism with a single generation unit modeled with

grid.

Year : 2007 Year : 2009 Year: 2011 Year : 2012-2016

TYPE Il WTG TYPE Il WTG TYPE Il WTG TYPE Il WTG
AND AND AND AND
SERIES COMPENSATION SERIES COMPENSATION SERIES COMPENSATION SERIES COMPENSATION

TYPE Il WTG TYPE Il WTG TYPE IV WTG
AND AND AND
SERIES COMPENSATION SERIES COMPENSATION WEAK GRID

Hami, China ERCOT, USA Scotland, UK

Figure 2.1: Timeline of the remarkable SSCI events around the world
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Conversely, several events are reported after the aforementioned incidents
which prevail distinct oscillation modes. For example, in 2015, the Hami network
which is comprised of several distinct types of inverter based generation sources
experienced oscillations. This network consist of type-IV permanent magnet syn-
chronous generators (PMSGs), HVDC links, and PSS. Before the event took
place in the Hami network, it was considered that PMSGs are less likely prone to
network instability and SSOs. However, the post event analysis perused in the
literature suggests that the event is mainly comprised of SSO modes above the
system nominal frequency [46]. Thus, the oscillations with such modes are named
as super-synchronous (SupSR) oscillations. It is to be noted that all these events
are reported by the PMUs having fundamental reporting rates as (30-120fps).
The efficacy and fidelity of reporting such events through PMU with limited ob-
servability will be highlighted in the later sections. However, this leave behind
some questions, which have attracted wide interest and great concern from the

research community and industry as many new factors emerged in this case.

e Firstly, SSO modes above the nominal frequency exist, but are they inde-

pendent or associated and coupled with another frequency?

e Secondly, If, PMSG were considered to be highly immune to instability and
SSO involvement, how this configuration of WTGs can be involved in the
Hammi network incident? The network also involved HVDC links, however,
no intact confirmation of their association in oscillations is discussed in some
cases. This takes a wider interest in the involvement of control configuration

in triggering oscillations.

e Last but not least, all the cases are investigated with DFT-based mecha-
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nisms, the basic principle of such algorithms is that the estimation is based
on the nominal frequency. Therefore, there could be modes that behave
as inter-harmonics and prevail non stationary nature. So, the cases need

further investigation as PMUs are less likely to report such modes.

The evolution of the SSO mechanism is briefly summarized in Fig.2.2. From
all these discussion and the hierarchy map as illustrated in Fig.2.2, there seems an
interest of the exploration towards the mechanism of oscillations which have no
definite origin. Recent studies have emerged in literature that points towards such
oscillation as the modes are distinct and complex as compared to conventional
SSO [47,48]. The early analysis prevail that such oscillations exhibit similar
consequences in voltage and current waveforms, however the frequency modes
are non stationary in nature, may or may not coupled with other frequencies and
could have bandwidth varying from several hertz to kilo-hertz. The exemplary
studies suggest the consequence of such events as rigorous involvement of the
control mechanism in IBRs, however no consensus on its definite origination has
been made yet. Therefore, this put emphasizes on their investigation through a
mechanism that can detect non stationary signals, intelligent enough to detect

and differentiate the complex modes and localize the source in a wider network.

2.3 Mechanism and Quantification of Oscillations

The oscillation frequency in the power network varies widely. This ranges from a
few hertz to several hundred hertz in the modern power network. The bandwidth
of oscillation frequency evolving as a consequence of varying generation sources

and network topology is illustrated in Fig. 2.3. Based on the network configura-
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Figure 2.2: Evolution of complex oscillations

tion and type of generation source, the emerging oscillations may be categorized
into low frequency , high frequency and complex oscillations. The low-frequency
oscillation emerges as a natural characteristic of the power grid and generally
varies between 0.1 Hz to 2.0 Hz. In between this range, both single-machine and
inter-area oscillations are widely witnessed by the system operators. In single
machine based oscillations, the periodic energy is exchanged with the network
at 0.1-1.5Hz by the control, prime-mover or excitation system of the generators
with the local network components. In contrast, the generation sources oscil-
lating against each other are generally reported for frequency modes of 1-2 Hz.
Generically, the left half of Fig.2.3 depicts the conclusive illustration of low fre-
quency oscillations. These mainly involve the exchange of energy between the

power network components and the dynamics of conventional generators such as
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excitation and prime mover control.

The nature of power networks is rapidly evolving with enormous penetration of
power converter dominated generation sources. The mechanism of network dis-
turbances and specifically nature of oscillations is getting complex as a result of
this evolution. This specifically stems from the evolution in operating technology
of these power sources as the topology of power converters and the switching
mechanism explicitly varies for the type of generation sources. For example, the
wind and solar when integrated into the power grid require an additional and
substantial quantity of passive components for stable grid operation. These gen-
eration sources in addition to the passive network components forms a complex
network involving inter-dependent controls explicitly reliant on the coordination
of the various generation sources in the network. For instance, the dynamic con-trol
of HVDC and VSCs often involves a fast current control loop in addition to the
voltage control loop that operates with a lower bandwidth. The varying nature of
such control mechanisms, in addition to the active/reactive power and PLL
control, responds indistinctively to the power network disturbances. The net-work
disturbances are here referred to as SSCI and SSR oscillations. Such types of
oscillations become inadvertently challenging and adopt a complex nature. This
complex nature usually stems as a consequence of distinct IBR’s converters
topology, control mechanism, and their interaction in the network when operating
condition changes [49]. The range of such oscillations is shown in the right half of
Fig.2.3, where the complex dynamics due to resonance, control, converters topol-
ogy and network filters lead to new high-frequency stability and resonance issues,
usually will be referred to as complex SSCI based oscillations in this thesis. The

bandwidth of complex oscillations is mix, thus it include sub-synchrnous
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(SubSR), super-synchronous (SupSR) and coupled frequencies in SubSR and
SupSR bandwidths. The SubSR modes are the SSCI frequencies at which the
IBRs or generation sources are exchanging the energy below the operating fre-
quency of the network. Similarly, the SupSR modes have the frequencies above
system nominal frequency and they may sometimes coupled with the SubSR
modes. The origin of frequency coupling and complex SSCI is not intact, how-
ever the recent studies reveal their origination as a consequence of variation in
control mechanisms, dynamic interaction between power network components
and IBRs-based generation sources and explicit variation in the operating condi-
tions of the IBRs-dominated power network leading to subsequent alteration in

the network topology.

_ " Impedance and
Prime Mover Control . Fgesonance
Excitation
Control /< Complex Oscillations

MMC HVDC and VSC
Fast and Slow Control

DC-Link PLL Active/Passive
Control Filters
st Grid P Q Control " Current Control
Control
0.01 0.1 10 100 1,000 10,000
Frequency / Hz

<«—Low Frequency Oscillations——»<«——————High Frequency Oscillations———»

Figure 2.3: Overview of power network components and contribution to types of
oscillations
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2.4 Methods for Evaluation of System Oscilla-
tions

The oscillations in a power network can be classified into two basic categories
i.e. The time and frequency analysis based methods. The time domain method is
normally referred to as the modal analysis and is the most frequently used method
for oscillations with known modes. However, if the modes of the oscillations are
different from complex oscillations, the modal analysis prevails significant lim-
itations, to be discussed in the later sections. The frequency domain methods
normally includes the Damping Torque Analysis (DTA), complex torque analy-
sis, and impedance model analysis. At this stage, only the basic methods are

discussed.

2.4.1 Modal Analysis

Considering a power system, where the state (X) of the system are represented
by different dynamics such as, angle (J;) and speed (w;) etc of SG in a system.
This system can be represented as,

:b:f(x,y,u) (2.1)

Z = g(z,y,u)

This set of systems can be linearized and represented with a MIMO system as,

X =AX+BU
(2.2)

Y =CX+DU
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Where, X € R™ ! is the vector of state variables, U € R™*! is the control vector,
normally referred as the inputs of the system, and the output vector is denoted
by U € R"™! In addition, the matrix representing the states of the system
obtained at normalized and equilibrium point is A € R"*", B € R™*™ represent
the control matrix, C € R™*! is the output matrix, while D € R'™™ represent the
forward matrix obtained at chosen inputs and the equilibrium point, respectively.

Consequently, the system transfer function matrix can be written as,

H(s)=C(sI-A)"'B+D (2.3)

Where, I, € R™ " represent an identity matrix.
The deterministic information about the system equilibrium point is synthesized

through the characteristic equation obtained as,

det|A — \I| =0 (2.4)

The solution of the characteristic equation in (2.4) for a system matrix A char-
acterized at a specific equilibrium point provides the eigenvalues \;. The \; will
be either the real or complex conjugate value, representing the system state, nor-
mally referred to as the modes. For the system matrix A, the left and right
eigenvector provides insights on the stability and can be obtained as,

Av; = \v;

(2.5)
AWiT = )\iWiT
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Where, v; & w; are any non-zero vectors, representing left and right eigenvectors;
respectively. The modal matrix for the corresponding left and right eigenvectors

can be written as,

V=[v;...v,] and, WT =[W;T... W,;T] (2.6)

Using this, the stability of the power system can be illustrated as,

forall i...n,{ = NG + (WB), U, with;

(2.7)
(WB); — i""of(WB);
The general solution for (2.7) in terms of eigenvalues can be written as,

The (2.8) provides the solution for the system matrix A such that the stability of
the system is prevailed by the number and location of eigenvalues. If o; € R, there
are no oscillatory modes in the system. If ); is a conjugate value, this corresponds

to the oscillatory modes. From (2.8), following relation can be interpreted,

Mode: \; = 0; + jw;

Frequency of modes: = il (2.9)
2

o] 0;

Y _\/03 + 1w?

This means that, if the eigenvalues for A are on the left-hand side of the complex

Damping: = (; =

plane, the system is stable. If the eigenvalues for A are on the right-hand side
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of the complex plane, the system is unstable. Any values on both sides of the
complex plane determine the marginal stability of the system and vice versa.
From (2.6) and (2.7), for any i*" oscillatory mode, the v;; and wj; are the element
of vi € R™! and w; € R™! in the j** and i*", rows; respectively. From this,
the association of the j¥ state variable with the " oscillatory mode can be

determined by the participation factor as follows,

PFj = M (2.10)
> iet [vjiwil
Using (2.6) and (2.7), the decomposed model of the original system as represented
in (2.2) can obtained. This denote the equivalent transformation by letting Z as
a new state variable vector and equivalent of (2.2) can be written as,
Z=AX+WT'BU

(2.11)
Y = CVZ+DU

Where, A = diag()\;) € C™*" and can be shown that V and W are orthogonal.

From (2.11), it can be observed that the transformation does not affect the sta-
bility of the original system. Therefore, using (2.7), the decomposed model of
the system can be obtained as shown in Fig.2.4 and the residue matrix can be

obtained as follows.

R =BCVWT (2.12)

The obtained residue matrix refers to the conventional method that can be mod-

ified and used in positive and negative feedback loops to tune and modify the
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eigenvalues of the system and the corresponding poles of the system can be molded

towards the right half plane.
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Figure 2.4: Representation of system space model through block diagrams of
modal decomposition

2.4.2 Damping Torque Analysis

The DTA method is considered to be a valuable tool for assessing the damping
stability of the system . The method is tailored for a single-machine infinite
bus power system and has proven its feasibility for low-frequency oscillations
concerned with single-machine networks. The mechanism is applied by measuring

overall torque contribution from the network stabalizers such as PSS or Flexible
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Figure 2.5: Representation of single machine VSC connection as PSS with AC
system

AC Transmissions (FACTs) devices, and their overall impact on mitigating the
oscillations are analyzed.
Considering a single machine network as shown in Fig.2.5, the (2.2) can be written

for such network as [50],

AS 0 wl 0 AS 0
Aw| = Agl A22 A23 Aw | + B2 Ud (213)
AZ Ag Az Ass| |AZ B

Where, the system states are XT = [Ad Aw AZ] showing the power angle, gen-
erator speed and state variables of the VSC and generators, respectively. Uy is
the control input representing the deviations in the Y vectors and adjusting it
using the compensator K (s). Thus this can be written as Uy = K (s)AY, where
K (s) is the transfer function of compensation control tuned for specific A; at w;.

Thus, the input of the system can be a complementary damping controller, which

37



Chapter 2. Complex Oscillations in IBR-Dominated Networks

can be written as,

AY = C(s)[Ad Aw AZ]" (2.14)

The process of DTA is generalized in Fig.2.6. Where C(s) refers to the transfer
function of the second-order SSO system. The AX denotes the states of the
power system changing due to SSO event and k(s) is the compensation provided
if the SSO is triggered. The status of the SSO and its risk can be determined
from the system frequency.

Let wsso = 27 fss0, Where fqs, be the frequency of SSO in the system, the system

transfer function as a function of SSO frequency can be written as,

A‘Xv(j"dsso) = [AX(jwsso)] +3 [AX(jwsso)] (215)

The symbols & denote the real and imaginary parts of the complex plane ob-
tained for (2.15). From (2.15), the positive value of & part indicates a stable
system and no risk of SSO, while S[AX (jwsso)] < 0 indicates the SSO associ-
ated with SSO components. It should be noted that the DTA approach requires
prior information on the SSO frequency modes, so the compensator (k(s)) can
be tuned accordingly and the SSO can be mitigated. Therefore, the accuracy
of the approach is highly dependent on the estimation of frequency modes in
the SSO event. In addition to that, the transition of DTA to a larger network
encompassing a multi-machine power system introduces considerable complexity.
Even in scenarios as straightforward as examining power oscillations along spe-
cific transmission lines like tie lines, the extended application of DTA presents
challenges. This complexity stems from the necessity to consider contributions

from numerous generators, thus magnifying the intricacy of DTA when applied
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Figure 2.6: Block diagram of damping torque analysis approach

within multi-machine power systems.

2.4.3 Impedance Modal Analysis

The impedance model-based analysis has been widely used to assess the stability

of the power network. The approach is generally used by simplifying the ag-

gregated impedance of t wo sub-systems connected at any node in t he network. An
example of such a system is illustrated in Fig.2.7a, where an aggregated and
simplified W'G is connected with a weak AC grid through the transmission line.
This network model is deduced to an interconnected and simplified model as
displayed in Fig.2.7b. For instance, Z,, is the transfer function of the WTG system
representing the key relations associated with SSR and SSCI. Whereas, Z is the
transfer function of the rest of the power system. This configuration provides a
simplified yet adequate representation of the interconnected system for
determining the nodal voltage (Av;) and current (Ai;) with SSCI and SSR modes.

The nodes (i, j) represent the point of common coupling (PCC) where
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the WTG and the rest of the power network are connected. For instance, the

simplified relation for voltage and current can be deduced for a single node from
Fig.2.7c as,

AV = Zy(s)Ai (2.16)
AT = Yg(s)AV (2.17)

Where, Yg(s) = 2. Using (2.16) and (2.17), any SSR/SSCI modes can be ex-

Za(s)"

amined using frequency spectrum analysis such that the obtained measurements
qualify the Nyquist criteria for assessing the modes of interest. Once the SS-
R/SSCI modes are obtained from the voltage and currents obtained at PCC, the
impedance of the rest of the network and WTGs (source) can be examined at that
particular frequency. The generalized characteristic equation for the impedance

can be obtained from Fig.2.8 as,

Therefore, the relation in (2.18) at a given frequency can be utilised to evaluate
the system’s stability. It is worth emphasising that frequency assessment plays
a crucial role in identifying the precise modes, since both the impedance and
stability of the system are directly dependent on them. At this stage, it becomes
clear that a single-generator mechanism is no longer sufficient. Hence, an adaptive
impedance model is needed, as multiple generation units with diverse control

strategies are now involved.
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2.5 Existing Methods of Detection

It is well known that stability of the power system, specifically related to the gen-
eration sources has been critically analyzed with well established methods, such
as DTA and modal analysis [51,52]. These approaches are also frequently adopted
to analyze the risk of oscillations in the power networks. However, these methods
have limitations such as either identifying the stability points for a single oper-
ating point or only applicable for stationary and very low frequency oscillations.
The intermittency and randomness of REs cause significant variations in the oper-
ating conditions of the power system. Therefore, this becomes critically challeng-
ing to model the network for all operating conditions and subsequently analyze
the system for oscillation modes with respect to different operating conditions.
In addition to that, the oscillations related to the power converter-based sources
exhibit non-stationary and time-varying frequency modes. Therefore, detection
approaches utilizing existing tools which explicitly rely on the synchro-phasors
make it explicitly challenging to obtain information about these oscillations and
design the detection and mitigation approach for convenient damping. This is
mainly because the synchrophasor-based approaches explicitly rely on the esti-
mation of parameters based on the fundamental frequency and its integral com-
ponents. Conversely, a high bandwidth approach independent of estimating the
fundamental components is required to identify the specific modes in the power
network and with the highest accuracy. This section provides a brief summary
of the methods proposed in the literature to estimate the modes of oscillations
using i) SPMUs and WAMS, and ii) SWMUs and the monitoring framework. In

summary, the emphasis is provided on the adoption of the SWMUs and their
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applicability in the modern network based on the state-of-the-art and identified

literature.

2.5.1 SPMUs and Application for Oscillations Detection

The synchrophasor has been widely adopted for power system applications such
as dynamic monitoring, fault detection and control of large-scale power networks.
The synchrophasor are nothing but estimated phasors at each node of the network
synchronized widely to each other through well-known methods such as Global
Navigation Satellite System (GNSS), Precision Time Protocol (PTC), or Network
Time Protocol (NTC) etc. The PMUs adopting this technology are integrated
to central Phasor Data Concentrators (PDC) through the mentioned communi-
cation protocols.One typical example of such configuration for a power network
is illustrated in Fig.2.9. Another definition for such configuration is mainly at-
tributed to WAMS, widely reported for applications such as dynamic monitoring,
control, and modeling of large-scale power networks [16-18].

The application of synchrophasor technology for low-frequency oscillations de-
tection [53], predication in wind power system [54], and deriving appropriate
damping control [55] based on such monitoring system is well elaborated in the lit-
erature. Similarly, reports have demonstrated that synchrophasor-based WAMS,
utilizing PDC, can effectively extract nominal characteristics of SSR as discussed
in [56-58]. However, it is worth highlighting that the reported mechanism of
estimating phasors is explicitly designed for estimating the fundamental compo-
nents i.e. 50/60Hz. Any other component received at the input of SPMU such
as inter-harmonics or super synchronous components is dealt with noise and is

treated as unfavorable, affecting the correct estimation of fundamental phasors.
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Many efforts are reported to eliminate the effect of harmonics/inter-harmonics
so that the fundamental components can be estimated precisely. A similar ap-
proach is proposed for a conventional DFT to estimate the fundamental phasors
in the presence of a wide range of frequency components referred to as noise
and inter-harmonics [59]. However, applications like these consider the oscilla-
tion modes as noise and are suppressed to achieve the output performance in
order to comply with the standards such as C37.118.1-2011 [60] and C37.118.1a-
2014 [61]. Usually, the information processed through such methods and received
at PDCs are further used for control actions associated with power network and
generation sources. Therefore, the key information of the specific components
is critically essential at each stage in order to ensure stability and reliability in
the network. It is noted that the standard reporting rate of PMUs ranges from
50/60 frames per second (fps) to 120 fps. However, challenges remain in con-
veying intrinsic information, as these approaches typically rely on filtering out
harmonic, interharmonic, and subsynchronous components. Therefore, in other
words, the filtering and limited reporting rates constrain the observability of oscil-
lations modes. These modes are significantly important to be estimated precisely

so that further localization and mitigation measures can be taken [62].

2.5.2 SWDMUs and their Application to Oscillation Detec-
tion

The transient conditions and disturbances which may cause discontinuous re-
porting of waveforms significantly deteriorate the reporting of phasors using

synchrophasor-based WAMS. This is mainly due to the limited reporting rate
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Figure 2.9: An example configuration of PMUs and PDC configuration for power
network applications

and associated algorithms estimating the phasors, thus limiting the overall ob-
servability of the network for disturbances and/or modes of oscillations requiring
wider bandwidth and precise sampling in order to report the accurate metrics of
the oscillations.

The recently developed synchrnozied waveform measurement units (SWMUs),
serve as valuable supplements for complex oscillations detection, localization and
mitigation. Unlike PMUs which have constraints like low observability, limited
reporting rate, dependence on filters, and latency, the SWMUs are high sampled
synchronized signals data with time stamps. The emerging technology is adopted
variously by different regions in the world foreseeing the potential of its applica-
tions.

Table 2.1 summarize the key regions where the SWMUs are adopted for difference

applications. For example, continuous Point-on-Wave (CPOW) measurement de-
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vices reported from USA and Synaptec interrogators in the United Kingdom
record continuous and synchronized waveform data [27,63]. In contrast, the other
regions uses the waveform data for event-triggered applications and only process
the data over a definite time period.

To meet the demand of modern power networks for enhanced observability against
complex disturbances in the network, different methodologies regarding process-
ing, storing, and transmitting SWUMs are extensively discussed in [64,65]. The
major contributions are the academic community which has focused particularly
on data pre-processing and storage techniques. For instance, [66] provides a
resampling technique that employs filters, d esigned w ith w indow f unctions to

accommodate varying sampling frequencies under different p ower system condi-

tions, thereby optimizing storage efficiency. In [67], a SWMU capable of adap-
tively sampling synchronized waveform data at frequencies from 0.8 kHz to 12.8
kHz is introduced, applying higher sampling rates during transient states. Other
resampling techniques, including B-spline interpolation [68], the Farrow struc-
ture [69], [70], polyphase FIR filters [ 71], and b andpass s ampling [ 72], are also

discussed for waveform resampling applications.

To distinguish between transient and steady-state conditions and adapt sampling
frequencies accordingly, waveform discontinuity detection methods are essential.
For example, [73] uses waveform similarity metrics to achieve this. Addition-
ally, [74] introduces an adaptive sub-band compression technique for streaming
synchronized waveform data, while [75] presents slipstream, a lossless compression
method for such data. These techniques significantly reduce t he communication
and storage requirements for managing synchronized waveform data.

Similar to the WAMS, where synchro-phasors are integrated at PDC and the
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Table 2.1: SWMUs and their Origin

Country Device

Canada Waveform measurement Unit [64, 65]

United Kingdom CPOW device by Synaptec [27]

China Synchronized waveform measurement device [67]
America CPOW device [63]

PDC network is used for determining the power network operation, the SWMUs
can be also integrated and utilized for the WAMS with higher observability and
reduced constraints. Therefore, the waveform measurements collected by SWMUs
are transmitted to the main station for various power system operation applica-
tions. The typical applications of SWMUs based WAMS system for the detection
of power network oscillations are proposed in [76]. The proposed method leverage
the synchronized waveform data typically available at both ends of the transmis-
sion line and uses an analytical approach to derive the parameters of the SSR
event. However, this type of approach is only applicable to SSR which have
stationary frequency components over a definite window length. Similarly, an
effort to localize the source of SSR in power networks using SWMUs is reported
in [77,78]. It is important to note that SWMUs are not limited to oscillation moni-
toring but are also applicable to other aspects of power system operation requiring
extended observability. For instance, the authors in [79] propose a SWMU-based
approach for situational awareness against high-frequency events in the distribu-
tion network. Similarly, the SWMUs based optimized high-sampled data obtained
from different nodes of the power network is utilized to obtain the signatures for
different events. These signatures are used for machine learning algorithms to

train and identify the corresponding disturbance in the network [80,81].
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2.5.3 Open Challenges and Research Direction

Although, there has been rapid and rigorous work demonstrated on the SWMUs
and phasors based WAMS in recent years, however, the identification and local-
ization of complex oscillations remain open challenges, particularly with respect
to defining and characterizing their fundamental nature. The question mainly
stems from the latest developments in the control mechanism of IBRs and the
penetration of power networks with the latest technology. Therefore, considering
complex oscillation phenomena where the oscillation’s frequency ranges widely
from several Hz to kHz including the interharmonic components [82], it becomes
explicitly challenging for phasors-based WAMS to detect these modes. This is
because the observation window needs to be explicitly adaptive to accommodate
all the frequency components. Therefore, this becomes explicitly challenging to
optimize the window length for the oscillations modes varying rigorously with the
operating conditions. The window length is one, but the other factors such as
filters and their affect can be another research challenge to optimize the PMUs
based WAMS for enhanced observability of network oscillations with complex
dynamics. Also, the SWMUs based method is proven to be promising for ful-
filling observability criteria, however the sampling rate would be higher and the
reporting rate may correspond to several kHz. This could lead to a jeopardizing
situation where handling such abundant data could become an open challenge.
However, there have been many methods widely available on the methodology
of sending compressed data to the central location and retrieving the accurate
information, specifically for SWMUs as reported in [83-85].

Furthermore, it is vital to analyze the power network in accordance with the

stability standards. It is widely known that the stability of a power network re-
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garding oscillations is analyzed with a small signal model of the system. However,
such cases are only applicable when the power network demonstrates its metrics
for single operating conditions. Therefore, it is extremely difficult to demonstrate
the stability of the network extremely penetrated with the IBRs of evolving tech-
nology and control mechanisms. An example of such cases is prominently the
UK electricity market where significant drift towards REs is the target leading
to explicit challenges such as integration of more inertial (GVA) resources etc as
reported in the UK national grid [86]. Such type of latest integration primarily
change the network topology and require significant alteration in the observabil-
ity of the power system for reporting significant and complex phenomenons such
as monitoring of wide-area complex oscillations [19]. Therefore, the limited ob-
servability constraints using PMUs-based WAMs make it significantly impossible
to derive and provide an adaptive mechanism that can identify the complex os-
cillations and their modes for varying operating conditions. As discussed, the
SWMUs based WAMS can be a significant approach for analyzing the system
stability based on the varying operating conditions and adopting the power sys-
tem operation according to those conditions [82]. Similarly, keeping in view the
constraints of small signal stability analysis, the impedance based approach can
be well adopted with precise information received through SWMUs-based WAMS
system and impedance-based criteria can be applied to determine the unstable

regions.
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2.6 Existing Methods for Oscillations Mitiga-
tion

Power network oscillations are considered to be serious threat against network
stability and reliability for modern power systems. Mainly, there exist numerous
approaches for mitigating the power network oscillations, however; majorly the
mitigation approaches can be categorized into system planning and operation,
control and protection phases.

The system planning phase play an important role in mitigating the power sys-
tem oscillations as the complex oscillations are mainly associated with the new
interconnection integrated into the system. Therefore, it is explicitly important
that the grid codes at the system planning level define stringent requirements
to ensure the mitigation of such phenomenons in the network [87]. An example
of this initiative can be learned from the UK and Australian energy markets,
where considerable focus is to enhance the short circuit level (SCL) and inertia of
the network. This is mainly motivated to be driven by the grid forming control
(GFM), explicitly known for its inherent capability of mitigating network oscilla-
tions. However, an emphasized should be placed further on studying the complex
oscillations and further amendments should be provided to enhance the stability
of the grid regarding such issues. This way, the generators at the planning level
can be bounded to provide a control mechanism able to suppress the networks
oscillations, and specifically the complex oscillations in the network.

Similarly, the same jurisdiction can be applied to operators in order to update the
mechanism in accordance with the evolution of the system topology and provide

sufficiently appropriate algorithms for detecting and identifying complex oscilla-
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tions in the network. The major contribution from an operational perspective
is considered in the layover of efficient algorithms; for example, if oscillations
emerge from a single wind farm (WF), the approach should be to localize and
isolate the generators causing the oscillations rather than shutting down the en-
tire WF. Conversely, the later approach can be integrated with the pre-installed
generators and the vendors can be advised to update the control system of the
pre-installed generators. However, this approach usually requires contract nego-
tiations, etc. Similarly, the protection relay compliant to the complex oscillations
need to be deployed by the generators and transmission owners for emergency
protection.

The planning of system and protection levels primarily involves deploying new
devices capable of injecting or absorbing power into the network to suppress or
damp oscillations or isolate specific areas. However, as the mechanisms behind
complex oscillations are predominantly associated with the control of generators
within the power system network, this discussion will focus specifically on the
active damping control mechanisms for asynchronous generators.

While the control methodology can be extended to other network components
such as STATCOMs and reactors, using these devices solely for mitigating SSCI
remains a costly approach [88]. Traditionally, the sources of complex oscilla-
tions in power networks have been attributed to asynchronous generators, which
predominantly utilize VSCs or CSCs to provide controllable outputs.

Among the various types of asynchronous generation, VSC-based systems
have been widely reported as significant contributors to power network oscilla-
tions, with wind generation systems being the most prominent sources of control-

induced oscillations. As grid codes evolve to address stability requirements, the
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control mechanisms of these sources are also undergoing changes, leading to a
notable increase in complex oscillations.

Therefore, this discussion will focus specifically on the control mechanisms of
WTGs, their contributions to SSCI phenomena, and current research trends in

addressing these challenges.

2.6.1 Control Mechanism of WTG

Conventionally, the type-3 and Type-4 wind turbine configurations ar e among
the most widely used for large-scale grid integration. Type-3 employs a doubly
fed induction generator (DFIG), which connects to the grid through a rotor-side
converter (RSC) and a grid-side converter (GSC). Fig.2.10 illustrate the example
of both types (type-3 and type-4) of WTGs based Wind Farms (WFs) connected
to the grid via series-compensated transmission lines, respectively. The generic
structure of the control is designed in the dg-axis reference frame. Generically,
the GSC of the type-3 WTG is involved with controlling the DC link and stator
terminal voltage. In contrast, the primary job of the RSC involves the
regulation of electrical torque and reactive power on the stator side. In a
nutshell, it is the WTG control system that actively indulges in the oscillations
of the network as-sociated with WFs. Meanwhile, these oscillations can be
mitigated significantly with different arrangements as proposed in [89]. Tt is
important to note that the regulation of variables in RSC and GSC control
primarily relies on propor-tional, integral, and derivative (PID) controllers.
Consequently, modifying their parameters and evaluating the response through
small-signal stability analysis has been shown to have a considerable impact on
damping the subsynchronous SSCI modes, as discussed in [90,91]. In addition to

that, the control loops in RSC 5
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Figure 2.10: (a) Type IV PMSG based WTG, (b) Type III DFIG based WTG

of the WTG for torque and reactive power control have a significant impact on the
escalation and deprivation of control based oscillations. It is shown that tuning
the parameters for such variables can significantly deduce the risk of oscillations
in the network [92]. Also, the authors in [93] propose an online approach where
the WTG control parameters are varied based on detected synchronous modes.
Other approaches considering the machine learning and stochastic approaches are
reported in [94], where the WTG parameters are varied systematically to avoid
the synchronous resonance in the network. Similarly, the response time of the
controller is considered to have a significant impact on damping the SSCI based
oscillations. A similar approach is being proposed by the authors in [95] where
the rise time of controller is varied to improve the performance and mitigate the
SSCI. It is incredibly acknowledged that control parameters have a considerable
impact, however, all these reported methods haven’t provided any reference to

the relevance of satisfying the grid compliance for dynamics conditions such low

voltage ride through (LVRT), high voltage ride through (HVRT) and stability for
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multiple fault events.

2.6.2 Modification in GSC Control

The structure and topology of the GSC in DFIG mimic the behavior of shunt-
connected VSC. Thus, it provides an inherent capability of providing extra damp-
ing through appropriate control mechanisms and providing as similar behavior
as a STATCOM [96]. Though the control modification in the GSC can provide
extra damping, however, the overall stability cannot be guaranteed after system
coupling. Similar approaches are reported in [30,97] by proposing an extra damp-
ing control loop to modify the voltage control loop for stator voltage on GSC of
WTG. This is illustrated in Fig.2.11a, where the reference for the current con-
trol loop is modified by providing an additive damping control signal into the
error generated by the stator voltage at GSC of the WTG. Conventionally, such
modifications are only applicable for converters controls tuned at a single and
specific oscillation mode. Therefore, to provide an extra flexibility for oscillation
modes of different frequency range, multichannel damping controls are proposed
in [98,99] as shown in Fig.2.11b. The main purpose of such an approach is steadily
dependent on the system stability analysis and single operating condition. The
control methodology is dependent on the pre-defined oscillation mode, and inject
anti-phase current for that specific mode to damp the oscillation. Similarly, a
reduced order state feedback control employing an arbitary gain and high pass
filter is proposed by [8] and the modification can be observed in Fig.2.11c. The
method also employ an LQR state observer estimating the state variable and
adjust the output based on the deviations in the input reference as shown in

Fig.2.11c. However, such type of methods are explicitly dependent on the sys-
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tem states requiring appropriate model reduction and making it mathematically
complex to implement for a large-scale wind power systems.

It is important to highlight that the GSC control and its modification offer great
flexibility for providing active damping control to mitigate the oscillations, how-
ever, the GSC provide limited flexibility in terms of changes for complex oscil-
lations. The reason is twofold, firstly, the modifications are applicable for the
stator voltage control loop and secondly, the damping capability is limited to a

certain value of the nominal capacity [5].

2.6.3 Modification in RSC Control

Similar to the GSC control, the RSC control plays a pivotal role in the stability
of the system and oscillations damping. The mechanism of modifying the RSC
control provide similar behavior as damping stabilizers added into the excita-
tion system of the conventional turbo generators. This is mainly achieved by
increasing the damping at each oscillation frequency band and so the dynamic
stability of the generator as well as the network can be improved. Similar to this
mechanism, the RSC impedance can be modified using an appropriate control
mechanism and thus understood as ”virtual impedance” to the grid adding extra
resistance at the oscillations frequency and ensuring the stability [100].

The basic configuration of RSC control is illustrated in Fig. 2.12 where it plays
a crucial role in the stability of the DFIG-based wind farm systems. In fact, the
inner control loops designed to regulate the active and reactive power play a sig-
nificant role in characterizing the oscillations specifically the SSCI-driven complex
oscillations. The effective part of the impedance (resistance) comparing to the

grid at the point of interface (POI) can be enhanced by amending the inner con-
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Figure 2.11: a) GSC g-axis loop modification with damping control, b) multi-
channel frequency damping control with modifications in ¢ — axis voltage and
current loops, ¢) state-feedback controller utilizing LQR as state observer.

trol loop at RSC. In fact, one approach is where a supplementary control signal
is added into the voltage control to provide stabilize output for any deviations in

the output caused by the oscillations [92,100]. Similarly, a subsynchronous damp-
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Figure 2.12: RSC control of DFIG

ing control is proposed in [13] where an optimal LQR control is used as a state
observer for the locally available stator and rotor currents in the dq0-axis. The
actual mechanism is proposed for the GSC stator voltage control and post-study
analysis shows that the performance could have been enhanced if the observers
are adopted for the output voltage loops in the RSC control. Additionally, filters
based approaches are most frequently reported in the literature for damping the
sub-synchronous and control induced oscillations [11,31]. This include adding
filters tuned at specific oscillation frequencies to the output of the voltage control
loop driving the control input for the RSC control. A typical example of such
an approach is illustrated in Fig.2.13 [11]. Typically, a bandpass filter is paired
with a lead-lag compensator to generate an additional compensation signal cor-
responding to the filtered oscillation signal. The lead-lag compensator provides

an anti-phase compensation to adjust the output signal and consequently provide
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Figure 2.13: Band pass filters with lead-leg compensator for oscillations damping

active damping against oscillations. Similarly, a bandstop filter (BSF) based ap-
proach is proposed by the authors in [12], where the filters are specifically tuned
to eliminate the subsynchronous components in the input signal. This approach is
simple and require an optimal placement of the notch filters on the dg-transformed
current loops. Several studies are reported in the literature regarding the opti-
mal placement of notch filters as provided in [12,29], thus suggesting its optimal
placement in the d-axis inner controller providing control input as output voltage
as illustrated in Fig.2.14. While the proposed methods are straightforward and
cost-effective, as they do not require additional hardware resources or depend on
system states, their applicability is limited to systems with a known oscillation
frequency. SSCl-induced complex oscillations are heavily influenced by factors
such as control mechanisms, network strength, operating conditions, and vari-

ability in constraints for intermittent power sources (VSC/CSC-based systems).
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for RSC

Consequently, the oscillation frequency can vary within the same network under
different operating conditions, making it particularly challenging to effectively
deploy such filters in networks with dynamic operating conditions. Other ap-
proaches used for damping the SSCI include the partial feedback linearization
(PFL) as reported in [9] and H-infinity based control given in [10]. These nonlin-
ear control approaches provide significantly improved performance for different
dynamic conditions, however, the performance of such is rigorously dependent on
the system dynamics and its states. Non-linear control approaches that rely on
optimization-based solutions often demand a deep understanding of mathemat-
ics for successful implementation, as well as an accurate model of the system to
be controlled. It is crucial to note that the resulting controller is optimal only
with respect to the defined cost function and may not align with conventional
performance metrics, such as settling time or energy efficiency. Additionally,
these methods typically struggle to handle non-linear constraints, such as satu-

ration, effectively. Also, non-linear constraints such as saturation are generally
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not well-handled [101].

2.6.4 Open Challenges

A diverse range of SSCI control strategies has been reviewed in the literature, yet
several challenges remain in developing effective and practical mitigation tech-
niques:

Limited Access to WG Models: Most wind generator (WG) models are
either inaccessible due to commercial confidentiality or insufficiently developed
because of a lack of standardization and validation [102,103]. This limitation
prevents transmission system operators, utilities, and engineers from conducting
subsynchronous studies during the planning stages.

Simplified Model Assumptions: For simplicity, simulation studies often
assume that hundreds of WGs in a wind farm are identical and connected to a
common bus. In reality, WFs may consist of diverse WG types and wind turbine
control (WTC) strategies across various locations. As a result, the actual SSCI
mitigation performance may differ significantly from the results obtained using
these simplified models.

Lack of Practical Solutions: Most SSCI damping techniques discussed
in the literature are theoretical and not tailored for practical implementation.
There is an urgent need for straightforward strategies that can be easily applied
in real-world systems.

Time-Varying Oscillation Frequency: SSCI oscillation frequencies vary
over time, making it essential for mitigation schemes to account for this dy-
namic behavior. While some recent studies focus on tracking sub- and/or super-

synchronous frequency components dynamically [104], [105], [106], challenges
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persist in simultaneously tracking fundamental and multiple sub- and super-
synchronous components. Few studies have addressed the time-varying frequency
aspect, which is critical for practical SSCI suppression techniques like adaptive
filtering.

Dependence on Operating Conditions: SSCI is a global phenomenon
influenced by factors such as the number of WGs in service, wind speed variations,
and network topology changes. Mitigation strategies must be robust and capable
of operating effectively across a broad spectrum of system conditions.

Addressing these challenges is essential to develop SSCI damping solutions

that are both reliable and applicable in real-world scenarios.

2.7 Summary

This chapter provides the formulation of complex SSCI beginning with a thorough
exploration of the evolution of oscillations within power networks. The chapter
also deep dives into a detailed examination of how oscillations develop and propa-
gate. To provide a precise assessment, the quantification of these oscillations and
the emergence of complex SSCI are compared against the latest advancements in
the field, as documented in the state-of-the-art literature.

A comprehensive analysis is conducted to reach a consensus on the involve-
ment of various participants in initiating complex SSCI and the necessary ob-
servability bandwidth. This involves a comparative study of existing literature
to summarize the key findings and agreements in the field. Following this, an ex-
tensive review of system analysis methods for detecting oscillations is presented.

This review includes a detailed examination of various detection methodologies,
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evaluating their effectiveness and applicability in different scenarios.

Additionally, the analysis emphasizes an alternative approach that addresses
the limitations posed by constrained observability. This approach aims to over-
come these barriers, providing a more robust framework for monitoring and con-
trolling oscillations.

Finally, the document lays a strong foundation by reviewing specific literature
focused on the mitigation of oscillations within the network. It identifies and
discusses the open challenges related to the detection, localization, and mitigation
of these oscillations, offering insights into potential solutions and future research

directions.
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Chapter 3

System Modeling and

Quantification of Oscillations

The IBRs dominated networks are of significant concern as improper modeling of
the converter and tuning of the control system along with varying operating con-
ditions can lead to the risk of complex oscillations. The dominant modes of SSO
such as i.e. sub/super synchronous modes are specifically related to the dynamic
conditions of IBRs connected to a weak grid network. Previously, a weak grid
dominated by WTGs has been extensively studied in [107]. The study suggest
that the dominance of IBRs in such grids effectively leads to the instability of
the network. Similarly, the effect of PLL, which is widely adopted for control-
ling these IBRs, may destabilize the network if the parameters are not tuned
correctly. The similar research is proposed in [108], emphasizing on the impor-
tance of PLL and arbitrary setting of the parameters in grid-connected WTG.
Moreover, the effect of a faster control loop for current control and slow voltage
control for DC bus has also shown key potentials of instability, if not configured

correctly [109,110]. Therefore, this chapter analytically examines the effect of
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these three factors on the grid-connected Wind Power Plant (WPP) and explains
how these factors play a key role in amplifying the SSOs and destabilizing the
power network. This is pursued with detailed mathematical analysis and deriva-
tion of the sufficient stability conditions for a grid connected WPP constituted
by Type3/Typed WTGs.

Therefore; firstly, a detailed full-order model of the WTG is derived. Then,
the model is simplified to obtain a reduced-order model of the grid-connected
WTG to reflect the effect of PLL, and control loops involved in current and DC
bus voltage control, respectively. The respective mathematical models are used to
establish the stability criteria and provide the necessary conditions for which the
violation leads to the occurrence of the SSO. Finally, a detailed analysis explains
the effect of these three terms, where violating the stability conditions leads to
complex SSOs.

Finally, putting these as a foundational argument for the escalation of complex
oscillations, effective methods are proposed in next chapter covering the essential

requirements to detect and localize complex SSOs in IBRs dominated networks.

3.1 Modelling of the DFIG

The detailed model of the DFIG connected to a series compensated transmission
line is shown in Fig. 3.1. The converter mainly include the Dual-fed Induction
Generator (DFIG), the Grid Side Converter (GSC), the Rotor Side Converter
(RSC), the control system associated with GSC and RSC, and the phase loop
lock (PLL). In the following sections, the detailed model of DFIG is established

from the linearized model of aformentioned components associated with the grid
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Figure 3.1: Detailed model of the DFIG, representing RSC and GSC voltage,
current, and respective control

connected DFIG.

3.1.1 The Induction Generator

The DFIG equivalent model can be illustrated in the in Fig. 3.2. Representing
the rotor side voltage with v, and stator side voltage with v4, the dynamics of

the induction generator (IG) for an arbitrary speed w can be written as,

d
vy = Rl + Egﬁs + Jwips (31)

d
v = R, I + %Qbr + j(w - wr>wr (32)

The flux linkages with respect to the stator and rotor side converter as provided

in Fig.3.2 can be written as,
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Figure 3.2: Equivalent circuit of the DFIG representing the stator and rotor side
voltage and flux linkage

¢s = LsIs + LmIr (33)
by = Ly + Lo 1, (3.4)

The DFIG-based WTG is strongly coupled with the grid through stator windings,
therefore; to illustrate the dynamics due to this strong coupling, (3.1) can be
amended by putting (3.3) and (3.2) by using (3.4) as given in details in [111].
Using mathematical manipulation, the equation for flux linkage on the stator side

can be written as,

d
_¢ds = WRs]ds + wugs + W%D s
a ¢ (3.5)

%qu = WRqus + Wlqs — wwds
where vgs and v represent the stator side voltage; 145 and 145 stator side flux;
and Igs, Iys stator side current in the d and q reference frame, receptively; w is

the synchronous speed; and R, represent the resistance of the stator windings.

Similarly, the equation for the rotor side windings of the induction generator
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can be written as,

%wdr = W(Rldr + Udr) +w (1 - er) ¢Qr

%wqr = w(Rly + V) — w (1 — wr1) Yar

(3.6)

In this context, vq, and vy, represent the d and ¢ components of voltage, while
Yar and g denote the d and ¢ components of flux on the rotor side. Similarly,
I4, and [, are the d and ¢ components of current in the rotor windings of the
induction generator. Additionally, w, is the angular speed of the high-speed shaft
in the two-mass shaft system, and R, is the resistance of the rotor windings.

Similarly, the flux of the stator and rotor in the d — ¢ domain can be written

as,

wds - _Xs]ds - Xmldr

ws:_Xs[s_Xm[r
g g q (3.7)

wdr = _XrIdr - Xm[ds

¢qr = _Xr]qr - Xm-[qs

3
Where X, and X are the self-inductance of the stator and rotor windings, re-
spectively, while X, refers to the mutual inductance between the stator and rotor
side windings of the IG.

The two-mass rotational system of an induction generator comprises a high-
speed shaft and a low-speed shaft, linked by a gearbox. The equations governing

the motion of this two-shaft system are:
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I Lwn = kb — Te — (o (Wr1 — wr2) — Gawn

JrQ%WrZ = Tin — kmbr — (m (Wr2 — wi1) — Gratrg (3.8)

L0, = w (w2 — wi)
where, J;; and J» represent the constants of inertia for the low-speed and high-
speed shafts, respectively. Similarly, T}, and w2 denote the mechanical torque
and angular speed of the low-speed shaft, respectively. The k,, and (,, represent
the elastic and mutual damping coefficient between the high-speed and low-speed
shafts. Whereas, (5 and (;; refer to the self-damping coefficients of the high-speed
and low-speed shafts, respectively. The relative angular position of the low-speed
and high-speed shafts is denoted by 0, = 6.5 —6,;. Here, 6,; represents the angular
position of the high-speed shaft, and 6,5 represents the angular position of the
low-speed shaft. T, signifies the electromagnetic output torque of the induction

generator, which can be expressed as:

T, = X (IasIq — IgsIar) (3.9)

Similarly, the equation for the active power can be written as,

P, = vgrdgr + Uquqr (310>

Assuming AT, = 0 and linearizing (3.5) to (3.1),

AX; = A|AX, + B, Az, + b1 Avgs + baAvgg (3.11)

AP, = c{ AX; + ¢ Az,

where
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AXl = [A¢dsA¢qu¢drAwqrAwrlAwrQ Aer]T
T (3.12)
Az, = { Avgs Avge ]
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3.1.2 Dynamics of RSC and its Control
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Figure 3.3: Control block of the RSC in the DFIG based WTG

The configuration of the RSC control system is illustrated in Fig.3.3. The

current control inner loops regulate the d-axis and g-axis stator currents, Iq
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and [g, respectively. The outer loops manage the active and reactive power
outputs from the stator side of the induction generator, given as P, and (s,
respectively. The slip of the high-speed shaft of the induction generator is defined
as S;1 = 1 — wyp. The relation for the control inputs and outputs can be written

from Fig.3.3.

||
T o 5 o

sref — )

&IR
S,
=

S
[\

(3.14)
i3 eref )

Pz [drref Idr)

(P
2(Lgrres — Lgr)
(
(

\

where k; refers to the corresponding integral gains; while Py, Qgrer are the ref-
erence set points for the active and reactive power; and Iger, and Igyef are the
reference points for the current loops of ¢ and d axis respectively.

Further to ease the simplification, the relation for the rotor side current in the

d — g domain can be obtained as,

Iqsref =T+ kpl( sref — Ps)
Idsref =x3+ k:pS(eref - Ps)

Similarly, for the rotor side,

| X,
Ygrref = —~, dgsref
Xm

s = — o Vg
drref — T, ddsref —
Xm Xm

and similarly, the rotor side voltage equations can be written as,

X72n Srle
Vgrref = _kp2<Iquef - ]q'r) — T2 — Srl(Xr'r - X ]dr) X.v
s slgs
X

\Udrref = _kp4(~[dr7"ef - Idr) — Tqq + Srl(er - Y)Iqr
(3.15)
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where Ky, kpo, kps, and kps are the constant proportional gains; Iyger and Tgger
are the reference points for stator currents in d — ¢ domain; vqprer and Ve are
the reference values for the control inputs managing the RSC voltage in d — ¢
domain, respectively.

Similarly, the active and reactive power can be written as,

Ps = qu[qs + Uds[ds
(3.16)

Qs = qujds + vdqus

The linearization of the equation (3.14)-(3.16) with assumption that APy =0
and AQg,.r = 0, we obtain,
AXQ = AQAXQ + BQAXl -+ bgAUds + b4A'UdS (3 17)
Azl = ClAXQ + CQAX.l + CgAVdS + C4AVdS

The output of the constituting matrix can be determined using,

T
AXy = | Azy Azy Azs Azxy )

“keXs 0 0 0

Xm

z
||

0 0 =X g
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While, AX; and Az, are defined from (3.11).

3.1.3 Dynamics of GSC and its Control

It is important to note that this thesis emphasize only on the explicit effect of
RSC dynamics, its control, and the associated PLL in alliance with the complex
SSO modes. The GSC derivations are only provided to facilitate the modeling
of DFIG for grid-connected applications. Therefore, the dynamics equations are
included in this section and further derivations related to the mechanical con-
straints can be obtained from [112]. It is important to note that, the GSC of
the WTG regulates the DC bus voltage, mainly based on the DC voltage control
loop operating at a bandwidth of 1/10™ times slower comparatively to the cur-
rent control loops. Therefore, to facilitate the derivations, the voltage across the

filter having reactance Xy can be written as,

7 Wwvd,DC WVYs

Id,DC — —f__i_‘_(][q?DC (3 18)
r WVq,DC WUqs

Iq,DC — Q_f _ _‘; _(’Id,DC
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Where, vy pc and vy pe refer to the voltage on the GSC converter in the d — ¢
axis, respectively.
From Fig.3.4, the relation for the voltage across the bus capacitor (vg4.) can

be written as,

dvdc
Cvge—— = P. — P, 3.19
Uq dt 1 ( )

Where C' denotes the capacitance of the bus, P, is rotor active power output and

P, is the power injected into the GSC. This can be expressed as,

Py = Vapclapc + vgpclqpe (3.20)

Similarly, the relation for the control outputs can be written as,

I40C vt = kps (UDCret — VapC) + T3
Vg,DCret = kp6 (Igpcret — IqpC) + T6 + vgs + Xelape (3.21)

Va,pCref = kpr (Lapcret — lapc) + 27 + vas — X¢ly Doy

Where, kps, kps, and k7 are the proportional control gains, and vpcyef, Ig,pCref,
Iapcres are the DC side voltage, ¢ — axis and d — awis reference currents. The

linearization of (3.18) - (3.21) provide us with,

X3 = A3AX;3 + bsAvgg + bgAvg + b AP, (3.22)
Where,
A}(3 = A]d,DC A]q,DC AUd,DC Al’5 AZE(; Al”;

While the rest of the parameters can be obtained by solving using the linearization
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of the equation and mathematical manipulation for AX.

E l4q Control Loop Vs
k | k #
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Voc, ref - Tv lg, DC ref | + P +% + Y+
I
T"' kis §+ N ki | TA f’
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Figure 3.4: Configuration of the DC voltage control loop of DFIG

3.1.4 The dynamics of Phase Locked Loop

Typically, the PLL for a DFIG aligns its d — q coordinate system’s d-axis with the
direction of the stator flux. When neglecting resistance, the flux lags behind the
terminal voltage of the DFIG by 90°. Consequently, the direction of the DFIG
terminal voltage corresponds to the g-axis. The PLL is designed to track the
phase of the terminal voltage, aligning it with the g-axis of the d — ¢ coordinate
system of the DFIG, as illustrated in Fig.3.5. The linearized model of the PLL

for grid-connected DFIG can be obtained as,

AX, = A4AX, + bgAv, + byAv, (3.23)
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|
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|
\\ | ev
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Figure 3.5: d— q transformation and vectors distribution in the rotating reference
frame

where vZ0 = v, + jV,, and refers to the stator’s terminal voltage in the DFIG,

expressed in the z — y coordinate as;

T
AXy = { Az, Af, ]

ki Uz
0 —kwv s e
Ad4 = ab8 = & ab9 = &
1 _kpv _PT“y PT”Z

The relation for current in the x — y coordinates can be written as,

I, I Lgs
= [sin 6, cos 6, — cos O, sin 6, R I
I, Iypc I
- (3.24)
Vds ‘/r
= [sinf, — cos b, cos O, sin 0,
Vs Vy

Linearizing the expression given in (3.24) gives us,

79



Chapter 3. System Modeling and Quantification of Oscillations

Al, cosfy,y —siné Iipc I
_ pO p0 0 0 Aep
A[y sin on COS ng [q,DCO [SQ
sin epo COS ng AId,DC Afds
- +
—cos b,y sinby Al pc Al
Alypc AVEN
=p;Af, + P, +
Al pc Al
Avgs cosbyy sinby Uy sinf,p — cos by Av,
= A, +
Avgg —sinfy cos by Uy cosf,y  sinfy Awv,
Av,
:pgAep + P2
Av,

(3.25)

3.2 Quantification of Oscillations

This thesis only carries the mathematical analysis for the control loop operating
at a faster time scale. The control loops such as voltage control and dynamic
connected externally with the power plant control (PPC) mechanism are operated
significantly at lower bandwidth, and thus have less subsequent effect on the

complex SSCI.
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3.2.1 Dynamics of Inner Control Loops of the RSC in the

Current Timescale

From the current control inner loop of the RSC displayed in Fig.3.1, it can have
(s;1 = 1 — wy). Therefore, the relation for the voltage at the rotor side converter

can be written as,

= (e 22) Uy = 1) = (1 =) (X = 32 ) o (1 =0) R
X2 X,
= (o) g = F) = (1) (X, = 2 ) Lo (1= ) 30
ki Xi Xm
Var = (kp4 —+ _54) (Idrref — Idr) + (1 — W) (Xr — Y) [qr + (1 — w) X Vds

2

Xz X
= Hy(s) (Tarret — Lar) + (1 —w) (Xr - Z) Iy + (1 —w) zvs

(3.26)

Linearization of (3.26) provide us with,
Avdqr = Zl(S)A]dr ref —I— ZQ(S)AIqI— ref —f- Z3(S)A1dq + Z4Avsdq —f- Z5Aw

where the subsequent matrices can be written as,

T T T

AIqr = |: Iy, Iqr :| 7Avqs = |: Vds  Ugs :| aAvrq = |: Vdq Uqr :| )

—Hy(s) 0 Hy(s)  no
Zy(s) = ; Zs(s) = 1 Zs(s) =

0 —Hy(s) —no  Ha(s)
Sy am 0 - <Xr X ) Tyo—r — ™ Vd0—s

7z, = X VRS X;XS ) -

0 Srl% <Xr - Tr:) IdO—r TI:VqO—s
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Usually, the transients due to magnetic linkage in stator winding are ignored such
that, %7,0(15 = %@/}S = 0. Based on this, the stator winding voltage equation can

be written as,

sts+vs+¢s:0
e (3.27)

Rs]qs + Vqs — Q7Z)ds =0
Using the equation derived for the stator winding flux in the early section, i.e.,

the d — ¢ components are taken and the relation for the current can be written

as,

o XmXs XmRs _ __Rs _ _X
las = = lar + 552 Lo — SipeVas X2+R2, Vas

(3.28)

_ _ XmRs _ XmXs Xs _ Ry
los = el — B le + 22V — x2pmz Vs

To ease the simplification, w;; is equal to w and the linearized equation for

the rotor’s winding voltage can be obtained as,

%Awdr = wR ALy + wAvg + w (1 — wyo) Aty — WhqroAw,

(3.29)
%A@qu = wR Al + wAvg — w (1 — wio) Athar + wWiharo Awy
Similarly, the rotor’s flux equation can be expressed in linearized form as,
Awdr = _XrAIdr - XmAIds
(3.30)

Athge = =X, ALy — XAl

and, the linearized version of (3.27), stator winding voltage can be manipu-
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lated and written as,

A[ds = X2+R2 A[drd + X2+R2 A]qr - X2+R2 AUds - X2+R2 Aqu (3 54)
A[qs = X2+R2 A[drd X2+);2 AI X2+R2 Avds - X2+R2 A'qu

Using (3.26), (3.28) (3.30), and (3.54), the relation for rotor side current in

d — q domain can be formulated as,

AIdr = Hdr(S)AIdrref — HqS(S)AUqS + der(s)Awr

(3.31)
AIqr = qu(s)AIqrref wqr( )Awr HdS<S)AUdS
where
Hy(s)
Hdr(s) o 1 { X2 Xs sr10X2 Rs
H4(8) - <Xs2ner§ — Xr> s+ XSTIFQ + Rr
r10XmRs
X2+R2
Has(s) = 1 [ X2,x2 r10X2 Rs
Hy(s) = <X§n+§§ - X) s+ 5o I
XmRs(quO+XmIdrO)
X2+ R2
der(s) = 1 [ X2X. $10X2 Re
Hy(s) — 5 (ﬁ—XJSJFW%zJFRr
. T 3.32
o e (3.32)
qr(S) - 1 X2 2 X, X R 8r10X%Rs H
w X2+R2 + S+ T + XSQJ’_RS + 2<S>
X2 RsIyo
X2+R2
qur<8) - 1 X%XS WsrlOX;?nRs
- |:_X52+R§ +Xr] S+ Rdr + W + HQ(S)
wsrl(Z)mes
Xs +Rs
Hsd(s) = 1 X%Xs X R UJsrlOXr2nRS H
> —m—i— r| S+ dr+W+ 2(3)
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3.2.2 Dynamics of Inner Control Loops of the GSC and

Output Filter in the Current Timescale

Extending the equations obtained in the previous section for the detailed model
of DFIG, GSC dynamics in the current timescale can be derived by considering
the equation derived for DC link converter. Therefore, the linearization of (3.18)
yields,

7 wAvg Do WAV
Alype = —x== — “*= + wAl pc

(3.33)

- wAvg DC wWAVgs
A[q,DC = )gf - qu — UJAI(LDC

From Fig.3.4 and using (3.18), the inner control loop of GSC with linearized

dynamics can be written as,

(

kig

AUq,DC = (kp6 + ?) (Alq,DCref — A[q,DCq) + A’qu + XfA[DC

= Hﬁ(S) (AIq’DCref — A[q,DC) + Avqs + XfA[dC

kiz

(3.34)
Avapc = (k;ﬂ + ?1) (Algperet — Alape) + Avgs + Xt Al po

= H7(s) (Alqperet — Alape) + Avgs + Xe Al pe

From (3.33) and using (3.34), the inner loop dynamics of the RSC including

the output filter can be expressed as:

wHG(s)
AL po = — 2268 Ap o H Al ore
DO = Xt wHa(s)  aporet a.0C(8)Al peres
wH7(s) (3.35)
Alipc = 0

Alipores = H. Alipcre
X1+ wHi(s) d,DCref a.pc(8)ALyperes
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3.3 Stability Criteria and Risk of Oscillations

3.3.1 Risk of Oscillations due to Dynamics of PLL

Unlike low-frequency oscillations or torsional oscillations in conventional wind
power systems, recent studies show that complex electromagnetic oscillations in
weak grids emerge due to SSCI between components of the weak grid and control
of IBRs [35]. The phenomenon is demonstrated by incidents reported in the
last decade [4], emerging primarily due to the employment of phase-locked loop
(PLL) and d-q transformation-based IBR control [113], resulting in complex sub-
and/or super-synchronous oscillations [114,115]. Examples of such incidents are
widely reported in power networks around the world, examples include Hami

[115], ERCOT [116], and Guyuan [117] networks.

Av v
Vg, ii’l‘ i ds out Vi in A EA ds out
o/ S
s o HZ . =35HZ
S ; ﬂ\'
i >V q» out Vs out
- A >
@ in - 7 |
o, Vq, in
-(Jo /1)
_ . =85 HZ
Symmetrical gain Unsymmetrical gain

(a) (b)

Figure 3.6: dq transformation and coupling frequency effect due to (a) symmet-
rical gains, (b) unsymmetrical gains.

When an IBR with PLL for control and grid synchronization experiences a
disturbance with Inter-harmonic Frequency (IhF), subsequent effect in terms of

coupled frequencies can be observed in the output [3] as shown in Fig.3.6. For
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balanced grid and symmetrical gains of PLL as shown in Fig. 3.6a, the IThF with
15Hz component in the dq rotating frame will appear as 35Hz component at
the control input. Similarly, for unsymmetrical gains and unbalanced grid con-
ditions, an additional coupled frequency appears at the control inputs of current
loops as a result of voltage perturbation by ThF [118]. To make it simple, the
interpolation of these coupled frequency-based modes (sub-synchronous (subSR)
and super-synchronous (supSR)) into fundamental frequency interacts with other
network components and emerges as complex and multi-mode synchronous reso-
nance (MSR) based oscillations in the network [119]. Therefore, the theoretical
bounds suggest a potential increase in the complexity of the phenomena for net-
works dominated by IBRs, significantly impacting the PCC impedance at varying
operating conditions due to complex modes [120]. Therefore, it is possible that
dynamics of grid connected WTGs are dominated by the effective performance
of the PLL when the weak grid is subject to operational variations. The dy-
namics of these PLLs appear as poorly damped modes when the control system
of the WTG is challenged with operational uncertainties and disturbance in the
network. Therefore, to gain a proper understanding of the involvement of the
PLL-based oscillation modes that may intend to become poorly damped when
the WTG is in weak grid conditions, it becomes important to analyse the system
with the conventional method of stability analysis. Therefore, the detailed model
derived in section 2 is used to analyse the effect of PLL on other dynamics of
the grid-connected WTG. This is demonstrated analytically through the widely
applicable technique used for analysing the stability of the system. Generally, the
WTG system with sophisticated control mechanisms is attributed as high-order

nonlinear dynamic system. However, to ease the simplicity for derivation and
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provide a foundational argument, the single grid connected WTG system can
be considered as a linear dynamic system. Therefore, it is widely known in the
control system that any dominated modes of oscillation present in a system are
dominated over the dynamics of the whole network. Therefore, the WTG-based
system can be approximated as the second-order system describing the dominant
modes of oscillations by the PLL.

To obtain the reduced-order model of the WT'G dominated by the dynamics
of the PLL, the earlier equations; (3.25) derived from (3.23) for the PLL dynamics
can be leveraged to simplify and obtain the stability limits [121]. This is achieved
by linearizing the model of the DFIG and ignoring all the dynamics in a slow time
scale except the PLL. Thus, the detailed linearization reduced order model of the
DFIG given in [121] can be adopted to assess the affect of PLL in escalating the

oscillations. To simplify, the dynamics are given as,

d
EAXPH = ALAX o + BoiAV,,

(3.36)
AIzy = CpHAXpH

where
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T
AXPH = AX4 - |: Axr AO ]

I
pll = y Dpll —
1 —hkpv —e e
0 —I, (3.37)
Con = [ 0 ks } =
0 I,
—sinfl  —cos6 Ty -1,
k5 — —
cosf —sinb, Iy 1,

The PLL-dominated reduced order model can be obtained using mathematical

alterations from the full-order state-space model of the grid-connected WTG as,

d X -
EAXpH = (Ulpll - _LBpllell> (Apll + XLBpllU2pllell) A:}(pll
W (3.38)

= ApHAXpll

Let P and @ be the steady-state active and reactive power output from the

WTG. It can have

e (3.39)

Q = Ly, — Ly,
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Thus, the characteristic equation can be obtained as,

X -1
Apll = <U1pll - ?LBpllcpll> Apll + XLBpllU2plleH

B 1 1— gl Xupl 0 Xoki® — ko
— 7 _ XL P
L= ko 0 1 1 Xpky® — ko (3.40)
1 %kif ay
- XL, P
L=2Fes |1 Xk — ko

where a; = (1 — 3Lk 2} (X 9 — ko) + Juk 2 ( Xpk, 90 — kv
w "Puoy v w v P p

3.3.2 Small-Signal Stability Limit of the Single Grid Con-

nected WTG System Dominated by PLL Dynamics

Using (3.40), The characteristic equation for the grid connected WTG dominated
by the dynamics of the PLL can be obtained as [AU1,; — Apn | = 0. Solving this

equation yields,
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‘ )\Ulpll - Apll ‘

X, P\ X, P X, P
= {A (1 - —Lkp—) - —Lki—] [(A (1 - —Lkp;) - XLk:p% + k:pv}

W v w v w
X, P X, P
- (1 - —Lkp—> (XLki@ - kiv) — = (XLkp@ - k;pv>
w v v w v v
Xp, P\’ Xy, P X, P
- (1 - —Lk;p—) A2 4 (1 - —Lkp—> (——Lki— - XLkaO + k;pv) A
w v w w v

v v
Xy, P
+ —Lkl— <XL:I{ZP% — kp’l})
w v

v

X, P Xy, P
— (1 — —Lkp—) (XLki@ - kiv) BELLL) (XLk;p@ - kpv)
(% v 0 w v (%

w

Xy, P\’ X, P X, P
- (1 - —Lkp—) A2+ (1 - —Lkp—> (——Lki— - XLkaO + kpv) A
w v w

v w v
X, P
- (1 - —Lkp—> (XLk;i@ - kiv) =0
w v v

Hence,

(3.41)

| AU u—Apn |

X P X, P
- (1 - —Lkp—) X%+ ( Sh— — XLkaO + kpv> A (3.42)
w v v

w v

+ <% +kiU_XLki) =0
v

According to Routh-Hurwitz criteria (RHC), the characteristic equation should
have a definite positive solution for the terms in (3.42) to ensure stability; there-

fore, this can be written as,
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X, P
(——Lki— - XLkp% + kpv> >0
w v v
X, P
1— 2hp,— 4
( » pv)>o (3.43)

(@ + kv — XLkZi) >0
v

(3.43)(2.63) can be rearranged to highlight the key elements contributing ef-

fectively towards the PLL-dominated instability in grid-connected WTGs,

kp v

w  XLP (3.44)
XikiP+wXpk, Qo < wk’pUQ

The X1,Qo < v? for the system to remain stable and this is determined by X k; P+
wXrk,Qo < wk:pv2 such that wXQ.k, < vok,w for all values of X;Q,k,.
Therefore, (3.44) can be re-arranged to obtain,

by _ v
w XLP
ki

) (3.45)

i A
ok, " P T X.P

The grid-connected WTG is mainly impacted by three major conditions, thus
escalating control-dominated oscillations in the power network. The major factors
can be enumerated as 1) weak grid conditions, 2) the improper setting of the
PLL gains and the design of the control for the converters associated with WTG,
analytically detailed in [7]. Weak grid condition is mainly determined by the

rated voltage, active power capacity and line reactance, given as,

,02

SCR= ————— 3.46
PWTG—rated XL ( )
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where Pwrq - ratea 18 the rated capacity of the grid connected WTG. For ensuring
stability, the SCR of the grid-connected WTG cannot be less than zero. However;
generally the grid is considered weak if the SCR < 3. Therefore, (3.46) can be

written as,

U2

SCR=——+—-—->1 3.47
XLPWTG-rated o ( )

The Pwrgratea and v are taken in p.u to determine the SCR of the grid with the

reactance of the transmission line. Therefore, this can be amended in p.u as,

1
SCR~ — >1 3.48
2 (3.49

Hence, the higher and varying xp, corresponds to the weakened SCR and is
determined as a weak WTG-based grid connection, consequently. In addition
to that, the SCR condition is in alignment with the early derived small signal
stability limit (3.45). Thus, the relation between these two ((3.47) and (3.45))
clearly highlights the importance of the careful consideration of the grid reactance
(X1) and heavy loading condition (higher values of Py rg_rated), consequently
leading to the higher risk of instability for the grid connected WTGs. Further to
that, the PLL dependent response of RSC and GSC controls is explicitly related
to the grid conditions. Therefore, careful consideration should be given to the
internal control gains of the PLL meeting the varying operating conditions of
the gird, as improper settings violate the small signal stability condition given
by (3.45), consequently leading to a higher risk of instability. From (3.45) and

(3.46), it can be written as,

U2 (%

SCR = <
X1, Pyrgratea ~ XiP

(3.49)
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Consider if the gains of the PLL controller are set as follows;

Fo

“]’f, o (3.50)
1 v < 1

wk + P~

P

Then, (3.50) should satisfy the stability criteria defined in (3.45) and support

(3.49) for the grid connected WTG to remain stable.

Generally, the grid codes emphasize operating the IBRs and specifically the
WTG-based generation sources to provide £0.95 power factor for normal operat-

ing conditions. Thus, referring to (3.50), the gains (k, and k;) should be chosen

ki

such that the cumulative value of the terms (_
P

) should remain less than one.

For example, if the grid-connected WTG is operated with a certain power factor

ki
wkp

giving maximum value for ) /P equivalent to 0.30, then the gains in (=) should
be flexible enough that their overall value doesn’t exceed 0.70. This way, the grid

connected WTG system dominated by the dynamics of PLL remain stable.

3.4 Example Cases

From the previous mathematical analysis, it can be observed the stability of the
control loops play a vital role in emerging the oscillations. This is mainly due to
varying operating conditions affecting several factors at the POIL. Thus, the gains
of the whole control system and specifically the PLL should be adjusted to avoid
such problems in the network. The example of such phenomena is illustrated by
employing the full order model of the grid-connected DFIG as shown in Fig.3.1.

To illustrate the stability dynamics with changing operation, the reference for
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Eigenvalue Movement With Varying Power
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Figure 3.7: Effect of varying power on the stability of control mechanism

output active power is varied from 0.35pu to 0.8pu while X at POI is taken kept

k;
wkp

1pu. The control gains are adjusted in order to provide a stable value of as

0.3/200.

From (3.45), the varying output affects the overall value and is changing dy-
namically. It can be observed that 0.55pu output behave as a threshold barrier
for the stability region. This is illustrated in Fig.3.7 where the poles are signif-
icantly moving to the right half after the increased power threshold. The effect
in the output power can be observed in Fig.3.8 where considerable oscillations
emerges as a consequence of instability in the control dynamics.

The validation of the mathematical conclusions provided in (3.45) is further
verified through the two machine-power system networks with a grid-connected
WTG-based wind farm. The wind farm is comprised of 267 WTGs aggregated
with 1.5MW each. The details of the WTGs are given in [89], while the network
parameters are obtained from [44]. From (3.49), it can be observed that variations

in the X, and P,4q significantly affect the X/R ratio of the grid. Therefore, the
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Figure 3.8: Simulation test for emerging oscillations due to control instability
-Case 1
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Figure 3.9: Network configuration used for simulation test case 2

nonlinear simulations are conducted for the grid with X/R < 2.0 to illustrate
the control dynamics for a weak grid. For instance, the control gains are first
selected as k, = 0.233 and k; = 2.67 for case-1, and the corresponding dynamics
are examined by varying the POI voltage from 1.0 pu to 0.90 pu. To meet the grid

code compliance, the WTG is supposed to provide stable-rated power at POI.
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However, the variations in the voltage significantly affect the SCR and explicitly
challenge the stability of control dynamics. For the same scenario in the case-2,
when the control gains are adjusted (k, = 2.30 and k; = 22.60), though still
oscillations persist, however the damping modes are considerably enhanced as
illustrated in Fig. 3.10. Therefore, this section emphasize on the concept to
illustrate the explicit attachment of control dynamics with the system stability
and emergence of power network oscillations. These stability violations of the
control loops for different time-scale affect the operation of the WTG system and

consequently escalate significant oscillations in the network [7].
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Figure 3.10: Simulation test for emerging oscillations due to control instability
-Case 2

3.5 Summary

This chapter concludes a detailed modeling of the IBRs in the renewable energy
dominated grids. The type III and type IV models of the WTG are specifically

considered due to their versatile operating conditions and control functionalities.
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Considering these, the basic mathematical model of the WTG is established. The
dynamics of the rotor and grid side converters are modeled and detailed analysis
of control functions along with PLL are provided. The oscillations quantification
is justified by mathematically proving the effect of inner control loops on both
rotor and grid side converters. Last but not least, the stability criteria based
on the small signal stability analysis is provided. This explicitly explains the
risk of oscillations due to the dynamics of PLL and the impact on the further
network. Finally, the mathematical analysis are backed by example cases to
provide foundational framework of understanding for the research work. The last
section provide details analysis of how the various conditions increases the risk

of instability and consequently the oscillations propagation in the network.
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Chapter 4

Detection and Localization of

Complex Oscillations

4.1 Introduction

Unlike low-frequency oscillations or torsional oscillations in conventional wind
power systems, recent studies show that complex electromagnetic oscillations in
weak grids emerge due to SSCI between components of the weak grid and control
system of IBRs [35] in the power generation plants. A detailed summary of
SSCI events occurred worldwide in different grids is provided in [4]. Detailed
studies and post event analysis of these events suggest the involvement of phase-
locked loop (PLL), and its dynamics associated with the voltage and current
control loops inside the IBRs [113]. Thus, involvement of these dynamics along
with network perturbations, results in complex SSCI [114,115]. Examples of such
incidents are widely reported in power networks around the world, where practical
examples include Hami [115], ERCOT [116], and Guyuan [117] networks.

It is widely recognized from the reported incidents that a key origin of these
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disturbances is the involvement of IBRs (WTGs and Solar) in the power networks.
The findings in [4] suggest that the complex SSCI which stems from coupled fre-
quency at sub and super synchronous modes, and their linkage is emphasized
with type-3 and type-4 WTGs in line compensated networks and weak grid ar-
rangements. This coupled frequency concept is reported to be evolved from the
fast control mechanism of the IBRs and is a consequence of the PLL response to
network disturbances and inter-harmonics, as illustrated in Fig. 4.1. For instance,
in balanced grids and idle gains of PLL as shown in Fig. 4.1a, the inter-harmonic
component with 15 Hz in the dq rotating frame will appear as a 35 Hz component
at the control input. Similarly, for unsymmetrical gains and unbalanced grid
conditions, an additional coupled frequency appears at the control inputs of cur-
rent control loops as a result of voltage perturbations by inter-harmonic compo-
nents [118]. To further explain, the interpolation of these coupled frequency-based
modes (sub-synchronous and super-synchronous) into fundamental frequency of
the IBRs plant interact with network components, consequently leading to SSR
with complex modes based oscillations in the network [3,119]. Therefore, the
theoretical bounds as earlier derived in chapter 3, suggest a potential increase in
the complexity of the phenomena for networks dominated by IBRs, significantly
impacting the PCC impedance at varying operating conditions due to complex
modes [120]. The precise information regarding oscillations comprising complex
modes facilitate the accurate determination of impedance, hence allowing for the
identification of the source of disturbance up/downstream of the connection point.
Therefore, it is of great interest to detect all possible modes using a systematic
approach such that preventive measures can be employed and thus contribute to

realistic self-healing and resilient power systems.
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Assuming that the oscillations have a single mode (e.g.subSR), and are sta-
tionary in nature over a designed window, it is relatively straightforward to de-
tect its presence by using synchrophasors data, DFT based algorithms [122,123],
and designing bandpass filters [124]. However, the constraints on reporting rate
and superimposition of data with filters typically limit the observability of net-
work disturbances constituted by modes with indistinct frequency bandwidths
and inter-harmonic orders. An approach reported in [15,46] proposed a DFT
based technique to detect the supSR modes while considering the theoretical
constraints such as spectral aliasing and reporting rate limitations. However,
this is only applicable for the events with stationary modes which are distinct

and located at definite bins of DFT spectra.
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Figure 4.1: dq transformation and coupling frequency effect due to (a) symmet-
rical gains, (b) unsymmetrical gains.

Keeping in view the utmost importance of localizing the source of oscillations
in the power network, this chapter offers the following insights.

e A detailed analytical approach is derived to provide a foundational back-

ground on the fidelity of measurements acquired through DFT based ap-
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proaches integrated into monitoring devices. The approach’s shortcom-
ings are underscored by employing a state-of-the-art sliding DFT (SDFT)

methodology to examine the simplest case of complex SSCI.

e Through detailed mathematical analysis and a review of the latest litera-
ture, this study emphasizes the adoption of SWMUs as monitoring devices.
By adopting SWMUs, a novel realigned adaptive IFST (AIFST) is proposed
to facilitate the accurate identification of complex oscillation modes under

varying power network conditions.

e The admittance model subjugated by multi mode synchronous resonance
due to coupled frequencies at the specific operating point conditions is de-

rived from the reconstructed modes.

e Taking into account the reconstructed modes and the subsequent admit-
tance model, the complex power flow is derived. This enables the charac-
terization of the oscillation sources for the active/reactive oscillations in the

network.

4.2 Motivation

In recent years, the reporting of SSR events has become more common due to
the rapid penetration of power grids with renewable power sources. The SSR
based oscillation events have been frequently observed for windfarm based power
networks connecting it through line compensations. However, the new phenomena
of complex oscillations have emerged due to the integration of IBRs interpolating

range of frequencies in the fundamental frequency. Such events are significantly
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important to detect for stable operation of the system as the event results in
escalating power oscillations in the network that can lead to the disconnection
of generation sources and may damage the generators. Detection of such events
using PMUs possess significant challenges in terms of their limited reporting rate,
spectral leakage and picket fence effect, which intuitively report false amplitude
and frequency of the modes of interest while detecting multi-mode resonance.
Therefore, a systematic approach has been derived for the localization of such
oscillations exhibiting complex frequency modes. This is achieved by leveraging
novel synchro-waveforms that omit the prerequisites for qualifying the Nyquist
criteria to achieve optimal samples. From these, novel AIFST is derived and
adopted to achieve intact and precise determination of the SSCI modes. The
approach provides confidence for identifying the source of SSCI in IBR-dominated
networks using the augmented admittance model and SSCI-based power flow. In
the goal of enhancing the sustainability and resilience of grids, the feasibility
and applicability of the approach for real-world applications are demonstrated by
employing real-world datasets. The results convey a strong justification for the

adoption of the method as a step towards mitigating SSCI in IBR networks.

4.3 Fidelity of Synchro-Phasors in Reporting Com-
plex SSCI

PMUs are widely deployed in power networks, providing synchronized phasors of
the voltage and currents obtained in transmission and distribution sectors. Their
specific applications are widely seen in WAMS, inertia estimation and power net-

work stability. Since there has been significant change in the power network
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topology, network disturbances included SSCI based oscillations have similarly
evolved. PMUs have been widely deployed in modern power networks to obtain
synchrophasors and monitor power network oscillations. The principal concept
of acquiring phasors using PMUs is the fundamental DFT based approach. Some
advanced variants of this approach are adopted to detect the SSR based oscilla-
tions in the power network using WAMS. SSR based oscillations have typically
bandwidth below 25 H z and are readily observable with the current PMU report-
ing rate. On the contrary, complex oscillations exhibit frequency modes which
are non-stationary and have inter harmonic modes. The bandwidth of these os-
cillations range from 5 Hz to 100 H z in the case the modes are coupled; otherwise
variations up to several hundred Hertz exist. Therefore, in this thesis such oscil-
lation are referred to as complex and Multi Mode Synchronous Resonance (MSR)
driven oscillations.

The MSR based oscillations originating due to the control interactions of IBRs
in weak grids have been a focus due to a limited understanding of their origin [35].
The presence of complex modes in SSCI based oscillation is different compared
to the mechanism of harmonics, low-frequency oscillations and forced oscillations
due to time-varying frequency and damping characteristics. Typically, these oscil-
lations encompass a wide range of frequencies. The dominant modes often exhibit
coupled frequencies or a combination of coupled and other frequency modes, lead-
ing to MSR based oscillations [113]. They usually originate as a result of a PLL
response to unbalanced grid conditions. Consequently, in such conditions the
control system starts interacting with the power network components, resulting
in complex oscillations, and making it challenging to detect. Such phenomena

best aligns with the illustration of frequency coupled modes shown in Fig.4.1
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Figure 4.2: Performance of DFT for undersampled signals (a) signal with 84.5 Hz
and 15.5 Hz modes and its spectrum, (b) role of Nyquist window for f; > f,/2
modes, and the folded spectral magnitude.

manifesting observability constraints for DF'T based approaches as depicted in
Fig.4.2. To further explain the observability constraints using DFT based ap-
proach, consider a non-stationary, multi-component signal with sub synchronous
component of frequency fs,, and super synchronous component of frequency fs,;,
originating as a result of SSCI. The instantaneous signal comprised of fundamen-

tal component (fy) and accompanied by sub-synchronous and super-synchronous

104



Chapter 4. Detection and Localization of Complex Oscillations

modes can be modeled as,

2
x(t) = Agcos(2m fot + &) + Z Az cos(2m fit + ¢) (4.1)

i=1

where, Ay, fo and ¢y denote the amplitude, frequency and phase of the funda-
mental component, the subsequent indexes (i = 1, 2) for A;, f; and ¢; correspond
to SSCI components (fsup, fsup), and o; represents the damping factor of each
SSCI mode.

Typically, the reporting rate of PMUs for WAMS is between 10 — 100 fps [59].
Considering a PMU with a fixed sampling rate fg = 100fps, the expression in

(4.1) at n'" sample can be expressed as

zn] = Agcos(2nf on + ¢o) + ZQAie"Am cos(2mf i+ &) (4.2)

where, fo = fo/fr and ﬁ = fi/ [r is the normalized frequency of the fundamen-
tal and SSCI component, respectively. Similarly, ; denote the damping factor
normalized at the fixed sampling rate.

Conventionally, a rectangular window of length Nr = fr/ fo is applied to obtain
synchrophasors using a DFT based algorithm. The DFT window length and the
sampling period determine the number of spectral bins and the respective inter-
bin distance for the frequency components in (4.2). It is essential to note that
acquiring the required number of samples in (4.2) necessitates the condition of
satisfying the Nyquist criteria for sampling. Therefore, considering the 100 fps

reporting rate noted above with fixed DFT window length, the fundamental and
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subsequent frequency components can be expressed in spectral bins as

f_f_ Y
fn_fR—;fR7 43)

where T; = I'; + h; represent the spectral bin of frequency components and their
inter-bin location for fundamental and subsequent SSCI based components.Subsequently,
+T,» and £7,,, represent the spectral bins of SSCI components when syn-
chrophasors with fundamental frequency (fy =50Hz) are generated using a rect-
angular window of length Ny for a signal presented in (4.2). The frequency
component lies at integral bin for A = 0 if fy = fn. However, for SSCI compo-
nents where assuming fg,;, € [1725} and fo, € {60, 100], then I'y # Z & < 1.
Similar is the case for Yo, where I'y # Z and this deduce h; # 0 which implies
fo and subsequent f; components do not lie on integral bins and estimated syn-
chrophasors are affected with spectral leakage as illustrated in Fig.4.2.

The DFT spectrum of (4.1) for fy and superimposed by SSCI components ( fsscr)
is constituted by their respective positive and negative spectra [122], given as

V] = vk, T3, + [k, T, (4.4)

fsscr

(4.4) can be written for the +I" and using rectangular window taking samples at

each n' interval as

. T _ioxlo
[n, T}, = Ag cos (27rf0 : 3\7}2 (n+To) + (]50) 2T (4.5)
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Ji+ Ng
(4.5) and (4.6) can be simplified using Euler identity for COS(27T]5—;(TL + o) + ¢o)
to normalize the estimated phasors for corresponding reporting of the synchropha-

sors algorithm, as derived in [3]. Therefore, this can be written as
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where, I'g and I'; denote the bin distance between f,, fsscr in (4.1) and any n'”
positive sequence harmonic content that illustrate the MSR and non-stationary
complex signal. (4.7) implies that W ;) for f, and fsscr depends on the sampled
signal reported at n'” interval by the synchrophasor. This leads to two important

conclusions:

e The synchrophasor-based estimation algorithm primarily depends on f, and

assumes that [v] has finite stationary cycles over the applied window.

e For any fsso; with w;(t) # Z constituting v[n] with ZE:?SI Aicos(wit +¢;) as

superimposed components, the Ni doesn’t guarantee the minimum conditions

for Nyquist theory.

This implies that if Ng < 2fsscr, the spectrum of frequencies for fy and fssor
folds up at each respective +1I", and results in aliased spectral leakage as illustrated

in Fig.4.2(a, b). This affects the accurate estimation of synchrophasors which
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subsequently leads to erroneous estimation of the associated parameters, conse-
quently misleading the impedance proportional to the respective modes and nom-
inating the wrong candidate as a source of disturbance in the network. Therefore,
this section provides a foundational understanding of the key limitations of the
DFT based approach, which is widely used in PMUs. The mathematical analysis
indicates that detecting such events crucially require either advanced variants of
the DFT or an alternate approaches that utilize high resolution time-series data.
To analyze advanced variant of the DFT, the complex SSCI modes are further
examined using the state-of-the-art Sliding Discrete Fourier Transform (SDFT)
in the next section. This highlights a fundamental challenge associated with the
DFT-based approach commonly used in PMUs. A detailed discussion supports

the adoption of SWMUs, based on the identified limitations of these methods.

4.3.1 Analysis using SDFT

The analysis using sliding window-based DF'T is straightforward if the oscillation
modes are stationary and have known bandwidth. Consider an example signal as

llustrated below.

z[n] = Ay cos(2r fofﬁ + o) + cos(2m fifﬁ + ;) (4.8)

Given the discrete sequence of data points for the signal in (4.8), the SDFT can
be deduced initially from the DFT circular shift property by multiplying the
time domain sequence with e’ ¥ . The detailed derivation for this is provided in

Appendix A [125,126], and the final relation for computing a DFT using sliding
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window based approach can be written as.
Xpa[k] = I % (Xt[k:] +aft+ N] - aft] - e—j%"kt) (4.9)

Where, X,[k] is the DFT obtained at bin k, z[t + N] is the new sample acquired
at N, and z; is previous sample. Considering x[n] in (4.8) as input signal for the
SDFT and X;[k| being the output of the SDFT, the the z-transform of the signals
can be denoted as X (z) and X;(z), respectively. Thus, the transfer function for

the input and output of the SDFT can be written as,

X;(n
HSDFT(Z) = Xt((n))
ej% (4.10)
= (1 - ZﬁN) - ork
1 — /N1

To further simplify (4.10) in order to lead it to the SSR specific applications, the
Hgppr(z) is multiplied by 1 — ¢’ NaoT [126] in both denominator and numerator.

This yields,

F{ ( ) ( N) j2N7rk I - 3‘]'42776 -1 ( )
Z Z * 6 1-1 1
SDFT 1 ( j 2nk 1)( j 2N7rk 1)

Simplifying the above expression further yields to,

: 27k .ok
_ 1l—e?NT)e 7N
Hsprr(z) = (1—z N) ( 5T )
comb filter 1 — QCOS(T)ff1 + 272 (4.12)

Kthcomplexresonator

(4.12) reflect two important parameters in order to adopt it for SSR based

applications. The 1—z~" corresponds to the finite window length, thus restricting
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the samples computation by N number of samples. Similarly, the denominator is
a second order polynomial with real coefficients, thus implementing the recursive
Goertzel algorithm. This can also be referred as second order infinite impulse
response (ITR) resonance filter, tuned to a specific frequency. Thus, this act like
a narrowband filter and accumulating energy at the specific frequency bins k.

It is essential to emphasize that the SDFT is particularly derived to extract
signal components known frequency modes, thereby offering significantly greater
computational efficiency compared to the conventional Fast Fourier Transform
(FFT). This enhanced efficiency is primarily attributed to the SDFT’s ability
to update the spectral content incrementally on a harmonic-by-harmonic basis
[126, 127], rather than recalculating the full frequency spectrum for each new
data point, as required in the DFT.

The efficiency and selectivity of the SDFT are enabled by its resonator-based
filter architecture, which facilitates recursive and frequency-targeted updates.
This makes the SDFT particularly well-suited for applications involving signals
with known frequency modes and bandwidths. As depicted in Fig. 4.3, the SDFT
filter structure can be conceptualized as a comb filter cascaded with multiple
complex resonators. In this configuration, the comb filter serves to pre-attenuate
signal components, while each complex resonator selectively amplifies the desired
harmonic components.

Importantly, both the comb filter and the complex resonators exhibit zero
phase response at their designated frequencies, as detailed in [125,127]. As a
result, the SDFT achieves unity gain and zero phase shift at these frequencies,
enabling accurate extraction of target signal components without introducing

magnitude distortion or phase error [125,128]. To implement advanced methods
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Figure 4.3: Comb filter based SDFT algorithm

such as SDFT for SSCl-related applications [125], real-time operation requires
prior knowledge of the bandwidth and frequencies of the SSCI modes. Typically,
these oscillatory modes in a power network for conventional SSR, can be identified
using various techniques, as discussed in an earlier chapter of this thesis. How-
ever, each method comes with its own limitations, all centered around a common
challenge: the dependence of these modes on changing operating conditions. This
dependency introduces two key constraints — first, the bandwidth of the modes
is not fixed, and second, the modes exhibit significant time varying properties,

particularly in networks with low SCR and inertia.

Fidelity of SDFT in Reporting SSCI modes

To demonstrate the concept of SSCI observability using the SDFT and to examine
its limitations in tracking nonstationary and complex oscillations, a simplified yet
representative network model is developed, as shown in Fig. 4.4. The simulation
setup and system parameters are listed in Table 4.1. Firstly, to induce SSR, the
transmission network and series compensation parameters are tuned accordingly.

The step-up transformer connecting the DFIG (from 0.69kV to 35kV) has a
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Figure 4.4: Schematic of power network showing the DFIG-based WTG and its
connection to the grid through a compensated transmission line.

Table 4.1: Parameters of DFIG

Rated Power 1.5 MVA
Rated voltage 0.69 kV
Rated Current 2.173 kKA
Moment of inertia (J =2H) | 0.79 s
Stator resistance (ry) 0.022 pu
Rotor resistance (r,.) 0.027
Stator leakage inductance (Lg) | 0.28 pu
Rotor leakage inductance (L,) | 0.31 pu
f 50 Hz

reactance of X7, = 0.019pu and Xr,, = 0.039pu. The transformer linking the
transmission line and the series compensation has a reactance of Xz,, = 0.065pu.
The total reactance of the 220kV transformers and wind farms is X,, = 0.0859pu.

For the series compensation, the inductive and capacitive reactances are set
as Xy = 0.065pu and X. = 0.01634pu, respectively. The network is initially

tuned such that the total inductive reactance becomes X = 0.1413pu, with the
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capacitive reactance unchanged at X, = 0.01634pu. This configuration leads to

a SSR with mode of f,s. = 17 Hz, calculated as follows:

X
fssr = fo X ZXL (413)

The voltage and current waveforms at PoC, obtained from the network model
as illustrated in Fig.4.4, are depicted Fig.4.5. The oscillatory behavior in the
waveforms illustrate the 17 Hz frequency component, corresponding to the res-
onance frequency for which the system has been tuned. Given that the SSR
frequency is known in advance based on the intact knowledge of the system dy-
namics, the SDF'T resonator is configured with a bandwidth below the nominal
grid frequency f,. Although this allows the grid-side observer to detect the dom-
inant SSO frequency (f,= 17Hz), the limited bandwidth restricts the detection
of higher-frequency components and coupled modes, which may be present.
Since as discussed in earlier sections that the oscillatory behavior cannot be
limited to simple SSR mode when dealing with IBRs and control interactions,
but this may include coupled frequency modes as well discussed in earlier chapter
of this thesis. To capture these coupled modes, the SDFT resonator bandwidth
is extended up to 100 Hz. As shown in Fig.4.6, this broader bandwidth enables
the identification of coupled oscillatory modes, which are crucial for accurately
tracing the source of oscillations in the network. Initially, with symmetric IBR
control and only a 20% variation in line compensation at ¢ = 2s, the system
exhibits a clear 17 Hz SSO without observing coupled modes. This is expected,
as the resonator bandwidth is still kept below f,, limiting visibility into higher-

order interactions.
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It is important to note that the SSO frequency is derived based on the rela-
tionship in (4.13), and the stable waveform response shown in Fig.4.5 confirms
system stability under these conditions. To analyze the influence of IBR control,
the GSC parameters are asymmetrically adjusted to reduce the phase margin,
thereby highlighting the effect of the Phase Loop Lock (PLL) instability. Al-
though the wind speed is held constant at 11m/s across all cases, this asymmetry,
combined with the earlier compensation change, leads to the appearance of SSCI
with coupled modes, as depicted in Fig.4.6.
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Figure 4.5: Voltage and current waveforms obtained at PCC of 0.69/35kV for
SSO below f, showing (a) voltage at PCC, (b) current at PCC, (c) the response
of SDFT
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Figure 4.6: Voltage and current waveforms obtained at PCC of 0.69/35kV for
SSO with coupled modes showing (a) voltage at PCC, (b) current at PCC, (c)
the response of SDFT

It is also important to emphasize that the observed SSCI bandwidth cor-
responds to a single operating point. Since network operating conditions can
vary significantly, it becomes impractical to fix the resonator bandwidth for all
scenarios. Moreover, setting a large fixed bandwidth increases computational
complexity and has been found to be ineffective for reliably detecting complex
SSCIs in IBR-dominated systems [129].

To further evaluate the fidelity of SDFT-based observability in such condi-
tions, the network is subjected to parameters that induce nonstationary SSCI

behavior. As illustrated in Fig.4.7, SDFT produces inaccurate estimates under
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these conditions. This is primarily due to spectral leakage and the absence of
proper bin alignment for discrete interharmonic components. Consequently, fre-
quency modes become difficult to resolve, leading to inaccurate magnitude estima-
tion and poor separation of individual SSCI modes. Thus, accurately estimating
non-stationary modes with widely varying frequency bandwidths is significantly
hindered by several critical challenges. These include the lack of clear guidance
on selecting optimal window widths, the need for adaptability across a broad
frequency spectrum, the complexity of tuning filters for specific frequencies, and,
most notably, the reliance on estimation techniques that do not account for fun-
damental frequencies. These limitations in observability can lead to erroneously
localization of oscillation sources within the network; potentially compromising
the reliability and effectiveness of system analysis.

These findings underline the need for an alternative approach capable of han-
dling nonstationary dynamics and complex frequency interactions. To address
this, for the first time a synchro-transform method based on adaptive instanta-
neous frequency estimation is proposed. The approach leverage the state of the
art SWMUs, which are nothing but a high resolution and synchronized data ob-
tained through waveform units. The detailed analysis of this novel approach, its
suitability for complex oscillations detection and localization is derived, assessed

and discussed in the following sections.

4.4 Detection of Complex SSCI using SWMU

The involvement of non-stationary and coupled modes in complex SSCI necessi-

tates high-resolution synchronized data for accurate estimation of the oscillation
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Figure 4.7: SDFT of non-stationary sinusoid for the DFIG based line compen-
sated network

modes. Time-synchronized waveforms, also referred to as synchro-waveforms, are
therefore adopted to address key observability and estimation challenges. Unlike
conventional PMUs and PDC, SWMUs provide high-resolution time-synchronized
data, effectively eliminating two major limitations: (1) the sampling constraints
that restrict frequency range coverage, and (2) the reliance on estimation meth-
ods based solely on fundamental frequency-based approaches such as DFT. Ad-
ditionally, the raw data obtained from SWMUs can support various advanced
signal processing techniques to extract valuable information beyond traditional
mode estimation. Thus, the high resolution time-synchronized waveform data
serves as a foundational enabler for developing and implementing a more adap-
tive and precise method for estimating complex SSCI modes -laying the basis for
the application of the novel Adaptive Instantaneous Frequency based Synchro

Transform (AIFST) approach, discussed in the following section.
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4.4.1 The Adaptive Instantaneous Frequency based Ap-

proach

To address the estimation of complex, time-varying modes, the proposed frame-
work develops the AIFST. This allows the transformation of high-sampled SWMU
data into a robust time-frequency representation, enabling the extraction of intact
oscillation modes. These modes are further utilized to compute the impedance
at each network node, which facilitates accurate localization of the oscillation
source. Although time-frequency transformation of time-series data has been
previously explored [22], conventional methods suffer from several critical issues:
lack of frequency realignment, non-adaptive windowing, and significant energy
dispersion around the ridges—particularly when analyzing strongly time-varying
modes. Thus, the developed approach not only overcomes the limitations of ear-
lier techniques but also enhances the accuracy of oscillation modes extraction for
strongly time varying and coupled frequency modes. These precisely extracted
modes are then used to derive the impedance model, which plays a critical role
in accurately localizing the source of oscillations within the IBR-based network.
The detailed derivations of the proposed method, its mathematical analysis and

novel developments are discussed in the following sections.

4.4.2 Mathematical Background of Synchro-Transform

Assuming a non-stationary time-varying complex signal as illustrated in the fol-
lowing.

2
x(t) = Agcos(2m fot + &) + Z Az cos(2m fit + ¢) (4.14)

i=1
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We transform this into continuous time domain to facilitate the explanation and
derivation of the SST. Thus, the Fourier Transform (FT') of (4.14) can be written

as,

X(w) = / +Oo z(t)e " dt (4.15)

The STFT of z(t) € L*(R) for real and even sliding window g, € L?(R) is given

as

400
S(t,w) = /_ z(u)e g (u —t)dx (4.16)

[e.e]

The STFT calculates the FT of z(t)g,(u — t) for shorter duration as u €
[t — At, t+ At]. Therefore, for STFT it is essential to assume that the magnitude
and phase components (¢;) of the signal in (4.14) fulfill the criteria of |A}(¢)| < e
and |¢; | < e, where ¢ is sufficiently small value. In addition, the components of
the signal z(t) should have sufficient separation distance as 2A,, < ¢}.(t) — @) _, ()
satisfies only if ¢ ; € x(t) are weakly time-varying.
With this condition, (4.14) is considered as a weakly time-varied sinusoidal sig-
nal and is approximated to have only harmonic components for all durations
of u [130]. Using Taylor expansion, (4.16) can be modified to reflect a mono-

component signal, and thuscan be approximated for a fixed time interval ({) as

+o0 . R R )
S(t.w) = [ galu— @D OO0 -0 g
- (4.17)
— A(f)e¢(f)ga(w _ ¢’ (f))

(4.17) is generalized for fundamental (A, ¢y) and subsequent terms (A;, ¢;) re-
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flecting (4.16) and the components of x(t). We further replace ¢ with ¢ for the
ease of simplicity, while detailed mathematical derivation can be seen from [130].

This leads to the estimation of IF (¢') in time-frequency frame with (¢, w) as

3 B 5 S(t,w)

W (t, w) = Re {—jS(t,w) }

_ 8¢ Ao(t)e?” D g, (w — o' ()

= e { 7 Ao(t)er0® gy (w — ¢o'(t))
6, Ay(1)e W g, (w — ¢/ (1)) (4.18)
7 Ai(t)er D g, (w — ¢ (1))

Where by solving for 9,

= ¢p(t) + ¢5(t),

where Re is the real part of the reassigned frequency (w,(t, w)) accumulated from
the energy spread at time ¢ of the original instantaneous frequency (w). (4.17)
and (4.18) provide a biased estimate of the modes in z(t), with unsymmetrical
alignment of qb(t)l to |A(t)| and thus leading to scattered energy concentration
around the ridges. It is important to note that ridges are nothing but traces in
the time-frequency plane that track the dominant modes in the signal. Thus,
to gain concentrated information and squeeze energy in the region around the
coefficients of modes in the signal, ¥ ¢; € z(t), the reassignment operator can be

employed as Dirac delta function for w as

P = [ St w) [ — ot )] dw (4.19)

—00

Therefore, substituting (4.17) and (4.18) into (4.19) provided that condition for

sufficient separation of modes is met, the coefficients are reallocated from S(t, w)
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— (t,ws(t,w)) using the coefficient reconstruction as

1
di(t) ~ / T(t, ) di (4.20)
2790 J |w—g). ()| <rsscr

This implies the following argument proved in [131]

1
/ T(t, ) dpsi — du(t) < wE (4.21)
lw—¢"1,(t)|<Tsscrt

2Tg,

Where 7s5¢r controls the bandwidth for reconstructing the coefficients, x is a
constant, and € << 1 is a precision for ensuring that each component is recon-
structed with a tiny error, and the coefficients are tightly concentrated in their
respective bands (¢, ¢, (t)).

To extract a concentrated coefficient with intact information, the STFT is iter-

ated to obtain SST, however, it has the following limitations:

e The input signal for SST is assumed to be weakly varying in time, an as-
sumption not practical for IBR-dominated networks. As a result, any input
signal of complex oscillations with non-stationary modes will be approxi-
mated as a counterpart of harmonic oscillations for determining the SST

coefficients.

e SST employs a fixed window that is not sufficient for acquiring concen-
trated information around ridges for calculating the coefficients. of a signal
containing varying components. Thus, non stationary and high frequencies
require a window with precise and high time resolution, where as lower fre-
quencies can be adequately analyzed with high frequency resolution. Thus,

there is tradeoff that fixed window based SST cannot satisfy.
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Figure 4.8: Analysis of SST with fixed window for time varying complex SSCI
modes showing (a) Original signal, (b) 128 samples window, (c) 520 samples
window

The aforementioned statements are justified t hrough an example illustration de-
picted in Fig.4.8. Consider the system shown in Fig.4.4, where an SSCI event
is generated through marginally stable control gains. This generates two SSCI
modes, where the first mode is strongly time varying and the second is station-ary
i.e. fi =60 — 180 Hz and f, = 120 Hz, respectively. The PCC voltage is shown in
Fig.4.8 where resolution of 1 kHz sampling is used. This signal is initially analyzed
with SST of 0.128 s (128 samples) window. Though for a 1 kHz sampled signal, this

window size offer higher time resolution but poor frequency
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resolution. In other words, this allows the SST to capture fast time variations
in the signal; however, the poor resolution of frequency results in smeared fre-
quency representation. This can be well interpreted from the boundary thickness
of the frequency components of 50 Hz and 120 Hz in Fig.4.8b as compared to
Fig.4.8c where the window size is chosen as 512 later. Notably, a window size
of 512 samples yields high-frequency resolution, enabling precise localisation of
constant-frequency components like the 50 Hz and 120 Hz. However, this comes at
the cost of time resolution, causing smearing or lag in tracking time-varying com-
ponents like for the signal (f;) which is varying over time from 60 — 180 Hz. The
SST sharpens these representations by reassigning energy based on instantaneous
frequency estimates, but its accuracy still fundamentally depends on the chosen
window. Thus, short windows are better for resolving rapid frequency changes,
while long windows excel at revealing stationary frequency content—highlighting
the importance of window selection in interpreting and extracting ridges that
represent dominant signal modes.

Thus, there is significant trade-off between the higher resolution in frequency
and time when selection of the window is not optimal and adaptive, the SST
is further evolved by making the window selection adaptive to wide range of
frequencies that can capture the time-varying SSCI modes more precisely. This

is explained in the following section.

4.4.3 Adaptive SST

The energy concentration of SST is improved by an iterative process of STEFT
using a constant window as discussed earlier. However, the concentration around

ridges still deteriorates when subject to strong noise and time-varying signals
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[132]. Since, the choice of window size plays a critical role in determining the
trade-off between time and frequency resolution, an adaptive time-varying win-
dow is considered for this study that appropriately adjust optimal resolution to
capture all dynamics in the signal following the estimation of the instantaneous
frequency. Thus, it is critically important to align the w precisely so that resolu-
tion of the window can be adopted accordingly. We begin this by considering a

Gaussian window whose Fourier transform is given as

27 (4.22)

@
8}
—
~
SN—
D
[ ™)
q
)

where, o is computed as 4/ Z|t t' at each n — 1 sample of N. Based on (4.22),

(4.17) can be rewritten as

S(t,w) = / At +u) \/_06 207 eIy, (4.23)

To facilitate the derivation, a constant chirp signal-based approximation of x(t)
is considered as z(t) = Aeloo®+¢/ (Ou—t)+39" (1 (u—1)7] [133] that yields
+o0 1 2

S(t,w) = Aedo(O+oh e+ 1o (0] me—#e*jwum (4.24)

+oo
S(t,w) = eI / e 2l 99 O]u—ilo—de Olu gy, (4.25)

2mo 00

The partial derivative of (4.25) yields

s POk~ 6]
0u(t.0) = alt.) {6/ (1) + e (4.26)
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Substituting (4.26) in (4.19), the IF can be estimated as

a(tw) = Tl = $(0] + S0 (4.27)

Recalling the condition in (4.21) for frequency modes closely located to each

other, (4.27) can be written as

o1
ENOE

|@u(t, w) — @'(t)] < e (4.28)

From (4.25), if the z(¢) has MSR components that are varying slowly in time,
then ¢ is small enough to assume oscillation components as an approximation
of harmonic order of z(t). Therefore, the condition satisfies if w,(t,w) = ¢/,
otherwise, it can be observed from (4.27), that the estimate of &, (¢, w) depends
on ¢ (t) which is rate of change of IF. It is clear that for slow variation, the ¢"(t) is
small and is negligible, however for strongly time-varying signals, the ¢"(t) is large
enough to provide a biased estimate of IF using (4.27). Therefore, the continuous
iteration of (4.27) provides concentrated Time Frequency Representation (TFR)
with reduced error between @, (t,w)" and w,(t,w)N~! for optimal solution of &.

Thus,
+o0o

T(t, V) = / S(t,w)d [@b — w,ﬂv(t,w)} dw < € (4.29)

Theocratically, the above solution converges as the TF coefficients are reas-
signed to (t, wN ), however, the frequency estimator in discrete implementation is
rounded to the nearest Z to satisfy w = ¢ (t). This leads to a non-realignment

issue with IF estimators (w™) and results in a deviated approximation of MSR

modes in discrete implementation.

125



Chapter 4. Detection and Localization of Complex Oscillations

1000

Voltage (V)
(]

0.2 0.4 0.6 0.8 1
Time (s)

[}

<

2

a, i

=

<

‘ N -
0 50 100 150 200
Fre (Hz)

Figure 4.9: Voltage waveform with complex SSCI modes varying with time and
closely spaced to the fundamental frequency

The estimation of frequency modes due to non-realignment issues are shown
in Fig.4.10, which illustrate the TFRs of the voltage waveform shown in Fig.4.9.
The TFRs obtained in Fig.4.10 shows a voltage signal with strongly time-varying
modes including both harmonic and inter-harmonic components closely placed
to the fundamental frequency. Further to that, the voltage waveform is contam-
inated with noise which is usually present when such data is obtained through
SWMUs. Fig. 4.10 illustrates how the performance of TFR is significantly in-
fluenced by spectral leakage and the misalignment of energy components across
the each IF. This misalignment, or non-realignment, occurs when the IF of
the signals are not accurately tracked, resulting in energy dispersion across the
time-frequency plane and thus, leading to poor localization and reconstruction of

modes in the signal. This becomes more challenging when the optimal selection
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of the window length are not well aligned to the non stationary components of the
signal. Recalling from the previous section, it is worth to highlight that the IBRs
driven SSCI occurs with MSR, involving frequency modes which have wide band-
width and are typically time-varying. Thus, for example, a 120 ms window yields
a reasonably accurate estimation of the signal’s original frequencies. However,
misaligned windowing leads to spectral leakage causing more energy scattering
around the modes making accurate estimation of the IF challenging. Further-
more, the use of different window sizes, as shown in Fig.4.10, demonstrates that
without adaptive methods to appropriately match the window size to the signal’s
frequency content, the TFR struggles to distinguish between closely spaced or
time-varying components, resulting in distorted representations. Thus, these ob-
servations highlight the need to derive an approach that can effectively adopt the
window size according to the frequency modes and solely address both spectral
leakage and IF re-alignment issue. The accurate re-alignment of IF is empha-
sized because the optimal choice of the window is explicitly dependent on the IF
estimates.

Therefore, it is ensured that IF estimator is correctly aligned to its realign-
ment region for approximation of all MSR (¢') modes. Thus, it is important to
ensure accurate reference for obtaining the accurate estimation of w. For these
reasons, the reassignment operator is further modified as 6w — @(#)] [130]. This
modification also has the effect of sharpening the frequency localization of the
SST and reducing the interference between adjacent frequency components, re-
sulting in a clearer and more interpretable TFR of the signal. Therefore, the new
reference can be written as ,.;=w(#) —w=0. It is best to center-align the IF

estimator for each MSR component, as this enables accurate identification of the
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Figure 4.10: TFR of the voltage signal shown in Fig.4.9 showing effect of mis-
aligned IF and spectral leakage as a result of (a) 240ms window, (b) 120 ms
window, (c¢) 50 ms window and (d) 25 ms window.

band center of all modes before performing the realignment of (£) [132]. There-

fore, (4.18) is discretized at k = (1,2,--- , K) and can be formulated for IF band

center as

Ak > 0 (t ko) — kol
wref = kw 1 > 8wd)z (t, kw) (430)

|wv(t» kw) - kw + 1| Z |‘D’U(t= kw) - kw|

Here, w,.y Cw such that w € [u?;';f, u?;ef}, and limits of A, =1y, <w < ﬁ):;f.

The boundary limits of the new IF for the k!* bandwidth can be written in
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discrete domain as

ﬁ);‘efa maxéwdjv(ta k(,.;) > 1“ w < wief

Aty = (4.31)

w:;f, minOuwo (t, k) > 1] w > @l

where the subscript @ = [1,2-- -] refers to frequency bands of the corresponding
MSR modes. From (4.31), the IF estimator can be realigned across ¢ = [1,2-- -]

bands of frequencies in (4.9) and @, (¢, w) for i modes is written as

Wyt kw)iz1, Wrepimy < ki < w:;f,izl;
Wy(t,w) = : : (4.32)

+

Oyt ky)imn, W <K<y

ref,i=n

where W 7 tefers to the frequency boundaries of IF bands of @,(t,w) aligned
at its center. This realignment of the IF significantly enhances the TFR of the
voltage signal shown in Fig.4.9 and the result can be observed in Fig.4.11, which
is the estimated TFR using the AIFST. It can be observed clearly that the modes
are more concentrated and precisely determined against the noise and harmonic
components. The boundary width of each frequency component is significantly re-
duced and tracked more precisely over time and frequency transitions. Thus, this
highly precise and accurate estimation of the IF leads to definite reconstruction
of the modes which subsequently help in localization the origin of the complex
SSCI source in the network. Thus, the coefficients of STFT can be reallocated

by using these realigned IF estimators across each frequency band’s center as

T,(tw)= >  S(tw)Ak (4.33)
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Figure 4.11: TFR of the signal shown in Fig.4.9 using AIFST

Voltage signal with strongly time varying SSCI modes
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Figure 4.12: Time varying sinusoid with subsynchronous and supersynchronous
modes

Following the realignment process for each mode, the coefficients in the dis-

crete domain can be reconstructed using the adaptive and realigned IF based

SST, frequently called as AIFST in this work,

y 1 -
ap = 27Tgo(0) Z Tv(tv W)Akdz (434)

TsR> ko —0|
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Figure 4.13: Modes obtained using AIFST for strongly time-varying signal

To illustrate the effectiveness of t he d eveloped ( AIFST) a pproach for accu-
rate estimation of the modes, a SSCI-based oscillations event is produced in the
network shown in Fig.4.4. The voltage signal obtained at PCC of TF1 is shown
in Fig.4.12. This time, the SSCI event contains a frequency mode varying with
time from 10 — 21 Hz and a nearly constant mode of 80 Hz. The TFR repre-
sentation of the modes is depicted in Fig.4.13 where both modes along with the
fundamental frequency can be clearly observed. The precise estimation of the fre-
quency modes leads to the accurate reconstruction of the frequency components
involved in the complex SSCI event. The reconstructed modes as demonstrated
in Fig.4.14 are obtained through the mathematically derived relation as given in
(4.33). Therefore, accurately estimated modes provide a foundational basis for
localizing the SSCI source within the network. These extracted modes are used
to decompose the complex power flow, which consists of power exchanges at the

PCC both at the fundamental and SSCI frequency components. Consequently,
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Figure 4.14: Modes obtained using AIFST for strongly time-varying signal

these modes are further leveraged to derive the complex power flow that explic-
itly reveals the contribution of each mode to the SSCI event. It is important to
note that this chapter only provides the step-wise derivation and assessment of
the developed approach and its detailed analysis to more complicated test cases

is provided in the next chapter.

4.5 Localization

The power oscillations observed at any node in the power network result from the

exchange of active and/or reactive power at specific SSCI modes. The source/ori-
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gin of SSCI can be localized by decomposing the complex power flow at that node
into the fundamental and SSCI components. Thus, the direction of power flow
at SSCI modes provide significant evidence of source/region contributing towards
oscillations in the network. Therefore, the modes reconstruction as discussed in
the earlier sections play a significant role in characterizing the complex power
flow.

Building on this foundational understanding and assuming that all branches
and nodes connecting the IBRs and conventional power sources are fully observ-
able in a simplified network (as shown in Fig.,4.15), the complex power at a

specific node can be expressed as:

P Q Stator

(o —
AC/DC o DC/AC
hd
ab g AT
TPWM TPWM
P Rotor Side Grid Side Upc N
(D*::l—> Control Control Q; Grid @
Figure 4.15: Simplified DFIG network connected to the grid through 220kV line
compensated transmission line.

0.69kV 35kV P+Q,,
s

AC
Filters

Sjok = Z P+ Z Qj-k (4.35)
1=0 =0

where assuming that the DFIG based wind farm is connected at node j and
exchanging S;_,; with the other nodes in the network, referred as “k”. Also,

733}
]

737 refers to the complex operator and refers to the complex SSCI modes in

(4.35). The active and reactive power at the nodes can be deduced from (4.35)
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as

Piox =P, + > _Vilicos(0iy — 6;)

i=1

) (4.36)
Qjok = Qo + Z Vil sin(0; v — 0;1)

i=1

where P,, @, refers to the fundamental frequency components, the subscript ()
refers to the modes (i.e., subSR, supSR and harmonic noise), and operator “x”
refers to the conjugate. From (4.35) and (4.36), it can be said that the resultant
power at any specific node is the sum of fundamental and non-fundamental com-
ponents of the system. The identification of frequency modes relies on (4.33) and
(4.34), however, source localization intrinsically depends on the network admit-
tance model (AM). The complex power for MSR-based oscillations is accurately
observable if the system admittance is computed at that specific operating point.
Previously, the source localization for SSR and SSCI interaction is illustrated on
the basis of a single operating point [28,134]. However, it is not practical for an
IBR-dominated network to consider a model solely derived for a single operat-
ing point [135] due to intermittent nature of IBRs. This results in the lack of
confidence in deriving an accurate relationship between the MSR and the sys-

tem model. Therefore, the relation between the MSR modes and the admittance

matrix (AM) obtained at varying operating points can be written as

Usub -1 isub
= [Y(s,zﬁ)} (4.37)

Vsup isup
(S’Zﬁ) (S’Zﬁ)

where igub, Tsup, Usub, Usup are sub synchronous and super synchronous current
and voltage modes respectively, z, denotes the operating point condition and [Y]

is the AM. The frequency coupled AM (Y pcanr) can be obtained by modifying
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(4.37) as

Y(S,Za)u‘ Y(szm)i'
Yrcam (s, 2x) = ! (4.38)
Y(s,20)5i Y (8,2x)

where Y (s, z,)i and Y (s, 2, );; represent the elements of the admittance matrix
at the specific operating point (z,). For simplicity, (4.37) and (4.38) can be
further manipulated by taking into account [Yiu|(s,2x) = [isus) X [vswp) ™' and
[Yup] (8, 2) = [sup) X [vsup) ™' at each operating condition (z,). The frequency
coupled AM in (4.38) can be updated subsequently and in accordance with the
obtained voltage and current modes. This can be written in a simpler form by

representing in complex plane as

§/sub Gsub + Q) Bsub
= (4.39)

Ytsup Gsup + R) Bsup

(s,2x)
Using (4.37), (4.38) and (4.39), the power for each MSR mode can be deduced as

i 7

Ssub igub N (i:ubi;up)

. — | Y (4.40)
S 7;gup % (Z:ubzzup)

sup Yj; Y

(s:2x)

The Y;; and Y ;;, refer to WT'G and grid side impedance, while the diagonal terms
(Yy; = Y73,) refer to the impedance due to coupled frequencies, respectively.

Simplifying (4.40) further yields

2 o
Ssub Tsu 1 Gsub + <5 Bsub 0
_ || Y (4.41)
2 2, 0 1/Guup + S By
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Subsequently, (4.35) can be modified using (4.41) to compute the complex SSCI
based power, and identify the region/source that either injected or absorbed

power at the respective node as

S(Sa ZH) = Ssub + Ssup = P+ %Q
) -2 -2 -2
Lsub Zsup Zsup Zsup
= | === + & == ke 4
(Gsub * Gsup) > (Bsub * Bsup

From (4.42), any IBR-induced oscillations in a weak grid can be of two types i.e.,

(4.42)

active and reactive power oscillation. The source can inject or absorb either mode
of the oscillations by varying the impedance of the node at that specific operating
condition. Therefore, (4.42) concludes that negative P and Q implies the node
as an active source of oscillations and vice versa. Thus, the detailed analysis of
this method is applied to realistic world cases and data, briefly discussed in the

next chapter.

4.5.1 Method for Source Localization

This section provides a summary of overall method for source localization. The
overview of the proposed method is illustrated in Fig.4.16, where the source can
be localized using five main steps as provided in algorithm 1. In the first step,
the initialization is ensured to confirm the data meets the minimum sampling
requirements and is well synchronized. This is achieved with SWMUs as they
are capable of capturing data with high samples at nodes where the WTGs are
connected. Therefore, we ensure that data at the central location where algorithm
1 is used for localization is synchronized with the wider network and has no

missing data and outliers. If so, the bad and missing data is replaced with
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Figure 4.16: Methodology of the proposed method for modes detection and
source/region localization

interpolation. In the second step, the SST is applied using (4.29). In this step,
the preliminary information on instantaneous frequency (&,) and phase (¢') is
obtained. In the third step, the T'(t,1)) is obtained using (4.33) to retrieve the
intricate TFR. This is achieved by computing w,.; =@ (#) —w =0 using (4.30). In
this step @, is realigned to its center location for each mode. This avoids mixing
low and high-frequency modes and provides the intricate TFR of the event. In
the fourth step, the frequency modes are selected based on conditional selection
and the SSCI modes are reconstructed using (4.34). Finally, the complex SSCI
power flow is derived using (4.42) at that specific operating point. The source of
SSCI is localized by assessing the direction of power flow derived from the SSCI
modes. The efficacy of the proposed method is demonstrated through numerical

examples and a detailed case study.

4.6 Summary

This chapter proposes a systematic approach for deriving complex power flow and
identifying sources associated with SSCI-driven oscillations. First, it is analyti-

cally found that the detection of these oscillations using synchrophasors and DFT-
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Algorithm 1 Complex SSCI Detection & Localization

STEP 1:INITIALIZATION

Compute: §,, Length (N): of signal From(4.2),

Sampling frequency (1/T), Nominal f.

STEP 2: COMPUTE STFT & @, > using (4.29) & (4.28)
STEP 3: REALIGNMENT OF IF

fort=1:N do

Calculate W, s From (4.30)
> Compute k
forn=1:kdo
Compute wj;f &g From (4.31)
Calculate w, From (4.32)
end for
end for

Output: T, (¢, o)
STEP 4: CLASSIFICATION OF f;
fi—w From (4.29)
while f; € [fouw, foup) X N do
if f; = [T,(t,0)]>** &sum =2 f, then
(X2« ay > Multimode SSCI
else if fo < fi& fi ¢ [n" - fo] then
fsup — fz
X < ay From (4.34)
else if f; < fo& fi ¢ [n'"- fo] then
fsub — fz
X « ag From (4.34)
end if
end while
STEP 5: Source Localization
fort=1: N do
XeR
while | X| # 0 do
Compute Admittance Matrix From (4.39)
Compute Power Flow From (4.42)
end while
end for
for:=1:7do
S(s, 2" Find power flow direction
end for
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based algorithms leads to erroneous estimation of modes having time-varying fre-
quencies. Then, the limitation of SST is highlighted using an analytical approach
to ascertain that its performance is affected by noise and strongly time-varying
signals. Consequently, AIFST is proposed to improve the accuracy of modes de-
tection and so the corresponding particulars of SSCI-driven oscillations can be
estimated adaptively in the presence of noise. Based on the identified modes at
that particular operating point, a global admittance matrix is derived to identify
the origin of SSCI-based oscillations. To localize the active/reactive source or sink
of oscillations, modes-based power flow is derived at each observable node and
source localization is carried out based on the active/reactive power flow. The
robust and effective performance of the proposed approach is compared in four
cases against the state-of-the-art methods by employing numerical simulations in
the following chapter. The adaptivity and applicability for real-world applica-
tions are further demonstrated by using real-world data obtained from networks
experiencing SSCI-driven oscillations, discussed in detail in next chapter. There-
fore, as a result, a new diagnostic tool to support IBR-dominated grids may thus

be realized, supporting effective mitigation of SSCI-driven oscillations.
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Validation of Modes Detection

and Localization through

Network Models

5.1 Introduction

Power network oscillations due to resonance and control interactions among inverter-
based resources (IBRs) lead to voltage and current instabilities, challenging over-
all system stability and, in extreme cases, resulting in widespread outages. These
oscillatory events are especially critical in power networks with high share of
IBRs, where such dependencies lead to weak grid conditions and increased net-
work complexity due to diverse topologies and control schemes involved. While
previous studies have largely focused on low-frequency torsional and inter-area
oscillations [4], the observability and localization challenges associated with SSCI

have been overlooked, especially in real-time applications.
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Notable system disturbances such as the North China Grid event due to wind
farms control and HVDC control interactions, consecutive tripping of wind farm
tripping in the ERCOT due to weak network configuration, and control-related is-
sues in U.S. solar farms have emphasized the increasing impact of SSCI [4,82,136].
Most reported SSCI cases involve type-3 or type-4 WTGs and solar PV plants,
where control interactions results in oscillatory power. These events are gener-
ally reported and linked to stationary sub-synchronous modes due to assumptions
made as consequence of observability constraints. However, in practice, SSCI of-
ten involves more complex and inter-harmonics modes, including coupled modes
that are not easily identified using system analysis considering single operating
condition or neglecting the observability constraints as discussed in details in
earlier chapters.

These complex oscillations propagate in the network with weak configuration,
especially where Short Circuit Level (SCL) and reactive current contributions are
explicitly low. The propagation mechanism is mainly driven by the internal con-
trol loops of IBRs, as few to name are those responsible for active and reactive
power regulation, grid synchronizations and inertial emulations. Thus, during
SSCI in weak network configurations, instability in one unit’s (power park) con-
trol loop can lead to oscillations power injection at complex SSCI frequencies.
Thus, neighboring IBRs, responding to such events may experience control satu-
ration or feedback instability, further reinforcing the oscillations. Therefore, this
mutual energy exchange between generation units at complex frequency modes
complicates detection and localization. An example of such events is briefly dis-
cussed in [4,43,48,137-141].

Therefore, keeping in view the understanding of complex SSCI existence in
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the weak or IBRs dominated network configuration, the methodology developed
in Chapter 4 provides a foundational framework to identify the explicit SSCI
modes and localize the particpating region/source in the network. Recalling
the mathematical derivations from Chapter 4, where (4.33) and (4.34) allows
identification of the complex SSCI modes, the SSCI based power flow can be
formulated using (4.35). Following this, the contribution of active/reactive power
at SSCI modes can be traced, leading to the localization of participating source
in the network. These derivations enable identification of both source and sink
components at SSCI frequencies, providing insight into which control loop or IBR
is most responsible for the SSCI disturbance/event in the network.

Thus, this approach not only supports SSCI source localization but also con-
tributes to understanding the SSCI power flow under dynamic conditions. There-
fore, this chapter discusses the applications of the proposed method across sev-
eral test cases, highlighting its effectiveness in accurately identifying the complex
SSCI modes and tracing the origin and propagation of SSCI power. The results
are analyzed in terms of Time-Frequency representation of the SWMUs wave-
forms, power flow behavior, and control response, providing significant insights
into system dynamics and the implications. These findings also support targeted
mitigation strategies by identifying the specific IBR control loops that require

adjustment and are addressed in the next chapter.

5.2 Methodology of Validation

The proposed method is initially validated using a synthetic signal to demonstrate

its detection accuracy in the presence of noise and time-varying frequencies. The
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effectiveness is then evaluated for real-world cases that involve SSR-driven oscilla-
tions and SSCI events. Dataset for two real events [1], one obtained through repli-
cation of an event through a PSCAD simulation and another recorded through
PMUs, is used to verify the accuracy of modes detection. The detection accuracy
is compared against state of the art methods recently reported in the literature,
i.e., improved DFT (IpDFT) [46] and Prony analysis provided in [142]. Further,
a modified IEEE-9 bus network is used for source localization, replicating the
ERCOT incident [143].

The identification and localization algorithm is implemented in MATLAB /Simulink
running on a desktop computer with a Core i7-11700 processor and 32GB random
access memory. The algorithm takes an average computational time of 400 ms
for the proposed method when the voltage and current waveforms are sampled
at 1.6kHz. This sampling rate is sufficient enough to satisfy the Nyquist criteria
for observing the complex SSCI modes up to 1 kHz. The computational time in-
creases to approximately 800 ms when the waveforms are severely contaminated

by noise and harmonics.

5.3 Verification through synthetic data: Case 1

The accuracy of the proposed method for a synthetic signal with time-varying
frequency modes as M; and M, is verified through Matlab/Simulink studies. M;
vary from 13.80 Hz—23.89 Hz and M, from 104.93 Hz—145.75 Hz with time. The
signal is further corrupted with 40dB noise and inter-harmonic components of
magnitudes less than 1% to achieve an overall THD of 7.3%. Fig.5.1 shows the

modes detection comparison using the proposed method (AIFST), IpDFT, and
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Prony method. The TFR of the synthetic signal is obtained using the proposed
method and shown in Fig.5.1b. It can be observed that AIFST detects the
modes with high accuracy as compared to IpDFT and Prony methods as shown
in Fig.5.1c and Fig. 5.1d, respectively. Comparatively, the IpDFT performance
significantly deteriorates when the input signal is constituted with time-varying
modes and is affected by noise above 40dB. It is clear from Fig.5.1b, that the
coefficients of DF'T do not lie within the integral bins and so the exact magni-
tudes at corresponding frequencies cannot be determined. In contrast, the Prony
method is dependent on a fix window function and thus requires a large window
to estimate the modes in the signal. In addition to that, the modes M; and M,
in this case are determined as an average over the period of the window and fail
to provide accurate information on computing the frequencies at each operat-
ing interval. This limits the viability of the Prony method for constructing an
admittance matrix for complex modes and at varying operating conditions. Alter-
natively, the proposed method precisely detects the modes (M;, M5) constituting

the synthetic signals.

5.4 The Hammi Power Network

5.4.1 Description of the Network

The accuracy of mode detection and its feasibility for real-world systems is further
evaluated by selecting the Hami power grid in northwest China. The network cov-
ers a diverse geographic area ranging from arid deserts to mountainous terrains,
presenting both opportunities and challenges for generation and its transmission

over the wide area. The north part of this grid is particularly notable for its
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Synthetic Signal with Time-varying Modes and 40dB Noise
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Figure 5.1: Modes detection in strongly time varied sinusoidal signal as shown in
(a), using (b) TFr of the proposed method, (c) Spectrum of IpDFT, (d) Prony
method.

significant renewable energy p otential, making it a key focus for d eveloping and
adopting the existing infrastructure to accommodate intermittent power sources.
The network is mainly comprised of static var compensators (SVCs), wind farms
with mix of type-III and type-IV WTGs, and a transmission network of AC and
ultra HVDC with the highest portion coming from the thermal energy as depicted
in Fig. 5.2. The simplified network topology is illustrated in Fig. 5.3. The
power from the WTGs is mainly collected through 220-kV lines, while a 500-kV
double circuit line is used to export power to the Inner Mongolia and
Northern grids. The double circuit lines are series compensated with maximum

of 45% and 40%
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compensation levels [144].
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Figure 5.2: Illustration of Chinese Grid experiencing SSO events

5.4.2 Prior SSO Events in the Network

Over time, the Northwest and northeast parts have seen several oscillations event,
highlighting the complexities of managing the new interconnection of modern
power system. Notable events of oscillations include both SSO and SSCI, occurred
timely from 2009 to 2017. The SSOs are mainly triggered by the interaction
of large-scale wind farms with a series compensations. Over this period, there
has been a notable increase in the reporting of SSO and SSCI events, likely
concerning due to the active operation of the series compensations on all 500-

kV lines and the involvement of control response to different events. This work
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looks into two major portions of the Northwest China grid covering SSCI events
only. Firstly, we look into the SSO event reported in 2016 which had a frequency
range of 19-24 Hz. This event specifically stem from the resonance between
the type-3 WTGs and the series compensation. However, phenomena cannot be
speculated as torsional based sub synchronous resonance (SSR) events due to a
major difference in the topology of the generation mechanism as compared to
the one in the Mohave power plant. This is mainly due to the reason that the
phase current frequency in WTGs is less than 30 Hz. Therefore, this phenomena
can be referred to as the SSR event as a consequence of the induction generator
effect (IGE) explained in details in the next chapter. Secondly, the west China
oscillation event is taken into consideration prevailing the primer effect of the
phase-loop-lock (PLL) in the SSCI-driven oscillations. The event reported in
2015 mainly involved the type-IV WTGs, significantly injecting SSCI oscillations
in the weak grid due to the inappropriate configuration of the PLL. The EMT
studies in [145] further suggest that weak grid mode determined by type-IV WTGs
can further interact with the torsional mode of the thermal generators, leading to
high-frequency oscillations in the network. Subsequently, two distinct SSCI events
are selected. For the first case, the instantaneous waveforms are obtained through
PSCAD/EMTDC while incorporating factors producing the nearest replica of the
event. Whereas, the dataset of the second event is recorded by both PMUs and
waveform recorders [1,15]. For both cases, the comparative evaluation of the

proposed method with IpDFT and Prony analysis is presented next.

147



Chapter 5. Validation of Modes Detection and Localization through Network
Models

18.068 km 6.608 km
«—— 220 kV — b

Transmission Line x 2

220 kV

[Il] 2# XFMR

1# XFMR
/57’ ‘\//’\ 11.7 km

PMU Data /r?_){ \ _/K\/\/.

49.5 MW
T 110 kV

C-Phase Current | (/L

18 5.5
M\ ar MVar

o M“\ = )f ’ kv
i 1

5 =
\]1":: “‘i 1.5 1 5 l‘- l 1.5 1.5 151, S\m 1L5MW 1.5 15 49 586
arivivar 13«13 =13 = x11 %11 =17 =10 =13 =10 MVar MVar

dnypoeg

Figure 5.3: Network of North-China power grid experiencing SSO incident [1].

5.4.3 Validation of Event 1: Case 2

Fig. 5.4 (a) shows the current waveforms obtained through PSCAD/EMTDC sim-
ulation of the network shown in Fig.5.3. Fig. 5.4 (b) shows the TFR of the SSCI
event that occurs due to dynamic interaction between different network compo-
nents, such as wind farms and SGs. The nearest estimation of f,, feuw, and fe,
using Prony analysis are 49.9 Hz, 24.575 Hz and 75.425 Hz, respectively. The TFr
of Fig. 5.4 (a) shows a distinct mode having coupled frequencies (fsup and fqp) at
24.600 Hz and 75.400 Hz. The reconstructed modes at these frequencies are shown
in Fig. 5.4 (c)-(e), and the key distinctions against both methods are summarized

in Table (5.1).
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Figure 5.4: Simulation result of Hammi network showing, (a) instantaneous signal
of current, (b) TFr of detected modes, (c¢) Mode at 24.6 Hz, (d) Mode at 50 Hz,
(e) Mode at 75.4 Hz.

5.4.4 Validation of Event 2: Case 3

The efficacy and sensitivity of the proposed method are further evaluated on the
real data of the SSCI event as shown Fig.5.5. A brief comparison is provided
in Table 5.1 for the proposed, I[pDFT and Prony method. It can be concluded
from the results that the ipDF'T method reports the f,,;, and fs,, only when the
intact information on respective bins is constant and doesn’t interpolate in the
subsequent bins. Conversely, the Prony method estimates the nearest instanta-
neous frequency of both modes as fs,, — 8.278Hz, fq, — 91.6999Hz, however,

the mode detection subsequently deteriorate when strong variations in frequency
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are observed. Conversely, the proposed method is adaptive to frequency varia-
tions, flexibly adjusts the window and detects fs,, — 7.195Hz, fo,, — 92.807 Hz,
and consequently constructs the corresponding modes as shown in Fig. 5.5 (c-e).
This concludes that both ipDFT and Prony methods capture the nearest modes
if the noise ratio is above 40 dB. Furthermore, both approaches yield the mean
values of the overlapping bins due to resolution limitations which inherently pose
challenges in precise characterization of the modes. Alternatively, this can lead
to indeterminacy of source localization and deteriorate the overall identification

and localization process.
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Table 5.1: TABLE I: Identified Modes in Case I, Case II, Case III, Case IV, and Comparisons with IpDFT and Prony

S[PPOIN

SIOMION USTNOIY) UOTJRZI[LIOT PUR UOII0G(] SOPOIN JO uoriepirep ¢ 1ojdey)

Methods
Case I Case 11 Case III Case IV
Results Simulation results of time Simulation results of the Hammi network Actual data of the Hammi network with EMT simulation of ERCOT with
h varying modes with noise without noise noise only harmonics and noise

AIFST ATFST AIFST
Methods  IpDFT ( Improved) IpDFT [ Prony (Improved) IpDFT |- Prony (Improved) IpDFT Prony
fo 60 59.891 50 49.99 50 49.9935 © 49.9946 59.1022 59.6
fsub / 11.21, 27.55 24.5753 | 24.5751 24.6008 8.287 | 8.2788 7 12.11 11.3058
fsup / 100.83, 140.27 FLZHCER 75.4247 | 75.4252 75.4005 91.7129 | 91.6999 107.5998 | 108.7982
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Figure 5.5: Real data of SSCI event in North China grid showing, (a) instanta-
neous signal of current, (b) TFr of detected modes, (c) time-varying Mode at 8.4
Hz, (d) constant Mode at 50 Hz, (e) strongly time-varying Mode at 91.6 Hz.

5.5 The ERCOT Network

The Electric Reliability Council of Texas (ERCOT) is one of the largest state’s
networks, feeding more than 26 million customers and covering almost 90% of the
state load. The ERCOT serves as the primary operator of the grid and oversees
the complex and expansive transmission network. The network includes over 650
generation units, encompassing a diverse integration of conventional and non-

conventional energy sources. The diverse mix of these sources is dispatched over
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Figure 5.6: Section of ERCOT network reported in [2]
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46,500 miles of high-voltage transmission lines network incorporated with series
compensations. The Texas grid keeps evolving and is highly penetrated with
wind and solar based intermittent sources. Specifically, the southside of ERCOT
network is of great interest as the region has been heavily integrated with WPP
of different capacity and network compensations. This part of the network as
shown in Fig.5.6 has seen rigorous SSO events since 2007. The network illus-
trated shows only the south region limiting its boundary at San Miguel and N
Edinburg stations, connecting to the rest of the grid with 345-kV transmission
lines. There has been numerous studies taken out to analyse the stability and
reliability of the network regarding the installed WPP [146-148], however none
of these provide intrinsic information on the developed test-beds and the param-
eters adopted. Previously, the authors in [146] developed a PSCAD/EMTDC
model for the Silverton station, however the model doesn’t incorporate detailed
parameters and makes it difficult to replicate the event with unknown parameters.

Similarly, the authors in [147,149, 150] investigate the type-IIT WPP for SSR. for
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the particular section of the Texas grid and provide limited information on the
parameters required to replicate the event. Similarly, [148] replicates the part of
the Texas grid for scanning the overall reactance of the network. The authors
only provide transmission line and transformer impedance and do not convey the

WPP parameters.

5.5.1 Prior SSO Events in Texas/ERCOT Network

The Texas network has experienced two major events in 2007-2009 and in 2015.
In 2009, a 680MW WPP is connected to the 345-kV main transmission line. The
WPP is mainly a cluster of 3 WPP with type-III configuration of the WTGs
and was connected at Ajo station. The transmission line has further expension
at Rio Hondo where two stage compensation of 33% and 17% is installed. This
compensation corresponds to the total of 50% reactance of the transmission line
between Rio Hondo and Lon Hill. In 2009, the Ajo-Lon Hill line was tripped due
to a fault. This tripping of the line causes the WPP in radial connection with the
series compensation leaving it to experience a total of 80% effective compensation
level. This triggers high voltage oscillations and results in damage to the crowbar
circuit of the WTGs and the installed series capacitors. The modes of these
oscillations are reported between 20-30 Hz and emerge within 100-150 ms of time.
After the incident, a temporary solution was provided by installing an SSR relay
to prevent further damage. Later on, during the upgrading and reconstruction
of the Lon Hill and Rio Hondo transmission lines, the compensation level was
reduced to 30% to avoid future occurrences of such events. However, the problem
was permanently resolved after the WPP owners confirmation for installing SSR

dampers.
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Similar to the event reported in 2009, the southside region of the network expe-
rienced three different events in 2017. All these events are related to the type-II1
WTGs-based WPP who had previously installed the damping controllers. How-
ever, the installed damping controllers were designed on the limited information
regarding SSO bandwidth and frequency modes. The other strong justification
for this could be the inaccuracy in the modeling and analysis of the network [143].
It is noteworthy to say that all these events were reported within a three-month
timeframe and took place on the 345kV transmission line between Lobo and N
Edinburg. There are six WPPs installed over this transmission line as shown in
Fig.5.6, pair of each connecting at Cenizo, Del-Sol, and Pome-lo stations. The
transmission line is compensated between Cenizo and Del Sol and further ends
at San Miguel and N Edinburgh station, connecting it to the rest of the network.
The summary of the three events is as follow: The first event took place on 24th
August, when the Del Sol-Pomelo line was tripped. This left the WPP connecting
at Del Sol station in radial connection with the rest of the grid and installed series
compensators. The modes reported for this event are 25.6 Hz and are observed
through DFRs installed at the station bus. The second event was reported on
September 27th, when the Lobo-Cenizo line was tripped. This scenario is similar
to the one reported in the first incident, however the reported frequency of SSO
is slightly less than 25.4 Hz. The SSR reported on this station was nearly 22.5
Hz and the corresponding waveform for voltage and current were recorded in [44].
Similarly, the third event appeared after one month with an SSO frequency of
26.5 Hz. However, the event didn’t trip the SSR relays and protection devices
installed for WPP connecting to the Del Sol station. The discrepancies in the

reported frequency and SSO modes compel further investigation to replicate and
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analyse the events. This is because the first and third events are the same re-
garding the network and system parameters, however the reported modes lay at
different frequencies. The second event make practical sense as the compensation
and overall reactance are different, however this doesn’t provide enough confi-
dence for the reported modes to peruse for source localization. Therefore, the
ultimate goal is to investigate and replicate the testbed developed by the Uni-
versity of Florida [143], verify it for the reported SSO frequency modes using the
AIFST, and further configure it with type-IV WTGs to investigate the complex

SSCI.

5.5.2 Modeling of ERCOT Network

It is always difficult and challenging to replicate the previous grid events to
demonstrate the exact parameters. This is mainly due to the uncertainty, accu-
racy, and fidelity associated with the measurements observing the power network
disturbance and the involved network components. Previously, a testbed was
developed by the University of Florida for the ERCOT network, mimicking the
events reported due to SSO as a consequence of SSR. The testbed parameters are
provided in [143], however, it only employs the type-III based WTGs. Therefore,
this work replicates the testbench developed for the three events to ensure the
accuracy of the AIFST for detecting the SSR modes. Then, the model is further
incorporated with type-IV WTGs to analyse the complex SSCI characteristic as
a consequence of future up-gradation to the PMSG-based WPP. The complex
SSCI is adopted as a test case to demonstrate the localization of the source/ori-
gin. The two foremost challenges for replicating the testbed are the information

about the network component parameters and the event. The network compo-
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nent parameters are mostly extracted from the available information through
public reports and mathematical analysis. The information on the capacity of
the wind farms is found in the [44,143], where accumulated and aggregated mod-
els are used to achieve that capacity. Regarding system parameters and WTGs,
the vendors never disclose information about the converters’ topology, control
parameters, and associated power plant controllers (PPCs). Therefore, two-level
VSCs are employed for both type-III and type-IV DFIGs. The control system
structure is based on the GE 1.5MW wind turbine model [151] which employs
the dgq transformation-based volt/var control. In addition to that, the event-
related parameters are unknown to replicate the SSR, such as wind speed, the
fault location, and the number of online wind turbines. These parameters effec-
tively disturb the network impedance and contribute essentially to the induction
generator effect. Therefore, considerate attention is paid to this part of the mod-
eling and the nearest modes are achieved by the hit-try method. The rest of the

parameters and modeling is carried out as follows.

Modelling of Wind Farms:

The wind farms are developed using the detailed model of the WTG. The 1.56MW
GE generic model is adopted to develop all the wind farms. For the SSR-based
topology, the aggregated detailed model of DFIG is used. A two-level IGBT-
based VSC is employed for both GSC and RSC. The harmonic suppression
filters and the VSC control for active/reactive power control are adopted from
the model detailed in Chapter 3. The detailed parameters for a single unit DFIG
are provided in Table 5.2 For all three wind farms, 734 WTGs of 1.5MW are

assumed. The number of WTGs to each WPP is assigned from the detailed
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Figure 5.7: Circuit schematic of ERCOT replication using IEEE 9 bus network.

information provided in [44]. Following the information provided in [143,152,153],
the capacity of WPP connected at bus 3 (Cenizo station), bus 4(Del Sol), and bus
5(Pomelo) is approximated as 450 MW, 400 MW, and 250 MW, respectively. All
of the six WPPs employ the same model of DFIG, aggregated for the estimated
power at each bus as shown in Fig. 5.7. The rest of the parameters for the

capacity of WPP corresponding to each event are given in Table 5.3.

Modeling of Transmission Line:

The transmission line data is obtained from the public project reports of Electric
Transmission Texas (ETT) [44,143,152]. The transmission network is comprised

of six 345 kV stations, three of which namely Cenizo, Del Sol, and Pomelo are
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Table 5.2: Parameters of Single WTG

Parameter Value (SI) Per-unit (pu)
Rated power 1.5MW 0.9
DC-link voltage 1150 V
Rated voltage SYORY 1
Nominal freq. 60 Hz 1
Wind speed at Pmax 11 m/s 0.18,0.023
L, (Xis), Rs 94.5uH, 5.6 mQ 0.16,0.016
L (X;), R 84.04H, 3.9 m< 2.9
Ly (Xm) 1.5mH
Inertial, poles 8.03 J,6
Friction factor 0.01
Cic 10mF 0.3,0.03
L. (X)), R. 0.16mH, 0.59 m¢ 0.267
Ch (By) 2.9mF Ky =083, K;ijg =5

Current control (GSC)
DC-link control
V,e control
Current control (RSC)

Kpdc = 87 Kidc = 400
Kpac = 87 Kiac = 400
Kpir = 0.6, Kiyr =38

K,, =04, K;; =40
Q control K,PLL = 60
PLL Kiprr, = 1400

Table 5.3: PARAMETERS OF WIND FARMS (1.5 MW EACH TURBINE)

Capa(:lty Total Event 1 Event 2 Event 3

(MW)
WF1 (#WTs) 150 300 267 110 200
WF2 (£WTs) 400 267 250 220 200
WEF3 (#WTs) 250 167 167 167 167
Wind Speed (m//s) 11 7.5 7.9 10.5
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connected to the WPP. The endpoints of the transmission system, San Miguel
and North Edinburgh, are linked to the main grid and represented as an infinite
bus, and denoted as Gridl and Grid2, respectively. The transmission line spans
393 km from San Miguel station to North Edinburgh station. The Cenizo and Del
Sol stations are stretched by 110 km; whereas, the two stations, i.e., Deol Sol to
Pomelo and Pomelo to North Edinburgh are evenly located and have a distance
of 39 km. The testbed and network of the transmission system are developed in
Matlab/Simulink and the pu line impedance parameters are calculated using the
Matlab Simpower system toolbox. The rest of the parameters for the transmission

network are given in Table 5.4.

5.5.3 Determining the Compensation Level:

The compensation level of the line from Lobo to North Edinburgh is approxi-
mately 49%. The total reactance of the two series capacitors, installed between
Cenizo and Del Sol stations, is 48 €. Table 5.4 summarizes the per-unit and real
values for the transmission system, including the transmission lines and trans-
formers. For the simulation of Event 2, the DFIG is replaced with PMSG at
Pomelo station for complex SSCI, and the impedance z5 and z, were determined
through trial and error to match the ratio of the SSR component at 22.5 Hz to
the fundamental component at 60 Hz (320A/230A). Note that XT1 and RT1

represent the total impedance of T1 for each entire wind farm.
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Table 5.4: Transmission System Parameters

Parameter Value Per-unit (pu)
Shase 100 MW
Viase 34.5 kV

Xr1 =L+ Rny 31.6uH + 1.2 mQ) 0.002, 0.0002

Xro = Lpos + Rpo 3.16mH + 0.1212 0.002, 0.0002
Viase 345 kV

ze=R+(X;+ X, 4.76Q + (114 mH + 55 uF ) 0.004, 0.0362 + 0.041

2 2.2682 + 69 mH 0.0019 + 0.022

29 2.2682 + 66 mH 0.0019 + 0.021

23 1.43Q2 + 41 mH 0.0012 + 0.013

24 1.43Q2 + 41 mH 0.0012 + 0.013

25 2.63Q + 79 mH 0.0022 4 0.025

5.5.4 The Replication of the ERCOT Events: Case 4

Firstly, the developed ERCOT model is validated for the disturbance that pro-
duced the oscillation event. The event is initiated by a 3-phase fault leading to
a line outage between Bus2 and Bus3. This outage leads to a radial connection
between the series compensated line and wind farms connected at Bus3 and Bus4
as illustrated in Fig.5.7.

The voltage profiles obtained through simulation results on buses connecting
the WTGs are shown in Fig.5.8. The instantaneous values are sampled at 1.2 kHz
and the TFrs obtained through AIFST are shown in Fig.5.8(b, d, f). These results
demonstrate and provide the early intervention of SSR modes at those particular
nodes due to network disturbance. It is evident from Fig.5.8, that fault perturbs
the voltage on all nodes, however, the oscillations emerge due to alteration in
the topology of the network. In addition to that, the authors in [28,143] analyze
this event with a DFT-based algorithm which consequently estimates only subSR

modes due to its bandwidth limitations. However, analyzing such an event using
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the proposed method demonstrates an additional mode involved in the SSCI-

based oscillations as shown in Fig.5.8(b, d, f).
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Figure 5.8: Fault triggered SSCI showing voltage waveforms and TFr of modes
obtained using AIFST for (a) WF1, (b) WF2, (c) WF3.

The TFRs reveal that the fault triggers control interactions, impacting all
three WFs; as shown in Fig.5.9. WF3 helps mitigate the effect by damping the
oscillations and maintaining stable active/reactive power. However, it becomes

evident that isolating the faulty section leaves WF1 and WF2 connected radially
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to the line compensation (Z.), as illustrated in Fig.5.7. The triggered SSCI
modes indicate that WF1 and WF2 contribute most to the subSR and supSR
modes, while the TFR of WF3 shows only the subSR mode, lasting approximately
500 ms. This suggests that the DFT-based approach, with its limitations and
measurement fidelity, can only detect a single subSR mode. In contrast, the
proposed approach, which accurately estimates and detects modes while adapting
to frequency variations under different operating conditions, identifies coupled-
frequency-based modes for the event. Therefore, it is clear from the network
topology that WF1 and WF2 are radially connected to the series compensation,

providing strong evidence of their involvement in SSCI-driven oscillations.
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Figure 5.9: Performance of Wind farms in response to fault triggering SSCI
showing, (a) active power oscillations, (b) reactive power oscillations.
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On the contrary, this becomes severely challenging if the network components
are not isolated, oscillating and threatening the whole network with explicit vari-
ations in the active/reactive power regulation. Therefore, to verify the proposed
method for deriving SSCI-based power flow due to IBRs injecting both subSR
and supSR modes in a network, the network is further modified by tuning the
parameters of the PMSG and transmission line impedance. Recalling from the
discussion of the previous chapters, the topology and configuration of the WTG
explicitly change the SSCI modes. Therefore, in this scenario, the DFIG-based
WPP at busb is replaced with PMSG to ascertain the amplitude of complex SSCI
modes.

The key results from this test can be concluded as follows: Fig.5.10 illustrates
the current and voltage waveforms of windfarms connected at Bus9, 8,7 for the
network shown in Fig.5.7. The instantaneous values are sampled at 1.2kHz at
their respective nodes for modes identification and source 1 ocalization. The TFrs
of the current and voltage waveforms are shown in Fig5.10 (d-f) and Fig. 5.10 (j -
1), respectively. The system parameters and control variables are deliberately
tuned to induce harmonics and noise in the current and voltage waveforms to
verify the sensitivity and efficacy of the proposed method against noise discrim-
ination. At t=2.5s, the SSCI oscillations start in the system by varying the
wind speed from 11m/s to 7m/s. Fig. 5.11 (a,d), Fig.5.11 (b,e) and Fig.5.11
(c,f) present the corresponding MSR modes for current values, while Fig.5.11
(j,m), Fig.5.11 (k,n) and Fig. 5.11 (1, 0) represent modes for voltages obtained at
intercon-necting nodes of WF1, WF2 and WF3, respectively.

The source localization is persuaded on the basis of the power flow direc-

tion, injected/absorbed by each SSCI participant. From (4.42), the power flow
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Figure 5.10: Wind triggered SSCI showing, (a-c) current waveforms, (d-f) TFrs
of detected modes in current waveforms, (g-i) voltage waveforms, (j-1) TFrs of
detected modes in voltage waveforms.

is solely derived on the basis of detected SSCI modes for the network shown in

Fig.5.7. Further, the admittance matrix in alignment with the coupled frequen-
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cies is constructed from these modes, and the corresponding complex admittance is
computed. According to the definition of (4.42), the substantial indications
regarding the SSCI power flow determine the origin of the SSCI source. The SSCI
-participant localization can be illustrated in Fig. 5.11 (m, p), Fig. 5.11 (n, q) and Fig.5.11
(0, ), analyzing the active and reactive power flow at each interconnected node of
respective windfarms. It can be observed that WF3 initiates both ac-tive and
reactive power oscillations in the network with a major contribution of 1.4 MW
active power and 0.15 MVAR reactive power injected into the system. This
illustrates that WF3 is the prominent source of both active and reactive power
oscillations in the network. Conversely, the WF1 and WF2 act as a sink for active
power oscillations and absorb an equivalent of 0.45 MW and 1.2 MW. The control
behaviour in SSCI-governed oscillations can be interpreted through an analysis of
WF1 reactive power. In a stable system, the performance of the constant droop
coefficient for the reactive power control loop is optimal and main-tains the reactive
power to the reference until ¢ = 2.5 s. However, the constant droop coefficient
demonstrates limited adaptability when the system undergoes state transitions. It
becomes evident that WZF1 initially absorbs the reactive power oscillations,
subsequently transitioning to become the source, primarily due to the variations in
the impedance offered by the generator’s rotor. There-fore, all three WFs behave

either as a source or sink of active/reactive power and or both and vice versa.
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Figure 5.11: Illustration of modes reconstruction and power flow characterization from SSCl-event showing:(a-c) subsr
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The comparative evaluation of the proposed method in contrast to IpDFT and
Prony demonstrates that both techniques determine all the modes (f,, fsubs fsup)-
However, this accuracy is contingent upon the condition that the data under
the applied window is not time-varying and the noise ratio is considerably low
as shown in Fig.5.4. Otherwise, this results in an inadequate estimate of the
fsub, fsup and its associated parameters. This is demonstrated in Case III where
control parameters are deliberately tuned to get 9.8% ThD. A 20dB noise in the
voltage and current waveforms is further included to examine the sensitivity for
real-world complex systems. It is evident from the comparative data in Table. 5.1,
that the proposed method provides an accurate estimate of all frequencies and
associated parameters, such as phase and impedance, and consequently realizes

appropriate localization of the source.

5.6 Summary

The complex SSCI-based SSO requires a systematic, precise, and accurate ap-
proach to localize and identify the origin of SSCI and the participating sources.
This requires a brief and systematic approach, where; firstly, the modes of os-
cillations are accurately determined. These modes are time-varying and explic-itly
change with the operating condition of the network. In addition to that, the IBRs-
dominated network is pertinent to complex SSCI with inter-harmonics modes with
significant network noise. Therefore, the modes detection approach should be
adaptive and selective enough to detect the SSCI modes only.

Secondly, Based on the identified modes at that particular operating point, a

global admittance matrix is derived to identify the origin of SSCI-based oscillations.

168



Chapter 5. Validation of Modes Detection and Localization through Network Models

To localize the active/reactive source or sink of oscillations, modes-based power flow is
derived at each observable node and source localization is carried out based on the
active/reactive power flow. Typically, the control of the IBRs is involved in the SSCI.
Therefore, to identify the IBRs control contributing to the SSCI-based SSO, the
relations derived in Chapter 4 are used to localize the origin where the control
mechanism is explicitly contributing to the SSO. To prove the robust and effective
performance of the proposed approach, the detection and localization approach is
mainly validated through three main cases. Firstly, to ensure the adaptivity and
robustness of the AIFST against time-varying and noisy signals, the modes detection
is validated by testing using synthetic signals. Secondly, it is of utmost importance
that the proposed method should be adoptable to real grid applications. Therefore,
the modes detection approach is further val-idated through a real-world data set
obtained from the northwest China grid. Finally, the overall mechanism of detection
and localization is further analysed with the real-world dynamic system by developing
the EMT models of the ER-COT south-region network. To conclude, the proposed
approach is compared with the state-of-the-art and benchmark methods in all four
test cases, and its feasibility is affirmed for real-world applications by its extensive

performance.
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Chapter 6

Mitigation of Complex

Oscillations

6.1 Introduction

The widespread adoption of inverter-based resources IBRs into the existing grids
has greatly reduced the dependence on conventional generation sources, however,
this brings significant challenges related to the operational dynamics of the power
system. Amongst the challenges associated with IBRs as discussed in the earlier
chapters, the complex SSO with a wide range of frequencies are emerging as a
specific concern [154]. Globally, power networks have encountered numerous SSO
events, when IBRs and particularly WTGs are integrated in the network with the
reactive components. Notably, events in wind farms-based power networks such as
ERCOT in the USA, Guyuan in China, and Great Britain are primarily recorded
because of SSR or SSCI between the series compensated lines and IBR’s power
electronics [4]. During these events, substantial oscillations in voltage and current

are recorded, disturbing the whole network, consequently leading to disconnection

171



Chapter 6. Mitigation of Complex Oscillations

of generation sources and damage to the protection system.

Numerous methods have been proposed to cope with the instability emerging
due to SSCI or SSR phenomena on both generation and network sides [155].
The network sides are generally equipped with auxiliary damping devices such
as synchronous voltage condensers (SVCs) and more power converter-induced
topologies such as FACTs [156-158]. Typically, these devices are supposed to
operate the system at nominal frequency and if augmented for SSR or SSCI
frequency operation, severe voltage fluctuations in the DC link can be triggered.
The operation of such a case is reported from the Guyuan system for the closest
VSC to the SSCI source [159]. Solely employing these devices for mitigating the
phenomena is an expensive solution, however, the strategy proves its feasibility
only if such devices are already installed in the network and augmentation in
control is provided to operate at specific SSCI frequencies. However, tunning
the controllers for the exact modes of the SSCI is challenging as the frequency
modes are usually not known and vary with the operating condition of the power
network [3].

In recent times, there has been a surge in interest towards cost-effective
control-based solutions for mitigating the SSO in the network. These are primar-
ily based on the WTGs model and are explicitly reliant on the control parameters
to prove their robustness and adaptivity to SSCI events. In these regards, [160]
proposes a linear quadratic regulator as a damping controller by employing a
reduced-order model to suppress the SSOs. Similarly, a nonlinear controller
leveraging the partial feedback linearization technique is proposed to alleviate
the oscillations in the DFIGs-based wind farms [161]. Similarly, a state space

model-based linearized sliding mode controller is proposed in [162] to tackle SSO
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in the power network. Moreover, [163] uses the system Hamiltonian model and
proposes an energy-shaping damping control to support the system with extra
damping control ability. Meanwhile, [5,31] is optimizing the parameters of the
damping control by obtaining the impedance model of a DFIG-based wind farm
network and assessing the performance of the proposed method via hardware-
in-the-loop simulations and field tests. Enhancements to the damping control
effectiveness in DFIGs are further explored through eigenvalue analysis and by
employing optimization algorithms [164]. It is important to note that the accu-
racy of such control methods hinges on the intricate and precise modeling of the
WTGs. However, the linearized models often fall short of representing the exact
dynamics of real-world systems as complex nonlinearities are omitted while mod-
eling the controllers. Additionally, given the need for tuning the parameters to
optimal values, these CSDC are not guaranteed to deliver optimal performance
across all operating conditions of the network.

Adapting to variations in operating conditions is crucial for effectively damp-
ing oscillations across a wide range of scenarios. In these regards, various meth-
ods are proposed to ensure the adaptive and robust performance of CSDC for a
wide range of operational conditions. For instance, a variable gain super twisting
sliding mode control is proposed in [165] adaptable to diverse conditions. Simi-
larly, [166] proposes a model reference adaptive control to enhance damping under
varying system operating conditions and wind speeds. Similarly, the CSDC-based
approach reported in [167] is optimized through eigenvalue analysis, making the
controller adaptive by dynamically adjusting the control parameter to variations
in the compensation levels and wind speeds. Moreover, [168] extends the method

proposed in [166] and employs a Multiple Model Adaptive Control strategy. This
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strategy is designed to provide a supplementary damping control capable of al-
leviating the SSO emerging across a broad spectrum of operating conditions.
Despite the effectiveness of these methods, they often rely on the assumption of
a known mathematical model or parameterized uncertainty. However, large-scale
significant variations in operating conditions may prove the performance of these
controllers inadequate for mitigating the SSO and providing sufficient damping.

Recently, model-free methods have emerged as a promising solution to vari-
ous challenges associated with model uncertainties [169]. Some of the methods
reported in the literature employ solely the data-driven approach, developing the
control law by constructing dynamic linearization data models at various op-
erating points using pseudo-partial derivatives [170]. The authors in [171-173]
leverage these methods to train the system and control the SSO for various oper-
ating conditions. However, these methods are explicitly dependent on the online
input data and require operational details of the system to achieve asymptotic
stability of the control [174]. In addition to that, the dependence on the single
control loop may inherently degrade the performance for other dynamics con-
ditions such as the fault-ride-through (FRT) ability of the DFIGs in weak AC
systems. To overcome these issues, model-free methods incorporating additional
damping control loops are proposed previously by the authors in [5,31,175]. These
involve triggering auxiliary damping control loop at SSR frequencies to mitigate
the controller instability and prevent SSO. However, the damping control loop
involves the integration of filters with specific bandwidth to filter the SSR modes
and trigger at that frequency. This limits the viability of the approach rigorously
depending on the prior knowledge of SSR frequencies [3].

The practical applications of frequency-dependent CSDC demonstrate con-
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strained feasibility when dealing with SSCI-based SSO, where the modes of os-
cillations are non-stationary and are not definite due to varying operating condi-
tions [176]. Therefore, to circumvent the reliance on frequency-dependent CSDC,
this work proposes a DVIC that employs a single-layer-feed-forward learning al-
gorithm to predict the error in the control signal due to large disturbance or
SSCI triggering SSO in the WTGs; accordingly vary the RSC impedance and
effectively mitigate the SSO driven be SSCI. Compared to the state of the art,
the DVIC is an industrial-grade controller outperforming the CSDC due to its
unique features such as: 1) It employs a data-driven auxiliary control loop to sta-
bilize the dg control when a large disturbance or SSCI triggers the SSO. It does
not need any offline training and triggers only on a limited set of neurons. 2)
The functionality of the DVIC is adaptive and robust for all operating conditions
and ensures asymptotic stability for boundary conditions. 3) The computational
complexity is lower and the simplicity prevails lower costs for industrial imple-
mentation. 4) The proposed method doesn’t consider heuristic assumptions to
perceive monotonic convergence of tracking error.

Therefore, following up the findings in the previous chapter and leveraging
the detection and localization approach which effectively nominate the control
mechanism of the WTG involved in the SSCI, the DVIC control is proposed to
mitigate the SSCI in finite time. The controller is implemented in the identified
WTG and is verified through two realistic network systems. The key features of

the developed method and proposed research are as follow:

1. Firstly, the proposed method is as simple as CSDC in structure and inde-
pendent of the model states, making the implementation of the approach

straightforward.
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2. Prior knowledge of SSR modes and frequency bandwidths is not required

as the DVIC is only based on the dq current states.

3. The generalized Hebbian learning law works as an auxiliary damping control
loop. This approach makes the control adaptive and adjusts the rotor side
converter (RSC) impedance in finite time by injecting a compensated signal
to the dq control loop. The variation take place only when SSCI or large
disturbance triggers system instability, thus making it stable for all varying

conditions.

4. The method is implemented in one of the identified WTGs in the ER-
COT network. These results demonstrate the effectiveness of the proposed

method for real-world applications.

6.2 Research Motivation

It is widely recognized that IBRs, especially WTGs featuring complex power net-
works give rise to different types of stability challenges such as SSR and SSCI
between the network components and WTGs. The severity of these disturbances
are of critical concern, as these lead to network instability and induce complex
oscillations. Promptly addressing these oscillations is crucial for ensuring de-
pendable operations. Their mitigation relies on the prior identification of the fre-
quency modes and the precise localization of the unit needing control upgrades.
To achieve this, a systematic and precise method is required. This involves first
identifying the SSCI modes and localizing the unit requiring the up-gradation
to its control, as discussed in Chapters 4 and 5, which is an initial step in the

mitigation scheme, followed by proposing a control scheme.
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While numerous control methods have been proposed to tackle these oscil-
lations, fictitious variation in damping using dg-based control of WTGs is seen
as both cost-effective and dependable. Nevertheless, such methods are depen-
dent on the prior knowledge of SSCI frequency modes and their effectiveness
diminishes when the SSCI-oriented oscillations contain non-stationary and com-
plex frequency modes. To enhance the WTGs control performance adaptive to
diverse oscillation modes, this work proposes a single-layer feed-forward-based
control approach, where the damping of WTG is fictitiously strengthened by the
adaptive mechanism of Generalized Hebbian learning algorithm integrated into
the dq vector control of WTG. The proposed method dynamically reacts to any
SSR or SSCI occurrence and adjusts the WT'G impedance to forestall oscillation
initiation within a finite time. Through simulations and diverse test cases, the
effectiveness and feasibility of the proposed method are demonstrated, marking

its potential for real-world applications for the first time.

6.3 The Impedance Model of the System

6.3.1 A Typical DFIG based Series Compensated Net-

work

A series compensation is an old technology to support an increase in line load-
ing capacity and transmit quality power without voltage collapse. Fig.6.1 shows
the typical series compensated transmission line system connected with grid at
one end and DFIG based wind power plant (WPP) at the other end. The series

compensator is a bulky passive component providing reactive power being pro-
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portional to the square of the current flowing through it. However, besides fault
current and changing constraints for operating time of protection system, the
series compensation present notable challenge which involve the dynamic inter-
action with the network components and initiating resonance at certain electrical
and mechanical frequency.

For an IBRs-based simplified network as shown in Fig.6.1, the series compen-
sation interacts with the converter control and incites resonance generating SSO
with inter-harmonic and coupled frequency modes, thus referred to as complex
SSCI [177]. This interaction occurs purely at electrical modes and has no defi-
nite bandwidth. The DFIG-based WPP in a series compensated power network
can be essentially considered as series RLC resonance-based circuit, where the

electrical resonance frequency can be written as,

X

fe:fO ZXL

(6.1)

Here, fy is the nominal frequency of the system with X. as the cumulative ca-
pacitive reactance of the series compensation and transmission line, while > X
refers to the cumulative inductive reactance of the WPP, the transformers, and
the transmission line. The resonance in such a system occurs due to the self-
excitation of the induction generator (IG) as a consequence of negative slip. The

general relation for slip is given as,

(6.2)

Given in (6.2), f,. represent the rotor’s electrical frequency and this can be de-
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duced into Laplace transform as,

§=—— (6.3)

In order to operate the machine in generator mode, usually the f, < f,.; implying
a negative slip. It is obvious that at negative slip, the rotor resistance is negative
due to the lagging of magneto motive force (MMF') produced by armature current
at f. and thus it moves at a slower speed as compared to the speed of the rotor.
On the contrary, since the stator of the DFIG is connected to the grid, the
cumulative resistance on the grid side present positive resistance. The triggering
of self excitation leading to oscillations in voltage and current are triggered only
if the rotor’s resistance magnitude at this resonance frequency is higher than the
grid side resistance magnitude. The oscillations in the armature of the generator
also involve the converter control and thus the control interactions are induced
at this sub-synchronous frequency. Since the SSCI involve the converters control,
the modes of the oscillations are essentially different as those involved in the
synchronous generators (SG) due to induction generator effect (IGE). This is
mainly because the RSC and GSC control are not involved in the SG and so
the oscillation modes are only related to the mechanical dynamics. However, the
IG effect can be illustrated as an assumption of growing SSCI by taking into
account the dynamics of the RSC and GSC control effects. The RSC control
explicitly aggravates the equivalent resistance of the rotor, however, this needs
a mathematical derivation from the detailed model of the series compensated

DFIG.
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Figure 6.1: A schematic of series compensated transmission line with connection
to DFIG and grid.
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For instance, the equivalent resistance on the rotor side can be written as [5],

sR,

S — jWm

Req = (64)

where, wy, is referred to as the mechanical speed of the rotor in (6.4). Therefore,
given the importance of the rotor equivalent resistance and its affiliation with the
RSC control, the IGE can be considered as foundational argument to explain the
complex SSCI in the grid connected WTG with series compensated transmission
line. A detailed analysis will be provided in the next section, which includes an
in-depth modeling of the DFIG with a series compensated transmission line. This
analysis will lead to a simplified yet sufficient circuit model that represents the

effect of rotor resistance and the control parameters.

6.3.2 Derivation of an Equivalent Circuit Model of DFIG

The operation of a line-compensated DFIG is significantly influenced by factors
other than the slip of the induction generator itself in relation to SSO. The most
primitive development in complex SSCI due to DFIG is a consequence of equiv-
alent rotor resistance, This is affected by dynamic parameters such as variations

in wind, torque control, and the turbine converter control. This has been exten-
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sively studied in [178,179] and [5]. Since the DFIG in grid connection represents
strongly coupled topology, detailed modelling is required to reflect the dynamic
effect of the control in efforts to mitigate the complex SSCI. Therefore, it is best
to consider the internal dynamics of DFIG with the rotor and its control extorting
the system stability with changing dynamics of the grid. Fig.6.2 represent the
DFIG connected to the grid through VSCs with grid following control. The VSC
is employed at both sides of the DFIG as an RSC and GSC with an induction
generator (IG) connected through a shaft system. The IG can be represented in
dq frame as [165]

Vds = Rslds + %%ls — Wlgs

g = Bl 4 e st

Var = Rplys + %@/}dr + WatipWyr

Vgr = Rl + %wqr + WatipPar
with

VYas = Lalas + MIsy, Vg0 = Lolgs + My,
Yar = Lolar + Mlgs, g = LIy + M1,
where the subscript r, s refers to the rotor and stator side variables in the dq ref-
erence frame, respectively; with ), M, I, v and w; as the flux linkage, magnetizing
inductance, current, voltage and angular frequency, respectively. The equivalent
resistance at stator side R, and inductance L at both sides with dynamics of a
compensated transmission line can be expressed as
R,=R,+ Rsc, L, = L, — M*/L,

(6.6)
Ly=1L,+ Lsc + Lsc — 1/ (w:Csc)
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where Rgc, Lsc and Cgo refer to the resistance and, inductance of the trans-
mission line and capacitance of the series compensator, respectively. The RSC

dynamics can be obtained from (6.5) and (6.6) as,

~ d A
var = Rp g + Lralrd - wslipLT[rq

M ~ .
+ZA_J_ |:Us - RsIsd + ws (Lsfsq + MIrq>i|

s ) (6.7)
Vgr = errq + L, %Iqr + wslipL’/‘]rda
M - .

+ZA_J_ |:_Rs[sq — Ws ( Ls[sd + M[rd>:|

For ease of simplicity, (6.5) can be transformed into states space as,

Vs = iRy + jweLsis + DisLs + Di, Ly + jweLasir,
(6.8)

v, = i, R, + jwsLasis + DigLys + Di, Ly + jws L.

where the operator D represents the integer-order differentiation of the states.
For sake of completeness, we transform (6.8) into £-domain by replacing “D”

with operator “s”. This provides us,

vs(s) :is(s)Rs +is(8)jweLs + sis(s) L + i (s) Ly

+ jweLMir(s)
(6.9)
v, () =i.(8) R, + is(8)jws Ly + sis(s) Las + si,(s) L,
+ jws Ly, (s)
To facilitate the derivation for rotor current, (6.9) can be manipulated as,
r - .s Ly — .s . sL
i (s) = Y8 = She(8) Lo = du(s)jeoe Lo (6.10)

R, + L.(s+ jws)
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Simplifying (6.9) by putting i,.(s) from (6.10) and doing mathematical manipula-

tions to solve for v,(s),

vs(s) = is(s)

Ry+s | L% L~ (5 = jwom)
RT‘—l—L’I‘(S_jwm)

SLM

(6.11)
+ i (s)

~

Rr + LT‘(S - jwm)

where w,, refers to the angular speed of DFIG and is given as w,, = w, — w.
The Thevenin equivalent model of DFIG can be obtained in alignment with the
equation obtained from (6.11) and is illustrated in Fig.6.3. This provides the
foundation for exploiting the equivalent model of DFIG for manipulating the
rotor-side impedance to minimize the negative resistance affected by the interac-
tion of the internal control loop. Therefore, we neglect the outer control loops of
both side converters (i.e. RSC and GSC) as these have negligible imposition on
the SSO characterization [180].

The expression for the rotor current can be written in “dq¢” domain as,

. 1 ~ A
Idr = T = (Ud'r - R'r]dr + SLrws]qu)

"fr (6.12)
I, = —(vy — Ryl — SLywsly,0)
oL,
The rotor current dynamics in (6.12) can be re-written as follows,
x=Ax+Bu +D (6.13)
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Figure 6.2: A series compensated network with DFIG and conventional control
for grid side and rotor side converters

Figure 6.3: Equivalent circuit model of DFIG with Rotor dynamics

T T
where x = [jdr jqr} and x = [[dr ]qr} . While matrices,

T

I T
D= {ﬁ(vs + Rsis)] ,and u, =7 |:Udr vqr:|
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6.3.3 Candidate of Instability in DFIG and Its Reshaping

with Control

The impedance of the RSC is characterized by the resistance and leakage in-
ductance of the RSC. This dynamic transitional behavior is accompanied by the
states compensating gains used in control laws. Since, the objective of this work
is to provide a foundational argument for the control effect on rotor dynamics,
we consider the internal control loop of RSC only. The in-depth derivation on
the current control loop are given in [181] in detail. Conversely, to make it sim-
ple and show the relevance of the inner control loop with rotor impedance, the
“dq” axes of current inputs can be deduced from the basic control illustrated in

Fig.6.2 [156]. This provides us with,

kir

Var = €Egr (kpr + S ) (614)
kir

Var = €qr (kpr + ?) (615)

where, eg, = [i;ﬁf —igr], and e, = [igif — i4r] shows the deviations in the “dg”
axes of control inputs.
(6.14) and (6.15) can be written in more generalized form by replacing s with

§ — JWe.

o) = 6 - 10) () (et 22 ) a9

S — JWe S — JWe
Considering the dynamics of the rotor in the control inputs, the final expression

can be modified by using (6.10) and putting it in (6.16), (for detailed derivations,
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please see [136]), we get,

e v, (s) — sis(s) Ly — is(s)jws L
v,(s) = [1,, I(s) — R+ Lo(s 1 jou) }

. kp’r _l_ .
S — JWe S — JWe

Thereby, rearranging (6.17) for v,.(s)/ (i7/(s) — i,(s)) provides us with the final

(6.17)

expression for varying rotor impedance imposed by control variables. This can

be obtained as,

~

7 S kir
Zy = SL,, — (R, + k. : 6.18
§ +8—jwr( +p+s_jw0> ( )

The expression in (6.18) is in alignment with Fig.6.4 (a) which expresses the

mathematical dynamics of the rotor, including the effect of control dynamics

“Zcsy5;" early derived in (6.14). Thus, the first part of Fig.6.4 (a) is the con-
ventional approach that characterises the rotor-side impedance using control gains
by a factor of “n” as shown in (6.14). This provides additional damping to RSC
resistance and consequently results in stabilizing the system for varying operating
conditions. However, the major drawback of tuning these parameters for avoiding
SSCI events will deteriorate the additional performance of the WTG such as low
voltage ride-through (LVRT) capability and dynamic performance for unplanned
events [182]. Therefore, to enhance the dynamic performance of the WT'Gs and
ensure stability against SSO events, additional damping is incorporated into ex-
isting RSC dynamics by fictitious impedance as shown in Fig.6.4 (b), commonly

referred to as sub-synchronous damping control. However, this conventional sub-

synchronous damping control (CSDC) requires careful design considerations and
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Figure 6.4: Equivalent circuit model of DFIG with Rotor dynamics representing
(a) reshaping of rotor impedance with conventional control, (b) reshaping using
DVIC.

has a subsequent impact on dynamics performance if not tuned diligently.

6.3.4 Limitation of CSDC

Though the addition of CSDC SSO mitigation is a convenient approach, there
are significant challenges associated with this method, as detailed below.

The typical structure of CSDC is shown in Fig.6.5. It incorporates the inte-
gration of a bandpass filter, a phase compensator, and an amplifier to generate
the control signal [164]. The critical aspects of such an approach are centred

around three major challenges [175].

e The fixed bandwidth of the bandpass filter restricts the adaptability of con-
trol in addressing SSO with time-varying frequency components [3]. This

places frequency-dependent constraints on the controller, where complex
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components with out-of-band frequencies may significantly impact the ac-

curacy of the input signal for converter controllers in the WTGs system.

e The phase compensator with fixed bandwidth is employed in conventional
CSDC to stabilize the control for conventional SSO. However, the complex
SSOs with time-varying components explicitly introduce complex phase
lags, potentially compromising the performance of fixed phase compensator

([(ST1 +1)/(ST2 + 1)]?) [3,31].

e Explicitly in extreme conditions of the network, the control system associ-
ated with WTGs converter provides complex SSCI modes. These modes are
constituted as a result of coupled SSCI frequencies interpolated with net-
work noise and harmonics. Therefore, such modes are network-dependent
and vary with the operating conditions. Thus the performance of con-
ventional CSDC deteriorates for such modes and the root cause of SSCI

mitigation becomes challenging.

Therefore, CSDCs are typically designed for a single operating point of the power
network. As a result, their parameters remain fixed and are not updated in real-
time to accommodate evolving network dynamics. This limits the damping per-
formance in mitigating SSO, particularly under conditions where complex modes
are amplified due to operational variability. Thus, in IBRs dominated networks,
especially those integrated with compensator and weak network configuration,
the limitations become more pronounced. Therefore, control strategies in such
systems must be self adaptive to effectively accommodate varying network con-
ditions. To address this challenge, a novel, self-adaptive control approach is

proposed and presented for the first time in the following section.
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Figure 6.5: Block diagram of CSDC-based approach for SSCI mitigation.

6.4 The Adaptive DVIC Control Method

Controlling the rotor side current /4, with dynamic and adaptive feedback con-
trol can effectively mitigate the complex oscillations emerging due to SSCI or
SSR involved with line compensator. This can be achieved by considering the
control loop as a virtual impedance responding proportionally to the RSC current
perturbation due to SSR based oscillations. The finite time compensation of this
perturbation effectively changes the DFIG impedance, preventing the destabiliza-

tion of the control loop and consequently mitigating the SSO.

6.4.1 ANN based Adaptive Control

To address the identified issue, this thesis propose an artificial neural network
(ANN) based single-layer feed-forward model-free control mechanism that can
mitigate the SSCI in finite time for varying operating conditions of the network.
The principle of the proposed approach is similar to that of CSDC and is shown in
Fig.6.6. The control method is independent on the system states, communication
links, and prior information of SSCI modes to mitigate the SSR in finite time.
The method uses system state xqq, as its input, measures Ax[k] = x[k] — x[k — 1],
and adjusts output y(k) online. The y(k) is a stabilizing signal injected into the

dq control of the DFIG, strengthening the output impedance of the RSC in finite
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Figure 6.6: Proposed method for RSC control of DFIG, (a) RSC control modified
with DVIC (b) Structure of proposed method for Z,.

time.
For instance, the GHLL for the system described in (6.13) with input states X,

can be written as [183],

Aw (k + 1) = w' () 41 x [yl (1) Adh, (1)~
| | (6.19)
() S WM (1), ()

k<i

In the above, w” is the synaptic weight updated at each round of (¢) from its
previous value by taking into account the input vectors xflq(t) and resulting in
the activation function, which is the product of the input state vector and w at
t —1. Also, n represents the learning rate and can be tuned to achieve convincing

convergence of the states to the reference value.
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6.4.2 Derivation of Dynamic Virtual Impedance Control

Law

The impedance model (IM) of DFIG can be derived from the analytical model

discussed in the earlier section as

Zpric = (Zw||Zy) + Zs (6.20)

where

Z(5) = 5L + =5 (B + kpr + 0)
Zm(8) = sM
Zy(s) = R, + sL,
The proposed method functions as a DVIC, actively reshaping the RSC impedance
Z,(s) to mitigate the effects of SSO. This is accomplished by attenuating the
impact of external disturbances, thereby preventing the RSC impedance from ex-
hibiting adverse or negative impedance characteristics during SSR or SSCI events.

Assuming Z is the output of the DVIC as shown in Fig. 6.6b, the new impedance

for the RSC can be updated at each operating state as

. s A k;
7 (ouy = SLim — (R, + K, L / 6.21
(s,20) = 8 +S_jwr( Tt ¢) (6.21)

where f/m, kir, kp, are the field excitation inductance, integral, and proportional
gains of the RSC loop, respectively. z, refers to the operating mode. In (6.21), Z,
can be determined by using GHLL as discussed earlier. This manipulates Z, (.., )

for any condition that initiates deviations in the states vector x4,(t) due to SSCI
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phenomena. Thereby, (6.19) can be re-written as,

Awl(k+1) = w9 (t)+

Xy ()Y, (£) — ¥ () Y w™ (k)yk, (¢)

k<1

] (6.22)

The A here refers to the update in the wy at ¢, while x} (t) = Xggref — Tdg-

Using mathematical simplifications, the (6.22) can be generalized for Z; as

Ze= Y [Awn(k)] x (kx, + ki / X5,) (6.23)
N=1...¢

The final value of the synaptic weights (Aw&) is decided when the connection
between neurones is strengthened and error is minimised by ensuring an optimum
correlation between the reference and output values. Therefore, the training data
and learning relation are updated online every time step of the corresponding
input state vector. This eventually alters the rotor side impedance in finite time
for any variations, providing explicit virtual damping and ensuring mitigation.
The effectiveness of the proposed method is provided in the next section, where
a deliberate comparison is persuaded to gain insights on the performance of the

method.

6.5 Case Study

6.5.1 System Under Consideration

This work considers an EMT model of the network provided in this chapter, pre-

viously used for the detection and localization of the WTG as shown in Fig.6.7.
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Figure 6.7: Configuration of an example of ERCOT network replication for study-

ing SSCI/SSR

Recalling case 4 from Chapter 5, where the network has reported SSR-based
events due to resonance with network components and has demonstrated signif-
icant oscillations in voltage and currents at the PCC of the wind farms. Three
events have been reported demonstrating the SSCI and SSR modes in voltage and
current oscillations. Two events are related to changes in the network topology
resulting from the tripping of a section of the line. The alteration in network

topology is initiated by a fault, which triggers protection devices and leads to
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line outages. Consequently, this results in the radial connection of WF1 and
WEF2 to the series-compensated line positioned between Bus3 and Bus4 for the
reported events. The reported SSR frequencies for these events range from 22
Hz to 27 Hz. Similarly, the last event does not trip the protection device; how-
ever, the radial connection with the line compensation significantly affects the
voltage/current loops and produces significant SSCI-based oscillations. These
three events were previously replicated solely to demonstrate the effectiveness of
AIFST. Following the AIFST-based SSCI power flow, which nominates the WPP
connected to busb as a major contributor of SSCI instability, the control system
for WF3 is updated with DVIC, consequently. The efficacy and robustness of the
approach is illustrated through detailed studies, wherein simulation examples are
conducted for various operating conditions to verify the dynamic performance,

ensuring compliance with regulations aimed at maintaining grid stability.

6.5.2 Simulation Results

Various operational uncertainties associated with wind farms contribute to the
emergence of different types of power system oscillations. Key operating pa-
rameters that significantly influence the mitigation of these oscillations include
variations in wind speed, controlled active and reactive power, and changes in
the compensation level of the transmission line. These factors are directly linked
to both SSCI and SSR, as they affect the impedance of the RSC in WTGs at
SSR-related frequencies. Under such conditions, the RSC resistance can exhibit
negative impedance characteristics relative to the grid impedance, potentially
leading to severe system instability if not appropriately managed.

The complex nature of these disturbances presents significant challenges in
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Figure 6.8: Effect of Wind on RSC impedance.

defining an optimal SSCI bandwidth for CSDC methods. To address this issue,
a series of test studies have been carried out, focusing on the control behavior
of the RSC in WTGs and its influence on impedance characteristics. These
studies reveal that SSCI frequencies vary considerably under different operating
conditions, highlighting the particular need for a control strategy that is robust

and independent of specific SSCI frequencies.

Validation of DVIC for Varying Wind Speed

Before the damping performance of the proposed method is analysed, the effect
of uncertain operating conditions on RSC impedance is demonstrated in Fig.6.8.
For ease of understanding, only the PCC measurements of Bus 5 are shown for

the network depicted in Fig. 6.7. Three different wind profiles are analysed,
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varying from 6m/s to 15m/s and leading to certain disconnection of random
WTGs where the wind speed is unfavourable. The control parameters are in-
tuitively tuned to trigger the SSCI in the system to demonstrate the effect of
operating conditions on the RSC impedance. Owing to such conditions, Fig.6.8
illustrates that the SSCI modes explicitly vary with the operating conditions. For
instance, when the number of offline WTGs (n) is 100 and the line compensation
(Z.=15%), the SSCI mode, it is 31 Hz with the highest participation of negative
impedance at PCC. This SSCI frequency varies inherently when the number of
offline WTGs reduces to 35 from 56, giving a transition in SSCI frequency from
8 — 4 Hz.

The aforementioned SSCI frequencies significantly change by employing the damp-
ing control. To demonstrate this, the CSDC and DVIC control are employed
while keeping the operating conditions as wind speed v,, = 9m/s, reactive power
Qwrae = 0 MVAR, active power Pyrq = 50 MW, Z, = 20% and n = 817 ini-
tially. For case 1, where v,, changes from 9 m/s — 13 m/s, the SSCI oscillations
can be seen emerging at t = 4s as shown in Fig.6.9 (a). Similarly, Fig.6.9 (b)
demonstrates the same modes for wind speed varying from 9 — 6 m/s with sim-
ilar network conditions. The FFT results at ¢ = 4.1s for 120 electrical cycles
for both cases demonstrate that the DVIC control actively modifies the Z. to
prevent the onset of SSCI-induced oscillations. Further to that, this is particu-
larly illustrated from the FFT magnitudes shown in Fig.6.9 (a,b), that the DVIC
approach shows extensive stability against the changing operating conditions and
have explicitly lower magnitudes. The effect of these magnitudes can be seen in
the active and reactive power in Fig.6.10 (a,b). Therefore, the proposed method

has a dominant performance for mitigating the SSCI event by varying the Z, in
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Figure 6.9: CSDC and DVIC performance showing voltage and SSCI modes for
(a) vy =9m/s — 13m/s, (b) v, =9m/s — 6m/s.

finite time.

Validation of DVIC for Varying Compensation

The performance of the proposed method is further evaluated in comparison with
the CSDC-based approach for different compensation levels. Initially, the line is
compensated for 15 %, v, is 7.5 m/s, reference for Qure = 0 MVAR and active
power Pyrg = 50 MW. At t = 45, the Z. is doubled to 30 % while both CSDC
and DVIC controllers are active. We illustrate this in Fig.6.11 by assessing the

dynamics conditions of the system for both controllers using the time-frequency
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Figure 6.10: CSDC and DVIC performance for changing windspeed showing (a)
Active power control, (b) Reactive power control.

representation (TFrs) of the oscillation modes. It can be observed that varying Z,.
at t = 4 s initiate oscillations for both controllers as illustrated in Fig.6.11(a, c),
however, the DVIC-based approach mitigates it in finite time in comparison to
the CSDC as shown in Fig.6.11(c,d). The proposed method does not need prior
information about SSCI modes as compared to CSDC but is adaptive enough to

mitigate the effect of changing Z..

The performance of both approaches is further assessed by a more realistic test

case where the Z¢ is increased from 15 % — 50 % at t = 4 s. For simplicity and

ease of comparison, Fig.6.12a and Fig.6.12c¢ shows the p.u current of the WTGs

198



Chapter 6. Mitigation of Complex Oscillations

3 4 5 6 7 8 3 4 5 6 7 8
Time (s) (b) Time (s) (d)

Figure 6.11: Variation in line compensation by 30 % showing p.u Current for (a)
CSDC, (b) TFR of modes under CSDC, (c¢) DVIC, (d) TFR of modes under
DVIC.

connected at Bus 9 only. The TFRs of the CSDC show the SSR mode starting after
the switching of the compensation and increasing exponentially as compared to
DVIC. On the contrary, the TFRs of the DVIC show that the variation in
compensation triggers this mode as shown in Fig.6.12d, however, is mitigated
in approximately 120 electrical cycles. This is further illustrated in Fig.6.13
which is in alignment with Fig.6.12 for compensation variation of 15% — 50 %
at £ = 4. Fig.6.13 shows the reactance-frequency crossover criterion obtained
through the analytical simplifications o ft he i mpedance m odel o f t he network

at the node connecting wind farm 1. When SSCI begins due to switching of the
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Figure 6.12: Variation in line compensation by 50 % showing p.u Current for (a)
CSDC, (b) TFR of modes under CSDC, (c¢) DVIC, (d) TFR of modes under
DVIC.

extra compensation, the variations in the frequency-dependent resistance (R) and
reactance (X) can be observed in Fig.6.13a. According to the frequency crossover
criteria defined in [136], the SSCI event emerges when the source resistance (R)
is negative for X = 0 at a specific frequency. The zoomed version of Fig.6.13
shows the comparison of both controllers when the SSCI occurs at approximately
32.6 Hz. The DVIC approach reshapes the overall impedance at f,,. = 32.6 Hz
while mitigating the event in finite time by injecting a stabilizing signal to adjust
Z¢. The stabilising signal by the DVIC-based approach is shown in Fig.6.14 for

Z, variations of 50 %.
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Figure 6.13: Variation of impedance (R & X)) for 50 % change in line compensation
by DVIC and CSDC.

It is clear that the proposed method responds in a definite time to the SSR
event and adjusts the control signal by varying the impedance of the source to
prevent the instability of the RSC converter. In addition to that, the difference
in the performance of both controllers is further evaluated by taking the Discrete
Fourier Transform (DFT) of both controllers for 120 electrical cycles for the
events shown in Fig.6.11 and Fig.6.12. Only modes with magnitudes higher than

1% are shown here as the lower modes have no relation with the SSCI-based
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Figure 6.14: Performance of DVIC for varying rotor virtual impedance using
signal injection for 50 % compensation.
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oscillations. Therefore, it can be observed that the magnitude of SSCI modes
using the DVIC approach is considerably low as compared to the CSDC for both
cases (30 % and 50 % compensations). The subSynchronous mode (SubSR) for
DVIC is only |fswsr| = 3% as compared to CSDC, where |fsuwsr| is 29% of
the 60 Hz component for 50% variations in the compensation levels. It is also
important to note that, the severe perturbation in the impedance of the source

results in higher magnitudes of severe oscillations.

Dynamic Performance for FLRT and LVRT conditions

The power grid and regulating authorities define grid codes to ensure the stability
of the network. The grid codes are inherently applicable to the power generation
vendors connecting their assets to the transmission infrastructure. The grid codes
impose strict rules for these connecting assets to meet the minimum criteria of
fault ride-through (FLRT) and low voltage ride-through (LVRT') conditions.

In Great Britain (GB), the WTGs are required to remain connected for 140 ms
during low voltage and fault conditions. In these scenarios, the IBRs (WTGs) are
required to support the grid by minimizing the active power while maximizing the
injection of reactive currents into the grid. To illustrate the performance of the
proposed method for such conditions, a three-phase fault is initiated at 4 s lasting
for 200 ms, and 500 ms as shown in Fig.6.16 and Fig.6.17. This test aims to verify
the efficacy and robustness of the proposed method for extreme events. It can
be observed from the active and reactive power of both Fig.6.16 and Fig.6.17
that the system returns to normal operations after fault clearance and provides
stable power without anticipating any oscillatory modes. The performance of the

proposed method is further assisted for a more severe scenario where grid voltage
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Figure 6.16: FLRT performance of DVIC for 3-Phase fault showing (a) voltage,

(b) current, (c) active power, and (d) reactive power at PCC for 200 ms

dip falls to 70% of its nominal value as illustrated in Fig.6.18. It can be observed
that the proposed controller significantly varies the current without prevailing
any overshoot and undershoots in the current. The significant variations in the
grid voltage is supported by the adaptive performance of the proposed controller,

where significant reactive power is injected at the same time to support the grid.

Overall, the case studies demonstrate significant improvement in the dynamic

performance of the WTGs by incorporating a DVIC-based approach. The ap-
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Figure 6.17: FLRT performance of DVIC for 3-Phase fault showing (a) voltage,

(b) current (c) active power, and (d) reactive power at PCC for 500 ms

proach provides robust performance for the mitigation of SSCI modes by inject-
ing a stabilising signal only when the GHLL detects it. Therefore, it is evident
from the results that the proposed approach does not require any prior infor-
mation about SSR modes and doesn’t affect the performance of WTGs in any

conditions.
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Figure 6.18: LVRT performance of DVIC for 70 % voltage drop showing (a)
voltage, (b) current, (c) active power, and (d) reactive power

6.6 Future Research direction

The proposed controller demonstrates effective performance for the problem un-
der consideration, as discussed in the preceding sections. Nevertheless, several
research aspects remain open, particularly concerning the application of the ANN-
driven control strategy. Specifically, the interaction of the control loop with the
Power Plant Controller (PPC) must be carefully analyzed to ensure adaptivity
within multilayer control hierarchies under varying grid conditions. The control
loop exhibits a bounded settling time in response to disturbances and input varia-

tions. However, appropriate tuning of controller gains is critical to avoid excessive
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overshoot and undershoot in the system response. Furthermore, additional non-
linear modelling is required to formally characterise the region of attraction of
the control law, thereby ensuring asymptotic stability across a wide range of grid
disturbances. The proposed control algorithm has been shown to tolerate input
noise magnitudes of up to 30% of the nominal signal without significant degra-
dation of performance. While this does not imply instability or unacceptable
performance for higher noise levels, further investigation is required to refine the

control law and enhance robustness margins.

6.7 Summary

This work proposes a novel RSC control scheme for WTG to enhance the re-
siliency of dq axes control loop for mitigating SSCI oscillations. The proposed
method works as an auxiliary loop and acts as a dynamic virtual impedance for
the DFIG control system. The proposed scheme mitigates the effect of SSCI event
in the dg axes current control loops with improved steady and, transient system
performance. No requirement of prior knowledge of SSCI frequencies, their types,
and their bandwidth sets apart this work. The proposed method does not dete-
riorate the nominal operation of the system and responds only when detecting
the SSCI event. The simulation results demonstrate the efficacy of the proposed
method for different test scenarios and prove its viability for further exploration

and real grid applications.
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Conclusions and Future Work

7.1 Conclusions

It is widely recognized that inverter-based resources (IBRs), particularly wind
turbine generators (WTGs) with complex power network configurations, intro-
duce various types of stability challenges into their respective grids. Amongst
these, the subsynchronous resonance (SSR) and subsynchronous control interac-
tions (SSCI) between the network components and WTGs are of critical concern,
as these can induce complex oscillations and lead to network instability. These
oscillations emerge as a consequence of due interactions between the network
components and generation sources. The characteristics and complexity of these
oscillations are governed by system-wide dynamics and vary across different IBR-
integrated power network configurations. The complex modes associated with
SSCI oscillations are characterized by time-varying frequency and damping prop-
erties, setting them apart from the relatively stationary modes seen in harmonics,
low-frequency oscillations, and forced oscillations. Moreover, these modes can

become dynamically coupled under certain conditions, making their explicit de-
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tection and characterization particularly challenging. This complexity is further
exacerbated under varying operating conditions in the power network, where the
dynamic nature of these modes is more pronounced. Traditional detection meth-
ods, such as those relying on discrete Fourier transform (DFT)-based algorithms
employed in phasor measurement units (PMUs), struggle to accurately capture
these time-varying and coupled modes. As a result, the reliability of such meth-
ods is compromised, increasing the risk of undetected instabilities. Thus this
fundamental limitation in observability drives towards significant challenges in
the development and implementation of effective mitigation strategies for SSCI-
related phenomena.

Therefore, keeping in view the critical aspects of complex SSCI to grid stabil-
ity, this work focuses on addressing two major aspects of this challenge.

1) To develop a systematic approach that can efficiently detect the complex and
time varying modes of such phenomena.

2) Identify the root cause of the instability in the network and propose mitigation
strategies to address the emerging oscillations in the network. The conclusions
drawn from the main contributions of this research are given below.

1. Fidelity of PMU based Observability for Complex Oscillations
[184]:

To address the challenges of detecting and mitigating complex oscillations in
IBR-dominated power networks, this work introduces key contributions that ad-
vance the understanding and observability of these phenomena.

For the first time, this approach provides a significantly more comprehensive and
detailed analysis compared to prior methods such as DFT and Prony analysis. It

highlights an increased risk of instability and inaccuracies when addressing com-
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plex SSCI within WAMS control mechanisms using the conventional approaches.
Importantly, this work establishes a foundational framework through rigorous
analytical examination, offering strong evidence to support the adoption of syn-
chronized waveform measurement units (SWMUs) for assessing complex SSCI
oscillations.

The complex oscillations in IBR-dominated power networks exhibit complex
modes. Typically, such oscillations involve a wide band of frequencies, where the
dominating modes have coupled frequencies resulting in multi-mode synchronous
resonance-based oscillations. Detecting such modes with complex and wide bands
of frequencies is challenging with the existing methods such as DFT), its variants
and benchmark approaches such as as Prony analysis.

Therefore, critical analysis of the existing DFT-based methods is carried out
to assess the observability requirements of complex oscillations in the IBRs-
dominated network. It is widely recognized that the fundamental variant of
the DFT approach is explicitly used in PMUs adopted for wide area monitor-
ing system (WAMS) due to its simple and less computational industrial design.
However, for the sake of comparison this work adopts the latest and state-of-
the-art sliding DFT approach to assess the observability of multimode complex
SSCI oscillations. It has been identified through analytical analysis that DFT
and its variants are susceptible to erroneous estimation of SSCI modes, particu-
larly those which are strongly time varying and complex in nature. Accordingly,
the stability and accuracy of this approach is further assessed for WAMS prevail-
ing enhanced risk and uncertainties in mitigating the complex SSCI for control
mechanism. This method provides a far more comprehensive and detailed anal-

ysis than previous works and provides a foundational layout based on analytical
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analyses enabling the adoption of synchronized waveform based assessment of
complex SSCI oscillations.

2. Source Localization of Complex SSCI using Modes based Power
Flow [184,185]:
A systematic diagnostic tool is developed for the first time by employing a
synchro-transform concept with the pioneering use of SWMUs to localize the
source of complex SSCI within power networks. This process is achieved in two
main stages: first, identifying the presence of complex SSCI, and second, deter-
mining their source within the network. In these regards, the following novel

contributions are made:

e For the first time, an adaptive TFT method is proposed for complex SSCI
detection. This method resolves the inherent challenge of handling non-
stationary complex signals, often erroneously treated as estimates of har-
monic oscillations. By introducing an adaptive window, it mitigates the
necessity of relying on a fixed window for a diverse range of mixed frequen-
cies. Consequently, this adaptation facilitates the retrieval of SSCI modes

without necessitating permanent adjustments to the window size.

e Further to that, a novel adaptive and realigned Instantaneous Frequency
(IF)-based Time- Frequency Transform (TFT) approach is developed to
resolve the non-realignment issues for the signals contaminated with high
noise ratio and harmonic components located closely to the SSCI modes.
This approach improves the accuracy of the modes detection and estimate
the exact modes with 99.9% accuracy thus resolving the non-realignment is-

sue for the oscillations with complex frequency modes. The non-realignment
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issue fundamentally emerges as a consequence of the erroneous estimation
of the SSCI modes which are closely spaced to the harmonic and inter-
harmonic contents. Thus, while transforming time-series data into TFT,
the accuracy of coefficient approximation is deteriorated from the ridges.
Therefore, this leads to significant inaccuracy in digital implementation; if

the IF estimator is not correctly aligned in its realignment region.

e For the first time, the localization of the origin and source of complex
SSCI in IBRs dominated network is accomplished by a novel, SSCI driven
power flow. The power flow leverages the admittance model of complex
SSCI components, explicitly obtained through the AIFST. The proposed
method eliminates inaccuracies stemming from the reliance on obtaining
system states for a single operational condition. Consequently, it remains
applicable across various operating conditions, allowing for the derivation of
SSCI modes. By considering the reconstructed modes and the subsequent
admittance model, the complex SSCI power flow is calculated. This leads
to the solution of a critical challenge: the identification of frequency modes

and localization of complex SSCI sources in the IBRs dominated network.

3. Mitigation of Complex Oscillations [186], [187] , [188]:

The mitigation of oscillations in a network depend on the identification of the
contributing source. Once the source is identified, it is explicitly important to
update or replace the control system. In order to accomplish this, this work pro-
poses for the first time a novel DVIC. The proposed method employs the state
of the art, single-layer-feed-forward learning algorithm which predict the error

in system dynamics generated as consequence of complex SSCI and provide a
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compensated control inputs to mitigate the effect.

The state of the art in literature proposes either frequency dependent or so-
phisticated system states based controllers to alleviate the instability as a conse-
quence of SSO modes. However, this is particularly challenging because the os-
cillation modes for complex SSCI are non-stationary and have wider bandwidth,
changing with varying operating conditions of the network. Thus, designing such
controllers based on aforementioned properties exhibit significant challenges in-
terms of stability and effective mitigation of complex phenomena.

To support this argument, a state-of-the-art model-based optimal control is
derived to assess the performance of WTG in an IBRs-dominated network. This
is the first time where an advanced constraints-based optimal control is proposed
to assess the stability of a WTG for varying operating conditions. Though the
mechanism proves its viability in-terms of performance for optimal tracking of
the reference values for real-world disturbances, the implementation of the con-
trol require additional computational resources [189]. Also, the control law is
explicitly dependent on system states and the performance deteriorates for oscil-
lation frequencies above subsynchronous range.

Therefore, to circumvent the reliance on the system states and frequency-

dependent filters, the novel contribution is accomplished as follows:

e The proposed method employs a data-driven auxiliary control loop to sta-
bilize the dq control when a large disturbance or SSCI triggers the SSO.
It does not need any offline training and triggers only on a limited set of

neurons.
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e The generalized Hebbian learning law works as an auxiliary damping control
loop. This approach makes the control adaptive and adjusts the rotor side
converter (RSC) impedance in finite time by injecting a compensated signal
to the dgq control loop. The variation takes place only when SSCI or large
disturbance triggers system instability, thus making it stable for all varying

conditions.

e The functionality of the DVIC is adaptive and robust for all operating
conditions and ensures asymptotic stability for boundary conditions as prior

knowledge of SSR modes and frequency bandwidths is not required.

e The proposed method does not consider heuristic assumptions to perceive

monotonic convergence of tracking error.

e The proposed DVIC is effective for both type-3 and type-4 WTGs and ap-
plicable to weak grid configurations or networks with line compensations.
This is substantiated by rigorous EMT simulations and small signal pertur-

bation for impedance measurements.

e [t is further corroborated that the DVIC responds only to the SSCI dynam-
ics and does not affect the normal operation of the WTGs for grid stability
constraints such as dynamic conditions and low voltage ride through per-

formance.

e The computational complexity is lower and the simplicity supports lower

costs for industrial implementation.

4. Validation with realistic test cases [185,187]: Finally, this study

presents the demonstration of the proposed methods with real world test cases
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replicated through EMT simulations. This is accomplished as follows:

e Real-world data sets are used to verify the detection accuracy of the AIFST.
Four explicit test studies are conducted and the performance evaluated in
comparison with SDFT, Prony analysis and IpDFT, as recently reported in

the literature.

e An ERCOT model is developed based on a network which has significantly
experienced such oscillations. The network is modified with different WTG
configurations and considerable network noise to affirm the validation of the
proposed approach for real-world applications. The study for this case re-
veal that under various dynamic conditions, the accuracy of AIFST stands
99.9% for fundamental components. In addition to that, the Prony and
DFT based methods shows a significant deviations in the detection of orig-
inal modes, while the proposed method detect this with 99.9% accuracy.
Similarly, for the test case where the modes of oscillations are highly time
varying, the IpDF'T fails to estimate these. In contrast, the Prony method
detected these, however the detection accuracy is approximately 18% less

than the proposed AIFST method.
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Appendix A

Derivation of the Sliding DFT

used in Chapter 4

The DFT of a window of length N for a signal X;[k] can be written as:

i
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where x;[n] is the n-th sample in the window at time t.
When a new sample z[t + N] is added to the window and the oldest sample

x[t] is removed, the new windowed sequence x;1[n] is:

xn+1], forn=0,1,...,N —2
Ti1[n] =
z[t+ N|, forn=N -1

The DET of the new windowed sequence at time t+1, X;41[k], can be written

as:
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Substituting the new windowed sequence x;,1[n| into the DFT expression:
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This is essentially the DFT X, [k] without the oldest sample z[t]:
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XtH[k] = ej%rkXt[k} + ej%ﬂk(g;[t + N] . x[t] ) e*j%"kt)

Thus, the Sliding DFT update formula is:

X k] = /5 (X, (k) + ot + N] — aft] - 7 54)
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