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Abstract

In recent years, Hyperspectral image (HSI) has been widely applied in a range

of applications due to its contained rich spectral information. As a fundamental

topic in HSI analysis, HSI classification has attracted increasing attention. An

effective classification algorithm without too much computational cost is always

desired, especially under the circumstance of insufficient training samples. As a

result, this thesis aims to design and implement novel techniques to reduce the

high dimensionality of the HSI data and improve the classification performance

with limited training samples.

In this thesis, first, a superpixel-based feature specific sparse representation

framework (SPFS-SRC) is proposed for spectral-spatial classification of HSI at

superpixel level, which can improve the classification performance with less train-

ing samples and better efficacy. The proposed online learning strategy can better

reflect the effect of each extracted feature. Second, a superpixel-based multiple

feature fusion framework has been developed to generate an effective fused feature

with a reduced dimension.

In addition, two novel methods are also proposed for unsupervised band se-

lection for dimensionality reduction in HSI. First, an adaptive distance enabled

tree-based band hierarchy framework (ADBH) has been developed to obtain de-

sired band subset of the HSI, which can help to avoid the noisy bands. With
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Chapter 0. Abstract

the proposed tree hierarchy-based framework, any number of band subset can be

acquired. By introducing a novel adaptive distance into the hierarchy, the sim-

ilarity between bands and band groups can be computed straightforward whilst

reducing the effect of noisy bands. Furthermore, a deep learning-based framework

has been designed to determine the optimal band subset by utilizing the concrete

autoencoder (CAE). The band subset with the most information can be chosen

as the desired result. For performance evaluation, several remote sensing HSI

datasets have been utilized to evaluate the proposed algorithms, where improved

performance has proved the superiority of proposed methodologies.

In summary, the outcome of this thesis make contributions in the HSI com-

munity by proposing two multi-modality feature fusion algorithms and two un-

supervised band selection methods for the effective dimensionality reduction and

data classification in HSI, the novelty and robustness of the proposed technolo-

gies have been fully demonstrated by extensive experiments. Relevant approaches

also have great potential to be applied in other signal and image analysis tasks,

especially dimensionality reduction, data fusion and data classification.
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Chapter 1

Introduction

1.1 Research Motivation

With rich spectral information contained in tens or hundreds of spectral bands,

hyperspectral images (HSI) have been successfully applied in a wide range of

applications [1–3], especially in the remote sensing area, such as land cover

analysis [4–6], military surveillance [7, 8], object detection [9], image enhance-

ment [10, 11], and precision agriculture [12–19], etc. Among these applications,

image classification is an active topic, which aims to assign each pixel in the HSI

into one unique semantic category or class. Generally, the performance of HSI

classification is determined by several important issues: the extracted features,

the number of training samples, the number of dimensions of the extracted fea-

tures, and the classifier structure, etc. In this thesis, the number of training

samples and the number of dimensions of the extracted features are taken into

consideration. With training samples, the designed classifier can better detect the

discriminative ability between different semantic classes. However, the number

of training samples is generally not enough in practical applications [20].
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Chapter 1. Introduction

To address the problem of insufficient training samples, many researchers have

found that the classification accuracy can be significantly improved by extracting

spatial features from the HSI [21–24], such as the morphological features [21–24],

the texture features [25], etc. Furthermore, the availability of light detection

and ranging (LiDAR) data could provide elevation information, which helps to

distinguish objects with different height. For the classification task, it is necessary

to fuse these above mentioned features in an effective way.

During the past few years, a number of techniques have been proposed to

fuse the spectral features from the HSI and other features [26–28], such as spatial

feature, texture feature, etc. Basically, the simplest strategy is to stack the

spectral feature and other extracted features into one feature, and then apply

some effective classifiers, such as support vector machine (SVM) [29], random

forest [30], Markov random field and its variants [31, 32], etc. To improve the

classification performance, Li et al. [29] have proposed a generalized composite

kernel framework based on the SVM. By combining both the spectral and spatial

information contained in the HSI, the generalized composite kernels have been

constructed to investigate the flexibility between the different features without

introducing any weight parameters. In [33], a spectral-spatial framework was built

by jointly applying the loopy belief propagation and active learning strategy.

The loopy belief propagation has been employed to calculate the conditional

marginal. With the aid of the estimated marginal, the active learning algorithm

[33] is utilized to exploit more spectral and spatial information from the HSI data.

Therefore, it is necessary to extract more useful features from the HSI data to

address the problem of insufficient training samples.

For the HSI image, the numerous bands contain sufficient spectral information,

3
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which enable material identification and object detection, the processing of HSI

suffers from the “curse of dimensionality” [34]. Besides, there are redundant

bands in the HSI, which may lower the efficiency of data analysis. Moreover,

due to the high dimensionality of the HSI, the computational burden is huge. To

tackle these problems, it is crucial to reduce the dimensionality of the HSI data

whilst preserving the useful spectral information.

Basically, there are two kinds of dimensionality reduction methods for HSI:

feature extraction and feature selection. With the feature space transform, fea-

ture extraction can project the original data into a lower dimensional space,

using approaches such as the principal component analysis (PCA) [35, 36], in-

dependent component analysis (ICA) [37], wavelet transform [16], the manifold

learning [38], and the maximum noise fraction (MNF) [39], etc. The resulting

data can be assumed to contain most of the spectral and spatial information

from the original HSI data. Although the feature extraction methods success-

fully reduce the dimensionality of HSI whilst keeping the discriminative ability,

the feature transform itself relies on the whole set of original data and often has

poor correspondence to the process of optical acquisition of the data. In contrast,

the feature selection method, which is also called band selection in the HSI con-

text, can select an optimised subset from the HSI data, based on their dominant

contributions to certain tasks. Since the band selection methods can maintain the

physical acquisition characteristic of raw data and solve the high dimensionality

problem simultaneously, an efficient band selection method is often preferred.

Generally, based on the availability of the class label information, existing

band selection methods can be divided into two groups: i.e. supervised [40–42]

and unsupervised ones [48–59]. Supervised methods can construct a criterion with

4
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the label information of pixels aiming to improve the class separability. In [40],

the desired band subset is chosen based on the class-based spectral signatures. By

extracting two most distinctive bands whose dissimilarity is the largest among

all bands, other bands can be chosen iteratively by minimizing the estimated

abundance covariance from each pixel along with the class information. Cao

et al. [41] proposed another wrapper-based supervised band selection method,

where the chosen band subset is determined based on minimizing the defined lo-

cal smoothness with the aid of the classification map from a Markov random field

(MRF) classifier. To improve the reliability of the local smoothness generated

from the classification map, the wrapper method is utilized to initialize the de-

signed method. In [42], Patra et al. developed a rough-set-based supervised band

selection method. The rough-set theory is applied to compute the relevance and

significance of each band by using the class information as a prior knowledge, and

bands with higher relevance and significance are chosen to form the band subset.

Although the band subset acquired by the supervised methods can achieve

better classification performance, the selected bands are often affected by the

chosen training samples where different training samples may lead different band

selection results. Furthermore, these approaches can become less effective in

practical applications if sufficient training samples with label information are

not approachable. Even though some supervised band selection methods only

choose few training samples, the classification performance with less band and

less training samples are not reliable as a criterion for band selection. Therefore,

we will focus on the unsupervised band selection (UBS) methods in this thesis.
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Chapter 1. Introduction

1.2 Original Contributions

In this thesis, several novel methods for hyperspectral remote sensing feature fu-

sion with insufficient training samples and unsupervised band selection are pro-

posed. By utilizing less training samples or choosing less spectral bands, these

proposed methods aim to improve the classification performance with an efficient

computational complexity, which has the potential to employ in real applications.

More specifically, the contributions of this thesis are listed as follows:

1) To improve the efficacy of the sparse representation classification (SRC),

a superpixel-based feature specific sparse representation framework (SPFS-

SRC) has been proposed for spectral-spatial classification of hyperspectral

images (HSI) at superpixel level. The classification is significantly improved

by utilizing the online metric learning strategy whilst the computational

burden is reduced with the proposed superpixel framework. The contribu-

tion is summarized in Chapter 3 and Paper 1 in Appendix A.1

2) A superpixel-based multiple feature fusion SRC (SMFF-SRC) approach is

proposed to improve the classification performance with insufficient training

samples. Multiple features are combined by the canonical correlation anal-

ysis (CCA)-based fusion mechanism, where both the efficacy and efficiency

are improved with the superpixel preprocessing step. The contribution is

summarized in Chapter 3 and is under preparation, which can seen seen in

Paper 1 in Appendix A.3.

3) An adaptive distance based band hierarchy (ADBH) clustering framework

is proposed for unsupervised band selection in HSI, which can help to avoid
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the noisy bands whilst reflecting the hierarchical data structure of HSI.

With a tree hierarchy-based framework, we can acquire any number of band

subset. By introducing a novel adaptive distance into the hierarchy, the

similarity between bands and band groups can be computed straightforward

whilst reducing the effect of noisy bands. The contribution is summarized

in Chapter 4 and Paper 2 in Appendix A.2.

4) A concrete autoencoder(AE)-based UBS framework is proposed (CAE-UBS)

for the HSI, which enables effective learning by introducing the concrete

random variables and the reconstruction loss. With a trained autoencoder,

the framework can provide potential band subsets and the optimal one can

be determined through the trained decoder. The idea of the CAE-UBS is

quite straightforward without designing any complicated strategies or met-

rics. By utilizing the reconstruction loss, the whole training process can be

supervised in an unsupervised manner. The contribution is summarized in

Chapter 5 and is under preparation, which can be seen in the Paper 2 in

Appendix A.3.

1.3 Thesis Organisation

The remaining part of this thesis are divided into the following five chapters.

Chapter 2 reviews the related work in HSI and provides the theoretical back-

ground of proposed methods.

Chapter 3 first introduces the motivation of the SPFS-SRC and SMFF-SRC,

followed by the detail discussions of the proposed frameworks. With the imple-

mented SPFS-SRC algorithm, the classification result can be obtained by com-

7
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bining the extracted spatial and spectral features. Experimental results of SPFS-

SRC on two popular HSI datasets have demonstrated the efficacy of the proposed

methodology. By proposing a novel multiple CCA(MCCA)-based method in the

SMFF-SRC, the extracted features can be fused into one discriminative feature,

which increase the classification accuracy and reduce the dimensions of features.

The efficacy of the proposed SMFF-SRC methodology has been demonstrated on

three HSI datasets.

Chapter 4 proposes the ADBH framework for the UBS task in HSI. The

motivation of the designed framework is introduced first. Then, the proposed

framework is presented. The performance of this framework is validated by ap-

plying the band selection result on classification of four publicly available HSI

datasets.

Chapter 5 introduces a novel UBS framework with the autoencoder (CAE-

UBS) based deep learning. The motivation of the designed framework is intro-

duced first. Afterwards, the proposed deep learning model is presented in detail.

Similarly, the performance of this framework is validated by applying the band

selection result on classification of four HSI datasets.

Chapter 6 gives the conclusion of this thesis and also discusses the future

perspectives as about how to further improve the work.

8



Chapter 2

Background and Related Work

2.1 Introduction

In this chapter, first, a brief introduction of HSI and some commonly used remote

sensing datasets are given. Afterwards, a literature review of the SRC-based HSI

classification is presented in Section 2.3. Then, the relevant work of UBS of

HSI is reviewed in Section 2.4. Section 2.5 gives detailed descriptions of utilized

techniques, including the SRC, CCA, and AE.

2.2 HSI remote sensing datasets

The HSI remote sensing dataset is usually acquired by collecting the informa-

tion of ground objects in distance. The acquired HSI datasets can be utilized

for a range of applications, such as classification, detection, recognition, super-

resolution, etc.

To evaluate the performance of the proposed methods in this thesis, five HSI

datasets from three imaging systems have been used. The first one is the Indian
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(a) (b)

Figure 2.1: (a) the ground truth of the Indian Pine dataset, (b) a false-color
image of the Indian Pine dataset generated from PCA.

pines dataset [43], which was collected by the Airborne Visible Infrared Imaging

Spectrometer (AVIRIS) sensor over the agricultural experimental field located

at North-Western, Indiana, USA in 1992. The original dataset has 224 spectral

bands ranging from 0.4 to 2.5 µm with 16 manually labelled class, and its spatial

size is 145× 145 pixels with 10249 labelled pixels. After the removal of 24 water

absorption bands, the rest 200 bands are utilized for band selection and data

classification. The ground truth of the Indian Pine dataset and its corresponding

false-color image are shown in Figure 2.1.

The second dataset is the Pavia University (PaviaU), which was captured

by the Reflective Optics System Imaging Spectrometer (ROSIS) system over the

campaign of the university of Pavia, Italy in 2002 [44]. The PaviaU dataset has a

spatial size of 610×610 pixels and 103 spectral reflectance bands with the spectral

range from 0.43 to 0.86 µm. A cropped image of 610 × 340 pixels are employed

after discarding pixels with no information. In the PaviaU dataset, 42776 pixels

from 9 semantic classes are labelled. The ground truth of the PaviaU dataset and

its corresponding false-color image are shown in Figure 2.2.

10



Chapter 2. Background and Related Work

(a) (b)

Figure 2.2: (a) the ground truth of the PaviaU dataset, (b) a false-color image of
the PaviaU dataset generated from PCA.

The third dataset is the Salinas scene (Salinas), which was also captured by

the AVIRIS in Salinas Valley, California, USA in 1998 [45]. Same as the Indian

pines dataset, the Salinas dataset collects spectral information within 0.4-2.5 µm

in 224 bands. Its ground truth data also has 54129 labelled pixels from 16 classes

and its image spatial size is 512× 217 pixels. Similar to the Indian pines dataset,

the Salinas dataset in experiments also has 20 water absorption bands removed

with the rest 204 bands for analysis. The ground truth of the Salinas dataset and

its corresponding false-color image are shown in Figure 2.3.

The fourth dataset is the Kennedy Space Center (KSC) dataset [46], which

was obtained using the same AVIRIS sensor in Florida, USA, 1996. By removing

the water absorption and low SNR bands, only 176 bands are used with 13 labelled
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(a) (b)

Figure 2.3: (a) the ground truth of the Salinas dataset, (b) a false-color image of
the Salinas dataset generated from PCA.

classes, and the spatial size of this dataset is 512×614 pixels and 19035 pixels are

manually labelled. The ground truth of the KSC dataset and its corresponding

false-color image are shown in Figure 2.4.

The last one is the University of Houston dataset (UH) [47], which includes

two source data, an HSI image and pseudo waveform LiDAR. The UH dataset was

captured over the campus of the University of Houston and its neighbouring area

by the ITRES-CASI 1500 sensor. The HSI data consists of 144 spectral bands

ranging from 380 to 1050 nm and its spatial size is 349×1905. The LiDAR data
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(a) (b)

Figure 2.4: (a) the ground truth of the KSC dataset, (b) a false-color image of
the PaviaU dataset generated from PCA.

were acquired by an Optech Gemini 280 sensor and then coregistered to HSI.

This dataset includes 15 semantic classes and 15029 sparsely labelled samples.

The ground truth of the UH dataset and its corresponding false-color image are

shown in Figure 2.5.

2.3 Sparse Representation-based HSI classifica-

tion

Due to its simple mathematical principle, the sparse representation classification

(SRC)-based method has become a powerful tool in the computer vision com-

munity [60–62], especially in the HSI classification task [26–28, 63–67]. Firstly,

Wright et al. applied the sparse representation on the facial recognition task [60],

where the estimated sparse representation coefficients can represent the discrim-

inative ability. For the HSI classification, each test pixel of the HSI can be

reconstructed by choosing the given number of training samples from a built dic-

tionary. The correlation between the test pixel and the selected training samples

can be determined by the sparse coefficients. After that, the test pixel can be
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(a)

(b)

Figure 2.5: (a) the ground truth of the UH dataset, (b) a false-color image of the
UH dataset generated from PCA.

assigned into the class with the minimum reconstruction error. In [63], a Joint

SRC (JSRC) has been proposed to incorporate more spatial information with the

spectral features. In JSRC, a fixed-size local window around the test pixel is pre-

defined, all the pixels within this window can be assumed to be in one semantic

class and thus have a common sparse representation. With the developed JSRC

model, the spectral-spatial information can be explored by adding the spatial

correlation with the test pixel. To address the non-linear discriminative ability

of the proposed model, the corresponding kernel-based JSRC (JKSRC) has also

been proposed [64]. Similar to JSRC, a nonlocal weight between the neighbour-

ing pixel and the text pixel is applied as a regularization term of the SRC [65],

where the spatial correlation can be better explored. Furthermore, the multiscale

adaptive SRC (MASR) [66] has been proposed to combine the spatial informa-

tion from different sized regions. Although the above JSRC-based methods can

achieve a good performance, the optimal sized region is difficult to find, and the

computational burden is rather high as a result of the spatial correlation.
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For the HSI data, the high dimensionality of the pixel vector often leads to

huge computational burden. For SRC-based framework, the computational com-

plexity can be even higher due to the large size of the dictionary to be constructed

from the training samples in most circumstance. Thus, it is crucial to improve

the efficiency of the SRC while maintaining the classification accuracy. Within

the aforementioned methods, the spatial information of HSI is usually extracted

from a fixed-size window or multiscale square windows, which also increases the

computational burden. Recently, the utilization of superpixel [68] and other

shape-adaptive filters [69] are used to find the homogeneous regions instead of

square windows. In [70], Superpixel-based classification framework with multiple

kernels (SC-MK) has been designed, and the experimental results indicate the

efficacy of the approach. The superpixel-based SRC method [71] has also shown

the superiority in terms of high classification accuracy and efficient computational

speed.

2.4 HSI band selection

In the last two decades, a number of approaches have been proposed for unsuper-

vised band selection (UBS) in HSI. In this section, some typical USB approaches

from the aforementioned two groups, i.e. the ranking-based and the clustering-

based methods, will be reviewed, and relevant analysis to motivate the proposed

work is also given.

As mentioned in the last section, the goal of the ranking-based UBS methods

is to find the most significant bands among the HSI data. To fulfil this purpose,

an effective criterion for estimating the importance of each band is essential. With
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the aid of the designed criterion, most representative bands can be determined.

In [48], a PCA-based band selection criterion was proposed. By applying the

maximum-variance PCA (MVPCA), the band prioritization can be estimated

according to the eigenanalysis. A defined load factor of each band can be obtained

from the consolidation of eigenvalue and eigenvector. For each band, a variance-

based band power ratio is utilized to represent its discriminative ability, which is

accessed by using the variance of each band to divide that of all bands. By finding

the bands with higher ratio, a band subset is determined. Although the chosen

bands are more representative and more discriminative, the correlation between

those bands are ignored in the MVPCA. The robustness of the selected bands

is not guaranteed as they are with higher variance. Chang and Wang [49] have

presented a constraint band correlation strategy (CBS), which is derived from

the idea of constrained energy minimization. By defining a finite impulse filter

between each band and the whole dataset, the correlation can be represented by

a minimized vector. After discarding bands with high correlation, the remaining

bands are selected, which can be more robust to the noisy band.

Different from the ranking-based methods, clustering-based methods can nat-

urally reduce the correlation between chosen bands. In these approaches, the

HSI bands are sequentially grouped into different clusters by a defined crite-

rion. Afterwards, typical bands from each cluster are selected to form the desired

band subset. Since the band subset comprises bands from different clusters, the

high correlation between bands can be avoided. In [50], a hierarchical clustering

(WaLuDi/WaLuMi) is applied to divide bands of whole dataset into segments.

Two metrics, mutual information and K-L divergence, have been utilized to mea-

sure the distances between bands. In terms of the Ward’s linkage theory [72],
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partitions with minimum variance can be achieved, and the band which is most

identical to the rest bands is selected in each cluster. By considering the contex-

tual information of the HSI dataset, Yuan et al. have proposed a novel clustering

method, i.e., dual-clustering-based band selection by context analysis (DCCA),

for UBS [51]. Along with the input raw HSI data, the DCCA has designed a new

pairwise hyperspectral angle descriptor to exploit the contextual information of

each pixel in HSI. With the dual clustering framework, the contextual feature of

the HSI and the raw HSI are grouped simultaneously and the mutual effect of

these two features determine the clustering result. Similar to other clustering-

based methods, the most representative band from each cluster is selected based

on a groupwise strategy.

Nowadays, it has become a trend to combine the ranking-based and the

clustering-based methods. For the ranking-based methods, most representative

bands can be easily found. Meanwhile, the clustering-based methods can re-

strict the correlation within the obtained subset of bands. Therefore, the merits

from these two methods can enhance the performance of UBS. Inspired by the

fast-peak-based clustering (FDPC) [73], Jia et al. have proposed the enhanced

FDPC (E-FDPC) [52] where the characteristic of each band can be determined

by its local density and its distance to the nearest high density band. The signif-

icance of each band can be determined by considering these two factors jointly.

Based on the assumption that the band with a higher local density and maximum

nearest neighbour distance is the cluster centre, top ranked bands are chosen to

form the band subset, which is still similar to most ranking-based methods. Dif-

ferent from the E-FDPC which combines the clustering-based methods into the

ranking-based methods, Wang et al. has further developed an optimal cluster-
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ing framework (OCF) for HSI band selection [53]. With two defined objective

functions, the normalized cut and top-rank cut have been used to partitioned

the whole dataset into several clusters by an optimal way. Three ranking strate-

gies, including E-FDPC, MVPCA, and Information Entropy, are utilized to find

the most important band from each cluster. The performance of OCF has val-

idated the successfully cooperation between ranking-based and clustering-based

UBS methods. In [54], the adaptive subspace partition strategy (ASPS) has been

proposed for UBS in HSI. By applying a coarse to fine strategy, the bands are

grouped into different subcubes. By estimating the noise information for each

band, the band with the minimum noise is considered as the most representative

one for that subcube and added to the subset of selected bands. The experimen-

tal reults have further emphasized the importance of removing the noisy band

from the selected band subset.

Recently, in addition to the ranking-based and clustering-based methods,

optimization-based UBS methods have attracted increasing attention as the iter-

ative process seems more controllable to obtain the number of the selected bands.

The volume gradient band selection method (VGBS) is introduced by deriving

the ‘volume’ information from the covariance matrix of all bands [55]. Instead of

calculating any measurements between a single band and all other bands, VGBS

removes the most redundant band by the assumption that it usually has the max-

imum gradient in the dataset. Different from the VGBS algorithm, the multitask

sparsity pursuit (MTSP) [56] attempts to find an optimal solution by iteratively

updating the chosen band subset. In MTSP, a constructed data descriptor based

on the compressive sensing theory is firstly utilized to reduce the original HSI

data, and a band subset with the desired number of bands can be obtained ran-
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domly. Afterwards, a multitask sparse representation-based criterion is utilized

to examine the potential band groups. By updating the preliminary band subset

using the immune clonal strategy, the optimized result can be obtained. Under

the consideration of structure information from both band informativeness and

independence, Zhu et al. developed a greedy-search-based UBS approach by tack-

ling a graph-based clustering problem with dominant set extraction (DSEBS) [57].

The DSEBS takes the advantage of the first-order statistic of local spatial-spectral

consistencies and structure correlation for quantifying band information and inde-

pendence. After that, the band selection task is transformed to a dense subgraph

discovery problem, where the dominant set extraction can provide an optimal so-

lution. In DSEBS, the interdependencies between bands determine the reliability

of each band and its contribution to the final result. By choosing the optimal

band subset iteratively, the optimization-based UBS methods have comparable

achievement. However, two major drawbacks restrict the performance of this kind

of methods. Foremost, the iterative process usually focuses more on each indi-

vidual bands, which fails to filter the contributions from noisy bands. Secondly,

there is a trade-off between the computational complexity and performance in

the iterative process, hence some valuable information may be compromised for

reducing the complexity.

Recently, AE and its extended work have proved its superiority in extracting

more effective features [74, 75]. Different from other deep learning-based neural

networks, the basic idea of AE-based feature selection is to learn hidden represen-

tations that can effectively reconstruct the input data. Due to its strong ability

to investigate both linear and nonlinear information among features, the AE has

been utilized in the high dimensional data feature selection in an unsupervised
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manner [74]. In the UBS for HSI, the AE-based methods are not as popular as

the above summarized methods. In [75], the input weights of the AE are utilized

to select most significant bands in an unsupervised way and the selected band

subsets have achieved a good performance. Cai et al [76] have proposed another

similar end-to-end CNN for band selection, where the final band subset is de-

termined by ranking the average of the learned weight of each band. Although

the above two methods introduce the AE into the UBS work, the principle of

ranking the band with the learned weight from AE is not reasonable enough as

the statement in the last section.

2.5 Theoretical background

2.5.1 Sparse Representation Classification

The SRC was firstly extended to the HSI classification in [63], which is based

on the observation that each spectral pixel can be approximately presented by

a combination of training samples from the same semantic class. For an HSI

image, one test pixel can be presented as y ∈ Rm∗1 with m indicates the number

of bands. By randomly selecting the training samples from each semantic class, a

structural dictionary D = D1, ..., DC ∈ Rm∗N can be built, where the Dc ∈ Rm∗Nc

represents the sub-dictionary of class c = 1, ..., C and Nc is the number of atoms

in the sub-dictionary. Besides, the number of whole training samples is given by

N = N1 +N2 + ...+Nc + ...+NC . With the built dictionary, the test pixel can

be linear approximated as:

y = D ∗ α (2.1)
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where α ∈ RN∗1 is the sparse coefficient vector with the dimension equalling to

the number of atoms in the dictionary. In the SRC, the sparse coefficient vector

only has defined non-zero entries. Based on that, the coefficient vector α can be

recovered by solving the following problem:

α̂ = arg min
α
||y −D ∗ α||2, ||α||0 ≤ L (2.2)

where L corresponds to the number of non-zero coefficients within α̂, which is also

called the sparsity level. The above problem is also known as a non-deterministic

polynomial-time hard (NP-hard) problem, which can be approximately solved by

greedy search algorithms, such as the orthogonal matching pursuit (OMP). After

estimating the sparse coefficient vector α̂, the class label of the test pixel y can

be determined by the criterion of minimum reconstruction error:

ĉ = arg min
c=1,...,C

||y −Dc ∗ α̂c||2 (2.3)

To improve classification performance, many SRC-based methods have at-

tempted to combine more spatial information [63–66]. The common way is to

define a fixed-size square window and assume all the neighbouring pixels within

this window to be in the same class of the test pixel [63–66]. The pixels within

the window, including the test pixel and its neighbouring pixel, can be stacked

into a matrix Y first. Then, the corresponding sparse coefficient matrix A can be

estimated:

Â = arg min
A
||Y −D ∗ A||2, ||A||0 ≤ L (2.4)
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and the class of the test pixel can be determined by:

ĉ = arg min
c=1,...,C

||Y −Dc ∗ Âc||2 (2.5)

2.5.2 Canonical Correlation Analysis

The canonical correlation analysis (CCA) has become powerful in many computer

vision applications [77–79], where the purpose of CCA is to discover the intrinsic

association between different modalities and preserve the useful information for

data fusion. Mathematically, it is implemented by maximizing the projections of

two sets of variables on the basis vectors, which is considered as the maximization

of mutual information.

Let F1 and F2 denote two sets of variables. There is a pair of vectors w1

and w2 to project these two variables into a pair of canonical variables wT1 F1 and

wT2 F2,. The process of maximizing their correlation is given by:

arg max
w1,w2

wT1 F1F
T
2 w2 (2.6)

where w1 and w2 are constrained by:

wT1 F1F
T
1 w1 = wT2 F2F

T
2 w2 = 1 (2.7)

To obtain the projected vectors, the following relationship can be satisfied by

applying the Lagrange multipliers [77]:

 0 F1F
T
2

F2F
T
1 0

w = µ

F1F
T
1 0

0 F2F
T
2

w (2.8)
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where the w = [w1, w2] and µ is the canonical correlation value.

As an extension of the CCA, the objective of multiple CCA (MCCA) is to find

a set of projection vectors w = [wT1 , w
T
2 , ..., wp, ..., w

T
P ]T for handling more than

two sets of variables F1, F2, ..., Fp, ..., FP . The formulation of MCCA is presented

as:

arg max
w1,w2,...,wp,...,wP

1
P−1

P∑
q,r=1

wTq FqF
T
r wr(q 6= r) (2.9)

and the projection vectors satisfy the following equation:

P∑
q=1

wTq FqF
T
q wq = P (2.10)

Similar to CCA, the formulation of MCCA can be transformed into (2.11) by

applying the Lagrange multipliers:

1
P−1

(G−H)w = µHw (2.11)

where

G =


F1F

T
1 ... F1F

T
P

...
. . .

...

FPF
T
1 ... FPF

T
P

 (2.12)

H =


F1F

T
1 ... 0

...
. . .

...

0 ... FPF
T
P

 (2.13)

where µ refers to the multiple canonical correlation values, which can be computed

by the generalized eigenvalue method.
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Figure 2.6: The flowchart of the AE

2.5.3 Autoencoders

Different from most of current deep learning models, AE enables to learn an

efficient hidden data representation in an unsupervised manner, which has become

a useful tool in many applications [74,75,80–83]. The purpose of AE is to learn a

low dimensional representation of the original data, which is often implemented

by mapping the data into a latent representation and then reconstructing the data

based on the data coding. An AE usually consists of two module: an encoder

for compressing the data into latent space and a decoder for reconstructing the

input data. From the flowchart of an AE shown in Figure 2.1, the unsupervised

training process of the AE is by considering the residual between original input

and reconstructed output as the loss.

Most of the deep learning models aim to generate an desired output like classi-

fication map, segmentation map, or object detection bounding box. However, the

AE attempts to extract a more valuable latent representation, which has lower

dimensions than the original input. In this way, the AE can be used to choose

useful features among the orignial data whilst reducing the data dimensions in

an effective way [74,75,80].
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Chapter 3

Superpixel-based Sparse

Representation for

Spectral-Spatial Classification of

Hyperspectral Images

3.1 Introduction

The lack of sufficient training samples is a common problem in practical ap-

plications, which is also addressed in the proposed framework. For improving

the classification accuracy, effective fusion of spectral and spatial features in the

SRC-based classification framework have attracted increasing attention. Most of

current SRC-based methods [26–28,67] utilize adaptive strategies to estimate the

sparse coefficients and determine the label of the test pixel by the sum of residuals

from all extracted features. In [67], a collaborative representation-based multitask
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learning framework is introduced for fusion of multiple extracted features, where

the significance of each feature is represented by an adaptive weight. Zhang et al

have built a joint SRC-based multisource classification framework [26], where a lo-

cality adaptive weighting strategy is employed to improve the feature fusion from

different data. In [27], a multiple feature adaptive SRC framework (MFASR) has

been proposed, where the generated sparse coefficients are obtained adaptively to

keep the feature-specific pattern for multiple feature learning and the classifica-

tion performance has been improved. Moreover, the similar kernel version of the

multiple feature SRC [28] has also been introduced and shown the significance

of the non-linear separability, which can significantly improve the classification

accuracy. Although these approaches have shown relative good performance, the

mechanism for fusion of multiple features needs be further analysed to derive a

more robust strategy.

To improve the efficiency and maintain the classification accuracy under the

circumstance of insufficient training samples, a superpixel-based feature specific

sparse representation framework (SPFS-SRC) is proposed in this chapter for the

classification of HSI. First, the PCA analysis [84] is used to reduce the dimension

of HSI. Second, the extended morphological profiles (EMPs) [85] are extracted as

spatial features from the 1st principle component. Afterwards, the linear spectral

clustering (LSC) oversegmentation approach [86] is applied on the first three prin-

ciple components to generate superpixels of the HSI. Pixels in each superpixel is

assumed to share similar spatial-spectral characteristics. Before the classification,

an online metric learning step is used for weighting each atom in the dictionary.

With the kernel-based sparse regularization, the sparse coefficients are obtained.

Finally, instead of labelling each pixel in the superpixel, the recovered sparse co-
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efficients can be jointly utilized to calculate the reconstruction residual and assign

the class label for the whole superpixel, which can reduce the computational cost.

As descriped in last section of this chapter, many algorithms have attempted

to incorporate more spatial information in the classification framework, for exam-

ple, the JSRC [63]. Although the JSRC has a better classification accuracy than

the SRC, it has several drawbacks: first, with the fixed (size and shape) window

strategy, many unrelated pixels may be chosen to the test pixel whilst correlated

pixels may be missed. Second, with unlabelled neighbouring pixels used for es-

timation, this may increase the computational time of the classifier. Besides,

only the spectral information within a neighborhood is utilized in the classifica-

tion framework, for which more robust spatial features are required. To address

these issues, the designed superpixel-based feature specific SRC framework is pro-

posed. According to the superpixel of the HSI, the spatial neighbouring region

around each test pixel can be determined. During the classification, all the pixels

within the superpixel are regarded from the same class and labelled simultane-

ously, which can significantly improve the efficiency of the SRC. To better exploit

the spatial information, spatial features and the online metric learning strategy

are applied for obtaining shared sparse matching from multiple features whilst

maintaining the feature-specific sparse pattern.

Although the above SRC-based methods [26–28,63,67] have achieved relatively

good performance in HSI classification, there are still some drawbacks. Firstly,

most of these methods employ the raw features or the extracted features in the

SRC framework directly, where the total dimensions of the raw features or the

extracted features are quite high. As a result, it is easy to overfit and also

the method suffers from the large computational burden. Secondly, the existing
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mechanisms of fusion of multiple features focus mainly on the equal utilization

of each individual feature, where the correlation between different features has

not been properly analysed. Besides, the adaptive weighting strategy sometimes

cannot choose weights to reflect the separability of each feature.

Therefore, a superpixel-based multiple feature fusion SRC framework (SMFF-

SRC) has been proposed to improve the efficiency and efficacy especially when

there is insufficient training samples. Firstly, the principal component analysis

(PCA) and the extended morphological profiles (EMPs) are utilized to extract

the spectral feature and the spatial feature, respectively, along with the eleva-

tion feature if the LiDAR data is available. Secondly, the simple linear iterative

clustering (SLIC)-based oversegmentation method [90] is employed to extract

the superpixels from the first three PCA components of the HSI. Afterwards,

a localized multiple canonical correlation analysis (MCCA) algorithm has been

implemented to produce a fused feature-based on the extracted multiple features.

The fused feature can represent the discriminative ability of all features in a low-

dimensional space. With the kernel-based sparse coding algorithm, the sparse

coefficients can be obtained. To reduce the computational burden, the proposed

framework assumes that all pixels within one superpixel belong to the same la-

belled class. In this way, the estimated sparse coefficients can be jointly utilized

to obtain the reconstruction residual for effective classification.

The rest of this chapter is organized as follows: the second section will de-

scribe the SPFS-SRC method, including the experimental results. After that, the

SMFF-SRC method will be introduced. In the last section, a brief summary of

this chapter will be given.
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Figure 3.1: The flowchart of the proposed SPFS-SRC framework

3.2 Superpixel-based Feature Specific Sparse Rep-

resentation for Spectral-Spatial Classifica-

tion of Hyperspectral Images

Inspired by the aforementioned challenges and the success of SRC in HSI classi-

fication, an improved SRC-based framework for the HSI classification has been

proposed in this section. The framework consists of two components: superpixel

generation and kernel-based SRC with proximity constraint using the online met-

ric learning. Figure 3.1 shows the flowchart of the proposed framework, with the

details discussed as follows.

3.2.1 Superpixel generation

For obtaining the superpixel map of the HSI, an efficient oversegmentation ap-

proach is applied firstly [86]. Since the HSI usually contains hundreds of bands,

29



Chapter 3. Superpixel-based Sparse Representation for Spectral-Spatial
Classification of Hyperspectral Images

it is unrealistic to perform the segmentation on the raw data. For saving the

computation cost, the PCA is applied to the HSI and the first three principal

components are extracted and taken as a false-colored image for segmentation

using the LSC algorithm [86]. The LSC algorithm runs efficiently in linear com-

plexity, which can optimize the segmentation cost function of normalized cut by

applying the weighted k-means clustering strategy. The LSC algorithm proposes

a novel relationship between the objective functions of the normalized cut and

weighted k-means. Both objective functions can be equivalently optimised when

the similarity between two points is equal to the weighted inner product between

the two corresponding vectors [86]. During the superpixel generation process in

the proposed framework, the seeds are initialized with fixed spacing intervals in

the false-colored image, and each seed is moved to its lowest neighbour. For

each cluster, a weighted mean and a search center are calculated iteratively until

the weighted means converge for all clusters. After grouping tiny superpixels, a

superpixel map of HSI can be generated.

3.2.2 Superpixel-based SRC

After creating the superpixel map, the original HSI can be divided into many

spatial regions. Similar to the JSRC, pixels in each superpixel can be stacked

into a matrix Yi = [yi,1, ...yi,ni ], where i represents the index of the superpixel

and ni denotes the number of pixels it contains. Because it can be assumed that

pixels in one superpixel share the same spectral characteristics, all those pixels

are considered jointly in the SRC framework.

With a 3-D cube of the HSI, rich spatial information is contained along with

the spectral information. The EMPs are extracted to represent the spatial infor-
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mation. With the EMPs and the raw spectral data, fusion of the spectral-spatial

features can be applied into the HSI classification. Although it is very straightfor-

ward to stack the spatial feature and spectral feature together, the derived high

dimensional data may lead the overfitting. In [67], a simple weighted strategy is

applied into the calculation of the reconstruction residual, where the weights of

all extracted features are defined empirically. In [26], an adaptive weight strategy

is designed, which sets a high penalty to the zero sparse coefficients based on the

previous iteration. In the Multiple Feature Adaptive SRC [27] approach, the la-

bel of the test pixel is also determined by the sum of residuals from all extracted

features. However, for the above methods, the significance of each extracted fea-

ture is not used, as most of them consider each feature equally. It is crucial to

consider the difference among extracted features and preserve the regulariztion

between the test and training samples.

To this end, a learned distance on the joint sparse representation constraint

has been imposed. The SRC problem can be modified accordingly as:

Âk = arg min
Ak

K∑
1

||Y k −Dk ∗ Ak||2 + λ ∗
K∑
1

||Bk
⊙

Ak|| (3.1)

where k = 1, ..., K is the index of the extracted features, and Y K , Dk and

Ak are the test pixel matrix, dictionary and sparse coefficients matrix in the kth

feature. The Bk is the learned distance in the kth feature and
⊙

represents the

element-wise multiplication.

With the learned distance between test samples and training samples, the

training samples which are closer to the test ones would be used for the recon-

struction, which is corresponding to the fact that similar samples are more likely
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to be in the same class. Therefore, an online metric learning strategy has been

introduced to preserve the locality of data between the test sample and training

samples. Generally, the predefined Euclidean distance is employed to measure the

data similarity. In this chapter, an Mahalanobis-based distance has been applied

to find the matching between the test and training samples with multiple fea-

tures, which guarantees to obtain more accurate sparse coefficients [87, 88]. The

distance function between two samples x1 and x2 in the kth feature is defined as

follows:

B̂k(xk1, x
k
2) =

√
ωkgk(xk1, x

k
2) (3.2)

where ωk is a nonnegative weight for the kth feature, and it is constrained by∑K
1 ω

k = 1; gk(xk1, x
k
2) = (xk1 − xk2)TMk(xk1 − xk2) is the distance function for the

kth feature with the Mahalanobis metric Mk.

Inspired by the LogDet Extract Gradient Online (LEGO) algorithm [87] and

its application in visual tracking [88], the proposed method aims to learn the

feature weight ω and distance metric MK iteratively. By acquiring the training

sample pairs from the built dictionary for classification, two determination state-

ments φ1 and φ2 are defined for the training sample pairs. If the two samples

in one training sample pair come from the same class, it can be assumed that

the ground truth of this training sample pair is “similar”, the condition φ1 is

described as:

φ1 =

 True, if gkp−1(x
k
1, x

k
2) = (xk1 − xk2)TMk

p−1(x
k
1 − xk2) ≥ θ1

Flase, otherwise

(3.3)

where p = 1, ..., P represents the number of iteration and P is equal to the number
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Algorithm 1 Online metric learning

1: Input: initialize feature weight ωk0 = 1
K

; Metric Mk
0 , k = 1, ..., K; β; η;

2: Initialisation: Generate P training sample pairs randomly: (xk,p1 ), (xk,p2 ),
where p = 1, ..., P and k = 1, ...K.

3: for p = 1 to P do

4: for k = 1 to K do

5: case 1:% similar pairs

6: if φ1 holds true then

7: ξ = 1, update weight ωk,p by Eq. (3.5) and Mk
p using Eq. (3.7) -

(3.10);

8: else
9: ξ = 0

10: end if

11: case 2:% dissimilar pairs

12: if φ2 holds true then

13: ξ = 1, update weight ωk,p using Eq. (3.5) and Mk
p using Eq. (3.7) -

(3.10);

14: else
15: ξ = 0

16: end if

17: end for

18: Update weight by (3.6);

19: end for

20: Output: Mk, k = 1, ..., K and ωk, k = 1, ...K;
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of training sample pairs; θ1 is the threshold for determining the similarity of

training sample pair. Mk
p−1 is the learned metric from the last iteration and gkp−1

is the related distance function. If the φ1 holds true, the two samples in this part

does not match the ground truth, otherwise this pair matches the ground truth.

Likewise, if the two samples in one training sample pair comes from different

classes, it can be considered that the ground truth of this training sample pair is

“dissimilar”, the statement is depicted as:

φ2 =

 True, if gkp−1(x
k
1, x

k
2) = (xk1 − xk2)TMk

p−1(x
k
1 − xk2) ≤ θ2

Flase, otherwise

(3.4)

If the φ2 holds true, the two samples in this pair does not match the ground

truth. Otherwise, the determination is corresponding to the ground truth.

Although the training sample pairs can be acquired from the built dictionary

before classification, an online-based metric learning process has been designed

to fully exploit the correlation between the training sample pairs. The training

sample pairs of each feature are selected randomly to learn the Mahalanobis

metric Mk. For the feature weight ωk, it is updated by using the Hedge algorithm

[89]. With all selected training sample pairs, the weight and metric for each

feature are obtained as follows:

(1) Weight updating

The weight for each feature can be estimated using the Hedging algorithm

as follows [89]:

ˆωk,p = ωk,p−1βξ (3.5)
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ωk,t =
ˆωk,p∑K

1 ω
k,p

(3.6)

where β ∈ (0, 1) is a penalty coefficient; if the training sample pair for the

kth feature meets the conditions in Eqs. (8) or (9), then ξ = 1, otherwise it

is 0. if the determined result of the training sample pair for the kth feature

is against the ground truth, the feature weight is penalized.

(2) Metric Updating

According to the LEGO algorithm [87], if the training sample pair for the

kth feature is punished based on the judgement, the Mahalanobis metric Mk

is updated by:

Mk,p = Mk,p−1 − η(v − td)Mk,p−1(xk,p1 − x
k,p
2 )(xk,p1 − x

k,p
2 )TMk,p−1

1 + η(v − td)(xk,p1 − x
k,p
2 )Mk,p−1(xk,p1 − x

k,p
2 )

(3.7)

vuppleft = ηtd(xk,p1 − x
k,p
2 )Mk,p−1(xk,p1 − x

k,p
2 )− 1 (3.8)

vuppright =

√
vuppleft)2 + 4η((xk,p1 − x

k,p
2 )Mk,p−1(xk,p1 − x

k,p
2 ))2 (3.9)

v =
vuppleft + vuppright

2η(xk,p1 − x
k,p
2 )Mk,p−1(xk,p1 − x

k,p
2 )

(3.10)

where td denotes the target distance measured by using the Euclidean dis-

tance between two sample points instead of a fixed value. On the other hand,

if the evaluation of the training sample pair is exactly the same as defined in

the ground truth, the metric is maintained.

The proposed weight and metric updating algorithm is summarized in Algo-

rithm 1. With the obtained metric and feature weights, the distance Bk can be

calculated. During the training process, the obtained Mahalanobis-based metric
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can be more discriminative to reflect the importance of each feature.

Since the EMPs have been extracted as the spatial features, the kernel-based

SRC is utilized to estimate the sparse coefficients for improving the non-linear

separability of SRC:

Âkφ = arg min
Aφ

K∑
1

||Y k
φ −Dk

φ ∗ Akφ||2 + λ ∗
K∑
1

||Bk
⊙

Akφ|| (3.11)

where the radial basis function (RBF) is used as the operated kernel function,

and φ represents the kernel domain. With the estimated sparse coefficients in

each feature, the label for all pixels of the superpixel can be assigned to the class

with the minimum sum of residuals from multiple features:

ĉ = arg min
c=1,...,C

K∑
1

||Y k
φ −Dk

φ,c ∗ Âkφ,c||2 (3.12)

The whole SPFS-SRC algorithm is summarized in Algorithm 2.

Algorithm 2 SPFS-SRC

1: Input: raw HSI data

2: Feature extraction: Utilize PCA to extract principle components and
then use the first component extracted from the PCA to generate EMPs as
the spatial feature. The first ten components extracted from the PCA are
utilized as the spectral feature.

3: Superpixel generation: Apply the LSC algorithm to create superpixel
map by using the first three components extracted from the PCA.

4: Metric learning: Learn the weight of each feature and update the distance
between training samples and test samples according to Algorithm 1.

5: Superpixel classification: Classify each superpixel based on kernel-based
SRC and learned metrics.

6: Output: Classification map;
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3.2.3 Experimental results

Experimental Settings

In this chapter, three common metrics have been used for quantitative perfor-

mance evaluation, including the overall accuracy (OA), the average accuracy

(AA) and the Kappa coefficient. OA reflects the percentage of correctly classified

pixels, whilst AA denotes the mean of the class based classification accuracy. The

Kappa coefficient represents the consistency of the classification result, which is

estimated based on the confusion matrix. For the utilized PaviaU and Indian Pine

datasets, the training data are selected randomly from all samples and the rest

are used for testing. All experiments are completed with a 16 GB Intel i5-6500

CPU on the MATLAB 2017b.

In the designed online metric learning strategy, there are four predefined pa-

rameters, which include: two thresholds θ1, θ2, the discounting parameter β and

one regularization parameter η. To validate the effect of those four parameters

on the OA, related experiments are carried out on both datasets. For the PaviaU

dataset, 20 randomly selected training samples per class are used to train the

classifier. In total 180 training sample pairs from 9 classes are formed, includ-

ing 90 “similar” pairs and 90 “dissimilar” training pairs, to guarantee the metric

learning approach. The experimental results are shown in Figures 3.2-3.3, and

all experiments are repeated 10 times, where the OA is the average value on the

10 experiments.

As seen in Figure 3.2, the discounting parameter β and the regularization

parameter η have limited effect on the OA, from which it can be assumed that

the proposed approach is insensitive to these two parameters. In experiments, the
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(a) (b)

Figure 3.2: The effect of β and η on OA(%). (a) β, (b) η.

(a) (b)

Figure 3.3: The effect of θ1 and θ2 on OA(%). (a) θ1, (b) θ2.

penalization parameter is chosen as 0.9, and η is set to 0.2 as suggested in [87,88].

For two thresholds θ1 and θ2, they were set to 0.8 and 1.5 according to Figure 3.3,

respectively. For the Indian Pine dataset, same parameters are adopted while 16

“similar” sample pairs and 16 “dissimilar” sample pairs have randomly chosen

from the training samples.
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(a) GT (b) SVM (c) CK-SVM

(d) JSRC (e) JKSRC (f) MASR

(g) MFASR (h) SPSRC (i) SPFS-SRC

Figure 3.4: The classification map of the PaviaU dataset. (a)the Ground Truth
(GT), (b) SVM, (c) CK-SVM, (d) JSRC, (e) KSRC, (f) MASR, (g) MFASR, (h)
SPSRC, (i) SPFS-SRC.
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Table 3.1: Number of training and testing samples in each class for the PaviaU
dataset.

PaviaU dataset

Class Sample Class Class

Label Name Train Test Label Name Train Test

1 Asphalt 20 6611 6 Bare Soil 20 5009

2 Meadows 20 18629 7 Bitumen 20 1310

3 Gravel 20 2079 8 Self-blocking bricks 20 3662

4 Trees 20 3044 9 Shadows 20 927

5 Painted metal sheets 20 1325 Total 180 42596

Table 3.2: Number of training and testing samples in each class for the Indian
Pine dataset.

Indian Pine dataset

Class Sample Class Class

Label Name Train Test Label Name Train Test

1 Alfalfa 2 44 9 Oats 2 18

2 Corn-notill 14 1414 10 Soybeans-notill 10 962

3 Corn-min 9 821 11 Soybeans-min 25 2430

4 Corn 3 234 12 Soybeans-clean 7 586

5 Grass/pasture 5 478 13 Wheat 3 202

6 Grass/trees 8 722 14 Woods 13 1252

7 Grass/pasture-mowed 2 26 15 Bldg-gass-tree drives 4 382

8 Hay-windowed 5 473 16 Stone-steel towers 2 91

Total 114 10135

Table 3.3: Classification results from different approaches for the PaviaU
dataset with 20 training samples per class (Best result of each row is marked in

bold type)

Methods SVM CK-SVM JSRC JKSRC MASR MFASR SPSRC SPFS-SRC
OA(%) 78.04±0.04 89.05± 0.03 64.12±0.04 73.81±0.04 78.97±0.03 84.16±0.02 88.98±0.03 91.51±0.01
AA(%) 81.64±0.01 94.03±0.01 53.40±0.05 66.53±0.04 73.00±0.03 95.65±0.01 85.80±0.03 88.92±0.02
Kappa 0.68±0.04 0.86±0.04 0.61±0.04 0.75±0.02 0.82±0.01 0.86±0.02 0.91±0.01 0.92±0.01

Time(s) 6.12±0.01 11.12±0.03 61.99±0.01 57.80±0.01 331.87±12.57 266.05±10.87 5.77±0.02 12.1±0.01

Comparison Experiments

To evaluate the performance of the proposed framework under the situation of

a small number of training samples, the developed framework with some state-

of-the-art algorithms has been compared, including the support vector machine
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(a) GT (b) SVM (c) CK-SVM

(d) JSRC (e) JKSRC (f) MASR

(g) MFASR (h) SPSRC (i) SPFS-SRC

Figure 3.5: The classification map of the Indian Pine dataset. (a)the Ground
Truth (GT), (b) SVM, (c) CK-SVM, (d) JSRC, (e) KSRC, (f) MASR, (g)
MFASR, (h) SPSRC, (i) SPFS-SRC.

(SVM), the composite kernel support vector machine (CK-SVM) [29], the JSRC

and the JKSRC [63, 64], the MASR [66], the MFASR [27]. To better detect the

effect of the proposed online metric learning approach, a superpixel-based SRC

model (SPSRC) without metric learning is also applied.

The parameter settings for the proposed approach and other compared meth-
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Table 3.4: Classification results from different approaches for the Indian Pine
dataset with 1% training samples (Best result of each row is marked in bold

type).

Methods SVM CK-SVM JSRC JKSRC MASR MFASR SPSRC SPFS-SRC

OA(%) 54.90±0.02 62.35±0.02 65.20±0.02 70.37±0.04 80.21±0.02 81.79±0.04 82.38±0.03 83.71±0.01

AA(%) 55.71±0.02 58.47±0.07 60.15±0.03 65.98±0.05 77.27±0.02 82.71±0.02 79.82±0.03 81.36±0.01

Kappa 0.48±0.02 0.57±0.03 0.66±0.02 0.68±0.03 0.81±0.02 0.79±0.02 0.81±0.03 0.80±0.04

Time(s) 1.60±0.02 6.42±0.02 7.65±0.12 16.43±0.75 137.57±2.56 13.45±0.52 0.32±0.02 1.22±0.02

ods are summarized as follows. The parameters of the proposed SPFS-SRC

method, the SPSRC method, and the SVM-based algorithm, including kernel pa-

rameters and the reguralization parameters, are all determined via cross-validation.

For JSRC and JKSRC, the default parameters suggested in [15] are adopted yet

based on self-implementation of the algorithms. For other methods including

CK-SVM, MASR and MFASR, experiments are tested on original codes with the

default parameters. For CK-SVM and MFASR, the same spatial and spectral

features are utilized for consistency. In addition, for all SRC-based methods, the

sparsity level is set to 3 for efficiency.

For the PaviaU dataset, 20 samples per class are randomly selected for train-

ing, whilst the rest samples are utilized for testing. For the Indian Pine dataset,

the number of samples in each class are rather unbalanced, for example, there are

only 26 samples and 20 samples in the class “Grass-pasture-mowed” and “Oats”.

Hence, for each class 1% of the samples or 2 is selected if the total number of

samples in that class is below 200 for training, and the rest samples are used for

testing. The number of samples used for training and testing in each class in the

two datasets are listed in Tables 3.1 and 3.2, respectively. After random selection

of training samples in both datasets, the chosen training samples are excluded in

each superpixel to avoid the inaccurate estimation of classification accuracy. The
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experimental results are shown in Tables 3.3-3.4 and Figures 3.4-3.5.

As seen in Tables 3.3 and 3.4, the proposed framework achieves the best

performance in the PaviaU dataset with only 20 training samples per class. Many

algorithms cannot gain satisfactory classification result even with the aid of the

spatial information. It can be noticed that the proposed method performs better

than our baseline approach, where the OA is improved about 2.5% after the

utilization of the online metric learning strategy. This has clearly demonstrated

the efficacy of this strategy and the Mahalanobis-based distance. In the Indian

Pine dataset, the designed approach also achieves the hightest OA among all

compared algorithms. With the aid of the weight from the online metric learning

strategy, the OA is also improved from the baseline approach. The MFASR

and MASR have achieved second and third best performance on both datasets.

However, both methods suffer from huge computational burden. Although the

SVM classifier has the best efficiency, its classification performance is rather poor.

In this chapter, an online Mahalanobis-based metric learning strategy has

been designed to acquire better matching between the training and test samples.

With this mechanism, the best performance in both datasets have been achieved,

and the OA has been improved in the PaviaU dataset from the baseline method’s

88.98% to 91.51%, and in Indian Pine dataset from 82.38% to 83.71%. From the

experimental reuslts, the learned metric can improve the discriminative ability

of the SRC without high computational burden. For the learned metric, four

determined parameters are discussed. For the discounting parameter β and reg-

ularization parameter η, corresponding results show that these two parameters

are robust to the OA. As for the two thresholds θ1 and θ2 that determined the

defined statement, they were set by empirically. By searching the value from
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0.5 to 2, optimal parameters were chosen. From the confusion matrix of PaviaU

dataset,it can be found that quite a number of samples from class 6 ’bare soil’

have been misclassified into the class 2 as ’meadows’. However, less samples from

class 2 ’meadows’ are misclassified as ’bare soil’ in class 6. This is possibly due to

inaccurate ground truth caused by spectral mixing as there can be grasses grown

in regions labeled as ’bare soil’. On the other hand, there may be also small

regions of ’bare soil’ in labelled ’meadows’ regions. This explains the high error

rate from class 6 to class 2, yet the low error rate from class 2 to class 6.

3.3 Superpixel-based Multiple Feature Fusion Sparse

Representation for Spectral-Spatial Classifi-

cation of Hyperspectral Images

Although the above method has achieved a good performance in HSI classifica-

tion, the correlation between different features has not been fully investigated.

To generate a more robust framework by fusing different features into a low-

dimensional feature, the superpixel-based multiple feature fusion sparse presen-

tation framework is proposed in this section. The flowchart of the proposed

framework is shown in Figure 3.6, and the details are described below.

3.3.1 Preprocessing

As the HSI usually contains hundreds of highly-correlated spectral bands, it is

essential to reduce the dimensionality of the data for more effective and more ef-

ficient analysis and classification. By applying the PCA on the raw HSI data, the
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first ten principle components of HSI data are extracted as the spectral feature.

To incorporate more contextual information, the EMPs have been extracted to

represent the spatial feature. If the LiDAR data is available, the EMPs of the

LiDAR data are also extracted as the elevation feature.

Figure 3.6: The flowchart of the proposed SMFF-SRC framework.

To obtain the superpixel map of the HSI, the SLIC [90] algorithm has been

implemented on the first three components which forms a false-colored image

to represent the characteristics of the raw data. As an efficient tool in computer

vision, the SLIC adapts a k-means method to generate superpixels. By defining a

desired number of superpixels in prior, the SLIC has initialized the cluster center

by considering the size of the produced superpixels and gradient information

jointly. The neighbouring pixels are assigned into the cluster center based on
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their locations and distance to their neighbouring centers. Accordingly, the SLIC

is more efficient than the k-means method [90]. Due to its low computational

complexity, the SLIC has been employed in many applications to generate the

superpixel map. In this framework, the SLIC is performed on the false-colored

image of the first three principal components of the HSI to obtain the superpixel

map.

3.3.2 SMFF-SRC

With the generated superpixel map, the HSI data is divided into numerous spatial

regions. Similar to other SRC-based methods [63, 66], it can be assumed that

the pixels within each superpixel have similar spectral characteristics thus share

the same semantic class. Therefore, each superpixel is classified jointly in the

proposed SMFF-SRC framework.

To address the issue of insufficient training samples, multiple features have

been extracted and fused together. Although it is straightforward to normalize

and stack those features together, the high dimensions of the stacked feature can

result in the problem of overfitting. In [26], an adaptive weighting strategy is

implemented to penalize the zero entries of the sparse coefficient vector. For the

MFASR framework [27], the class of the test pixel is determined by summing

the residuals from all kinds of features. In the previous subsection, an online

weighting strategy is employed to evaluate the significance of the aforementioned

feature. However, the performance of above methods relies heavily on the de-

signed weighting strategy and the associations between different features have

not been fully analysed. In the SRC framework, it is hard to decide the semantic

label if different features are inconsistent or even contrary to each other. Even if
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the classification result can be acquired by either assigning adaptive weights to

features or summing the residuals from all the features, the values of adaptive

weights or residuals are hardly to be well justified. To this end, the conflicts be-

tween different features in the SRC framework is solved by maximizing the mutual

correlation between different features in one pixel. The extension of MCCA, the

localized MCCA, is proposed to generate a fused feature-based on the extracted

features, where the dimension of the fused feature is also reduced.

Let Fspe ∈ Rse∗V , Fspa ∈ Rsa∗V , and FeleR
el∗V be the extracted spectral,

spatial, and elevation features sets, respectively, where V represents the num-

ber of all labelled samples within the dataset. The dimensions of each feature

vector are shown as se, sa, and el. The extracted feature can be stacked as

F = [Fspe;Fspa;Fele]. As discussed in the previous chapter, MCCA can be trans-

formed into (2.11) and the multiple canonical correlation values µ can be com-

puted through the generalized eigenvalue method. We can introduce the extracted

features into the (2.11) and consider the estimated multiple canonical correlation

values as the fused feature. However, the MCCA usually ignores the discrim-

inative information, and the fused feature estimated from (2.11) may lack the

separability, which is important for data classification in HSI. Therefore, the lo-

calized MCCA has been designed to introduce more discriminative information

as detailed below.

In linear discriminative analysis-based methods [91] and the labelled MCCA

model [77], the training samples are utilized to maximize the difference between

different classes. By minimizing the within-class scatter matrix and maximizing

the between-class scatter matrix, a more discriminative feature can be derived.

Nevertheless, those strategies are not realistic with insufficient training samples.
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As a result, the local information has been introduced to improve the performance

of MCCA (LMCCA), which is implemented in an unsupervised manner as follows.

First, the k nearest neighbours of all pixels in the HSI are found out, where

each pixel and its k nearest neighbours are considered to be likely in the same

class. After stacking all extracted features of pixel v and its neighbours into a

matrix τv = [Fv, Fv1, ..., Fvk], the within-class matrix is estimated by:

S =
V∑
v=1

Sv =
V∑
v=1

θ(v)τvτ
T
v (3.13)

where S is the combined within-class matrix, θ(v) is a distance regularization

computed from the distance between v and its neighbours, and v1, .., vk are the k

neighbours of pixel v. In Equation (3.13), it can be considered that the estimated

within-class matrix S can preserve the discriminative information of the extracted

features, which can be also divided into three sub-matrices of dimensions Sse, Ssa,

and Sel to represent the spectral, spatial and the elevation features separately.

Different from the labelled MCCA, the estimated within-class matrix should

combine with the original one. Therefore, it simplifies (2.11) as:

Ow = µIw (3.14)

where

O =


FspeF

T
spe FspeF

T
spa FspeF

T
ele

FspaF
T
spe FspaF

T
spa FspaF

T
ele

FeleF
T
spe FeleF

T
spa FeleF

T
ele

 (3.15)
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I =


FspeF

T
spe + Sse ... 0

... FspaF
T
spa + Ssa

...

0 ... FeleF
T
ele + Sel

 (3.16)

By solving the generalized eigenvalue problem, the eigenvectors derived from

(3.14) are used to form the transformation matrix W = [wspe;wspa;wele] between

the original feature and the fused feature. The fused feature can be determined

by:

z = W TF (3.17)

The process of the proposed LMCCA is shown in Figure 3.7.

Figure 3.7: The flowchart of the proposed LMCCA

For the superpixel-based SRC, the fused feature of pixels in each superpixel are

stacked into a matrix Zi = [Zi,1, ...Zi,ni ], where i represents the superpixel index

and ni depicts the number of pixels within the ith superpixel. Although the

superpixel generation is performed in an unsupervised way, the training samples

are excluded before the stacking. Similar to (3.11), the recovery of kernel-based
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sparse coefficient matrix can be given by:

ÂZφ = arg min
Aφ
||Zφ −DZ

φ ∗ AZφ ||2 (3.18)

where the φ denotes the kernel domain along with the radial basis function as

the kernel function. After the sparse coefficient matrix is estimated, the label

of all pixels within the superpixel is assigned to the class with the minimum

reconstruction residuals:

ĉ = arg max
c=1,...,C

||Zφ −DZ
φ,c ∗ AZφ,c||2 (3.19)

The whole process of the proposed SMFF-SRC is summarized in Algorithm 3.

Algorithm 3 SMFF-SRC

1: Input: raw HSI data and LiDAR data (if available).
2: Feature extraction: Apply the PCA to extract the principal components;

from the first component to generate EMPs as the spatial feature; and take
the first ten components as the spectral feature. Generate EMPs on the
LiDAR data as the elevation feature if available.

3: Superpixel generation: Implement the SLIC algorithm to create super-
pixel map by using the first three components of HSI.

4: LMCCA: Fuse the extracted features into a new low-dimensional feature
by combining the local information and MCCA, which is implemented by Eq.
(3.13) - (3.17)

5: Superpixel classification: Assign the semantic label to each superpixel
by using the fused feature as the input of the kernelized SRC, which is im-
plemented by Eq. (3.18) - (3.19)

6: Output: Classification result.
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Table 3.5: Number of training and testing samples in each class for the UH
dataset.

UH dataset

Class Sample Class Class

Label Name Train Test Label Name Train Test

1 Grass Healthy 20 1231 9 Road 20 1232

2 Grass Stressed 20 1234 10 Highway 20 1207

3 Grass Synthetic 20 677 11 Railway 20 1215

4 Tree 20 1224 12 Parking-Lot 1 20 1213

5 Soil 20 1222 13 Parking-Lot 2 20 449

6 Water 20 305 14 Tennis Court 20 408

7 Residential 20 1248 15 Running Track 20 640

8 Commercial 20 1224 Total 300 14779

3.3.3 Experimental Results

Experiment Settings

Generally, the performance of HSI classification can be evaluated by three com-

mon metrics as the description in the previous chapter, including the overall

accuracy (OA), the average accuracy (AA), and the Kappa coefficient. The OA

denotes the percentage of corrected labelled pixels, and the AA represents the

means of the classification accuracy over each class. To better reflect the reli-

ability of the classification result, the Kappa coefficient is estimated from the

confusion matrix. In this section, the proposed SMFF-SRC framework has been

implemented on three datasets, the UH, PaviaU, and Indian Pine dataset.

Table 3.6: Number of training and testing samples in each class for the PaviaU
dataset.

PaviaU dataset

Class Sample Class Class

Label Name Train Test Label Name Train Test

1 Asphalt 20 6611 6 Bare Soil 20 5009

2 Meadows 20 18629 7 Bitumen 20 1310

3 Gravel 20 2079 8 Self-blocking bricks 20 3662

4 Trees 20 3044 9 Shadows 20 927

5 Painted metal sheets 20 1325 Total 180 42596
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During all the experiments, the training samples are randomly selected and

the rest samples are considered as the test samples. For the UH dataset, three

kinds of features, including the spectral and spatial features from the HSI and the

elevation feature from the LiDAR data, are extracted. For other two datasets,

only the spectral and spatial features are acquired as the LiDAR data is not

available. In the proposed framework, there are several predefined parameters,

including the number of superpixels, the dimension of fused feature, and the

number of neighbours in the construction of within-class matrix. For the number

of superpixels, with the consideration of the size of each HSI image and the

computational efficiency, the numbers of superpixels are set to be 50000, 1000,

and 250 for the UH (spatial size 349 × 1905), PaviaU (spatial size 610 × 340),

and Indian Pine dataset (spatial size 145 × 145), respectively. The generated

superpixels are shown in Figure 3.8-3.10. From the generated superpixel map,

it can be seen that pixels are grouped into superpixels with arbitrary shape and

size. The dimensions of fused features are set to be 100 for the UH dataset and

50 for the rest two datasets. The numbers of neighbours are set to be 300, 50,

and 150 for the UH, PaviaU, and Indian Pine dataset, respectively. The kernel

parameters of the utilized RBF function are determined by cross-validation. All

the experiments are repeated 10 times and the mean values are reported. For

the hardware and software, all the experiments are conducted on a 16 GB Intel

i5-6500 CPU on the MATLAB 2017b.

Comparison Experiments

To demonstrate the performance of the proposed framework with insufficient

training samples, the proposed framework is compared with some state-of-the-art
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Figure 3.8: The produced superpixel map of UH dataset.

Table 3.7: Number of training and testing samples in each class for the Indian
Pine dataset.

Indian Pine dataset

Class Sample Class Class

Label Name Train Test Label Name Train Test

1 Alfalfa 2 44 9 Oats 2 18

2 Corn-notill 14 1414 10 Soybeans-notill 10 962

3 Corn-min 9 821 11 Soybeans-min 25 2430

4 Corn 3 234 12 Soybeans-clean 7 586

5 Grass/pasture 5 478 13 Wheat 3 202

6 Grass/trees 8 722 14 Woods 13 1252

7 Grass/pasture-mowed 2 26 15 Bldg-gass-tree drives 4 382

8 Hay-windowed 5 473 16 Stone-steel towers 2 91

Total 114 10135

algorithms, including the support vector machine (SVM), the composite kernel

support vector machine (CK-SVM) [29], the JSRC [63] and its kernelized exten-

sion JKSRC [64], the MASR [66] and the MFASR [27]. For all the SRC-based

algorithms, the sparsity level is set to be 3 for saving computational burden. For

the CK-SVM, MASR, and MFASR, the experiments are done with the open-

source codes. For the JSRC and JKSRC, the algorithms have been implemented

with the suggested parameters. For the SVM algorithm, the parameters are de-

termined via cross-validation.

For the UH dataset and the PaviaU dataset, 20 training samples are randomly

chosen from each semantic class and the rest are utilized for testing. As the

number of samples in the Indian Pine dataset is rather imbalanced, 1% training

samples are chosen for each class or 2 training samples if the number of samples
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Table 3.8: Class specific accuracies (%) for the UH dataset.

Class SVM CK-SVM JSRC JKSRC MASR MFASR SMFF-SRC

1 88.79 84.97 96.34 92.53 95.29 90.98 98.05

2 92.63 97.89 96.27 99.27 96.11 85.33 94.89

3 99.56 100.00 95.27 100.00 98.82 100.00 100.00

4 96.32 89.79 96.57 97.47 98.04 83.25 98.77

5 99.18 96.48 99.43 99.10 100.00 92.80 99.84

6 93.44 91.15 95.08 92.13 88.52 98.36 98.03

7 90.22 83.33 62.82 66.83 63.94 82.69 89.46

8 57.11 86.76 68.55 68.14 71.90 61.27 73.28

9 68.91 78.98 81.90 65.75 81.01 77.84 85.15

10 71.25 77.22 92.05 89.23 100.00 98.76 93.70

11 79.59 88.89 72.43 70.86 93.33 80.16 88.64

12 70.57 65.87 80.96 59.52 91.34 82.69 85.64

13 44.10 58.13 45.43 53.67 56.35 89.53 61.69

14 97.79 98.53 97.55 100.00 99.75 100.00 99.75

15 98.75 99.69 100.00 100.00 100.00 100.00 100.00

OA 82.64 86.05 85.23 82.51 89.25 85.97 91.10

AA 83.21 86.51 84.02 81.09 88.37 88.25 90.37

Kappa 81.23 84.91 85.38 83.63 88.96 84.85 91.13

Time(s) 64.23 46.78 25.10 20.43 367.85 159.47 32.07

Table 3.9: Class specific accuracies (%) for the PaviaU dataset.

Class SVM CK-SVM JSRC JKSRC MASR MFASR SMFF-SRC

1 75.43 83.03 32.22 65.94 43.58 83.71 85.47

2 74.99 76.23 81.64 90.26 85.71 76.42 87.54

3 71.33 85.74 80.47 75.85 89.75 95.85 93.31

4 94.35 90.90 91.66 87.84 84.56 91.71 86.53

5 99.47 99.40 99.62 99.92 100.00 99.79 93.58

6 76.24 82.79 72.87 50.59 85.21 84.96 94.41

7 87.40 93.77 97.56 100.00 99.47 99.57 70.50

8 75.29 83.10 85.77 97.30 76.87 94.29 89.71

9 99.68 99.90 50.27 27.62 62.03 89.67 96.33

OA 78.12 81.93 74.32 80.79 78.82 84.16 88.26

AA 83.80 88.32 67.09 74.55 72.70 95.65 84.80

Kappa 72.21 76.97 76.90 77.26 80.80 79.80 88.54

Time(s) 5.78 7.18 62.78 57.82 432.35 331.87 247.66

Table 3.10: Class specific accuracies (%) for the Indian Pine dataset.

Class SVM CK-SVM JSRC JKSRC MASR MFASR SMFF-SRC

1 24.44 40.91 55.56 68.18 85.68 97.50 93.18

2 43.07 41.94 51.56 58.49 61.12 70.12 79.70

3 26.92 45.55 60.41 51.04 67.69 69.25 66.44

4 14.96 39.32 62.39 24.36 61.07 39.66 62.39

5 86.61 64.64 67.36 28.24 82.26 69.08 66.11

6 80.06 88.50 92.94 97.92 97.42 83.47 81.86

7 77.78 84.62 77.78 92.31 99.62 96.54 100.00

8 87.74 68.71 97.46 97.89 98.73 96.41 92.60

9 31.58 22.22 52.63 44.44 86.67 91.67 66.67

10 43.35 49.17 70.79 74.22 78.19 87.06 73.60

11 66.67 71.11 74.69 70.74 85.02 89.65 87.41

12 30.03 17.75 57.85 56.14 53.72 73.79 82.59

13 96.04 89.11 84.65 98.51 96.19 99.50 99.50

14 83.31 90.42 98.00 98.08 96.89 92.96 97.60

15 16.75 51.05 30.63 38.22 52.71 71.28 77.75

16 67.39 81.32 82.61 84.62 92.93 96.48 71.43

OA 58.04 61.79 72.07 69.88 80.21 81.79 82.45

AA 54.79 59.15 68.08 65.41 77.27 82.71 80.04

Kappa 51.84 56.21 69.83 67.71 81.42 80.17 81.18

Time(s) 1.35 6.42 13.36 14.98 137.57 13.45 6.12
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Figure 3.9: The produced superpixel map of the PaviaU dataset.

in that class is below 200. The distributions of training and testing samples for

three datasets are shown in Table 3.5-3.7. The comparison experiments results

are shown in Figure 3.11-3.14 and Table 3.8-3.10, respectively.

As seen in Figure 3.11, 3.12 and Table 3.8, the proposed SMFF-SRC method

has achieved the best performance among other state-of-the-art algorithms with

only 20 training samples per class in the UH dataset. Although the MASR has

obtained a fairly good OA, its huge computational burden is inevitable. By ap-

plying the superpixel-based SRC, the proposed method is more efficient. For the
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Figure 3.10: The produced superpixel map of the Indian Pine dataset.

JKSRC method, its computational time is the shortest, but its classification accu-

racy is the worst among the compared methods. For the class-specific accuracies,

the proposed method has a more robust performance even if not achieved the

best accuracy in class 8 ’commercial’ and 13 ’Parking Lot 1’.

The performance of the comparison results on the PaviaU dataset with 20

training samples per class is shown in Figure 3.13 and Table 3.9. We have achieved

the best performance among all compared methods. Although the MFASR has

the best AA, its poor performance on the second class 2 ’Meadows’ cannot be

ignored, which determines the OA of MFASR is not robust as class 2 has the

most testing samples. SVM-based methods have the best efficiency compared

to other methods. Although Our proposed SMFF-SRC framework has a larger

computation burden than the SVM-based methods, the designed framework have

an obvious leading in the classification accuracy.

Fig. 3.14 and Table 3.10 show the classification performance on the Indian

Pine dataset. Our proposed method has achieved good performance with nearly
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(a) GT (b) SVM (c) CK-SVM (d) JSRC

Figure 3.11: The classification map of the UH dataset. (a)the Ground Truth
(GT), (b) SVM, (c) CK-SVM, (d) JSRC
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(a) JKSRC (b) MASR (c) MFASR (d) Ours

Figure 3.12: The classification map of the UH dataset. (a) KSRC, (b) MASR,
(c) MFASR, (d) Ours(SMFF-SRC).
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(a) GT (b) SVM (c) CK-SVM (d) JSRC

(e) JKSRC (f) MASR (g) MFASR (h) Ours

Figure 3.13: The classification map of the PaviaU dataset. (a)the Ground Truth
(GT), (b) SVM, (c) CK-SVM, (d) JSRC, (e) KSRC, (f) MASR, (g) MFASR, (h)
Ours(SMFF-SRC).
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(a) GT (b) SVM (c) CK-SVM (d) JSRC

(e) JKSRC (f) MASR (g) MFASR (h) Ours

Figure 3.14: The classification map of the Indian Pine dataset. (a)the Ground
Truth (GT), (b) SVM, (c) CK-SVM, (d) JSRC, (e) KSRC, (f) MASR, (g)
MFASR, (h) Ours(SMFF-SRC).

1% training samples in each class. The MFASR has the best performance on the

AA, but its computational time is about double ours. The MASR has achieved

a good classification performance and the best Kappa coefficient, but it has the

largest computational burden. The SVM method has the best efficiency but its

classification performance is not robust.

In summary, the proposed SMFF-SRC method has the most robust perfor-

mance on the three public datasets with insufficient training samples. From the

experimental results, it can be clearly found out the proposed method can improve

the discriminative ability of SRC without resulting in too much computational

burden. Although the MASR and MFASR have a relatively good performance,

their computational burdens are huge, especially the MASR. Furthermore, the

proposed method is more stable than other methods in these three datasets. For

example, the performance of CK-SVM on the UH and the PaviaU datasets are
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good, but its performance on the Indian Pine dataset is not robust. The rea-

son is that the CK-SVM utilize the cross-validation on the training samples to

search the best parameters, the ideal parameters are not easy to find with insuf-

ficient training samples. Therefore, the efficiency and robustness of the proposed

SMFF-SRC can be demonstrated.

3.4 Summary

In this chapter, two superpixel-based sparse representation classification algo-

rithms are introduced for HSI. A superpixel-based feature specific SRC framework

is firstly proposed to fully exploit the spectral-spatial features of the HSI. With

the generation of a superpixel map for each HSI, the efficiency of the proposed

SPFS-SRC method can be guaranteed. Then, a kernel-based SRC-based classifier

is designed to assign each superpixel into certain semantic class. The proposed

SPFS-SRC method has proved its superiority from extensive experiments. Dif-

ferent SPFS-SRC, the SMFF-SRC aims to investigate the joint cooperation of all

extracted features in remote sensing scenario. The proposed LMCCA helps to

fuse the extracted feature with the introduction of local information. The pro-

posed SMFF-SRC method has also been compared with several state-of-the-art

methods to show its effectiveness.
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Chapter 4

Adaptive Distance based Band

Hierarchy (ADBH) for

Unsupervised Hyperspectral

Band Selection

4.1 Introduction

Based on certain selection strategies, UBS methods aim to select the most rep-

resentative bands among the HSI data. Recently, many searching strategies have

been developed for HSI band selection, which can be separated into two main

groups: the ranking-based and the clustering-based methods. Various statistical

metrics have been utilized to evaluate each band in the ranking-based methods,

including mutual information [92, 93], variance [94] and local density [52], etc.

After the band ranking, the desired band subset is determined by selecting bands
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with higher ranking values among all bands. Since the ranking process is only

implemented once, the computational cost can be rather low. For the clustering-

based methods [50,51,53,54], spectrally continuous bands are grouped into desired

clusters. Bands in each cluster are contiguous and with similar spectral informa-

tion, where the most significant band in each cluster based on discriminative

ability [51] or some ranking strategies [53] are selected to form the desired band

subset. Due to the clustering procedure, this process can be lengthy whilst the

selected bands are generally uncorrelated.

Although the aforementioned two groups of UBS methods have achieved cer-

tain success for band selection in HSI, both of them still suffer different draw-

backs. For ranking-based approaches, the correlation between the selected bands

is usually quite high, where the data redundancy can be further reduced. On the

contrary, the clustering-based methods usually select one band from each band

cluster, thus the data redundancy is low. However, most of the clustering-based

methods are very sensitive to the noisy bands because a noisy band can easily

form a cluster due to low similarity to other bands thus affect the selection re-

sult. Meanwhile, the results of band selection depend on the clustering process,

especially on the number of clusters. For example, a certain band can be selected

when the number of clusters is three but it can then be deselected when the

number of band clusters becomes five, where such inconsistency may lead to low

robustness of UBS. Furthermore, the similarity metric between different bands

plays a key role in clustering methods, including the efficacy and computational

complexity. Some clustering-based methods may have a good performance, but

their computational cost can be high due to the complicated metrics.

To tackle the aforementioned drawbacks, a band hierarchy clustering UBS
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framework with adaptive distance (ADBH) is proposed. The rest of this chapter

is organized as follows. Section 4.2 introduces the proposed methodology. In

Section 4.3, experimental results and discussions are given on four HSI datasets.

A brief summary will be given in the end of this chapter.

Figure 4.1: The flowchart of the proposed ADBH framework

4.2 Proposed Method

In this section, the proposed ADBH framework for UBS will be presented in detail.

First, the tree hierarchy-based clustering strategy is described. Followed by the

adaptive distance measurement within the ADBH framework, which is based on

the multiplication of the Euclidean distance and cluster density. Afterwards, the

band evaluation and selection method is introduced. Finally, the advantages of

ADBH are analysed.

Figure 4.1 illustrates the flowchart of proposed ADBH framework. In the pro-

posed framework, the raw HSI dataset is taken as input for both band clustering

and band-based ranking. At first, each spectral band is considered as a cluster to
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form the initial similarity matrix, from which a tree-based band hierarchy can be

constructed. Cluster-based adaptive distance (AD) is then calculated, and mu-

tual neighbouring clusters are merged sequentially according to the determined

AD. Afterwards, the similarity matrix will be updated, which actually becomes

smaller due to the merged band clusters. The process above forms the proposed

ADBH, where the process continues until the number of band clusters reaches

the desired number of the selected bands. Relevant bands within the resulted

band clusters will be ranked by the band-based ranking strategy (E-FDPC) be-

fore band selection. The band with the highest ranked value within each cluster

is selected as the most representative band for that cluster, and all the selected

bands are then grouped to form a dimension-reduced hypercube for following-on

processing and analysis.

4.2.1 Band hierarchy

The clustering-based UBS methods aim to group similar bands into each cluster

and select one most significant band from each cluster, which can reduce the

data redundancy between the selected bands. Due to the lack of ground truth,

the number of band clusters and the exact indexes of bands for each cluster are

unknown. As a result, the results of band clustering and the derived band subset

become arbitrary, where the consistency of the results can hardly be maintained.

To tackle this particular challenge, in this work, a band hierarchy algorithm is

proposed. Our method can construct a band hierarchy in a bottom-up manner

and generate any number of band clusters (between one and the original amount

of bands). As such, a better understanding of the HSI bands can be derived.

Moreover, the clustering results can keep consistency despite of various number
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of bands are chosen. For instance, with desired k bands, the tree hierarchy can

produce k clusters in an iterative way. When a band group with k − 1 groups is

requested, the result will be adjusted in a flexible way by merging two clusters.

Similarly, the result can be easily adjusted to k + 1 groups by cancelling the last

merging operation. For iteration-based methods, the computational burden is a

common challenge. For efficiency, complicated metrics or complex strategies are

avoided in the ADBH framework as explained below.

Let us denote a HSI image as Y ∈ RM×N×L, where the spatial size of this cube

is M ×N and L is the total number of bands. The lth band can be represented

as one vector Yl ∈ R1×M∗N and the spectral signature of one pixel at the spatial

location (m,n) can be denoted as Ymn ∈ RL. To reduce the computational

cost, the spectral value of each pixel is normalized to the scale of [0, 1]. Let

G = (V,E) denote the HSI data in an undirectional graph, where the node set

V = [1, 2, ..., l, ..., L] represents the spectral bands in the HSI dataset. Considering

the whole dataset as a forest, each band can be considered as a tree, i.e. each band

is an individual cluster initially. E is the utilized similarity metrics to measure

the connection of different clusters (bands). Due to the contiguous nature of the

spectral bands in HSI, each band is assumed to be more closely linked to its

neighbouring bands in the spectral domain. To this end, E = [e1, ..., el, ..., eZ ]

represents the linkage between different clusters, where el represents the ’edge’

between the lth cluster and the (l + 1)th cluster with 1 ≤ Z ≤ (L− 1). Besides,

for the first cluster and the last cluster, they only have one edge to connect

with their neighbours according to the assumptions above. As a result, it is not

necessary to estimate the similarity matrix between bands after each iteration

instead of computing similarities between neighbouring band clusters. After that,
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the developed tree hierarchy clustering in a bottom-up manner is detailed as

follows.

First of all, a ‘mutual nearest neighbouring’ is defined according to the simi-

larity between each cluster, which is very similar to the mutual nearest neighbours

defined in [95]. By examining all connecting edges of each cluster, two clusters

can become ‘nearest neighbour’ when they both have lighter edge with each other.

For example, if el < el−1, the lth cluster is closer to the (l + 1)th cluster, but the

lth cluster and the (l + 1)th cluster can be ‘nearest neighbours’ only if el < el+1

is also met. This criterion can identify similar clusters pairs and can be utilized

in the following-on merging procedure.

After the ‘mutual nearest neighbouring’ search, the current clusters can be

started to merge. To reflect and be consistent with the data structure of the HSI

dataset, the merging is executed in a sequential way. With all the obtained pairs of

clusters, the implementation starts from the pair with the shortest edge. Different

from some clustering methods which merge the data sample points gradually [96]

(i.e. one merging operation in one iteration), each iteration of the algorithm

will not be completed until all the mutual neighbouring clusters are merged, i.e.

merging all such band pairs simultaneously. For each new cluster, it is depicted

by the mean spectral information of its comprised bands and the previous bands

are removed while the spectral information is kept for after iterations. This is

shown below:

Ŷl = mean(Ymerged) (4.1)

the representation of the new lth cluster is the mean of all bands it contained.

With new clusters, the defined E will also be updated before next iteration. The
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number of contained bands in each new cluster is also stored. In the case that

no nearest neighbour pairs exist, the ADBH framework will merge clusters grad-

ually with only one merging in one iteration. In this situation, two clusters with

the shortest edge will be merged. The whole clustering procedure will continue

iteratively until the desired number of clusters has reached. As the purpose of

the clustering step is to group similar bands together, the objective function can

be transformed to minimize the cost function during clustering:

min

T∑
t=1

et (4.2)

where the t = [1, ..., T ] is the evolution time and the et is the sum of merged e

during the tth iteration.

In the clustering part, the bottom-up manner considers each band as an initial

cluster, where the analogous bands can be determined via the defined ’mutual

nearest neighbouring’ approach. In each iteration, all the neighbouring pairs

of bands can be merged simultaneously, and a stepping method is employed to

combine clusters in case of such neighbouring pair of bands remains in certain

iteration. This iterative process will only stop after the requested number of

clusters have been reached. An example of ADBH clustering process is shown in

Figure 4.2.

4.2.2 Adaptive distance

Although the tree hierarchy method can help to understand the data structure

of bands within HSI, noisy bands are still a serious problem in all hierarchy-

based clustering methods. As the bands are clustered in a bottom-up manner,
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(a) (b)

(c) (d)

Figure 4.2: The Clustering results with different desired number of clusters on
the Pavia University dataset. In each figure, the horizontal axis represents the
Band Index, and the vertical represents the mean spectral value. Different color
represents different clusters (a) 7 clusters, (b) 4 clusters, (c) 2 clusters, (d) 1
cluster.

potential outlier of bands can be easily identified as a primary cluster in a similar

way as other bands. The outlier is prone to forming a cluster even after numerous

iterations because it is less correlated or similar to its neighbouring bands in the

band hierarchy. Since the final result consists of bands selected from each cluster,

it is inevitably that noisy bands may be added into the selected band subset.

Besides, the distance measurement for inspecting the similarity between bands

is another crucial issue in the ADBH hierarchy. As the distance measurement

needs to be updated in each iteration, a complicated one may result in huge

computational burden. Thus, an efficient yet robust distance is introduced in the
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ADBH band hierarchy as detailed below.

To estimate the differences between two variables, the Euclidean distance is

regarded as one fundamental metric. In most of clustering work, the Euclidean

distance is widely used to assess the differences between variables [97,98]. In [73]

and [52], distances of different bands in HSI are measured using the Euclidean

distance to form a distance matrix S ∈ RL×L as:

Sij = ||Yi − Yj||2 =

M,N∑
m,n=1

(Ymni − Ymnj)2 (4.3)

where the entry Sij represents the difference between the ith band the jth band.

According to matrix S, a scaled distance can be obtained as [52,73]:

Dij =
√
Sij ∗ L−1 (4.4)

In the proposed ADBH framework, the aforementioned distance is applied by set-

ting el = Dl,l+1. However, the obtained result shows that the Euclidean distance

is unstable for noisy datasets, for instance, the highly polluted KSC dataset.

By only applying the Euclidean distance, it is likely to have the noisy bands as

separate clusters because these noisy bands are usually sufficiently dissimilar to

other neighbouring bands. To tackle this issue, a novel adaptive distance (AD)

is proposed for measuring the distance of bands by considering the number of

bands within the associated cluster.

Basically, there are two motivations for designing the AD. The first is to re-

strict or even avoid a-single-band cluster formed by noisy bands as it will interfere

the results of band selection. The second is to improve the computational effi-

ciency especially during the iterative process of band clustering. Inspired by the
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above two motivations, a novel metric has been designed to estimate the distance

between two adjacent clusters instead of adopting the Euclidean distance. As

a regular cluster usually has more than one band, the number of the contained

bands is considered as a crucial metric to present the density of each cluster.

To effectively represent the characteristic of each cluster, the Euclidean norm of

each cluster is also estimated. The Euclidean norm of one cluster Ŷl in (4.1)

corresponds to the average magnitude of this cluster, which can be assumed as

a simple data characteristic of Ŷl. Considering the representation of each cluster

as a vector, it can be found out that the product of its magnitude and contained

bands can reflect its strength. In this way, the cluster density can be determined

by both the number of the contained bands and the data characteristics in each

cluster. Accordingly, a novel measurement is defined for estimating the cluster

density Il:

Il = norm(Ŷl) ∗ bl (4.5)

where bl is the number of contained bands in the lth cluster, which has an initial

value of bl = 1. For a cluster with a single band, Il is the Euclidean norm of that

band. Otherwise, Il is roughly the accumulated Euclidean norm of all the bands

within the cluster. With more bands contained in a cluster in the proposed band

hierarchy, the cluster density increases in nearly a linear way.

For two neighbouring clusters (the cluster can be a single band before the

iterative process) l and l+ 1, their densities are denoted as Il and Il+1 according

to (4.5). The defined AD δl,l+1 is given by combining the Euclidean distance and

cluster density as:

δl,l+1 = Dl,l+1 ∗ Il ∗ Il+1 (4.6)
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From this proposed distance, a cluster with a lower density will have shorter dis-

tance with its adjacent clusters comparing to other clusters with larger densities.

As shown in Figure 5.3, the first band of the KSC dataset has a distinct spectrum

against its neighboring bands, thus it can be easily regarded as an outlier in the

dataset. In Figure 4.3 (a), this band is considered as a single-band cluster when

the Euclidean distance is used to measure the distance between band clusters.

Accordingly, this band will be selected because it is the only representative band

within the cluster. However, in the proposed AD scheme, this band will be sup-

pressed and grouped into other clusters. During the AD based clustering process,

the density of a single band cluster will be relatively small due to the fact that

it contains only one band. By applying el = δl,l+1 into the band hierarchy, el

will become quite small thus for the cluster with less bands can easily find its

mutual nearest neighbour. As a result, noisy bands will be simply merged in

the proposed ADBH hierarchy, which also meets the energy minimization prin-

ciple according to (4.2). Compared to the commonly used Euclidean distance,

the proposed ADBH combines the Euclidean distance with the cluster density,

in which the cluster density is estimated by multiplying the Euclidean norm of

the mean band and the number of bands contained in the associated cluster. In

this way, the computational complexity of the proposed AD is further reduced

for efficiency. In addition, for a cluster with noisy band being merged, the repre-

sentative band can be selected by avoiding these noisy bands with the E-FDPC

band ranking scheme, which is further detailed in the next subsection.
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Algorithm 4 ADBH

1: Input: Raw HSI data Y , desired number of bands K.

2: Initialize: Assume each band as a cluster.

3: BEGIN

4: while Number of clusters > K do

5: Update the AD among clusters by (4.5) and (4.6);

6: if Mutual neighbouring clusters exist then

7: Merging mutual neighbouring clusters pairs sequentially according to
their edge;

8: Update new cluster;

9: if Current Number of clusters = K then

10: Return clustering result C;

11: Break;

12: end if

13: else

14: Merging two clusters with lightest edge;

15: Update new cluster;

16: if Current Number of clusters = K then

17: Return clustering result C;

18: Break;

19: end if

20: end if

21: end while

22: Choose band subset X among clustering result C by (4.7).
23: Output: Band subset X.

24: END
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(a) (b)

Figure 4.3: The Clustering results (defined cluster number equals to 5) by Eu-
clidean distance (a) and the proposed AD (b) on the noisy KSC dataset. In each
subfigure, the horizontal axis represents the band index and the vertical axis the
mean spectral value. Different color represents different clusters.

4.2.3 Band evaluation and selection

In the proposed ADBH, the whole dataset can be grouped into several clusters

of bands with similar characteristic. To select the most representative band from

each band cluster, the ranking or priority of each band needs to be determined.

Recently, many metrics [52, 92–94] have been utilized for this purpose. Among

those criteria, E-FDPC is employed as it provides an efficient solution for de-

termining bands with high discriminative ability. Due to the fact that a band

which has large local density can be more easily chosen than others [52, 53], E-

FDPC is robust to the noisy bands. Although the E-FDPC is still substantially

a ranking-based method, the combination of E-FDPC and the clustering process

has proved to be effective [53]. Therefore, the E-FDPC algorithm is applied after

band clustering work, where the most vital band within each band cluster can be

chosen to form the desired band subset. This ranking-based strategy is described

as follows:
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Denote the clustering result as C = [c1, ..., ck, ..., cK ], where ck is the kth

cluster and k = [1, ..., K] is the cluster index with the desired number of bands

equalling to K. As the band with the highest ranking value in each cluster is the

most vital one, the desired band Xk from the kth cluster can be determined as:

Xk = arg max
ψ

ψkv (4.7)

where ψ is the rank values set for all bands and ψkv is the rank value of the vth

band in the kth cluster. The band with the highest rank value in the kth cluster

is chosen as a band for the desired band subset X. Obviously, the band selection

result can be decided with the aid of the proposed ADBH.

4.2.4 Merits of ADBH

With the designed adaptive distance, the ADBH helps to complete the UBS

task in a bottom-up tree hierarchy. As the merging process starts from the

shortest edge, the sequence can be recorded and the band clustering process

can be visualized easily. In Figure 4.2, part of the clustering process from the

ADBH of the Pavia University dataset is shown. We have chosen results from

certain numbers of clusters to verify the consistency. This advantage may help

to further understand the HSI dataset, where any desired number of bands can

be easily determined. Secondly, the designed ADBH framework can be regarded

as a parameter-free method, which means no other input parameters are needed

except only the desired number of bands along with the raw data. Besides, the

clustering result will not be affected by varying the requested number of clusters,

where the consistency can always be kept. Finally, the clustering results can be
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improved with the defined similarity metric, i.e. the AD, which is verified on the

KSC dataset in Figure 4.3. It can be seen that the single band cluster is removed

after appling the AD into the tree hierarchy, which has successfully suppressed the

noisy band being chosen as part of the selected band subset. The proposed UBS

framework is summarized in Algorithm 4, and some further experimental results

are discussed in the next section to demonstrate the efficacy of the proposed

ADBH method for UBS in HSI.

4.3 Experimental Results

Due to the lack of ground truth, the efficacy of band selection is often indirectly

evaluated by using the classification accuracy with the selected bands. In ex-

periments, the proposed ADBH framework is benchmarked with several SOTA

algorithms based on the classification results from four popular HSI datasets.

Relevant details are presented as follows.

4.3.1 Settings

To evaluate the performance of the ADBH framework in HSI classification, the

ADBH framework is compared with SOTA algorithms, including OCF (TRC-OC-

FDPC) [53], VGBS [55], DSEBS [57], WaLuDi [50], WaLuMi [50], E-FDPC [52]

and ASPS [54]. It is worth noting that the ADBH algorithm is parameter-free,

only the HSI data and the desired number of bands are needed as input. Sim-

ilarly, OCF does not have any determined parameters and experiments are im-

plemented on code provided by authors. For other methods including VGBS,

DSEBS, WaLuDi, WaLuMi, E-FDPC, and ASPS, experiments are tested on origi-
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nal codes with default parameters. To better investigate the effect of the proposed

AD, the method employing the Euclidean distance instead of the proposed AD is

also implemented, which is represented as euclidean distance-based band hierar-

chy (EDBH). To better verify the effectiveness of the proposed ADBH framework,

the classification results using all bands (shown as ’Raw data’ in corresponding

tables and figures) are also included.

For the classification part, two popular classifiers, K-Nearest Neighbourhood

(KNN) [99] and Support Vector Machine (SVM) [100], are employed to validate

the classification accuracy of the chosen band subsets on classification of the

aforementioned four HSI datasets. In experiments, the parameters in SVM and

KNN are optimized through 10-fold cross-validation. In all four HSI datasets, 10%

of the samples from each class are randomly selected as the training samples for

both classifiers, whilst the rest of samples are used for testing. The experimental

results are shown in the next subsection. All the experiments are repeated 10

times, where the average metrics are reported for comparison. For hardware and

software settings, all experiments are implemented on the MATLAB 2018b with

a 16GB Intel i5-8400 CPU.

4.3.2 Comparison Experiments

Table 4.1: Classification results from different approaches for the Indian pines
dataset.

Classifier OCF VGBS DSEBS WaLuDi WaLuMi E-FDPC ASPS EDBH ADBH Raw data

OA by KNN(%) 68.07±0.01 60.96± 0.01 70.16±0.01 64.35±0.01 52.81±0.00 61.08±0.01 62.35±0.01 65.15±0.01 68.06±0.01 67.65±0.01

AA by KNN(%) 58.27±0.02 48.39±0.00 56.05±0.01 51.22±0.00 40.42±0.00 46.68±0.01 49.57±0.01 52.86±0.01 58.43±0.01 54.22±0.01

Kappa by KNN 0.63±0.01 0.55±0.01 0.66±0.01 0.59±0.01 0.45±0.00 0.55±0.01 0.57±0.01 0.60±0.01 0.63±0.01 0.63±0.01

OA by SVM(%) 77.79±0.01 68.30±0.01 75.78±0.01 74.99±0.01 70.65±0.01 71.52±0.01 73.44±0.01 75.3±0.01 78.52±0.01 80.33±0.01

AA by SVM(%) 76.82±0.01 64.53±0.02 74.96±0.01 75.58±0.01 67.35±0.01 70.57±0.02 73.50±0.01 73.30±0.01 77.75±0.01 72.09±0.01

Kappa by SVM 0.75±0.01 0.64±0.01 0.72±0.00 0.72±0.01 0.67±0.01 0.67±0.01 0.70±0.01 0.72±0.01 0.76±0.01 0.78±0.01
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(a) (b)

Figure 4.4: OA curves on the Indian pines dataset with different UBS methods
by using KNN (a) and SVM (b).

(a) (b)

Figure 4.5: OA curves on the PaviaU dataset with different UBS methods by
using KNN (a) and SVM (b).
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(a) (b)

Figure 4.6: OA curves on the Salinas dataset with different UBS methods by
using KNN (a) and SVM (b).

(a) (b)

Figure 4.7: OA curves on the KSC dataset with different UBS methods by using
KNN (a) and SVM (b).
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Table 4.2: Classification results from different approaches for the PaviaU
dataset.

Classifier OCF VGBS DSEBS WaLuDi WaLuMi E-FDPC ASPS EDBH ADBH Raw data

OA by KNN(%) 85.64±0.01 82.64± 0.01 84.58±0.01 86.43±0.01 85.77±0.01 84.73±0.01 86.41±0.01 81.38±0.00 85.57±0.01 85.73±0.01

AA by KNN(%) 82.55±0.00 77.08±0.00 81.32±0.00 82.31±0.00 83.11±0.00 81.24±0.00 83.47±0.01 75.61±0.00 81.76±0.00 82.02±0.01

Kappa by KNN 0.80±0.00 0.76±0.00 0.79±0.01 0.81±0.00 0.42±0.00 0.79±0.00 0.82±0.00 0.75±0.01 0.80±0.00 0.81±0.01

OA by SVM(%) 90.88±0.00 90.75±0.00 89.39±0.00 91.08±0.00 91.40±0.00 90.07±0.00 83.87±0.01 83.77±0.00 91.63±0.00 91.64±0.01

AA by SVM(%) 88.74±0.00 88.25±0.00 87.23±0.00 88.96±0.00 88.82±0.00 85.04±0.0 72.30±0.00 73.31±0.000 89.30±0.00 88.12±0.01

Kappa by SVM 0.88±0.00 0.88±0.00 0.86±0.00 0.88±0.00 0.88±0.00 0.84±0.00 0.78±0.01 0.78±0.00 0.89±0.00 0.89±0.00

Table 4.3: Classification results from different approaches for the Salinas
dataset.

Classifier OCF VGBS DSEBS WaLuDi WaLuMi E-FDPC ASPS EDBH ADBH Raw data

OA by KNN(%) 88.82±0.00 82.74± 0.00 88.99±0.00 85.98±0.01 87.85±0.00 87.58±0.00 86.99±0.00 87.03±0.00 88.16±0.00 87.70±0.01

AA by KNN(%) 93.58±0.00 85.6±0.00 93.73±0.00 92.53±0.00 92.23±0.00 92.52±0.01 92.06±0.00 91.94±0.00 93.21±0.00 93.27±0.01

Kappa by KNN 0.88±0.00 0.81±0.01 0.88±0.01 0.86±0.01 0.84±0.00 0.86±0.01 0.86±0.01 0.86±0.00 0.87±0.01 0.86±0.01

OA by SVM(%) 92.28±0.00 92.04±0.00 92.28±0.00 91.03±0.00 92.31±0.00 92.45±0.00 91.90±0.00 92.40±0.01 92.72±0.00 92.87±0.00

AA by SVM(%) 95.67±0.00 95.28±0.00 95.93±0.00 95.68±0.00 95.18±0.00 95.91±0.00 95.63±0.00 95.79±0.00 96.04±0.00 96.42±0.00

Kappa by SVM 0.91±0.00 0.91±0.00 0.91±0.00 0.91±0.00 0.90±0.00 0.91±0.00 0.91±0.00 0.92±0.00 0.92±0.00 0.92±0.01

In principle, the HSI classification results can be quantitatively evaluated by

three common metrics from the confusion matrix, including the overall accuracy

(OA), the average accuracy (AA) and the Kappa coefficient. The OA is the

percentage of the corrected classified pixels in total, and the AA reflects the mean

classification accuracy over all the classes. The Kappa coefficient is estimated for

evaluating the reliability of the classification result. In this section, the compared

results will be illustrated in two forms. Firstly, for all four HSI datasets, the

OA curves are generated according to OAs against different chosen numbers of

bands varying from 3 to 30. Also, the OA, AA and Kappa coefficient of different

algorithms have been compared with certain determined numbers of bands. For

Table 4.4: Classification results from different approaches for the KSC dataset.

Classifier OCF VGBS DSEBS WaLuDi WaLuMi E-FDPC ASPS EDBH ADBH Raw data

OA by KNN(%) 82.49±0.01 50.56±0.02 81.28±0.01 82.07±0.01 77.31±0.01 81.68±0.01 82.26±0.01 82.18±0.01 82.84±0.01 85.86±0.01

AA by KNN(%) 74.59±0.01 37.08±0.03 71.30±0.01 67.32±0.01 73.08±0.01 73.45±0.01 74.33±0.01 74.88±0.01 73.85±0.01 79.15±0.01

Kappa by KNN 0.80±0.01 0.44±0.03 0.79±0.01 0.75±0.01 0.80±0.01 0.80±0.01 0.80±0.01 0.80±0.01 0.81±0.01 0.84±0.00

OA by SVM(%) 89.45±0.01 54.58±0.03 86.21±0.01 88.09±0.01 81.25±0.01 88.86±0.01 88.19±0.01 87.45±0.00 89.3±0.01 90.04±0.00

AA by SVM(%) 80.47±0.01 44.25±0.04 79.10±0.01 74.67±0.01 80.00±0.01 79.57±0.01 82.37±0.01 81.88±0.01 80.87±0.01 85.58±0.00

Kappa by SVM 0.88±0.01 0.48±0.01 0.85±0.01 0.79±0.01 0.87±0.01 0.87±0.01 0.86±0.01 0.86±0.00 0.88±0.01 0.89±0.01
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the OA curves in most datasets, the performance of most approaches keep stable

after the number of chosen band is around 10 to 15. Even when more bands are

chosen, there is no significant improvement for most of them. Therefore, detailed

comparison with 14 selected bands on the four datasets, in terms of OA, AA and

Kappa, is given in Tables 4.1-4.4. The best performance except the result with

raw data are labelled bold.

Figure 4.4 and Table 4.1 show the classification results for the Indian pines

dataset. As seen in Figure 4.4, the ADBH has the highest OA on the SVM

classifier with 3 to 30 selected bands, which has also produced about the highest

OA on the KNN classifier. Although the OA of ADBH on KNN is the second best

when the number of the chosen bands is no more than 20, it outperforms DSEBS

after more bands are chosen. Despite of the best OA generated on the KNN

classifier, DSEBS has quite poor performance on SVM, which shows a certain

degree of lack of robustness or stability. The ASPS has poor performance on

both KNN and SVM classifiers. Table 4.1 actually shows as an example the

classification results of all relevant methods with 14 selected bands. As can be

seen, the proposed method has produced the best results in terms of OA, AA

and Kappa on the SVM classifier, and the second best on the KNN classifier just

after DSEBS. In addition, the ADBH framework can outperform the raw data

without band selection when there are more than 10 selected bands on the KNN

classifier or more than 30 on SVM, which further validates the superiority of the

proposed approach.

Figure 4.5 and Table 4.2 summarize the classification results of all methods on

the PaviaU dataset. In Figure 4.5 (a), with the KNN classifier, ASPS, WaLuDi

and WaLuMi produce the best results with the number selected bands increasing
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from 5 to 30, and the proposed ADBH has not achieved the best result. However,

the classification results from KNN only achieves about 87%, which is far less than

those from SVM at nearly 92%. For the SVM classifier, the results from ADBH is

among the best when 15 or more bands are selected, and other best ones include

WaLuMi, WaLuDi and OCF. Surprisingly, ASPS and EDBH produce the worse

results on SVM. Although WaLuMi, WaLuDi and OCF seem to produce the best

results in this group of experiments, as shown in Figure 4.4 and Table 4.1, they

appear to among the worst with the Indian pines dataset on KNN and/or SVM

classifiers under a certain range of the selected bands. From Table 4.2, it can be

found that WaLuDi, ASPS and WaLuMi have produced the best results with the

KNN classifier with 14 selected bands. However, the results from ADBH is the

best on the SVM classifier and outperform all these three approaches.

For the Salinas dataset, the related comparison is shown in Figure 4.6 and

Table 4.3. In Figure 4.6, ADBH algorithm achieves the most stable result on both

classifiers, which is more robust than other methods. For the comparison between

the ADBH method and the full dataset, it can be seen that the ADBH has an

obvious advantage with the KNN classifier after 5 more bands are chosen. After

more than 15 bands are chosen, the ADBH also achieves a better result than the

raw dataset. The VGBS method does not perform well with the KNN classifier

and the WaLuDi method has not achieved a good performance with the SVM

classifier. Although the OCF method has the best performance with the KNN

classifier when the number of the chosen bands are around 10, its performance

is not as robust as the ADBH from any number of chosen bands. According to

Table 4.3, the DSEBS is slightly better than ADBH on KNN while ADBH has

the best performance on the SVM.
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(a) (b)

Figure 4.8: The Clustering results (defined cluster number equals to 30).(a)
ADBH, (b) OCF.

For the KSC dataset, ADBH has the best performance against all others

with the KNN classifier. Although the E-FDPC method performs best with the

SVM classifier when the number of the selected bands is quite small, ADBH has

better result after more bands are chosen. In general, the ADBH method has the

best performance on both classifiers from Figure 4.7, whilst the VGBS method

performs quite poor. In Table 4.4, the ADBH algorithm has a satisfactory result

when 14 bands are chosen with the KNN classifier. Although the OA of the

ADBH method is not the best with the SVM, it achieves the second best with a

small gap behind the first.

4.3.3 Extended discussions

In this subsection, extended analysis is carried out to compare the performance

of different UBS methods over the four tested HSI datasets. Afterwards, the

performance on the PaviaU dataset will be highlighted since the ADBH does not

have the top robust performance on it. In addition, the computational time of
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each method will be compared to evaluate the efficiency of these UBS methods.

Table 4.5: Number of parameters and computational time (s) of different UBS
methods with 30 selected bands.

Methods No.Parm. Indian pines Pavia U Salinas KSC

ADBH 0 0.35 2.69 2.23 5.91

OCF 0 0.7 0.65 1.13 1.66

VGBS 1 0.54 0.24 0.82 0.81

DSEBS 4 0.2 1.02 1.05 3.03

WaLuDi 4 41.95 99.7 198.51 408.68

WaLuMi 4 14.04 13.82 29.68 51.23

E-FDPC 1 0.97 6.85 3.11 27.97

From results of all the compared methods, it can be discovered that some

methods have unstable performance on the different datasets and different clas-

sifiers. For example, the WaLuMi method achieves better performance on the

PaviaU dataset but ranks the last on the Indian pines dataset. Moreover, the

VGBS has the worst performance on the KSC dataset, especially the lower OA

than those from other datasets. The ASPS has robust performance with the KNN

classifier in the PaviaU dataset, but its performance with the SVM is quite poor.

From our point of view, this phenomenon may be explained by three reasons.

Firstly, the four datasets are from two different HSI sensors, AVIRIS and ROSIS.

The AVIRIS sensor seems to be noisy and usually heavily polluted, as seen in

the KSC dataset. Therefore, poor results from some methods may indicate their

lack of robustness in dealing with noisy datasets. Secondly, most of the compared

methods have parameters which are usually set empirically. These fixed parame-

ters may limit the stability of the associated algorithms when different datasets or

different classifiers are applied. The inconsistency in performance is prevalent for

most unsupervised methods when relying on different parameters. In addition,

the UBS is an optimization task as discussed before. If the algorithm focuses too

much on local optimal solution, the instability will occur. However, thanks to
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the combination of AD and BH, the ADBH method can provide a parameter-free

way for solving the inconsistency problem and avoiding the effect of noisy bands.

With the decent results of the ADBH method on all four datasets, especially the

noisy KSC dataset, the robustness and stability of the proposed ADBH frame-

work have been fully validated. We have noticed that the performance has been

hugely improved with the utilization of AD, the poor performance of EDBH illus-

trates that the euclidean distance is not robust to the noisy band in the designed

hierarchy. Besides, the proposed parameter-free framework can prevent from set-

ting empirical parameters, where the number of parameters in each method is

compared in Table 4.5.

Although the ADBH method performs consistently well on four datasets, the

proposed ADBH have not achieved the best result on the PaviaU dataset, es-

pecially with the KNN classifier when more bands are chosen. According to

Figure 4.8, it can be noticed that the OCF approach produces similar results to

the ADBH, especially after the desired number of band is above 15. Since both

ADBH and OCF cluster bands into several groups and select the most significant

one from each group, it can be concluded that this kind of strategy is sensitive

to noisy bands when the desired number of bands is large. In Figure 4.8, it can

be seen that these two methods have clusters with only one band inside, where

noisy bands have potential to be chosen. In Figure 4.5, the OA curves of most

approaches start to fall when 15 or more bands are chosen, which also infers that

the proper number of the selected bands might be around 15. More bands in the

chosen subset may have few or even negative effect on the classification accuracy.

The computational complexity is a crucial issue for the efficiency of UBS al-

gorithms. Hence, the computational complexity is compared using the computa-
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tional time of every method on various datasets on the same software/hardware

platform. Table 4.5 depicts the processing time of different methods when 30

bands are chosen on the four tested datasets. As seen in Table 4.5, the ADBH

framework has a fairly good computational time among all compared methods.

Although the VGBS is the most efficient one, its performance on the classifica-

tion is not good. For the WaLuMi and WaLuDi algorithms, their computational

burdens are the heaviest, which reflects the drawback of the complicated dis-

tance measurement they used. Most of the existing band selection approaches

fail to maintain the consistency of the selected bands when the number of the

desired bands varies. As such, the aim of ADBH is to provide a band hierarchy

to tackle this challenging problem. With the derived band hierarchy, any desired

number of bands can be selected without re-running the whole process as most

other approaches do, including OCF. Considering the fact that there is no prior

information of the optimal number of bands for a given HSI dataset, in practice

the process of band selection needs be repeated for quite a few times. As a result,

the overall computational costs will be linearly accumulated for most other ap-

proaches. However, thanks to the ADBH, the overall computational cost of the

designed approach remains almost unchanged as the additional costs in select-

ing different numbers of bands is minor and can be neglected. To this end, the

computational cost of the proposed approach is in fact far more efficient than con-

ventional approaches including OCF. In summary, the proposed ADBH method

seems to be a robust, effective and efficient solution for UBS of HSI.
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4.4 Summary

In this chapter, an adaptive distance based band hierarchy (ADBH) clustering

framework is proposed for UBS in HSI, which can effectively present the hierarchy

structure of HSI and restrict the effect of the noisy bands in the band selection

process. Any flexible numbers of the band subset can be obtained with the

tree-based hierarchy. To reduce the effct of noisy bands, an adaptive distance

is proposed by jointly considering the Euclidean distance and cluster intensity.

Experiments on four commonly used datasets acquired from two HSI systems

have proved the effectiveness of the proposed ADBH framework.

87



Chapter 5

Concrete Autoencoder for

Unsupervised HSI Band

Selection

5.1 Introduction

Nowadays, deep-learning based methods have received increasingly wide attention

in the computer vision community and beyond [101]. In comparison to the con-

ventional methods, deep-learning based approaches can automatically generate

favourable features in the absence of human intervention and subjective param-

eter settings. Actually, many deep-learning models have already been applied in

HSI, such as convolutional neural network (CNN) [76, 102, 103] and autoencoder

(AE) [74,75], which are mainly for feature extraction and data classification [103].

Unlike data classification in HSI, the band selection task has no available ground

truth to evaluate the chosen band subset in training the deep-learning networks.

88



Chapter 5. Concrete Autoencoder for Unsupervised HSI Band Selection

To tackle this particular difficulty, some deep-learning based band selection meth-

ods combine the band selection network with a pretrained CNN [102]. However,

classification based class label information are often adopted in these methods

to tune their models, which is not the spotlight of this paper. Another trend

is deep-learning based band selection, which is often implemented using the AE

in an unsupervised manner. The simplest AE can be composed of an encoder

layer and a decoder layer. By applying a reconstruction loss between the input

and output layers, the AE can encode the structure of input data and yield a de-

sired representation. The current AE-based methods are mostly ranking-based,

where the weight of each node on the encoder layer is utilized to represent the

significance of each band. However, there are several drawbacks for this kind of

methods. The generated representation from the encoder is more like a combina-

tion of the raw data, where the weight values of nodes in the encoder layer can

be both positive and negative. Some bands are chosen only because they have

large absolute weights, which does not fully represent their significance. Besides,

the aforementioned methods heavily rely on the ranking value or the weight to

choose the desired band, which inevitably suffer from the disadvantages of the

ranking-based UBS methods, i.e. the high correlation between chosen bands.

In this chapter, an improved deep learning-based framework based on the

previous work has been proposed. By training an AE with the reconstruction

loss, the optimal band subset is found out for reconstructing the original HSI

cube. Different from the previous work, a band subset can be obtained directly

instead of ranking the significance of each band. The rest of this chapter is

organized as follows: Section 5.2 describes the proposed framework in detail.

The experimental results and discussions on four HSI datasets are presented in
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Section 5.3. In Section 5.4, a brief summary of this chapter is given.

Figure 5.1: The flowchart of the proposed CAE-UBS framework, where the L is
the reconstruction loss.

5.2 Proposed Method

In this section, the proposed Concrete Autoencoder framework for unsupervised

band selection (CAE-UBS) will be presented in detail, including the concept of

CAE based band selection, determining the optimal band subset, and computa-

tional complexity analysis. The flowchart of the proposed CAE-UBS framework

is depicted in Figure 5.1 and relevant details are discussed as follows.

90



Chapter 5. Concrete Autoencoder for Unsupervised HSI Band Selection

Figure 5.2: Weight values of one column in the learned weight matrix W 1, the
horizontal and vertical axes represent the band index and weight values, respec-
tively.

5.2.1 CAE based band selection

In general, a standard AE includes one encoder module and one decoder mod-

ule. The encoder represents the mapping between input data and the hidden

representation while the decoder is to reconstruct the input data from the hidden

representation. Let a matrix X = [X1, . . . , Xi, . . . , Xm] ∈ Rm×D denote the pro-

jected data from a hypercube, where m represents the total number of pixels in

the HSI image and D is the number of spectral bands. The encoder function can

be depicted as Hi = σ1(XiW
en + ben) and the decoder function that reconstructs

the input data X̂i = σ2(HiW
de + bde), where the Hi is the hidden representa-

tion of the input data and the X̂i is the reconstructed data. σen and σde are

the activation functions, and W and b are the weighted matrices and bias vector

respectively. For the proposed UBS method, each band will be indicated by the

columns of the input weight matrix W en = (w1, ..., wD). The AE can be trained
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by minimizing the reconstruction loss in a supervised manner:

L =
1

2m
||X − X̂||F (5.1)

In the previous work [75] and other similar work [76], the desired band subset

can be chosen by ranking the learned weight W en from the encoder part. The

basic assumption here is that a highly ranked weight indicates more importance

of the corresponding band. However, the weight learned from AE in general

cannot represent the significance of the band. For example, Figure 5.2 shows the

value of the learned input weight with one column in the learned weight matrix

W en. Although positive values reflect the degrees of contribution from the bands,

there are also several negative values. Besides, the motivation of AE based band

selection is to select the most significant bands for spectrum reconstruction, yet

the input weight based band selection strategy seems not linked to this objective.

Therefore, it is inappropriate to select the bands according to the associated input

weights.

As the purpose of the AE based band selection is to learn an important hidden

representation from the input data for the reconstruction of HSI, it would be

more reasonable to learn the desired band subset from the encoder part as the

key latent features of the raw data. Inspired by this, a sparse input weight

matrix is desired, whose values can be only 1 and 0, indicating the corresponding

band is selected or not. In this manner, the weight of the bands that do not

contribute to the reconstruction will be 0, otherwise it will be 1. Moreover, the

extracted band subset will be optimal as the weights of the chosen bands are

jointly learned. However, this sparse weight matrix cannot be updated during
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the backpropagation in a standard AE as each column of this matrix is a one-hot

vector, i.e. a non-differentiable discrete variable. To tackle this problem, a novel

concrete AE for the UBS has been introduced, where the sparse matrix can be

estimated with the aid of concrete distribution as detailed below [104,105].

Figure 5.3: The diagram of the designed Concrete autoencoder

The Concrete distribution is defined to produce a continuous distribution over

a discrete variable, for example, a one-hot vector. For a categorical variable z

with different class probabilities αk, a one-hot vector can be generated based on

the Gumbel-Softmax trick with a Gumbel distribution gk [104,105]:

z = one hot

{
arg max

k
[gk + log(αk)]

}
(5.2)

As the above operation is non-differentiable, the Concrete distribution is applied

to calculate the continuous relaxation of the one-hot vector, where the kth element
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of the obtained sample S from the Concrete distribution is defined as:

Sk =
exp((gk + log(αk))/T )∑D
d=1 exp((gk + log(αk))/T )

(5.3)

The temperature parameter T controls the relaxation of the one-hot vector, where

the Sk will be nearly equal to 1 when T approaches to 0. With the reparameter-

ization trick, Sk is differentiable when estimating the gradient in the backpropa-

gation.

In the proposed CAE-UBS framework, the above Concrete random variables

have been employed to select the input bands. Let the desired number of bands in

the band subset be k, a new weight matrix S will be built with a size of D×k. For

each column of the weight matrix S, a D-dimensional Concrete random variable

Sk is sampled following the (5.3). In [104, 105], the αk is randomly initialized

with small positive values for exploring different linear combinations of the input

values. However, it is found out that the proposed CAE-UBS framework is not

easy to converge with random initialized values. In the designed framework, the

αk is initialized with the weight matrix from a predefined fully connected layer

to regularize the learning process, where the utilized weight matrix has the same

size of S.

Based on the above strategy, the training process can be faster. In this way,

the output of the encoder module is Hi = XiS. As Sk is a one-hot vector, the

composed weight matrix S is a desired sparse matrix, in which the selected k

bands can be directly chosen. With the aid of the introduced Concrete random

variable and trick of reparameterization, the forward propagation can generate a

candidate band subset, and the backpropagation will refine the results of selected
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band subset iteratively for choosing the best one for optimal reconstruction of

HSI. For the decoder module of the proposed CAE-UBS, similar to the traditional

stacked AE [74, 75] three stacked fully connected layers are used for effective

reconstruction of the original HSI data with the optimal band subset selected

from the encoder module. Furthermore, the mean squared error (MSE) is used

to measure the reconstruction loss for its simplicity. The diagram of the designed

CAE is illustrated in Figure 5.3.

5.2.2 Optimal band subset searching

(a) (b)

Figure 5.4: (a) The training loss from the 100th training epoch, where the number
of iterations equals to the number of batches, (b) Training loss of 200 training
epochs on Indian Pine dataset.

For searching the desired band subset in an efficient way, all samples from

an HSI dataset are divided into different batches in a similar way as other deep

learning models [101]. In this way, multiple band subsets can be obtained during

each epoch. Let N be the number of band subsets produced in one epoch, it actu-

ally equals to the number of iterations, i.e. the number of batches, in each epoch.

Although a band subset is selected according to its minimized reconstruction er-
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ror, it can be potentially the local optimal solution due to the random selection

of the batch, where searching for a global optimal band subset is still needed. To

this end, a simple yet robust information entropy based searching strategy [58] is

introduced in the proposed CAE-UBS framework as detailed below.

Generally, there are several motivations for considering the global searching

strategy. The first is to find an efficient way to obtain the optimal band subset

without suffering a huge computational burden, especially for those without deep

learning. The other reason is to follow the assumption that the optimal band

subset should be the one with the best reconstruction ability. We have further

speculated that the desired band groups contain more information, which is bene-

ficial for spectrum reconstruction. Under the consideration of these assumptions,

a global searching strategy can be defined based on the information theory [58].

The IE, i.e. the Shannon entropy, is usually utilized to measure the information

contained within a random variable. For a given band Xi, the definition of its IE

is depicted as:

E(Xi) = −
∫
Xi

P (Xi)log(P (Xi))dx (5.4)

where the P (Xi) denotes the probability density function of Xi. After calculating

the IE for each band, the band subset with the largest IE is chosen as the desired

band subset from N candidates, and the result is considered as the global optimal

solution. As this search strategy is quite straightforward and efficient, it has been

adopted in the proposed CAE-UBS approach.

For efficiently searching the desired band subset, another key point is the

generation of the potential candidates. As one training epoch can produce N

candidates, this will end up with a large search space after more training epochs.
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Besides, more training epochs also increase the computing time of the whole al-

gorithm. To identify the optimal band subset without too much computational

cost, the number of training epochs needs to be reduced. In deep-learning based

methods, the importance of more training epochs is to update the weight param-

eters of the proposed neural network and reach the convergence through multiple

backpropagations. With the proposed CAE, the convergence is found to be faster

due to the data volume. An example is shown in Figure 5.4, where the training

loss, i.e. the reconstruction loss, of 200 training epochs on the Indian Pine dataset

is presented. As seen, there are small differences between the training loss of each

epoch from Figure 5.4 (a). Besides, the training loss is obviously reduced in each

epoch based on Figure 5.4(b). Based on that, it is assumed that the proposed

network can converge within only one epoch, thus the optimal band subset can

be chosen from the generated N candidates. As a result, the efficiency of the

proposed CAE-UBS method can be guaranteed.

5.2.3 Merits of CAE-UBS

With the Concrete random variable-based AE and information-entropy based op-

timal band subset searching strategy, the CAE-UBS framework can determine an

optimal band for the effective reconstruction of the original spectral data. Differ-

ent from other AE-based band selection frameworks, the band selection task has

been formulated as a searching-based process by maximizing the accumulated in-

formation entropy of the desired band group instead of ranking the significance of

each band. Moreover, the proposed CAE can solve the problem of backpropaga-

tion with a discrete variable, which makes the designed network able to be trained

with the reconstruction loss. Being trained in a self-learning way without intro-
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Algorithm 5 CAE-UBS

1: Input: Raw HSI data X = [X1, . . . , Xi, . . . , Xm] ∈ Rm×D, desired number
of bands K.

2: Initialize: Hyperparameters Initialization :Adam optimizer with learning
rate lr, Temperature parameter T , Batch size B.

3: BEGIN

4: Estimate E of each band in X

5: while the first epoch do

6: Encoder module: learn S based on (5.3);

7: Save N band subsets

8: Decoder module;

9: Update reconstruction loss L based on (5.1);

10: Backpropagation with optimizer;

11: end while

12: Global optimal band subset searching with E of each band and N band
subsets;

13: Output: Band subset n.

14: END

ducing any class label information, the proposed CAE-UBS has the potential to

inspire more related research on deep-learning based band selection in the future.

At last, a global search strategy is designed to identify the optimal band subset

with the best reconstruction ability, where only one epoch is found to be sufficient

in IE based selection of the optimal band subset for efficiency. The whole process

of the proposed CAE-UBS is summarized in Algorithm 5, where the performance

of the CAE-UBS framework is further discussed in the next section.

5.3 Experimental Results

Due to the lacking of the ground truth in UBS tasks, the performance of the band

selection is usually indirectly assessed by evaluating the classification accuracy
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with the selected bands. In experiments, the proposed CAE-UBS is compared

with several state-of-the-art methods based on the classification performance from

four popularly used publicly available HSI remote sensing datasets. Relevant

details are presented as follows.

(a) (b)

Figure 5.5: OA curves on the Indian Pine dataset with different UBS methods.(a)
OA by KNN, (b) OA by SVM

Table 5.1: Classification results from different approaches for the Indian Pine
dataset.

Classifier OCF VGBS DSEBS WaLuDi WaLuMi E-FDPC Ours Raw data

OA by KNN(%) 68.07±0.01 60.96± 0.01 70.16±0.01 64.35±0.01 52.81±0.00 61.08±0.01 70.07±0.01 67.65±0.02

AA by KNN(%) 58.27±0.02 48.39±0.00 56.05±0.01 51.22±0.00 40.42±0.00 46.68±0.01 59.36±0.02 54.22±0.01

Kappa by KNN 0.63±0.01 0.55±0.01 0.66±0.01 0.59±0.01 0.45±0.00 0.55±0.01 0.66±0.02 0.62±0.01

OA by SVM(%) 77.79±0.01 68.30±0.01 75.78±0.01 74.99±0.01 70.65±0.01 71.52±0.01 79.31±0.01 79.33±0.01

AA by SVM(%) 76.82±0.01 64.53±0.02 74.96±0.01 75.58±0.01 67.35±0.01 70.57±0.02 77.23±0.01 71.47±0.01

Kappa by SVM 0.75±0.01 0.64±0.01 0.72±0.00 0.72±0.01 0.67±0.01 0.67±0.01 0.76±0.01 0.75±0.01

5.3.1 Settings

The result of the HSI classification is quantified by three common metrics gener-

ated from the confusion matrix, the overall accuracy (OA), the average accuracy

(AA), and the Kappa coefficient. The OA represents the percentage of corrected
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(a) (b)

Figure 5.6: OA curves on the PaviaU dataset with different UBS methods.(a)
OA by KNN, (b) OA by SVM

(a) (b)

Figure 5.7: OA curves on the Salinas dataset with different UBS methods.(a) OA
by KNN, (b) OA by SVM
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Table 5.2: Classification results from different approaches for the PaviaU
dataset.

Classifier OCF VGBS DSEBS WaLuDi WaLuMi E-FDPC Ours Raw data

OA by KNN(%) 85.64±0.01 82.64± 0.01 84.58±0.01 86.43±0.01 85.77±0.01 84.73±0.01 87.02±0.01 85.73±0.02

AA by KNN(%) 82.55±0.00 77.08±0.00 81.32±0.00 82.31±0.00 83.11±0.00 81.24±0.00 83.44±0.02 82.02±0.01

Kappa by KNN 0.80±0.00 0.76±0.00 0.79±0.01 0.81±0.00 0.42±0.00 0.79±0.00 0.82±0.01 0.81±0.01

OA by SVM(%) 91.08±0.00 90.75±0.00 89.51±0.00 91.08±0.00 91.32±0.00 90.07±0.00 92.15±0.01 91.64±0.01

AA by SVM(%) 88.25±0.00 88.32±0.00 87.33±0.00 88.75±0.00 88.72±0.00 85.04±0.00 89.76±0.00 88.12±0.01

Kappa by SVM 0.88±0.00 0.88±0.00 0.86±0.00 0.88±0.00 0.88±0.00 0.84±0.00 0.89±0.00 0.89±0.00

Table 5.3: Classification results from different approaches for the Salinas
dataset.

Classifier OCF VGBS DSEBS WaLuDi WaLuMi E-FDPC Ours Raw data

OA by KNN(%) 88.82±0.00 82.74± 0.00 88.99±0.00 85.98±0.01 87.85±0.00 87.58±0.00 88.82±0.00 87.70±0.01

AA by KNN(%) 93.58±0.00 85.6±0.00 93.73±0.00 92.53±0.00 92.23±0.00 92.52±0.01 93.62±0.00 93.27±0.01

Kappa by KNN 0.88±0.00 0.81±0.01 0.88±0.01 0.86±0.01 0.84±0.00 0.86±0.01 0.87±0.01 0.86±0.01

OA by SVM(%) 92.28±0.00 92.04±0.00 92.28±0.00 91.03±0.00 92.31±0.00 92.45±0.00 92.75±0.01 92.87±0.00

AA by SVM(%) 95.67±0.00 95.28±0.00 95.93±0.00 95.68±0.00 95.18±0.00 95.91±0.00 95.71±0.00 96.42±0.00

Kappa by SVM 0.91±0.00 0.91±0.00 0.91±0.00 0.91±0.00 0.90±0.00 0.91±0.00 0.92±0.00 0.92±0.01

classified pixels, and the AA is the mean classification accuracy over all classes.

The Kappa coefficient is introduced to estimate the reliability of the obtained re-

sult. To verify the effectiveness of the proposed CAE-UBS framework in the HSI

classification task, the CAE-UBS method is compared with some state-of-the-

art algorithms, including OCF (TRC-OC-EFDPC) [53], DSEBS [57], VGBS [55],

WaLuDi/WaLuMi [50], and the E-FDPC [52]. About the compared methods,

the original codes are utilized from the authors and their proposed default pa-

rameters. Besides, the classification results employing the original data with all

Table 5.4: Classification results from different approaches for the KSC dataset.

Classifier OCF VGBS DSEBS WaLuDi WaLuMi E-FDPC Ours Raw data

OA by KNN(%) 82.49±0.01 50.56±0.02 81.28±0.01 82.07±0.01 77.31±0.01 81.68±0.01 83.54±0.01 85.86±0.01

AA by KNN(%) 74.59±0.01 37.08±0.03 71.30±0.01 67.32±0.01 73.08±0.01 73.45±0.01 74.58±0.01 79.15±0.01

Kappa by KNN 0.80±0.01 0.44±0.03 0.79±0.01 0.75±0.01 0.80±0.01 0.80±0.01 0.81±0.01 0.84±0.00

OA by SVM(%) 89.45±0.01 54.58±0.03 86.21±0.01 88.09±0.01 81.25±0.01 88.86±0.01 88.74±0.01 90.04±0.00

AA by SVM(%) 80.47±0.01 44.25±0.04 79.1±0.01 74.67±0.01 80.00±0.01 79.57±0.01 80.25±0.01 85.58±0.00

Kappa by SVM 0.88±0.01 0.48±0.01 0.85±0.01 0.79±0.01 0.87±0.01 0.87±0.01 0.88±0.01 0.89±0.01
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(a) (b)

Figure 5.8: OA curves on the KSC dataset with different UBS methods.(a) OA
by KNN, (b) OA by SVM

bands are also included (shown as ‘Raw data’ in this paper). For the proposed

CAE-UBS method, it has several parameters similar to other deep learning net-

works. In the training process of CAE-UBS, the Adam optimizer [106] with a 1e-3

learning rate is employed. As stated before, the training epoch is set to be 1 for

efficiency, and the batch size of the Indian Pines, PaviaU, Salinas, and KSC are

set to be 512, 8192, 8192 and 8192 in the consideration of efficiency. Additionally,

the activation function of the designed stacked decoder is ReLU [107]. For the

temperature parameter, the CAE-UBS follows the annealing schedule in [105].

For the classification part, two commonly used classifiers, K-Nearest Neigh-

bourhood (KNN) [99] and Support Vector Machine (SVM) [29], are employed to

classify the above four datasets with the chosen band subsets from each method.

In experiments, the parameters of KNN and the SVM are optimized through

cross-validation. The 10% of the labelled samples are randomly chosen as the

training samples for these two classifiers, while the rest of the samples are used

for testing. For the compared methods, the experiments are repeated 10 times

and the average metrics are reported. As the CAE-UBS method is a type of
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deep learning method, where the final chosen band subset heavily relies on some

stochastic issues like the construction of the batch, etc., the output band sub-

set has a slight difference in each experiment. Nowadays, deep learning-based

methods always report the best result with the trained model in other computer

vision topics like image segmentation and object detection, etc. However, all the

compared methods are not deep learning related, it is not fair if the CAE-UBS

only claim the best result. Under this circumstance, the band selection result

from five random experiments of the CAE-UBS framework have been chosen.

These chosen five band subsets are utilized for the classification task and the ex-

periment of each band subset is also repeated 10 times. Afterwards, the average

metrics of these five subsets are claimed as the result of the proposed framework.

For the hardware and software settings, the proposed CAE-UBS framework is

implemented on the Pytorch 1.1.0 package without CUDA. The other band se-

lection methods and the classification part are implemented on the MATLAB

2019a. All experiments are done with a 16GB Intel i5-8400 CPU. The details of

the experimental results are shown in the below subsection.

5.3.2 Results discussion

In this subsection, the performance of the proposed CAE-UBS framework will

be demonstrated in two forms. In the first, the OA curves of all the methods

on four HSI datasets are generated against different number of chosen bands

and shown in Figure 5.5-5.8. As it has been found that most of the methods

compete with the performance using raw data when the number of chosen bands

is around 30, the selected number of bands for the OA curves varies from 3 to

30. Besides, the OA, AA, and the kappa coefficient has been compared when 14

103



Chapter 5. Concrete Autoencoder for Unsupervised HSI Band Selection

bands are chosen to better verify the effectiveness of the designed method. For

most circumstances, the OA curves of most the methods become stable after 10

to 15 bands are selected. Therefore, detailed comparisons of each method on four

datasets are given in Table 5.1-5.4. The best performance is labelled bold except

the result with the raw data.

The classification results for the Indian Pine dataset are presented in Figure

5.5 and Table 5.1. In Figure 5.5, it can be seen that the CAE-UBS method has a

robust performance on both classifiers. Although the performance is the second

best on the KNN classifier, the difference between the CAE-UBS method and the

DSEBS is quite small. After more than 20 bands are chosen, only the DSEBS

and the CAE-UBS method keep reliable performance. For the SVM classifier,

the performance of CAE-UBS is also quite stable, especially when the number of

the chosen bands is beyond 20. Although the CAE-UBS method does not lead

other methods in all cases, a robust OA curve proves the superiority of CAE-

UBS method. Table 5.1 shows the classification results of all the methods with

14 selected bands. From the table 5.1, it can be seen that the proposed method,

the OCF, and the DSEBS have better performance than the rest with the KNN

classifier, but the performance of DSEBS with the SVM seems not as good as with

the KNN classifier. For the proposed method,CAE-UBS have achieved the best

with both classifiers, and it has an obvious advantage with the SVM classifier.

For the PaviaU dataset, the relevant comparisons are given in Figure 5.6

and Table 5.2. In Figure 5.6 (a), the proposed method has stable performance.

With the KNN classifier, the CAE-UBS has achieved an increasing OA curve,

and it outperforms other methods when the number of chosen bands is between

10 to 20. Although the WaLuMi method achieves the best performance with
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the KNN classifier when more than 25 bands are selected, it does not perform

well when a small number of bands is desired. Besides, the WaLuMi method

has a good performance with the KNN classifier, but its performance with the

SVM is not robust based on Figure 5.6 (b). With the SVM classifier, the CAE-

UBS has achieved a more robust OA curve than the rest of the methods. With

the consideration of both classifiers, the generated OA curves of CAE-UBS are

steadier, which verifies the robustness of the CAE-UBS method. As can be seen

from Table 5.2, the CAE-UBS has achieved the best OA with both classifiers,

and advantages are very remarkable.

Figure 5.7 and Table 5.3 give the classification results for the Salinas dataset.

In Figure 5.7, the CAE-UBS has achieved good performance with both classifiers.

Although the CAE-UBS has not obtained the best results with the KNN classifier

when less than 15 bands are chosen, it can be seen that the CAE-UBS method

has an obvious advantage when more bands are chosen. Although both OCF

and DSEBS have a good performance when less than 15 bands are selected, their

OA curves with the KNN classifier are not stable compared to the CAE-UBS.

For the VGBS and the WaLuDi methods, both have not obtained a satisfying

result with the KNN classifier. With the SVM classifier, most of the methods

have achieved robust performance except for the WaLuDi method. Compared to

the OCF method, the CAE-UBS have not obtained the best OA curve, but the

performance can be considered the second best. From Table 5.3, it can be noticed

that the CAE-UBS method ranks the second and first with the KNN and SVM,

respectively, where the differences are very small.

For the KSC dataset, the proposed CAE-UBS has not achieved the best per-

formance on both classifiers from Figure 5.8. From Figure 5.8(a), the performance
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of CAE-UBS method is in the middle among other compared algorithms when

less than 10 bands are chosen. After that, the CAE-UBS has fairly good perfor-

mance with two best results when the chosen number of bands are 14 and 30,

and the difference between the CAE-UBS method and the rest robust methods

like OCF, DSEBS, and E-FDPC are quite small. With the SVM classifier, the

CAE-UBS has a very steady OA curve and the OCF method has achieved the

best performance. The difference between the CAE-UBS method and the OCF is

very similar to the circumstance with the KNN classifier. With both classifiers,

the results of WaLuMi and the VGBS are quite poor. In Table 5.4, the CAE-

UBS method has obtained the best performance on the KNN classifiers and OA

of CAE-UBS ranks the third on the SVM classifier.

5.3.3 Extended discussion

Table 5.5: Computational time (s) of different UBS methods on four datasets
with 30 selected bands.

Methods Indian Pine Pavia U Salinas KSC

Ours 0.75 1.9 1.5 1.4

OCF 0.7 0.65 1.13 1.66

VGBS 0.54 0.24 0.82 0.81

DSEBS 0.2 1.02 1.05 3.03

WaLuDi 41.95 99.7 198.51 408.68

WaLuMi 14.04 13.82 29.68 51.23

E-FDPC 0.97 6.85 3.11 27.97

To summarize the experimental results from the four datasets, some extended

discussions are given below. In particular, three aspects will be discussed, i.e. the

relevant poor results from the KSC dataset, the performance of the CAE-UBS

method with more selected bands, and analysis of the computational time of each

method.
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Although the proposed method has obtained quite good results with the two

popular classifiers on the four HSI datasets, the OA is not always the best which

can be explained as follows. The network architecture and the strategy for search-

ing the optimal band subset used in the proposed method are rather simple. The

proposed CAE-UBS framework can be taken as a baseline, where its performance

can be further improved by introducing a larger neural network or certain regular-

ization terms such as spatial constraints. Actually, the quite satisfactory results

on three of the four datasets, including the Indian Pine, PaviaU, and Salinas

from two different sensors, the AVIRIS and the ROSIS have validated the robust

performance and high generalized ability of the proposed network. To this end, it

can be claimed that the proposed method can generate a global optimal solution

in most cases.

As for the relatively less favourable results on the KSC dataset, this is mainly

due to lack of sufficiently labelled pixels. Actually, in total there are only 4690

labelled pixels, which accounts for about 1.5% (4690/314368) of all samples in

the KSC dataset. In the proposed CAE-UBS framework, the desired band subset

is selected according to the reconstruction ability. To be more specific, each po-

tential band group among N candidates is determined by random initialization

of batches as stated before. Although the batch size is set to 8192 in the exper-

iment, the labelled pixels do not have much effect in the reconstruction process.

In other words, the selected bands might not be crucial for these labelled pixels,

which explains the relatively low performance on this particular dataset.

As shown in the previous subsection, the proposed CAE-UBS framework can

usually produce better results when more bands are selected. For example, the

OA curve of CAE-UBS in Figure 5.8 (a) outperforms all others when more than
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20 bands are chosen. As the CAE-UBS method is searching-based, a larger search

space with more bands tends to produce better results. Therefore, it is prone to

find the optimal band subset from the increased number of band combinations,

which validates the searching ability of the developed deep-learning based UBS

method.

As a significant issue for verifying the efficiency of UBS methods, the com-

putational time of various methods have been compared. However, there is a

dilemma that the CAE-UBS method depends on the Pytorch package and the

rest are developed on MATLAB. In this way, the computational time is compared

with the same hardware. From Table 5.5, it can discovered that the CAE-UBS

method has a comparable computational time with other non-deep learning-based

methods. Based on the computational time and the above performance, it can be

concluded that the proposed CAE with only one training epoch can provide an ef-

ficient solution to the UBS. As declared before that the CAE-UBS method is still

a baseline work, there are more potential improvements for deep learning-based

methods on the UBS of the HSI.

5.4 Summary

In this chapter, a novel Concrete autoencoder-based framework has been proposed

for the UBS in HSI. By introducing the Concrete autoencoder, desired band

subsets can be obtained with the supervision of a self-reconstruction loss. After

that, the information entropy is utilized to search a global optimal solution from

the obtained band subsets. The proposed CAE-UBS has proved its superiority

among several state-of-the-art UBS algorithms.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

The objective of this thesis is to design novel algorithms for the feature fusion and

selection to improve the performance of HSI classification. These are presented

in Chapters 3-5, including two feature fusion algorithms and two UBS methods.

The developed techniques can be summarized as follows:

1) In Chapter 3, a superpixel-based feature specific SRC framework has been

proposed to fully exploit the spectral-spatial features of the HSI. A super-

pixel map is generated to acquire better spatial information and save the

computational cost. After superpixel generation, a SRC-based classifier is

designed to assign each superpixel into one category. With the proposed

SRC-based classifier, the developed approach has achieved a better per-

formance than other methods in two HSI datasets, i.e. the Indian Pine

dataset and PaviaU datasets. Furthermore, an online Mahalanobis-based

metric learning strategy has been designed to exploit the correlation be-
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tween different features, where the improved performance has validated the

superiority of this designed distance measurement.

2) In Chapter 3, a superpixel-based multiple feature fusion SRC framework

is also proposed to address the HSI classification with insufficient training

samples. Three kinds of features are extracted from the raw data, including

the spectral/spatial features from HSI, and elevation features derived from

the corresponding LiDAR data. After that, a superpixel map is generated

for each HSI by applying the SLIC algorithm, which can help to combine

more contextual information and reduce the computation cost. To generate

effective features for HSI classification in SRC, a localized MCCA has been

utilized to fuse the extracted features and obtain a low-dimensional repre-

sentation. After that, a kernelized SRC can assign the semantic label to

each superpixel. By comparing other state-of-the-art algorithms on three

publicly available datasets, i.e. the UH, Indian Pine, and PaviaU datasets,

the efficacy and robustness of the proposed SMFF-SRC approach has been

validated.

3) In Chapter 4, a band hierarchy clustering UBS framework for effective

band selection has been proposed. A flexible tree hierarchy-based algo-

rithm ADBH is developed to explore the data structure within HSI which

can generate any desired number of band subsets. To overcome the effect

of noisy bands, a novel adaptive distance (AD) metric has been introduced,

which is combined with the ADBH framework. Moreover, the developed

approach is parameter-free hence easy for implementation. The satisfac-

tory results from experiments on four publicly available datasets have fully
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demonstrated the robustness and efficiency of the proposed ADBH method.

4) In Chapter 5, a novel CAE-UBS framework has been proposed for deep

learning-based selection of the optimal band subset in the HSI. To inves-

tigate the correlation of bands in the desired band group, a Concrete au-

toencoder is employed to search potential band subsets with the supervision

of a self-reconstruction loss. Afterwards, the optimal band subset can be

obtained through a global searching strategy based on the information en-

tropy. The robust performance from experiments on various datasets has

fully demonstrated the efficacy and efficiency of the proposed CAE-UBS

framework.

6.2 Future Work

Followed by the contributions presented in the last section, the future research

directions towards the feature fusion and selection can be highlighted as follows.

1) Nowadays, most of the designed feature fusion algorithms for improving the

HSI classification are based on supervised learning. In deep learning era, it

is common that many researchers have tried to combine the deep learning

models, especially the CNN model, into the HSI classification [108]. How-

ever, the insufficient or even no training samples is quite often in practical

applications. Therefore, the designed deep learning model is not easy to

converge without a large set of training dataset. To this end, the unsu-

pervised or self-supervised learning can be the potential direction in the

future.

111



Chapter 6. Conclusion and Future Work

2) Although data classification is used to evaluate the efficacy of the selected

bands, band selection can actually benefit many other applications of HSI,

such as spectral unmixing, spectral reconstruction, object detection and

data visualisation, etc [109–118]. However, applications in these fields are

seldom selected, due mainly to the lack of available ground truth maps

for quantitative evaluation. Further verification of the band selection ap-

proaches in these applications can be explored in the future. Besides, the

CAE-UBS can be assumed to be a new trend for UBS in HSI as it does

not require any label information to select the desired band subset. In the

future, the CAE-UBS framework can be improved on two aspects. The first

one is to make full use of the Concrete AE and speed up the convergence

of the network by adding more regularization terms. The other one is to

develop a multi-task network for selecting more discriminative bands for

classification or other applications in HSI.

3) Nowadays, the object detection [119] has become one of the most popular

topics in the remote sensing field. However, most of the object detection

applications focus more on the RGB data. In the future, the fusion between

the HSI and RGB data is essential. With the numerous spectral informa-

tion, the discriminative ability between different objects can improve the

performance of object detection.
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